


The Physics of Particle Detectors 

This text provides a comprehensive introduction to the physical principles and design of parti­
cle detectors, covering all major detector types in use today. The book begins with a reprise of 
the size and energy scales involved in different physical processes. It then considers non-destruc­
tive methods, including the photoelectric effect, photomultipliers, scintillators, Cerenkov and 
transition radiation, scattering and ionization and the use of magnetic fields in drift and wire 
chambers. A complete chapter is devoted to silicon detectors. In the final part of the book, the 
author discusses destructive measurement techniques including Thomson and Compton scat­
tering, Bremsstrahlung and calorimetry. Throughout the book, emphasis is placed on explain­
ing the physical principles on which detection is based, and showing, by considering appropriate 
examples, how those principles are best utilized in real detectors. This approach also reveals the 
limitations that are intrinsic to different devices. 
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Part I 

Introduction 

The subject of particle detectors covers those devices by which the existence 
and attributes of particles in a detecting medium is made manifest to us. The 
full and complete understanding of these devices requires a good under­
standing of basic physics. Without that knowledge we are simply 'mechanics' 
without the capacity to advance the state of the art of detector technology. On 
the other hand, a rigorous understanding from first principles is also not an 
optimal approach. The 'useful' understanding of a given device proceeds from 
an understanding of what approximations to full rigor are possible. That 
understanding can only come from experience and it is the purpose of this 
volume to communicate that experience. The aim of this text is to steer a per­
ilous course between the purely descriptive and the purely theoretical. 

The role of detectors can be visualized by assuming that an interesting inter­
action occurs at a point in space and time. From that point several secondary 
particles of different masses are emitted with various angles and momenta as 
shown in Fig. 1.1. It is the job of the detector designer to measure the time of 
interaction, t, and the vector momenta, p., and masses, M., of those emitted 
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particles. The text is organized so as to show the ensemble of tools available to 
the designer. Typically, mathematical detail and topics outside the main scope 
of the text are relegated to the Appendices. 

A list of the topics covered is given in the Table of Contents. The first chapter 
is an introduction devoted to a numerical description of the appropriate size, 
energy scales, and cross sections for different processes. The numerical data 
given in the tables of Chapter 1 will constantly be referred to in later chapters. 

There then follow eight chapters on 'non-destructive' measurements, or 
those which do not appreciably change the measured particle's position or 
momentum. The first subtopic concerns the measurement of time and veloc­
ity. Chapter 2 starts with the basic physics of the photoelectric effect and 
leads into photomultiplier tubes, scintillator and time of flight measurement. 
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A 

Introduction 

Fig. 1.1. A schematic representation of the reaction A + B ~ 1 + 2 + 3 + 4 + 5 + 6. The 
reaction is specified when the vector momentum and mass of each particle is deter­
mined. 

Chapter 3 describes velocity measurement by way of the emission of optical 
photons in the Cerenkov process. Chapter 4 follows with a discussion of the 
closely related emission of x-ray photons in transition radiation which also 
determines the velocity of a particle. 

The second sUbtopic within non-destructive readout first lays the physics 
groundwork of elastic scattering in Chapter 5. Chapter 6 then covers the 
application of single scattering to scattering off atomic electrons and the result­
ing energy loss. Detection of the energy lost is the physical basis of many of the 
techniques used in charged particle detection. The third sUbtopic then follows 
up with the non-destructive measurement of the position and momentum of 
charged particles. Chapter 7 contains a derivation of the particle trajectory 
in a magnetic field and the consequent measurement of momentum. Those 
measurements have intrinsic limitations which are explored first in Chapter 8 
in studying diffusion in gases and wire chambers. Chapter 9 looks at faster and 
higher spatial resolution silicon detectors for more accurate position measure­
ments. 

The text then switches to destructive measurements, where the particle to be 
measured loses a significant fraction of its energy or is fully absorbed in the 
detector. First, in Chapter 10, the physics foundation is laid by exploring radia­
tion and photon scattering. Then these concepts are applied in exploring the 
topic of destructive energy measurements. Chapter 11 describes measurements 
of electron and photon energy, while Chapter 12 describes the measurement of 
the energy of strongly interacting particles. 

Finally, a general-purpose high energy physics detector using all the previ­
ously described techniques is sketched in Chapter 13. The concept of multiple 
redundant measurements is introduced and several examples are given. 
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The full set of material in the text is suitable for a one year course. If a one 
semester course is desired, the algebraic details in the Appendices can be 
skipped as well as Chapter 1, the first half of Chapter 2 and Chapters 5, 6, and 
10 assuming that no supplementary physics background was required. 

Note that the subjects covered in the text are strongly limited to detectors 
themselves. Exceptions are a brief description of coincidence circuits in 
Chapter 2 and front end noise processing in Chapter 9. These brief forays were 
made since these special topics were tightly connected to the detectors them­
selves. However, there is no other discussion of front end electronics, trigger 
systems, data acquisition, or computer programming. In addition, the vital 
area of detector modeling and Monte Carlo techniques is only sketched in 
Appendix K. Probability theory and statistical analysis appear only briefly in 
Appendix 1. References to these vital areas are given at the end of the text for 
readers who want to go beyond the scope of this volume. 

The aim of this text is to describe the full ensemble of particle detectors from 
first principles. The goal is to strike a balance between simply presenting the 
final result and a full and rigorous derivation and thus to extract the relevant 
physics in a clear fashion. Intuition and order of magnitude numerical esti­
mates are stressed throughout in an attempt to communicate the insights gar­
nered from experience. 

Ah, but a man's reach should exceed his grasp, or what's a heaven 
for? 

Robert Browning 

Curiosity is, in great and generous minds, the first passion and the 
last. 

Dr Samuel Johnson, 1750 

General references - A 
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[1] The Feynman Lectures in Physics, R. Feynman, R. Leighton, and M. Sands, 

Addison-Wesley Publishing Co., Inc. (1963). 
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[3] Classical Electricity and Magnetism, W.K.H. Panofsky and M. Phillips, Addison­

Wesley Publishing Co., Inc. (1962). 
[4] Quantum Mechanics, E. Merzbacher, John Wiley & Sons, Inc. (1961). 

General references - B 

Textbooks on particle detectors 
[1] Detectors/or Particle Radiation, K. Kleinknecht, Cambridge University Press 

(1987). 



4 Introduction 

[2] Experimelltal Techniques in High Energy Physics, T. Ferbel, Addison-Wesley 
Publishing Co. Inc. 1987). 

[3] instrumenta.tion ill High Energy Physics, Ed. F. Sauli, World Scientific Publishing 
Co. (1992). 
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Size, energy, cross section 

Beauty depends on size as well as symmetry. 
Aristotle 

Energy is eternal delight. 
William Blake 

Textbooks on detectors often jump directly into a description of the devices 
themselves. The relevant descriptive formulae are then simply given without 
derivation and readers are instead referred to the relevant texts. A comple­
mentary approach is taken here. A 'derivation' of the relevant physics is always 
attempted first. Armed with the derivations, the reader is then introduced to the 
detector where the approximations which are made are explained along with 
the reasons why they are valid. In order to contain the length of the text, all 
'derivations' are heuristic and thus either compressed or left to the Appendices. 
Numerical examples are given at regular intervals in order that the reader be 
firmly connected to real devices and have a firm grasp of the appropriate orders 
of magnitude. We note that 'intuition' is largely the result of experience. The 
judgement that allows a simplifying approximation to be made usually comes 
with an appreciation of orders of magnitude of the quantities involved. In this 
text, that hard won 'intuition' is, it is hoped, passed on to the student. 

Detectors function by causing a particle to interact with some detecting 
medium. For example, a charged particle might ionize a gas in a device and the 
freed charge might be collected as an electrical signal localized in time, a 
'pulse', on a detector electrode. To characterize the detector it is fundamental 
to understand the probability of interaction of the particle with the device. The 
aim of Chapter 1 is to provide the basic numerical data needed to later 
characterize the interaction probability of the different particles which we wish 
to detect. 

1.1 Units 

It is traditional in high energy physics to work in dimensionless units where h 
and c are defined to be equal to 1. In those units momentum (pc), energy (8), 
mass (mc2), inverse time (hit) and inverse length (he/x) all have the same 

5 



6 1 Size, energy, cross section 

dimensions, which we take to be energy. Units for energy are taken to be the 
electron volt, where one electron volt, e V, is the energy, I:l U, gained by an elec­
tron of charge e, in dropping through a potential difference, I:l V, of 1 volt, 
I:l U = el:l V. A tabulation of many of the physical quantities used throughout 
the text is given in Table 1.1 [1]. In that table, the speed of light, the Planck con­
stant, the electron charge, the masses of elementary particles, the fine-structure 
constant, the classical electron radius, the Compton wavelength of the electron 
etc. are gathered together in electron volt and in MKS units. This table and 
Table 1.2 contain sufficient numerical information for the needs of this text. 
Kinematics, the constraints imposed by energy-momentum conservation, are 
worked out in Appendix A. 

1.2 Planck constant 

In going from the dimensionless calculations of high energy physics to dimen­
sional quantities, it is necessary to know the Planck constant and be able to use 
it. (See Table 1.1 .) 

he = 0.2 GeV fm=2000eV A 

1 GeV = 10geV 

1 A = 10 - 8 cm = 10 nm 

1 fm = 10 - 13 cm 

(1.1) 

The Planck constant is given for two different distance scales, the angstrom 
and the fermi . Those two distance scales are characteristic of the size of an 
atom and the size of a nucleus respectively. The conversion of size to energy 
leads us to the immediate conclusion that nuclear energy scales are Ge V 
whereas atomic energy scales are of order a few electron volts. The ratio of one 
angstrom to one fermi is 100000 to 1. 

1.3 Electromagnetic units 

In the body of the text we will most often use CGS units in symbolic manipUla­
tions and we will freely convert back and forth to MKS units. It is a fact of life 
that practicing physicists must acquire a facility with both systems of units 
since experimentalists have connections to both theory and engineering. (See 
the beginning of Chapter 3 for a full explanation.) We will later explicitly give 
a prescription for converting between MKS and CGS units. 



Table 1.1. Fundamental physical constants 

Quantity Symbol, equation Value Uncert. (ppm) 

Speed of light in vacuum c 299792458 ms- I exacta 

Planck constant h 6.626075 5(40) X 10-34 J s 0.60 
Planck constant, reduced h=h/27T 1.054572 66(63) X 10-34 J s 0.60 

= 6.5821220(20) X 10-22 MeV s 0.30 
Electron charge magnitude e 1.60217733(49) X 10-19 C=4.803 206 8(l5) X 10-10 esu 0.30,0.30 
Conversion constant he 197.327053(59) MeV fm 0.30 
Conversion constant (he)2 0.38937966(23) GeV2 mbam 0.59 

Electron mass me 0.51099906(15) MeV/c2= 9.l09 389 7(54) X 10- 31 kg 0.30,0.59 
Proton mass mp 938.272 31(28) MeV/c2= 1.672 623 1(10) X 10-27 kg 0.30,0.59 

= 1.007 276 470(12) u= 1836.l52 701(37) m. 0.012,0.020 
Deuteron mass md 1875.613 39(57)MeV/c2 0.30 
Unified atomic mass unit (u) (mass 12C atom)/12 = (lg)/(NA mol) 931.49432(28) MeV/c2= 1.660 540 2(10) X 10- 27 kg 0.30,0.59 

Permittivity of free space EO } E /-t = 11c2 
8.854187817 . . . X 10-12 F m- I exact 

Permeability of free space /-to 0 0 47TX 10- 7 N A -2= 12.566 370 614 . . . X 10-7 N A-2 exact 

Fine-structure constant a= e2/47TEohe 11137.0359895(61/ 0.045 
Classical electron radius re =e2/47TEomcc2 2.817940 92(38) X 10- 15 m 0.13 
Electron Compton wavelength lI. =li/m e=r a-I 

c c c 3.861 59323(35) X 10- 13 m 0.089 
Bohr radius (mnucleus = 00) a", = 47TEoh

2/mee2 = r.a-2 0.529 177 249(24) X 10-10 m 0.045 
Wavelength of 1 eVle particle hc/e 1.239 84244(37) X 10-6 m 0.30 
Rydberg energy heR", = mee

4/2( 47Teo)2h2 = mec2a212 13.605698 1(40) eV 0.30 
Thomson cross section (TT=87T~/3 0.65524616(18) bam 0.27 

Bohr magnet on /-La = eli/2m c 5.78838263(52) X 10- 11 MeV T-I 0.089 
Nuclear magneton f-LN = eli/2mp 3.15245166(28) X 10-14 MeV T-I 0.089 
Electron cyclotron freq .lfield w~c/B=e/me 1.75881962(53) X 10" rad S-I T-' 0.30 
Proton cyclotron freq.lfield £UP cyc/B = e/ mp 9.578 8309(29) X 1Q1 rad S-I T-I 0.30 



Quantity 

Gravitational constant 

Standard grav. accel., sea level 

Avogadro constant 
Boltzmann constant 

Molar volume, ideal gas at STP 
Wien displacement law constant 
Stefan-Boltzmann constant 

Fermi coupling constant 
Weak mixing angle 
W = boson mass 
zO boson mass 
Strong coupling constant 

Table 1.1. (cont.) 

Symbol, equation Value 

GN 6.672 59(85) X 10-11 m3 kg- 1 S-2 
=6.70711(86) X 10-39 lie (GeV/d)-2 

g 9.80665 m S-2 

NA 6.022 1367(36) X 1023 mol- 1 

k 1.380658(12) X 10-23 J K-l 
=8.617385(73) X 10-5 eV K-l 

N Ak(273.15 K)/(101325 Pa) 22.41410(19) X 10-3 m3 mol- 1 

b=AmaxT 2.897756(24) X 10-3 m K 
u= -rr2/(.4/601i3d 5.67051(19) X 10-8 W m-2 K-4 

G!(lie)3 1.16639(2) X 10-5 GeV-2 
sin28(Mz) (MS) 0.2319(5) 

mw 80.22(26) GeV/c2 

mz 91.187(7) GeV/c2 

as(mz) 0.116(5) 

e = 2.718281828459045235 y= 0.577215 664901532861 

Uncert. (ppm) 

128 
128 

exact 

0.59 
8.5 
8.4 
8.4 
8.4 

34 

20 
2200 
3200 

77 
43000 

1 in=0.0254 m 
1 A=1O nm 

-rr= 3.141592653 589793238 

1 G=IO-4 T 1 eV= 1.60217733(49) X 10- 19 J kTat 300 K=[38.68149(33W 1 eV 

1 barn=1O-28m2 

Notes: 

1 dyne = 10-5 N 
1 erg = 10-7 J 

1 eV/d= 1.78266270(54) X 10-36 kg 
2.99792458 X 109 esu = 1 C 

0°C=273.15 K 
1 atmosphere = 760 torr = 101325 Pa 

a The meter is defined to be the length of path traveled by light in vacuum in 11299792458 s. See B. W Petley, Nature 303,373 (1983). 
b At Q2=0. At Q2=m~ the value is approximately 11128. 
Source: From Ref. 1.1. 

Table 1.2. Atomic and nuclear properties of materials 

Nuclear Nuclear Nuclear Nuclear dEldxlmin 
total inelastic collision interaction Radiation length Density Refractive 

(MeV) cross cross length length Xo (glcml) index n 
section section A-r AI 

glcm2 
(glcm2) (cm) () is for gas () is (n-I) X 1Q6 

Material Z A O'T (bam) 0'1 (bam) (glcm2) (glcm2) () is for gas () is for gas (gle) for gas 

H2gas 1.01 0.0387 0.033 43.3 50.8 (4.103) 61.28 865 (0.0838) [0.090] [140] 
H2 (B.C., 26K) 1.01 0.0387 0.033 43.3 50.8 4.045 61.28 865 0.0708 1.112 
D2 2.01 0.073 0.061 45.7 54.7 (2.052) 122.6 757 0.162 [0.177] 1.128 
He 2 4.00 0.133 0.102 49.9 65.1 (1.937) 94.32 755 0.125 [0.178] 1.024 [35] 
Li 3 6.94 0.211 0.157 54.6 73.4 1.639 82.76 ISS 0.534 
Be 4 9.01 0.268 0.199 55.8 75.2 1.594 65.19 35.3 1.848 

C 6 12.01 0.331 0.231 60.2 86.3 1.745 42.70 18.8 2.265 
N2 7 14.01 0.379 0.265 61.4 87.8 (1.825) 37.99 47.0 0.808 [1.25] 1.205[300] 
°2 8 16.00 0.420 0.292 63.2 91.0 (1.801) 34.24 30.0 1.14 [1.43] 1.22 [266] 
Ne 10 20.18 0.507 0.347 66.1 96.6 (1.724) 28.94 24.0 1.207 [0.900] 1.092 [67] 
Al 13 26.98 0.634 0.421 70.6 106.4 1.615 24.01 8.9 2.70 
Si 14 28.09 0.660 0.440 70.6 106.0 1.664 21.82 9.36 2.33 
Ar 18 39.95 0.868 0.566 76.4 117.2 (1.519) 19.55 14.0 1.40 [1.782] 1.233 [283] 
Ti 22 47.88 0.995 0.637 79.9 124.9 1.476 16.17 3.56 4.54 

Fe 26 55.85 1.120 0.703 82.8 131.9 1.451 13.84 1.76 7.87 
Cu 29 63.55 1.232 0.782 85.6 134.9 1.403 12.86 1.43 8.96 
Ge 32 72.59 1.365 0.858 88.3 140.5 1.371 12.25 2.30 5.323 
Sn SO 118.69 1.967 1.21 100.2 163 1.264 8.82 1.21 7.31 
Xe 54 131.29 2.120 1.29 102.8 169 (1.255) 8.48 2.77 3.057 [5.858] [705] 
W 74 183.85 2.767 1.65 110.3 185 1.145 6.76 0.35 19.3 
Pt 78 195.08 2.861 1.708 113.3 189.7 1.129 6.54 0.305 21.45 
Pb 82 207.19 2.960 1.77 116.2 194 1.123 6.37 0.56 11.35 
U 92 238.03 3.378 1.98 117.0 199 1.082 6.00 =0.32 =18.95 



Quantity 

Gravitational constant 

Standard grav. accel., sea level 

Avogadro constant 
Boltzmann constant 

Molar volume, ideal gas at STP 
Wien displacement law constant 
Stefan-Boltzmann constant 

Fermi coupling constant 
Weak mixing angle 
W = boson mass 
zO boson mass 
Strong coupling constant 

Table 1.1. (cont.) 

Symbol, equation Value 

GN 6.672 59(85) X 10-11 m3 kg- 1 S-2 
=6.70711(86) X 10-39 lie (GeV/d)-2 

g 9.80665 m S-2 

NA 6.022 1367(36) X 1023 mol- 1 

k 1.380658(12) X 10-23 J K-l 
=8.617385(73) X 10-5 eV K-l 

N Ak(273.15 K)/(101325 Pa) 22.41410(19) X 10-3 m3 mol- 1 

b=AmaxT 2.897756(24) X 10-3 m K 
u= -rr2/(.4/601i3d 5.67051(19) X 10-8 W m-2 K-4 

G!(lie)3 1.16639(2) X 10-5 GeV-2 
sin28(Mz) (MS) 0.2319(5) 

mw 80.22(26) GeV/c2 

mz 91.187(7) GeV/c2 

as(mz) 0.116(5) 

e = 2.718281828459045235 y= 0.577215 664901532861 

Uncert. (ppm) 

128 
128 

exact 

0.59 
8.5 
8.4 
8.4 
8.4 

34 

20 
2200 
3200 

77 
43000 

1 in=0.0254 m 
1 A=1O nm 

-rr= 3.141592653 589793238 

1 G=IO-4 T 1 eV= 1.60217733(49) X 10- 19 J kTat 300 K=[38.68149(33W 1 eV 

1 barn=1O-28m2 

Notes: 

1 dyne = 10-5 N 
1 erg = 10-7 J 

1 eV/d= 1.78266270(54) X 10-36 kg 
2.99792458 X 109 esu = 1 C 

0°C=273.15 K 
1 atmosphere = 760 torr = 101325 Pa 

a The meter is defined to be the length of path traveled by light in vacuum in 11299792458 s. See B. W Petley, Nature 303,373 (1983). 
b At Q2=0. At Q2=m~ the value is approximately 11128. 
Source: From Ref. 1.1. 

Table 1.2. Atomic and nuclear properties of materials 

Nuclear Nuclear Nuclear Nuclear dEldxlmin 
total inelastic collision interaction Radiation length Density Refractive 

(MeV) cross cross length length Xo (glcml) index n 
section section A-r AI 

glcm2 
(glcm2) (cm) () is for gas () is (n-I) X 1Q6 

Material Z A O'T (bam) 0'1 (bam) (glcm2) (glcm2) () is for gas () is for gas (gle) for gas 

H2gas 1.01 0.0387 0.033 43.3 50.8 (4.103) 61.28 865 (0.0838) [0.090] [140] 
H2 (B.C., 26K) 1.01 0.0387 0.033 43.3 50.8 4.045 61.28 865 0.0708 1.112 
D2 2.01 0.073 0.061 45.7 54.7 (2.052) 122.6 757 0.162 [0.177] 1.128 
He 2 4.00 0.133 0.102 49.9 65.1 (1.937) 94.32 755 0.125 [0.178] 1.024 [35] 
Li 3 6.94 0.211 0.157 54.6 73.4 1.639 82.76 ISS 0.534 
Be 4 9.01 0.268 0.199 55.8 75.2 1.594 65.19 35.3 1.848 

C 6 12.01 0.331 0.231 60.2 86.3 1.745 42.70 18.8 2.265 
N2 7 14.01 0.379 0.265 61.4 87.8 (1.825) 37.99 47.0 0.808 [1.25] 1.205[300] 
°2 8 16.00 0.420 0.292 63.2 91.0 (1.801) 34.24 30.0 1.14 [1.43] 1.22 [266] 
Ne 10 20.18 0.507 0.347 66.1 96.6 (1.724) 28.94 24.0 1.207 [0.900] 1.092 [67] 
Al 13 26.98 0.634 0.421 70.6 106.4 1.615 24.01 8.9 2.70 
Si 14 28.09 0.660 0.440 70.6 106.0 1.664 21.82 9.36 2.33 
Ar 18 39.95 0.868 0.566 76.4 117.2 (1.519) 19.55 14.0 1.40 [1.782] 1.233 [283] 
Ti 22 47.88 0.995 0.637 79.9 124.9 1.476 16.17 3.56 4.54 

Fe 26 55.85 1.120 0.703 82.8 131.9 1.451 13.84 1.76 7.87 
Cu 29 63.55 1.232 0.782 85.6 134.9 1.403 12.86 1.43 8.96 
Ge 32 72.59 1.365 0.858 88.3 140.5 1.371 12.25 2.30 5.323 
Sn SO 118.69 1.967 1.21 100.2 163 1.264 8.82 1.21 7.31 
Xe 54 131.29 2.120 1.29 102.8 169 (1.255) 8.48 2.77 3.057 [5.858] [705] 
W 74 183.85 2.767 1.65 110.3 185 1.145 6.76 0.35 19.3 
Pt 78 195.08 2.861 1.708 113.3 189.7 1.129 6.54 0.305 21.45 
Pb 82 207.19 2.960 1.77 116.2 194 1.123 6.37 0.56 11.35 
U 92 238.03 3.378 1.98 117.0 199 1.082 6.00 =0.32 =18.95 



Table 1.2. (cont.) 

Nuclear Nuclear dEldxlmin 

collision interaction 
(MeV) 

Radiation length 
length length 

glcm2 Xo 

A-r Al (glcm2) (cm) 
Material (glcm2) (glcm2) () is for gas () is for gas 

Air, (20°C, I atm), [STPJ 62.0 90.0 (1.815) 36.66 [30 420J 
Hp 60.1 84.9 1.991 36.08 36.1 
CO2 62.4 90.5 (1.819) 36.2 [1831OJ 
Shielding concrete 67.4 99.9 1.711 26.7 10.7 
Borosilicate glass (Pyrex) 66.2 97.6 1.695 28.3 12.7 
Si02 (fused quartz) 67.0 99.2 1.697 27.05 11.7 

Methane (CH,J 54.7 74.0 (2.417) 46.5 [64850J 
Ethane (C2H6) 55.73 75.71 (2.304) 45.66 [34035J 
Propane (C)Hs) (2.262) 

Isobutane «CHl)2CHCHl) 56.3 77.4 (2.239) 45.2 [16930J 
Octane, liquid (CHl(CH2)6CH) 2.123 

Paraffin wax (CH/CH2)nCHl' (n}=25) 2.087 

Nylon, type 6 1.974 
Polycarbonate (Lexan) 1.886 
Polyethylene terephthlate (Mylar) (C5H4O) 60.2 85.7 1.848 39.95 28.7 
Polyethylene (monomer CH2= CH2) 56.9 78.8 2.076 44.8 "'47.9 
Polyimide film (Kapton) 1.820 
Polymethylmethacrylate (Lucite, Plexiglas) 59.2 83.6 1.929 40.55 "'34.4 

(monomer (CH2= C(CH3)C02CH3» 
Polystyrene, scintillator (monomer C6H 5CH = CH2) 58.4 82.0 1.936 43 .8 42.4 

Polytetrafluoroethylene (Teflon) (monomer CF2 = CF 2) 1.671 
Polyvinyltoluene, scintillator 1.956 

(monomer 2-CH3C6H4
CH = CH2) 

Barium fluoride (BaF2) 92.1 146 1.303 9.91 2.05 
Bismuth germanate (BOO) (Bi

4
GePI2) 97.4 156 1.251 7.98 1.12 

Cesium iodide (CsI) 
1.243 

Lithium fluoride (LiF) 62.00 88.24 1.614 39.25 14.91 
Sodium fluoride (NaF) 66.78 97.57 1.69 29.87 11.68 
Sodium iodide (NaI) 94.8 152 1.305 9.49 2.59 
Silica Aerogel 65.5 95.7 1.83 29.85 = 150 
NEMA GI0 plate 62.6 90.2 1.87 33.0 19.4 

Note: Table revised June 1994. Gases are evaluated at 20°C, 1 atm (in parentheses), or at STP [square bracketsJ. 
Source: From Ref 1.1. 

Density Refractive 

(glcm3) index n 

() is for gas () is (n-I) X 106 

(gle) for gas 

(1.205) [1.29J (273) [293J 
1.00 1.33 

[1.977J [41 OJ 
2.5 

2.23 1.474 

2.32 1.458 

0.423 [0.717J [444J 
0.509 (1 .356) (1.038) 

(1.879) 

[2.67J [1900J 
0.703 
0.93 

1.14 

1.200 

1.39 
0.92-D.95 

1.420 

1.16-1.20 = 1.49 

1.032 1.581 

2.20 

1.032 

4.89 1.56 
7.1 2.15 

4.51 

2.632 1.392 
2.558 1.336 
3.67 1.775 

0.1-D.3 1.0+0.25p 
1.7 



Table 1.2. (cont.) 

Nuclear Nuclear dEldxlmin 
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length length 
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(monomer (CH2= C(CH3)C02CH3» 
Polystyrene, scintillator (monomer C6H 5CH = CH2) 58.4 82.0 1.936 43 .8 42.4 

Polytetrafluoroethylene (Teflon) (monomer CF2 = CF 2) 1.671 
Polyvinyltoluene, scintillator 1.956 

(monomer 2-CH3C6H4
CH = CH2) 

Barium fluoride (BaF2) 92.1 146 1.303 9.91 2.05 
Bismuth germanate (BOO) (Bi

4
GePI2) 97.4 156 1.251 7.98 1.12 

Cesium iodide (CsI) 
1.243 

Lithium fluoride (LiF) 62.00 88.24 1.614 39.25 14.91 
Sodium fluoride (NaF) 66.78 97.57 1.69 29.87 11.68 
Sodium iodide (NaI) 94.8 152 1.305 9.49 2.59 
Silica Aerogel 65.5 95.7 1.83 29.85 = 150 
NEMA GI0 plate 62.6 90.2 1.87 33.0 19.4 

Note: Table revised June 1994. Gases are evaluated at 20°C, 1 atm (in parentheses), or at STP [square bracketsJ. 
Source: From Ref 1.1. 
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1.4 Coupling constants 

What about the characteristic strength of the forces between particles? These 
are defined by dimensionless coupling constants whose size gives us a measure 
of the strength of the interaction. For electromagnetism we have the familiar 
fine-structure constant, 0', which has the strength of roughly 11137, Table 1.1. 
The strong interactions have a coupling constant O's which is larger because the 
forces are stronger. Why is 0' dimensionless? The dimension of U = e2lr, indi­
cated by brackets, is energy so [e2] = [energy· length]. The dimension of n is 
[energy· time] and of ne is [energy· length]. Thus 0' = e2/ne is indeed dimen­
sionless. 

0' = e2/ne ~ 11137 

O's = .fslne ~ (1/10 - 1) (Table 1.1) 
(1.2) 

The electromagnetic force is very familiar in everyday life. The existence of a 
strong force may be inferred by the observation that nuclei are bound systems 
containing one or more protons. Coulomb repulsion of the protons must then 
be overcome by another, stronger force. The strong interaction is responsible 
for binding the hadronic, or strongly interacting, particles like the proton 
together. Nuclei are then bound together by means of a residual 'strong inter­
action' in analogy to the van der Waals molecular binding of neutral atoms. 
Our treatment of the strong interactions will be completely phenomenological 
and contained only in the last two chapters. We will not discuss the weak 
interaction which is responsible for radioactive decay nor the gravitational 
interaction. Detectors using non-destructive methods usually use only the 
electromagnetic interaction of a particle with the detecting medium. 

1.5 Atomic energy scales 

Let us now turn towards a description of the energy scales of systems, begin­
ning with the atomic energy scale. The atom is held together by the electro­
magnetic attraction between the nucleus and the 'orbiting' electrons. Since the 
proton is so much heavier than the electron, m/mp - 112000 (Table 1.1), it is 
essentially at rest and there is only one dynamic mass scale in the problem 
which is the electron mass, as illustrated in Fig. 1.1. The bound state lowest 
Bohr energy level is Eo. 

Eo = - me2 0'2/2 (Table 1.1, Rydberg) 
(1.3) 
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(3c 

Fig. 1.1. Definition of orbital radius and velocity of the electron. 

We know experimentally from spectroscopy that the energy levels of bound 
systems are quantized. The hydrogen atom is characterized by a quantum 
number n defining an energy En = Ein2. An example of data for atomic hydro­
gen is shown in Fig. 1.2 where the discrete atomic spectrum of the emitted light 
is obvious and the 1In2 behavior of the lines is evident. Let us compute the Her 
wavelength to give us confidence. This line is due to a transition from n = 3 to 
n = 2 which causes emission of a photon with energy CEq. 1.3) of 1.89 eY. Using 
the Planck constant to convert energy to frequency, A = 2'TTClic)/1.89 eV = 

6645 A as seen in Fig. 1.2. The ionization continuum where the atom is broken 
apart and the electron is freed is also seen in Fig. 1.2. 

It is easy to 'derive' the Bohr energies by appealing to the minimization of 
the total system energy in the ground, or lowest energy, state. The kinetic, T, 
plus the potential energy, U, is the total system energy, E, which is a conserved 
constant. There is a balance between the negative attractive potential, whose 
magnitude increases as the radius of the system, a, decreases and the positive 
kinetic energy which also increases as the radius decreases. Since T goes as 11 a2, 

while U goes as 1Ia, there is a stable minimum. The minimum occurs at the first 
Bohr radius, ao' which defines the atomic size scale, 0.54 A, Table l.l. The 
Heisenberg uncertainty principle for position and momentum uncertainties 
!lp, !lx, !lp !lx ~ Ii supplies the crucial element of this 'derivation'. Throughout 
this text p represents particle momentum, and we assume that the uncertainty 
in p, !lp, is of order p while the uncertainty in position, !lx, is of order a. 
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Fig. 1.2. Discrete emission spectrum for atomic hydrogen. (From Ref. 1.7, with per­
mission.) 

(/lp)2 11,2 
- - + U=E=---e2/a 
2m 2ma2 

(1.4) 

JE/Ja=O at a=ao 

The other characteristic length scale is the Compton wavelength of the elec­
tron, X = hime, which is much smaller than ao (see Table 1.1). The characteristic 
size of the hydrogen atom is the Compton wavelength divided by 0'. 

a = X/a=O.54A E=E = -e2/2a o '0 0 

X= hime =O.004A (Table 1.1) (1.5) 

{3=O', {3=v/c 

For example, if the coupling, 0', went to zero the characteristic size for the 
system would become infinite, which means that the system is unbound. A 
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larger value of a would mean tighter binding or a smaller bound state radius. 
Plugging the Bohr radius back into the expression for E we can show that the 
electron velocity with respect to that of light, {3, is in fact equal to the fine-struc­
ture constant. Therefore, the atom is fairly loosely bound and its motion is non­
relativistic, {3 ~1. 

Perhaps this should not be surprising because we know that, for example, 
batteries are driven by processes with atomic (or chemical) energy scales. Hence 
we expect them to produce of the order of 1 volt and they do. As another 
example, since the atomic energy scales are electron volts, we expect the light 
which is emitted in making transitions between those energy levels to be a few 
thousand angstroms which is indeed the wavelength of visible light, Eq. 1.1. 
Thus, if we knew only that human beings see at the thousand angstrom scale 
of wavelength, we could infer that they live in a world with atomic energy levels 
that were of the order of electron volts. 

1.6 Atomic size 

The structure of multielectron atoms is determined by the Fermi exclusion 
principle which states that one and only one electron can occupy a quantum 
state. Recall that the energy levels in the hydrogen atom are Ell = EJn2, n = 1, 
2 ... Higher level atomic states, with larger n, have more momentum, and are 
thus less deeply bound. As n increases the electrons are less tightly bound, all = 
aon2 (see Appendix B). Therefore in atoms lower n values are filled by electrons 
first. 

The angular momentum, L, is quantized in units of h, L2=f(f+ 1)h2, f <n 
and the number of projections of angular momentum along an arbitrary axis 
is Lz = mh, - f < m < f or (2f + 1) projections. The electron spin, Sz = shl2 can 
be s = + 1 or or s = - 1. Thus there are 2(2f + 1) electron states for a given f. 
These are called 'shells'. Since the centrifugal force pushes us away from the 
origin, the effective potential is positive (repulsive) and lower f states lie lower 
in energy and hence are filled first (see also Appendix B). The fact that lower n 
fill first and that within a given n lower f fill first is sufficient to understand 
much of the periodic table of the elements. 

The atomic size, a, and ionization potential I (the energy needed to free a 
single electron from the element) of the first, Z ~ 36, elements are shown in Fig. 
1.3. Note that the atomic 'shell structure' (labeled in the figure) is clearly mir­
rored in the behavior of I, which rises until the shell is filled at the location of 
a noble gas. That is n= 1, f =0,2 states (1s). For n=2, f=O, 2 states (2s) plus 
f = 1 or 6 states (2p). For n = 3, f = 0,2 states (3s), plus f = lor 6 states (3p). At 
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(Is) He 

(2p) 

(3p) 

(4p) 

J(eV) 

(3d) 

10 z 

a(A) 2.0 

1.0 

Fig. 1.3. Ionization potential and atomic size for atoms with Z:5 36. The scales are 
-10 eV for Iand-l A for tI. 

that point n = 4 e = 0, 2 states (4s) intervenes prior to n = 3, e = 2 or 10 states 
(3d). 

The behavior of the size is to decrease with the filling of the shell. The largest 
atoms therefore correspond to metals with a single electron loosely bound 
outside a closed (noble gas) shell. The variation of a and I is less than a factor 
of about 4 for Z < 36. Thus, to lowest approximation, all atoms have the same 
size because as Z increases the force on the electrons becomes stronger but the 
Pauli exclusion principle forces the occupation of higher quantum states, n, 
which are more loosely bound. The inner closed shells of electrons are tightly 
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bound and largely chemically inert and only the outer or valence electrons are 
chemically active. 

The small size of atoms means that we perceive macroscopic bodies as 
continuous. For example, for atoms of loA size, a 1 m X 1 m X 1 m object has 
1 billion X 1 billion 'pixels'. Compared to a computer screen of high resolution 
this number is enormous. A dust speck 0.1 mm on a side, just visible to us, con­
tains 100000 X 100000 atomic 'pixels'. 

1. 7 Atomic spin effects 

In what follows we will essentially ignore spin effects. The reason we can do this 
is that the energy of an electron magnetic moment, f,L=ehl2me' in a magnetic 
field, B, is, EB- "",B. Numerically "",-6 X 10- 6 eV/kG, Table 1.1. For B = 20 kG, 
EB - 1.2 X 10-4 eV Hence, the spin energies are normally tiny with respect to Eo 
which allows us to ignore them for the purposes of describing detectors. 

1.8 Cross section and mean free path 

Let us now consider the cross section, IT, which describes the probability of 
collision. It gets its name from the fact that in some cases it is related to the geo­
metric cross sectional area of the system which is scattered from. The kinematic 
definitions of circular frequency, w, wavelength, A, and wave number, k, for an 
incident wave packet scattering off an extended object of radius a are shown in 
Fig. 1.4. The linear frequency is / and w= 2'TrJ Assuming the velocity of 
propagation is c, then/A = c. The wave number k is related to was, k= w/c, k= 
1I2'TrA. 

The geometric cross section of the scattering centers is classically simply the 
cross sectional area of a sphere of characteristic size a. 

(he? = 0.4 GeV2mb 
(1.6) 

1 mb = 10-27 cm2, 1 b= 1O-24 cm2 

The geometric cross section for atoms is expected to be hundreds of millions 
of barns, while the cross section for nucleons is expected to be on the order of 
tens of millibarns. That ratio of 1010 is simply the square of the ratios of the 
characteristic sizes of the systems. For reference, the dimensionless quantity 
(he)2 is 0.4 (GeV? mb which means that a system bound with typical energies 
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w .. k 

Fig. 1.4. Kinematic quantities for wave packet scattering off an extended object of 
size ~a. 

of Ge V has a geometric cross section of order millibarns. The cross section will 
be a fundamental concept in what follows because it quantifies the probability 
of a particle to interact with the detecting medium. 

It is useful to define a quantity related to uwhich is called the mean free path, 
(L) . The quantity(L) is defined to be the average distance between scatterings. 
The scatterings are distributed in distance x of material traversed as 
exp( - N oPxu/ A), where u is the cross section to scatter off a nucleus, No is 
Avogadro's number, (see Table 1.1), p is the mass density of scattering centers 
and A is the atomic weight. Thus N op/ A is the number of nuclei per unit volume 
of the medium having density p. 

This equation can be easily visualized. Suppose we throw N objects at a slab 
of material of thickness dx. We cannot aim at the nuclei, so the chance to 
scatter is probabilistic. The number of nuclei per unit area transverse to the 
incident x direction is (NoPdx/A). Therefore, if each nucleus has an effective 
transverse area of u, the probability to scatter is dN= - N(Nopu/A)dx which 
has the solution 

N(x)=N(O)exp( - Nopxu/A) 

The mean free path (L) is then 

(L) - I = Na pu/A cm- I 

(Lp) - I = Nau/A (glcm2)- 1 

(1.7) 

(1.8) 

We define the mean free path in centimeters or in grams per centimeter squared 
by using the mass density p. The latter definition is more compact in that differ­
ent systems will typically have mean free paths which are fairly constant in 
g/cm2 units. See, for example, the column of entries in Table 1.2 for AT which 
varies by only a factor of about 2 over the full periodic table. As defined, dN/N 
= - dx/(L), so that (x ) = (L) where the bracket notation denotes an average over 
some statistical distribution. For example, taking uatom from Eq. 1.6, assuming 
a gas with p= 10- 3 glcm3 (Table 1.2) and A = 10 we find an atomic mean free 
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Fig. 1.5. Atomic cross section off argon as a function of projectile energy. (From Ref. 
B.l, with permission.) 

path of (L)atom ~ 5 X 10-5 em = 0.5 (..Lm. In contrast, using anue' we find (L)nue ~ 
5.5 xl 05 em in the gas, or~ 550 em in a solid of density equal to 1 g/cm3• Thus 
the atomic mean free path in a gas is of order (..Lm, which we refer to in Chapter 
8, while the nuclear mean free path in a solid is of order meters. Clearly detec­
tors of atoms can be rather compact. 

The atomic cross section for scattering on argon as a function of projectile 
energy is shown in Fig. 1.5.1t should be noted that, although there is an energy 
dependent structure, the estimate given in Eq. 1.6 is certainly a reasonable 
representation of the typical size of the atomic cross section. The two decades 
shown span the region from 107 to 109 barns. 

1.9 Partial waves and differential cross section 

In order to motivate the geometric cross section given in Eq. 1.6 let us very 
briefly review the quantum mechanical theory of scattering [6]. Some addi­
tional detail is given in Appendix B. 

The wave function of a scattering state, P, consists of an incoming plane 
wave and an outgoing spherical wave with a scattering amplitude, A, which can 
be decomposed into individual partial waves since central forces conserve 
angular momentum. The wave number is k which is related to the momentum 
pas p == hk. In the spinless case the conservation of angular momentum means 
that the quantum number e is conserved. The elastic differential cross section, 
or the distribution function for the scattering angle, da!dn, is related to the 
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square of the scattering amplitude. The solid angle is the spherical area element 
dD = d( cos (J) de/>. Note that A( (J) is dimensionless and that the dimensions of u 

are inverse momentum squared, or length squared, as expected. 
In the case of purely elastic scattering the amplitude is 

1[1' -7 eikz + A( (J)(eikrlkr) 

A( (J) = ~ 2: (2e + 1)( eiSl - 1 )P,( cos (J) 
2l e 

du = IA( (J)121k2 
dD 

(1.9) 

The phase shift De is caused by the scattering interaction; De -7 0 means A( (J) -7 

O. Pe (cos (J) is the Legendre polynomial of index f. The total scattering cross 
section, u, integrated over all scattering angles can also be decomposed as a 
sum over partial waves. 

u= :: 2: (2f + 1 )sin2oe 
e (1.10) 

471" 
= k2 [Im(A(O»] 

The optical theorem relates the imaginary part of the forward scattering ampli­
tude, Im(A(O», to the total cross section, u. We can relate the total cross section 
to the index of refraction in order to make the connection to optics. As we will 
see in Chapter 3, a wave propagating in a medium is characterized by an index 
of refraction n. Since the phase factor of the associated field is i(k . x - wt) and 
wlk = c/n, the attenuation of the wave is exp[ - (lmk)x]. Since the probability 
goes as the square of the wave function, the mean free path is (L) = 112 Imk = 
C/[2wIm(n)]. (See Chapter 3.) 

Unitarity is another incarnation of the conservation of probability. Each 
partial wave, labeled by f, has a unitary upper limit which, as can be seen from 
Eq. 1.10, occurs when the sine of the phase shift 8e is a maximum. The center 
of mass (CM) wave number is k, while the CM energy is Vs. (See Appendix 
A.) 

471" 
ue< k2 (2f+ 1) 

k=p*=Vs/2, p=nk, n= 1 

s=(CM energy)2 

(1.11 ) 

If there are absorptive processes then the phase shift becomes complex, and we 
must distinguish between elastic scattering, uEL' inelastic scattering, ul' and the 
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Fig. 1.6. Ratio of elastic to inelastic cross section for proton scattering off nuclei of 
different atomic weight A. A 'transparent' nucleus has rrEL/rrl~O while a 'black' 
nucleus has rrEL/rrl~ 1. 

total cross section, CTT" In the absence of absorption CTEL = CTT , CTr = O. A classi­
cal example with non-zero inelastic cross section is scattering off a completely 
absorbing body. In that case CTEL = CTp CTT == CTEL + CTr = 2CTEL. The intermediate 
case of partial absorption is discussed in the references given at the end of this 
chapter, e.g. Ref. 6, and in Appendix B. 

The ratio of CTEL/CTr is shown in Fig. 1.6 for proton scattering off nuclei (see 
Table 1.2). As A ~ 0, CTEL/CTr ~ 0 indicating little absorption, while heavy nuclei 
look like 'black' fully absorbing objects, since as A ~ 00, CTEL/CT! ~ 1. These facts 
will be applied in our description of calorimetry in Chapter 12. 

A geometric interpretation of the cross section is possible if the incoming 
wave suffers no scattering when it is outside an absorbing object of radius a but 
is totally absorbed when it is inside radius a. In that case there is an absorption 
of all angular momenta, L, up to some maximum which is proportional to the 
radius. 

emax ~ka(L==rXp, L~he, p=hk) 

emax 4'IT (ka) 

CTT~ ~ CTe= k2 ~(2e+ 1) 
o 0 

(1.12) 

~4'ITa2 
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Indeed, the cross section is proportional to the geometric cross section of the 
object. The fact that the cross section exceeds the physical area is due to the 
quantum mechanical wave nature of the scattering. Basically in the presence of 
absorption there must be elastic 'shadow' scattering. At high energies the 
absorptive diffraction pattern is confined to an angle ()~ 1 where ()~!1p-lP~ 
Ala~liJap~ lIt'rnax' since the uncertainty principle implies that there is an irre­
ducible momentum impulse !1PT given to the wave in scattering off an object of 
size a, !1pT~liJa. 

1.10 Nuclear scales of energy and size 

We now turn to the cross section and size scale characteristic of the atomic 
nucleus. Basically we think of a nucleus as containing Z protons plus (A - Z) 
neutrons or A 'nucleons' in total. If we consider them to be spherical objects 
with a size of order the Compton wavelength of a proton, Xp' packed together 
in a nucleus of volume V, it is clear that the size of the nucleus, aN' scales as the 
atomic weight, A, to the 113 power. 

4'TT 4'TT 
V= - a3 =A- X3 
- 3 N 3 p 

a ~X A1I3 
N p 

(1.13) 

Notice that the Compton wavelength of a proton, Xp' is about 0.2 fermi. 
Referring to Eq. 1.4, a = XI a, and knowing that the strong coupling constant as 
is large, we expect a proton size of about Xp. Using the derived geometrical 
interpretation of the total cross ection, we expect scaling of the nuclear cross 
section, (TN' as the 2/3 power of the atomic weight, and the scaling of the mean 
free path, (L) as the 1/3 power of the atomic weight. In Table 1.2 (L) is given, 
in g/cm2 units, as the column labeled "T 

(Eq. 1.8) 
(1.14) 

\~(35 g/cm2)AI/3 

For example, a detection device which absorbed all the energy in an incident 
proton might take roughly 10,11 since the secondary debris may itself interact. 
Thus, a steel device (hadron calorimeter - Chapter 12) could be expected to be 
roughly 1.6 m 'deep'. This device is less compact than a detector of atoms. 
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Fig. 1.7. Proton/antiproton cross section on proton as a function of projectile energy. 
(From Ref. 1.1.) 

1.11 Nuclear cross section 

In Fig. 1.7 are shown the proton-protron and antiproton-proton scattering 
cross section as a function of energy. The geometric cross section is about 30 
millibarns which is comfortably within an order of magnitude of the observed 
total cross section over a substantial range of energy. 
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10 
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100 

Fig. 1.8. Proton cross sections on nuclei, as a function of atomic weight, A. The 
straight line has A2/3 functionality. 

The nuclear cross section, atomic number Z, and atomic weight A are given 
in Table 1.2 along with several other properties of materials. For different 
materials the total cross section, O"T' the inelastic cross section, 0"1' the inelastic 
mean free path, AI' and other quantities which will be discussed later (the ion­
ization, the ionization per unit length and the radiation length) are all given in 
Table 1.2. This table serves as the source of data for many of the numerical 
calculations given in later chapters of the text. For example, using Table 1.2 we 
find that aIm long liquid hydrogen target has a 14% (NopLO"/A =0.14) prob­
ability that an incident proton will interact in traversing it. 

In order to display the expected functional dependence of the inelastic cross 
section, that quantity is plotted as a function of the atomic weight in Fig. 1.8. 
It is clear that the expected power law dependence of the cross section going as 
A2/3 describes the data well. 
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Fig. 1.9. Photon cross section on nucleons as a function of photon energy. (From Ref. 
1.1.) 

1.12 Photon cross section 

In the case of photons scattering off protons, a compilation of the energy 
dependence of the total cross section is shown in Fig. 1.9. Note that the scale 
is about 0.2 millibarns which, compared to the nucleon scattering case, is 
reduced by a factor of about 100. As shown in Eq. 1.2, this is roughly the ratio 
of the strong to the electromagnetic coupling constant. The factor of a can be 
thought of as the probability that a photon will virtually disassociate into a 
strongly interacting particle. 

The energy dependence of the cross section after some low energy structure 
at Vs~2-3 GeV is reasonably constant over several decades in energy. In 
analogy to the transition from nucleon- nucleon to nucleon-nucleus cross sec­
tions, in Fig. 1.10 we show the cross sections of photons on nuclei. 

The high energy behavior is fairly straightforward. The energy dependence 
above about 1 GeV is very slight. However, the low energy behavior of the 
photon- nucleus cross section is rather complicated. At energy scales of a few 
keY the photoelectric effect, which will be discussed in Chapter 2, is the dom­
inant process. In the intermediate range, at energy scales of order 1 Me V, the 
Compton cross section, discussed in Chapter 10, becomes the dominant 
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process. At high energies radiative processes such as pair production, which are 
constant in energy, dominate. We will discuss all of these processes in sub­
sequent chapters. The cross section for photons on nuclei above a few MeV is 
of order 100 b which is intermediate between atomic (Fig. 1.5) and nuclear (Fig. 
1.8) cross sections. 

Some interaction rates are remarkably small. For example, we are all bathed 
in a sea of photons of temperature 2.3 K with a blackbody frequency spec­
trum which are a relic of the 'big bang' creation of the universe. The number 
density of these photons is about 400 photons/cm3 which implies a flux of 
roughly 1.2 X 1013 photons/(cm2 s). However, since these photons are below the 
energy threshold to excite any bound atoms (photon energy~kT= 1140 eV at 
T = 300 or kT ~ 114000 e V, k = Boltzmann constant, see Table 1.1), our atoms 
are transparent to the photons. Therefore, we do not directly experience them; 
they only appear in sensitive detectors. For example, they can be seen as the 
'snow' on our personal photon detectors - our TV sets. If you tune to a blank 
channel, some of the speckles you see are relic photons from the birth of the 
umverse. 

Exercises 

1. How far does light travel in a time interval of 1 nanosecond (ns) = 10-9 s? 
2. How many electrons cross the plane of a wire carrying a current of 1 

ampere in 1 s? In 1 ns? 
3. What is the size of the dimensionless quantity ka for the Ha line shown in 

Fig. 1.2? The assumption that the wavelength of the light is much greater 
than the size of the atom is often made. Is it valid in this case? 

4. Fill in the steps to calculate a at the energy minimum for the hydrogen 
atom. Show that at a = ao' U = - mc2a2/2 and T= - u/2. Thus show that T 
= mv2/2 = p2/2m = mc2 f32/2 or f3 = a. 

5. Compute the number of quantum states for n = 1, 2 and 3. Identify where 
they appear in Fig. 1.3. Identify the 'metal' which has a single loosely 
bound electron outside a shell at Z = 1, 3, 11, 19. 

6. What are the radius and binding energy of an innermost electron com­
pared to ao and Eo for an element with atomic number Z? Ignore the effect 
of the other electrons. Modify the derivation of Eq. 1.4. 

7. Show that (IiC)2 is equal to 4x 1014 (eV2b). 
8. Show that for a nuclear cross section of 0.23 b on carbon the mean free 

path is about 38 cm using the data given in Table 1.2. 
9. Consider the collision of an electron with 100 eV energy with an atom of 

radius 10 angstroms. Show that the maximum partial wave excited has 
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1- 50 and that the diffraction pattern is confined to forward angles of 
about 1 degree. 

10. Suppose an electron is bound by 1 eV in an atom of silicon. Consider a 
cube 1 em on a side. Estimate how many electrons are thermally ionized in 
this sample at room temperature using Boltzmann statistics. 
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Part II 

Non-destructive measurements 

The particles emitted in a collision, Fig. 1.1, have position, momentum, charge, 
and other properties (e.g. lifetime) which we wish to measure. If the interaction 
with a detecting medium transfers but little energy to that medium, the 
measurement is called non-destructive. Within this category we distinguish 
between measurements of time and velocity (Chapters 2-4) and measurements 
using ionization (Chapter 6) but limited by scattering (Chapter 5) of the tra­
jectory of the particles in the detecting medium (Chapters 7-9). 

In the first case physical processes which depend on velocity are used, while 
in the latter the trajectory in electric and magnetic fields is used (Chapters 7-9) 
to infer the position, momentum, and charge of a particle. 

Part IIA 

Time and velocity 

In Chapter 2, we examine the photoelectric effect whereby light is converted to 
an electrical signal. Devices using this effect are commonplace; for example 
photocells which are used to control the doors of elevators. By utilizing photo­
multiplier tubes and scintillating materials, precise time measurements can be 
made. These 'clocks' are then used to measure velocity as the time to go to a 
fixed distance. In Chapter 3 we turn to the Cerenkov radiation which is emitted 
at a velocity dependent angle when a charged particle moves with a velocity 
which exceeds the velocity of light in a medium. The emitted light can be con­
verted to an electrical signal using the techniques of Chapter 2. Chapter 4 con­
cerns x-ray radiation emitted by a charged particle in a medium with index 
of refraction < 1. This 'sub-threshold' Cerenkov photon emission is used to 
measure particles moving at velocities very near to the speed of light. 
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2 

The photoelectric effect, photomultipliers, 
scin tillators 

There is a crack in everything, that's how the light gets in. 
Leonard Cohen 

Time is nature's way of keeping everything from happening at once. 
Anon 

Of the physical scattering processes introduced in Chapter 1, the photoelectric 
effect is our starting point. The effect is due to the absorption of a photon by 
an atom with subsequent electron emission. We first derive the photoelectric 
cross section and examine the regime (low photon energy) where it dominates. 
This chapter then takes up our first extended discussion of a detector, the pho­
tomultiplier tube. Applications of the device include time of flight measure­
ments with fast scintillators, and coincidence logic. A discussion of light 
collection in scintillation counters explores both classical 'light pipes' and 
'wavelength shifting' techniques. Other devices also require a knowledge of the 
photoelectric effect. For example see Chapter 4 where the transition radiation 
detector performance depends critically on photoelectric absorption of the 
emitted x-rays. 

2.1 Interaction Hamiltonian 

As we saw from the data shown in Chapter l, the low energy interaction of a 
photon is dominated by the photoelectric effect. This effect was first explained 
quantitatively by Einstein, using the new quantum theory and treating the 
photon as a particle. A schematic of the process in which there is an incident 
plane wave with wave number k, wavelength A, and frequency w, is shown in 
Fig. 2.1. Also indicated is the energy level diagram appropriate to the kine­
matics. The atom is initially in a bound state with negative energy - e and is 
described by a wave function uo(r). The final state for the electron has momen­
tum p and exists in the ionization continuum as a free particle. 

The free particle Hamiltonian H o' is modified in the presence of an electro­
magnetic field by an interaction term arising from a replacement of the 
momentum, p ~ p - ieA where A is the vector potential of the electromagnetic 
field. This replacement is valid in both classical mechanics and quantum 
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w 

Fig. 2.1. Energy level diagram for the kinematics of the photoelectric effect. 

mechanics. It leads to an interaction term in the Hamiltonian, HI' which is pro­
portional to the vector potential, A, of the photon and the momentum p of the 
electron. 

Ho=p2/2m 

p-7p-ieA 

HI-Ce~A) 
The kinematics for classical energy and momentum conservation are 

-e+hw=p2/2m 

l!.e +hk=p 

(2.1) 

(2.2) 

Ignoring the small energy of the recoil atom, the final state energy is simply the 
kinetic energy of the ionized electron. The wave vector k refers to the initial 
photon state, while p refers to the final state free electron. The initial electron 
momentum Pe is not observed. Therefore this free variable is 'integrated over' 
in the sense that the initial state wave function, uo(r), contains the probability 
to obtain different initial electron momenta. 

2.2 Transition amplitude and cross section 

In non-relativistic perturbation theory the lowest order transition amplitude is 
the matrix element, A, of the interaction potential between the unperturbed 
initial and final states. 

- - e (A·p)u (r)dr e f ip'rlh 
m 0 

(2.3) 
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Details of the calculation are given in Appendix C. Here we simply sketch the 
steps. 

We need an expression for the bound state wave function of the inner shell 
electrons in the lowest angular momentum state. Recall that the square of the 
wave function is the probability density. Since the characteristic size for the 
state is the Bohr radius, a, the wave function is contained in a volume < 'Ira3 or 
luo(r)12~ Ihra3• Referring to Appendices Band C, the bound state wave func­
tion is: 

I u (r) ~--e-rla 
o ~ (2.4) 

ao=Xia, a~aiZ 

The inner electrons in an atom 'see' the full charge, Z, of the nucleus 
un screened by the other electrons and thus are bound tightly. Therefore, their 
radius is reduced with respect to the hydro genic Bohr radius by a factor liZ. 

The matrix element A is proportional to (ADia)4 where ADB is the outgoing 
electron de Broglie wavelength ADB =.h/p. The smallness of the amplitude is due 
to the poor overlap integral for A since a ~ ADB • Basically, it is very unlikely to 
find a high momentum in the initial state. Thus the photoelectric cross section, 
(TPE' scales in a complicated way with photon energy. The main physics contri­
bution is the (ADia)8 = (hlpa)8 behavior coming from the square of the matrix 
element. As before, X is the Compton wavelength of the electron. 

(TPE ~ aJ\2[ ~~J [ADBla]5 

(2.5) 

hw~p2/2m (Eq.2.2) 

The cross section falls rapidly with incident photon energy; in this approxima­
tion as lIw7l2. Therefore the photoelectric effect is only important at low 
photon energies as is, indeed, clear looking back at Chapter 1. 

If the photon has an energy which is equal to the energy of one of the inner 
electrons, an enhanced absorption will occur. The simple approximate gener­
alization of the Bohr result for different principle quantum numbers, n, and for 
inner electrons bound to atoms with atomic number Z is given below. The effect 
for En is taken care of by the replacement U = e21r ~ U = (Ze)(e)/r or a ~ Za. 

[
me

2 J En=- 2 (Za)2 In2 

(2.6) 

= -13.6e V [z2ln2] 
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Fig. 2.2. Data on the intensity of emitted x-rays as a function of wavelength in 
various heavy elements. The 'quantized' lines corresponding to the binding energies of 
the inner electrons are very evident. (From Ref 1.7, with permission.) 

Some representative data on the intensity of the emitted x-ray for the inverse 
process in various heavy elements is shown in Fig. 2.2. In this inverse process, 
e + A ~ 'Y + A *, elements under electron bombardment emit x-ray photons. 
The photon emission occurs when the atom, A *, de-excites by an inner elec­
tron transition accompanied by the emission of an x-ray with a quantized wave 
length. The scale for A is A, or keY energies, as expected from Eq. 2.6. 

Data on the relationship between the square root of the emitted frequency 
and the atomic number is shown in Fig. 2.3. As expected from Eq. 2.6, the 
bound state energies, and therefore the emitted x-ray frequencies are propor­
tional to z2, which is called Moseley's law. The mechanism of x-ray emission 
by electron bombardment is the basis of medical and dental radiology and is 
now a commonplace. 

The inverse mean free path, in (glcm2)-I, as a function of the photon energy 
incident on lead is shown in Fig. 2.4. We calculate the inner electron binding 
energy for lead for the first two principle quantum numbers. The computed 
energies from Eq. 2.6 are 91 and 23 keY respectively. As seen in Fig. 2.4, there 
is pronounced structure at an incident photon energy corresponding to these 
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Fig. 2.3. Data on the relationship between the x-ray wavelength and the atomic 
number. The hw=E-ZJ behavior expected from Eq. 2.6 is observed. (From Ref. 1.7, 
with permission.) 

two energies. We compare the photoelectric cross section to the Thomson cross 
section, O'p for photon elastic scattering off free electrons given in Table 1.1 
and derived later in Chapter 10. Assuming that Thomson scattering is inco­
herent, the sum over Z electrons is simply Z times the cross section off a single 
electron. 

32'TT ( m )7/2 O'PE ~-3- y'2(Za)4Z nw (a.i\:)2 

8'TT 
O'T~3Z(aX)2 

O'pE/ O'T ~ 4 y'2 (Za)4(mec2/nw)112 

(2.7) 

Therefore, for heavy atoms where Za ~ 1, we expect the photoelectric effect to 
dominate over Thomson scattering for energies, nw<mc2 ~O.51 MeV. Indeed, 
this is the observed behavior and the approximate energy region where the two 
cross sections are comparable. For example, in lead, a photon with 10 keY 
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Fig. 2.4. The inverse mean free palh, 1/(L )p, for photons incident on lead. The dis­
tinct physical mechanism of photoelectric effect Compton scatteri ng and pair pro­
duction are evident, along with the resonant' behavior near the bound state energies 
indicated by Eq. 2.6. (From Ref. B.I, with permission.) 

energy has (TPE/(TT~6.8 X 105 or (TpE~0.46 Mb. This estimate from Eq. 2.7 is 
reasonably close to the value which can be read off from Fig. l.10. 

At photon energies below about 1 MeV in lead the photoelectric effect dom­
inates. Above 1 MeV the Compton effect (relativistic elastic photon scattering), 
see Chapter 10, then dominates briefly before pair production rises rapidly to 
be the major physical effect at high energy. At low energies a power law behav­
ior is observed, as expected from Eq. 2.5 which gives a straight line on the 
log-log plot of Fig. 2.5. The mean free path, (L)p, for photon attenuation is 
shown, as a function of photon energy, in different materials in Fig. 2.5 for 
energies from 1 ke V to 100 Ge V. At high energies the constant value of the pair 
production cross section is evident as is strong dependence on the atomic 
number, (L) ~ Xo ~ liZ, where Xo is the radiation length, to be defined later. 

At intermediate energies the incoherent nature of the elastic Compton scat­
tering implies that (L) is independent of Z, as is seen for photons of 1 to 10 
MeV energy. 
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At still lower energies where the photoelectric effect is important we see a 
complicated Z dependence. Looking at Eq. 2.7 we see that the photoelectric 
cross section goes as Z5. Clearly the overlap integrals also vary strongly with 
energy. As an example, picking a photon energy of nw = 10 ke V, we find that 
the photoelectric cross section in lead is ~2.0 X 105 barns. The corresponding 
mean free path is 0.0015 g/cm2, in reasonable (rough) agreement with the data 
given in Fig. 2.5. 

Note that there are also quantum mechanical effects associated with the 
emission due to the energy levels shown in Fig. 2.1. As indicated in Appendix 
B, there is a reflection which can be large. For example, if the potential well of 
the metal is deep, Uo = 10 eV, E=0.10 eV means a reflection coefficient of R ~ 
0.67 which significantly retards the emission process. 

2.3 The angular distribution 

The angular distribution of the emitted photoelectron is shown for several 
photon energies in Fig. 2.6. In the low energy case, nw < mc2, there is a classical 
dipole pattern (see Chapter 10), which can be een to ari e from the p'A factor 
in Eq. 2.3 for UIAli). The electron is emitted preferentially in the direction of 
the accelerating transverse electric field of the photon. For high energies a 
'searchlight' pattern (see Chapter 10) develops, da'/d{2< sin20/(1 - f3ecos 0)4 
leading to the electron being thrown forward along the incident photon 
direction. 

2.4 The photomultiplier tube 

A major application of the photoelectric effect appears in the photomultiplier 
tube (PMT). In a PMT use is made of the photoelectric effect to convert a 
photon signal to an electrical signal where the freed electrons are collected as 
a current. 

As a second application, in Chapter 4 we examine transition radiation detec­
tors which emit x-ray photons. The photoelectric effect is an important source 
of absorption since this type of detector is not transparent to its own emissions. 
Thin foils of low Z material are used as radiators which significantly self 
absorb the emitted x-rays 

Let us now turn to photomultiplier tube kinematics. The PMT have special 
photocathodes which efficiently convert light into electrons. In a solid, the 
atomic energy level diagram of Fig. 2.1 which is relevant to single atoms 
becomes more complex. The uppermost populated atomic level is smeared into 
a continuum (the 'valence band', VB) by the mutual interaction of the electrons 
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Fig. 2.6. Angular distribution of the photoelectron with respect to the incident 
photon direction for several recoil electron velocities. -, /3=0.1; .. " /3=0.5; -.-., 
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in the solid. The electrons remain bound to the solid. The energy diagram rel­
evant in a metal is shown in Fig. 2.7. Electrons in the metal are bound by ener­
gies ::::: e V Wp (the 'work function'). Absorption of a photon of energy liw leads 
to ionized electrons with kinetic energy T, T:::; (liw- e V wp). As the reaction 
time for this process is very short, PMT are very useful devices for the accurate 
measurement of time. 

2.5 Time of flight 

A first application of the PMT is the direct measurement of the time of parti­
cle passage between two fixed locations. If a system of particles of different 
masses has been prepared to possess a unique momentum, for example by col­
limation in a magnetic field (see Chapter 8), then time of flight gives us veloc­
ity and hence 'particle identification' or the mass of a given particle. Assume a 
fixed distance L and a time of passage t. In Eq. 2.8 the relativistic expressions 
for energy 8 and momentump are used. (See Appendix A.) 
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For a given flight path, L, the difference in time of flight for particles of dif­
ferent mass, M, is proportional to the difference of the squares of the masses 
of particles. The time separation becomes worse as the inverse of the square of 
the particle momentum. Therefore time of flight is typically a useful technique 
only for slow, almost non-relativistic, particles. 

The time of flight method collapses at high energies because, by virtue of the 
special theory of relativity, f3 -7 1 independent of the mass. The required flight 
path at fixed time resolution goes like p2. For example, to achieve a four stan­
dard deviation 'TT/K separation in M, m", ~0.14 GeV, m K ~0.49 GeV, with a 
detector with a resolution of 300 ps, requires a 3 meter flight path, L, at 1 Ge V 
and a 12 meter flight path at 2 GeV As this example shows, we are normally 
limited by geometric and fiscal constraints to rather low momenta. 
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2.6 Scintilla tors and light collection 

So far we have not specified how particle passage is detected and made into a 
light signal which impinges on the PMT. We now consider the use of plastic 
'scintillators' for this purpose. These plastics consist of a 'base' structural 
plastic which has small additives of 'fluors' dissolved in the base. The real 
pbysics of scintillation light production is rather complicated. An incident 
charged particle first interacts with the atoms of the scintillator exciting a 
'primary' fluorescent material which de-excites and emits photons in the ultra­
violet. This light is absorbed within a mean free path of - 1 mm by a 'sec­
ondary' fluorescent material also dissolved in the 'base' plastic which emits in 
the visible part of the spectrum where the 'base' plastic is fairly transparent. 

For example, the primary fluor might be p-terphenyl (PTP) which emits at 
4400 A with a 5 ns decay time, while the secondary fluor might be 'POPOP' 
which emits at 4200 A in 1.5 ns. A typical base plastic is polystyrene. Suffice it 
to say that operationally a plastic scintillator emits blue light with a time con­
stant for defluorescence ~ 8 ns. 

Plastic scintillator is a basic workhorse detector used in many applications 
requiring charged particle detection. The plastic is easy to machine and can be 
cut and polished into shapes specific to a given application. 

A scintillator plus photomultiplier tube system can be used to measure time 
of flight since all of the components of this system are very fast. Let us work 
through a typical application. A typical plastic scintillator such as NE102 has 
a density of about I g/cm3, and an index of refraction n of 1.58. It emits blue 
light with a characteristic decay time constant of only a few ns. 

7-l.6 ns 
Amax -4250 A(- 3.0 eV) 

(2.9) 

As a 'rule of thumb' we get roughly one scintillation photon for every 3000 e V 
of deposited ionization (see Chapter 6) energy (0.1% conversion efficiency). 
For the case of plastic scintillator, looking in Table 1.2 (see also Chapter 6), this 
means a yield of about 500 photons per centimeter. 

1 y/3000 eV 
500y/cm 

(2.10) 

The emitted light needs to be captured and collected. As it is emitted isotropi­
cally inside the plastic, there is a critical angle for total internal reflection, ()c ' 

In plastic the critical angle is about 39° so that of order 1/3 of the emitted 
photons are captured within the plastic and move towards one end. A 
schematic representation of the capture of the light is shown in Fig. 2.8. 
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Fig. 2.8 . Schematic of a scintillator with phototube readout showing the critical 
angle for light collection. 

sin ()c = lin 

() - 39° c (2.11) 

~~ =c -~in()c)_0.18 

As a concrete example, a 0.5 cm thick scintillation counter would capture 45 
photons within the critical angle. If the optical collection efficiency is only 1/2 
due to poor surface quality of the plastic, we still have 22 photons arriving at 
the photo tube and impinging on the photocathode. The photocathode has 
some probability to convert the photon into a photoelectron. That probability, 
the 'quantum efficiency' , at the wavelengths emitted by the scintillator may be 
of order 25%, see Fig. 2.9. We now have 6 photoelectrons coming off the pho­
tocathode. Since this is a stochastic or random process, the number of inde­
pendently emitted photoelectrons is Poisson distributed and the inefficiency, or 
probability to observe no photoelectrons, at a mean, (N), of 6 is 0.2%, i.e. e-6 

=0.002. (See Appendix J.) 

1- e = e- (N) , e = efficiency (2.12) 

A plot of the window transmission coefficient for different PMT as a function 
of A is shown in Fig. 2.10. Clearly we can extend the range of photon energies 
passed by choosing a window made of MgF 2. This ability to pass UV light will 
be mentioned again in our discussion of Cerenkov counters in Chapter 3. 
Fiscal constraints may limit us to the use of glass windows which only pass 
A> 3000 A photons. Since MgF 2 windows are expensive, one other option is to 
put a layer of 'wavelength shifter' on a cheap glass window. This material 
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Fig. 2.9. Photocathode 'quantum efficiency' as a function of A of the light impinging 
on a PMT. (From Ref. 2.10.) 

absorbs high energy photons and re-emits them isotropically at a A matched to 
the peak photocathode efficiency. We will see examples of the wavelength shift­
ing (WLS) of light later. Clearly better transmission means more photoelec­
trons and thus higher detection efficiency. 

The photocathode layer is thin because the photoelectric cross section is very 
large at low photon energies. For typical PMT cathode materials the mean free 
path for a 1 to 3 eV photon is 10- 5 cm or 1000 A. Thus the cathode material 
may only be about 100 atoms thick and can be vacuum deposited on the glass 
window. (See Fig. 2.5 and extrapolate in energy as lIw7/2 .) 

2.7 Gain and time structure 

The rest of the photomultiplier consists of electrodes called 'dynodes'. At each 
dynode the electrons from the previous stage strike the material after falling 
through an accelerating voltage. A schematic of a typical PMT electrode struc­
ture is shown in Fig. 2.11 . Due to secondary electron emission there is electron 
multiplication by a factor 0, typically of order 3, at each dynode. Therefore, the 
gain, G, for a tube with 14 dynode 'stages', N

d
, is of order 5 X 106. This being 

a geometric multiplication, the total gain is given by the gain per stage, 0, raised 
to the power, Nd. 
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5 = gain/dynode ~ 3 
G=(5)Nd =PMT gain (2.13) 

Note that the variation in gain with applied voltage, which sets 5, is rapid, 
which means we need to be careful to regulate the voltage well. Note also that 
small manufacturing variations in the gain per stage lead to large changes in 
the overall gain. Thus we expect PMT to have variable gains from tube to tube, 
which we can equalize by supplying a slightly different voltage to each tube. 

For example, the approximate cross section for electron multiplication is 
given in Eq. 2.14 where 10 = ionization energy and e = incident electron energy. 
For 10 = 10 eV and B = 100 eV, (J'~6.7 X 10-17 cm2 or (L) = 1.7 X 10- 7 cm in a 
metal such as copper. Thus the dynodes can be very thin. 

(2.14) 

A contribution to the rise time of the current pulse comes from the spread in 
kinetic energy of the ejected photoelectrons. The spread is partially caused by 
the spread of energies in the valence band, as is obvious from looking at Fig. 
2.7. Hence there is a spread in transit time to the first dynode, dt. For an initial 
kinetic energy spread from zero to T, the time spread, dt, for non-relativistic 
motion in an electric field E is, dt=y'2mT/(eE), which for T= 1.2 eV in a field 
of E= 150 V/cm is dt ~ 0.2 ns. 

Yet another contribution to the rise time is the path length difference from 
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Fig. 2.11. Schematic of the electrode structure of a typical photomultiplier. (From 
Ref. 2.10.) 

the first dynode to different locations on the cathode, as is visible in Fig. 2.11. 
The resultant spread in arrival times scales with the size of the cathode. Typical 
values of intrinsic phototube rise time (for 5 em diameter tubes) are~2 ns. 
These times are well matched to the scintillator decay lifetimes. (Eq. 2.9.) 

Thus our six photoelectrons, having dropped through a 14 stage tube, 
become 4.6 X 10- 12 C =4.6 pC of anode signal charge. They are delivered in a 
rather short time because the photocathode response is effectively instanta­
neous and the PMT rise time and the fluorescence time of the scintillator are 
very rapid, T< 3 ns. If we assume that the total signal charge is delivered in 10 
ns, it corresponds to a current of about 0.46 rnA. The photomultiplier output 
is effectively a current source. The PMT current delivered into a standard 50 n 
coaxial cable (see Appendix D) is 23 m V. That level of voltage pulse corre­
sponds to the typical threshold voltages, VT , which are covered by the fast elec­
tronics which are commercially available (see Chapter 2.9). 

A photograph of a photomultiplier tube and the resistive voltage divider 
supplying the multiple dynodes is shown in Fig. 2.12 where we get an idea of 
the layout of a photomultiplier tube. 

An oscilloscope signal trace of the output of a photomultiplier tube driven 
by a scintillator is shown in Fig. 2.l3. Notice that the peak output current is 
50 rnA and the rise time of the signal is a few ns. This plot serves to illustrate 
again the order of magnitude of the currents and times which were quoted in 
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Fig. 2.12. PMT and 'base' assembly showing the dynode structure in the PMT and 
the system used to supply voltage drop to the successive dynodes. (Photo - Fermilab.) 

the numerical example given above. Note that there is a stochastic width to the 
peak height of the pulse. Its fractional spread is determined by the number of 
independent primary events or the number of emitted photoelectrons (see 
Appendix J). For low signal levels we can alternatively look at the fraction of 
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time no photoelectrons are emitted and hence, see Eq. 2.12, independently esti­
mate (Npe>' In Fig. 2.13 the fractional spread is-l0% indicating that (Npe> is 
- lOO, which is 16 times larger than our numerical example. 

2.8 Wavelength shifting 

There is an interesting alternative solution to the problem of the collection of 
scintillation light called 'wavelength shifting' (WLS). Typically the Liouville 
theorem tells us that when we are bringing light out and routing it using total 
internal reflection to a photomultiplier tube, the 'light pipe' must have an area 
which does not diminish or we will lose photons. However, these light pipes are 
unwieldy and ungainly and mean a loss of active detector area because they 
take up a finite amount of space. The required matching photocathode surface 
area is also expensive. (See Fig. 2.14a.) 

There is a way to evade this difficulty by using a fiber which takes the scin­
tillation light and shifts it to a longer wavelength, captures it by total internal 
reflection and finally pipes it out to a phototransducer of some sort. Now, at 
first blush this violates the Liouville theorem. For example, in a typical appli­
cation one may have a ratio of the primary scintillator area, A, to the secondary 
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wavelength shifting fiber area, A', which is a factor of order 104• (See Fig. 
2.14b.) 

A' -'Tra2 

AlA' -1.3 X 104 (2.15) 

The theorem is evaded by red shifting the light. When the light is shifted to 
longer wavelengths, the energy per photon is reduced and therefore the light is 
'cooled'. Since the information content must be the same, we have packed the 
same information into a smaller area since the information is now 'stored' at 
lower energies. Thermal noise sets the scale for the smallest allowed storage of 
information energy. The random thermal energy is defined by the absolute tem­
perature, T, and the Boltzmann constant, k, - kT. (See Chapter 1.) 

The Boltzmann constant, k, is displayed in Table 1.1. As a mnemonic, the 
Boltzmann constant times the temperature at room temperature, T - 300 K, is 
roughly 1140 e Y. Therefore, for example, consider taking light emitted in the 
blue at about 4500 A and cooling it to 5000 A in the green, wavelength shifting 
by about 500 A. That 'cooling' corresponds to an energy shift of -0.28 eY. 

A -4500 A ~ 5000 A 
~e- O.28 eV 

(2.16) 

The increased 'packing factor' by which we can compress the information is 
given by the exponential of the energy shift, ~e, divided by kT, which defines 
the theoretical upper limit of information content compression. That ratio is 
of order 7.3 X 104 in this example, showing that we can achieve very large com­
pression factors. That in turn allows us to make scintillation detectors which 
are effectively almost fully active since the wavelength shifter fiber uses up only 
a minuscule fraction of the area of the detector for optical readout. We will 
return to 'hermetic' detectors in Chapter 12. 

ellelkT = 7.3 X 104 

(kT)300 K -1140 e V 
(2.17) 

A picture of the two different kinds of light pipes is given in Fig. 2.14. Figure 
2.14a is a photograph of a traditional scintillation assembly with an equal area 
light pipe. Note how cumbersome the light piping is, even though the equal 
area law is not even strictly maintained. In contrast, Fig. 2.14b shows a scin­
tillation assembly with wavelength shifter (WLS) readout. It should be clear 
from the photographs that the ability to cool the information allows for a much 
more compact and hence 'hermetic' readout. 
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Fig.2.l4a. 'Light pipe' assembly without wavelength shifting. (Photo - Fermilab.) 
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Fig. 2.14b. Array using wavelength shifting fiber. The area ratio of scintillator plate 
to WLS fiber is ~ 104. (Photo - Fermilab.) 

2.9 Coincidence logic and deadtime 

The signals from the anode of a PMT are often used to make logical decisions, 
i.e. decisions based on Boolean logic. The basis of these decisions is first the 
initial decision between logical' cp' and logical '1' and subsequent AND, OR, 
and NOT electronic operations on the signal. A typical two-fold AND coinci­
dence setup is shown in Fig. 2.15. Signals on inputs 1 and 2 are first 'discrimi­
nated' by passing through circuits that give logical '1' for a fixed time (71 or 72) 

if and only if V> VT (,threshold' voltage see Appendix I). These signals, C1 and 
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Fig. 2.15. Schematic of a typical discriminator and coincidence logic for a two input 
AND operation. 

C2, are input to an AND 'gate' which gives a logical '1' output, C12, if and only 
if both of its inputs are '1', or true, at some point in time (an AND 'coincidence' 
gate). The method commonly used for most high speed signal connections is to 
use coaxial cables loaded with a dielectric medium. Although an extremely 
useful tool, we relegate the discussion of these cables to Appendix D. 

Clearly if a particle beam passes through both scintillation counters 1 and 
2, the counting rate of the AND gate, Cl2 represents the true particle beam rate. 
It is also possible that there are false counts due to signals accidentally coin­
ciding in time at the inputs to the AND gate. The timing diagram shown in Fig. 
2.16 makes it clear that the time interval appropriate to an accidental two-fold 
AND coincidence, C~, is (1'1 + 1'2)' 

(2.18) 

In Eq. 2.18 C~ is the accidental AND rate, Cl and C2 are the 'singles rates' and 
1'1 + 1'2 is the 'live time'. 

Clearly, a detector with a fast response time is desirable since it makes for a 
reduced rate of false coincidences. Typically we use logic times, 'T

i
, which are 

just sufficient to allow for the intrinsic time 'jitter' of the detector if we are in 
a high background rate environment. The reason is that this is the shortest live 
time we can use consistent with full efficiency for real coincidences. Therefore, 
it yields the minimum accidental rate. An example of one cause of PMT time 
'jitter' was shown in Fig. 2.11. Scintillator and PMT logical decisions can be 
made with live times 'T~ 5 ns, for spatially small scintillators. For example, if 
Cl = C2 = 1 MHz, then with 1'1 = 1'2 = 5 ns the accidental counting rate is C~ = 
10 kHz. Digging low rate true signals out of high rate backgrounds often 
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Fig. 2.16. Timing diagram showing a pulse from source 1 of width T, and the range 
of times for which source 2 of width T2 is in accidental coincidence with source 1. 

requires a higher level of coincidence, with corresponding lower accidental 
rate. 

Why were photons not seen as quanta prior to the twentieth century? An 
example of the numerology should help to see why. Suppose you have a 1 W 
light bulb and you view it with an 'eye' of area 1 mm X 1 mm. Assuming a 
photon of 1 e V, the number of photons entering your eye at a distance of 10m 
from this rather dim bulb is stilllO lO y/s or 10 photons/ns. Since humans func­
tion as millisecond detectors, we perceive the light as a continuous 'fluid'. 

In the language of coincidence, with T~ 103 s, CT is ~ 107, and the eye inte­
grates over millions of photons. As another example the fluorescent lights in 
your home are flickering on and off atf=60 Hz. Since your eyes integrate due 
to persistence of vision you are unaware of this behavior and believe you are 
reading this book under a steady light. Clearly, fast devices are needed to detect 
the real nature of our environment, and most modern detectors react on the 
scale of ns. 

We close this chapter with a short discussion of the concept of detector 'dead­
time' . Suppose we have a detector which is dead to subsequent input signals for 
a time T after producing a signal. A typical example would be a Geiger counter 
which must recharge after a pulse discharges it. Define C to be the observed 
output counting rate and Cto be the true incident rate. The fraction of time the 
detector is dead is simply CT. Therefore the rate which is lost is 

C- C=lost rate = CCC'T) 
C = C/(l + C'T) 

C --7 0 as 'T --7 00 

--7 C as T --7 0 

(2.19) 

Clearly, both detectors and electronics with fast pulse recovery, or small dead 
time 'T, are of value in that the observed rate is close to the true rate as long as 
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CT <{::: 1. For example, if C = 1 MHz and T= 5 ns, then 1 + CT= 1.005 or there 
is ~a 0.5% loss of signal. The desire to measure the true reaction rate efficiently 
is why we make particle detectors with short dead times. 

Exercises 

1. Consider a 1 MeV photon incident on a lead atom. Estimate the radius, a, 
and the ground state energy, 8, of the innermost electron. What is the 
momentum of the outgoing electron? What is ADB/a? 

2. Estimate the photoelectric cross section using Eq. 2.7 for a 1 MeV photon 
on lead. Compare to Fig. 1.10 to check your answer. 

3. For a particle moving with y= 5, evaluate (3, 1-(3 and the approximation 
used in Eq. 2.8. Are these approximations good? 

4. Find the time of flight difference over aIm flight path for pions and kaons 
with a 1 GeV momentum. 

5. How many average detected photons are needed to make a measurement 
with a 1 % inefficiency? 

6. You might wonder how to get 100 ps time of flight resolution using PMT 
with 2 ns rise times. The answer is to have lots of photoelectrons and to 
have the time resolution defined by the fluctuation on the rise time. How 
many photoelectrons do you need? 

7. Compare the gain of a 6 and a 10 stage tube when the gain per stage is 3. 
8. Estimate the 'transit time'of a PMT, the time it takes to go from the pho­

tocathode to the anode. Treat the motion as a single drop through a fixed 
potential, starting at zero kinetic energy. Take a tube distance of 20 cm and 
a 2000 V potential. Why can we use Newtonian mechanics? 

9. Suppose you have two signals which are 5 ns out of time. You want to insert 
a cable (see Appendices) to put them in time. How many cm of cable do 
you need to add to the faster signal? 

10. Suppose you have two counters with random rates of 100 kHz. The resolv­
ing time is 10 ns and the real counting rate is 1000 Hz. What is the acci­
dental rate? Suppose you want an accidental reduced rate. Show that with 
a third counter, Cl23 ~ Cl C2C3r. How much has the accidental rate been 
reduced? 
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Cerenkov radiation 

Vision - the art of seeing things invisible. 
Jonathan Swift 

And God said, Let there be light: and there was light. 
Genesis 1:3 

Cerenkov radiation is emitted when a particle moving in a medium has a veloc­
ity exceeding the velocity of light in that medium. Since the angle of emission 
and the intensity of radiation depends on the velocity of the particle, Cerenkov 
radiation can be used to determine the velocity of a charged particle. The 
emitted Cerenkov light can be converted into a fast electrical pulse using a 
PMT (see Chapter 2). For a particle with energy above 1 GeV, only a negligi­
ble fraction of its energy is radiated as photons, making the process 'non­
destructive'. The energy of the incident particle is assumed to be the same in 
vacuum and in the medium. 

3.1 Units 

We begin with Maxwell's equations and introduce the key concepts of index of 
refraction, skin depth, and plasma frequency. These concepts find immediate 
application in 'deriving' the results for Cerenkov radiation, and will also appear 
in the next chapter 'Transition radiation'. The basic relations are given in Table 
3.1 in both CGS and MKS units. As stated previously, CGS units will normally 
be used in symbolic calculations. However, it is easy, using the relationships 
given in Table 3.1, to convert back and forth from CGS to MKS units. In fact, 
numerical calculations will always be quoted in MKS units which are more 
widely used in engineering applications. It is important for us to develop a facil­
ity in both systems of units. 

The basic difference between the two systems of units, as shown in Table 3.1, 
is in the relationship between the sources and the potentials. Clearly, there is an 
arbitrariness in the definition of charge in terms of physical quantities such as 
forces or the work done on particles. In the Gaussian, CGS, system the static 
electric potential V is just the charge divided by the distance from the charge 
to the observation point. By contrast, in MKS units, the electric potential has 
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Quantity 

Charge 
Electron charge e 
Potential 

Magnetic field 

Lorentz force 

Maxwell's equations 

Materials 
Permittivity of free space 
Permeability of free space 

Fields from potentials 

Static potentials (Coulomb gauge) 

Relativistic transformations 
(v is the velocity of the primed 
frame as seen in the unprimed frame) 

Table 3.1. Electromagnetic relations 

Gaussian CGS 

2.99792458 X 109 esu 
4.8032068 X 10- 10 esu 
(11299.792458) statvolt 

(ergs/esu) 
104 gauss = 104 dyne/esu 

v 
F=q(E+-X B) 

C 

V ·D=411p 

1 aD 471" 
V x H ---=-J 

c at c 

V·B=O 

1 aB 
V x E+- - =O 

c at 

D=sE, H=B/M-
1 
1 

laA E= - VV- - ­
c at 

B=V XA 

V= 2: fJJ=f p(r') tf3x' 
cbarges ri Ir - r' l 

A=! 2: !t=!f J(r') cf3x ' 
C currents ri C Ir - r'l 

E"=E,, 

E~ = 'Y( E J. +~v X B) 

B"=B,, 

B~ ='Y(BJ. -~V X B) 

SI 

=IC=lAs 
= l.602 177 33 X 10- 19 C 
= 1 V= 1 J C- l 

F=q(E+v XB) 

V·D=p 

aD 
V x H- - =J at 
V·B=O 

aB 
V x E+ - =O at 

D=sE, H=B/M-
so=8.854187 . . . X 1O- 12F m - 1 

M-o =471" X 10-7 N A-2 

laA E=-VV--­
c at 

B=V XA 

A = M-o 2: !t A M-0f J(r') cf3x' 
471" currents r i 471" Ir - r'l 

E"=E,, 

E~ ='Y( E J. +VXB) 

B[=B" 

B~ = 'Y( B J. - ~V X E) 
1 

4
--=c2 X 10-7 N A -2=8.98755 . . . X 109 m F-l. 
71"~ , ~o= 10- 7 N A -2; c=. ~=2.997 92458 X 108 ms- 1 

V JLoso 

Source: From Re( 1.1. 
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an additional factor 1I41r80. That added factor obviously changes the relation­
ship between the charge and the potential, and hence the charge and the phys­
ical forces. 

Similarly, the relationship between the current and the vector potential , A 
differs. In CGS units the potential A is simply the current divided by the dis­
tance and the speed of light, whereas in MKS units the permeability of free 
space appears as an additional factor, JLi41r. Going from potential V, A to field 
E, B to Lorentz force F, Table 3.1 shows that there is another factor of c for 
CGS units. Since (41r80)(JLi41r) = 11 c2 the conversion becomes clear. Additional 
discussion is available in Ref. 3.1. We will freely convert back and forth in what 
follows as an exercise in gaining facility with electromagnetic units. 

3.2 Index of refraction 

Maxwell's equations in the sourceless case, but within a medium defined by 
dielectric and dimagnetic constants 8 and JL, are given below. 

V·E=O 

1 aB 
V XE+- - =O 

c at ' 
V·B = O 

JL8aE 
V XB-- - =O 

c at ' 

D=8E 

(3 .1) 

The content of Maxwell's equations in the absence of sources is that the elec­
tromagnetic fields are divergenceless and that the 'rotation' or curl of the elec­
tric field is due to the time variation of the magnetic field while the curl of the 
magnetic field is due to the time variation of the electric field. In a medium the 
two curl equations lead to a second order wave equation with a wave propaga­
tion speed v that is not the vacuum velocity c but is given by c divided by the 
index of refraction, n. Assuming a plane wave for both E, B with exp [i(k-x -
wt)] behavior and substituting into Eq. 3.1: 

v = c/yIJie 

k=yIJie(wlc) 

[k2 - JL8(wlcf]E = 0 

n= yIJie 

k=wl(c/n) = wlv 

(3.2) 
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Representative values of n are given in Table 1.2 for different materials. For 
gases n - 1 ~ 10-4, while for solids and liquids, n - I ~0. 3. Both the permitivity 
and permeability of the medium contribute to the index of refraction, although 
most often f-L = 1. 

3.3 Optical theorem 

We can connect the macroscopic propagation of light in the medium, charac­
terized by n, to the microscopic atomic process of scattering characterized by 
the total cross section (see Chapter 1), through the forward scattering ampli­
tude, A(O), Eq. 1.8. We baldly assert that if incoherent scattering off atomic 
electrons with number density ne = Nop(Z/A) is the cause of n, then; 

n - 1 = 27l' Nop(Z/ A)[A(0)]/k3 (3.3) 

The departure of the index of refraction from one is due to scattering. An 
imaginary part to A(O) indicates absorption. In Appendix B we argue that the 
bound atomic electrons are confined to a region of volume V ~17l'a3. Hence the 
index is roughly 

3[ 1 ]3 n-l ~- - [A (0)] 
2 ka 

(3.4) 

Im(n) ~- - _ T_ 3[ 1 J3[a. k
2

] 

2 ka 47l' 

Thus, for example, for an electromagnetic cross section of size (TEM~a2(7l'a2), 
see Chapter 10, the index n is ~ 1~'IT a2(Ala). For optical photons, A ~ 5000 A, 
a ~ 1 A, we find Im(n)~0.016, which is of the right order of magnitude, as seen 
in Table 1.2. 

3.4 Conducting medium and skin depth 

Let us consider now the slightly more complicated case where there are cur­
rents in a neutral medium that are the sources. For the case of a medium with 
conductivity (T (not to be confused with cross section) with a current density j, 
the modified Maxwell's equation are; 

V'(f-LH)=0 

V'(eE)=0 

VXE+~aH=O 
c at (3.5) 



60 3 Cerenkov radiation 

(j=aE) 

If we again assume a plane wave form for the electric and magnetic fields, the 
two curl equations again lead to a wave equation which takes the form; 

H = (k X E)C/ J-LW 

W 4'TTa 
i(k XH) + is- E --E=O 

e e 

(3.6) 

Clearly, Eq. 3.6 implies that H, k and E are again mutually orthogonal. 
Eliminating the magnetic field H we again find a second order wave equation. 
Note that in Eq. 3.7 if we let the conductivity of the medium go to zero we 
recover Eq. 3.2. 

(3.7) 

The complex nature of the square of the wave number implies that the assumed 
plane wave solution has an exponentially damped behavior. Therefore, the elec­
tric field inside a conducting medium is not rigorously zero, as in the static case 
with infinite conductivity, but penetrates a finite amount. The characteristic 
penetration distance, 0, which we define to be the 'skin depth' is inversely pro­
portional to the imaginary part of the wave number. 

IEI~e-xl<5~e-Im(k)x 

0= lIIm(k) 

ole ~ 1/\/ aWJ-L 

(3.8) 

The skin depth approaches 0 as a -7 00, since in that case the charges are 
infinitely mobile and hence free to move around and reorient themselves so as 
to completely exclude the electric field. For finite conductivity the skin depth is 
finite and depends on frequency as lIVw. This implies that high frequency 
waves stay on the surface of a conductor. 

For example, in copper, using the appropriate values for the conductivity and 
permeability, we find that the skin depth is 6.6 cmlyJwhen the frequency fis 
expressed in hertz. In copper at 60 Hz the skin depth is roughly 0.85 cm. At 



3.5 Plasmafrequency 61 

100 MHz the skin depth is roughly 7.1 f.Lm. Therefore, in your home wiring 
efforts you can choose to simply crimp the wires since the electric fields will 
penetrate through the oxide insulator. On the other hand, it is a good 
approximation to say that radio frequency fields stay totally on the surface of 
any conductor and require elaborate waveguide 'plumbing' structures. 

3.5 Plasma frequency 

Now let's consider a special case where the conductivity, a, is due to the exis­
tence of a number density, ne, of electrons per unit volume which are free to 
move. This is a rough approximation to the behavior of electrons in the 
medium. Normally in this text we use n to denote number density and N 
denotes number, while p is used to denote either charge or mass density or 
resistivity (see the Glossary at the end of this volume). 

In the presence of an electric field the free charges are accelerated. The non­
relativistic expression for their acceleration a is eElm, (see Table 3.1 for the 
Lorentz force equation). 

e 
a= - E 

m 
(3.9) 

For high frequency electric fields the displacement of the electron is small 
because the motion is limited by the short period of the harmonic driving force. 
Therefore, we obtain an approximate expression for the velocity by ignoring 
those small displacements and assuming x = 0 for the spatial part of E, which 
goes as e,k-x, v=alw. We write the current density j in terms of the electron 
number density ne and the velocity v of the electrons. We can then write down 
the conductivity due to the existence of a free electron density. In this particu­
lar case we have a purely imaginary conductivity which decreases with fre­
quency as 1/ w. 

ieEo . . 
v~--e- /{"t, E~E e- 1wt 

mw 0 

j=neev=aE (3.10) 

a~i[e2n/mw] 

Looking back to Eq. 3.7 we see that if there is a purely imaginary conductiv­
ity then the relationship between k and w for the plane wave solution is real, 
implying oscillatory propagation as long as k2>0. We define a 'plasma fre-
quency' wp' 
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(W)2[ (41Te2n 1m)] P=p.--;; 8- w2e (Eq.3.7,Eq.3.10) 

8~ l-(~y W>Wp free propagation 

(3.11 ) 

The plasma frequency, wp' is dependent only on the fine structure constant, 
a, the density of free electrons and the mass of the electron. For w greater than 
wp the electric permitivity is real and there is free propagation. For w<wp the 
wave is reflected. 

Assigning a number density for electrons, which assumes all electrons in the 
atom are free, and recalling the relationship between the Bohr radius, aa' and 
the electron Compton wavelength, 1\ derived in Chapter 1, we have an alter­
native expres ion for wp in terms of the binding energy of the hydrogen atom, 
Eo' Note that since the factor Nop(ZIA) i the number of electron per mole, 
and '1Ta~ i roughly the volume of an atom we expect nwp to be equal to the 
binding energy of the hydrogen atom times a number of order 1. 

hwp = 41TaneXe (Eq. 3.11) 

ne=NaP(ZIA) 

me2 

E =- - a2 
a 2 

(3.12) 

For a typical density of 1 gmlcm3 and for ZI A = 112, liwp is ~ 18.8 e V. 
Specifically, in lithium, which is used in foils of transition radiation detectors, 
the plasma energy is 14 e V. We will return to wp in our discussion of transition 
radiation in the next chapter. 

It is interesting to recall that the Earth's ionosphere is a dilute plasma with 
an electron density ne ~ 10-5 e/cm3 • Hence, wp ~ 6 X 107 Hz, and radio waves 
w < wp are reflected from the ionosphere, making short wave radio 'bounces' 
possible. Higher frequency radio, e.g. FM at w~ 100 MHz, is not reflected as 
you can infer by noting the line of sight microwave relay towers that dot our 
countryside. Note that numerically, Iiwp=2geVY PeZIA, pin glcm3. 

3.6 Two 'derivations' of the Cerenkov angle 

We now turn specifically to Cerenkov radiation, having quickly reviewed 
Maxwell's equations. A charged particle in uniform unaccelerated motion in 
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Fig. 3.1. Cerenkov cone construction using Huygens' principle. 
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x 

vacuum does not radiate, see Chapter 10. However, if a particle is moving with 
a uniform constant velocity in a medium, its electric field will interact with the 
medium. This interaction can cause the emission of real photons. Energy and 
momentum are balanced by the medium. This concept was discovered theo­
retically by a Russian physicist, Cerenkov, in the early part of the twentieth 
century. The effect is now in common use in detectors used in high energy 
physics. 

A construction for the geometry of the Cerenkov emission angle is given in 
Fig. 3.1. Particles move with constant velocity in a medium whose index of 
refraction, n, is greater than 1. Hence, the effective velocity of light in the 
medium is less than the vacuum velocity of light. If the particle velocity exceeds 
the velocity of light in the medium, a shock wave or 'Mach cone' is set up in 
the medium. The construction shows that the Huygens wavelets emitted from 
each point in time add up constructively along a line defined by the Cerenkov 
angle ()c' Since the particle energy is constant (non-destructive detection), cf3 is 
the constant particle velocity. 

'c'=c/n 
cos ()c = 'c'/v= 'c't/vt 

= c/nv = 11 f3n 
v>'c' and cos ()c < 1 if f3> lin 

(3.13) 
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Fig. 3.2. Kinematic quantities for photon emission by a charged particle. 

There are common related phenomena that are well known to us. When a 
projectile or aircraft exceeds the velocity of sound in air a shock wave is sent 
out whose characteristic angles have exactly the same functional form as the 
Cerenkov angle. The bow wave of a boat going faster than the speed of water 
waves is another familiar example. The Cerenkov angle just at threshold veloc­
ity, when {3 = 1 In, is 0°. As particle velocities increase the Cerenkov angle opens 
up into a cone whose maximum angle is given by (}max = cos- 1(lIn) which occurs 
as {3-71. 

An example is light emission in water, with n = 1.33. The threshold velocity 
is {3>0.752, which means T >0.26 MeV and T >54 MeV. Therefore, the emis-e ~ 

sion of Cerenkov light in water can be used to distinguish between electrons 
and muons with kinetic energies in the few MeV range. This technique is used 
in neutrino experiments at Kamioka and elsewhere. 

For an alternate 'derivation' of the Cerenkov angle consider Fig. 3.2 where 
we show single photon emission by a charged particle. Energy and momentum 
conservation (see Appendix A) require that 

So=S+w 

Po=p+k 
(3.14) 

Squaring both equations, and assuming wlc=k, we find that for free photons; 

(3.15) 

Therefore, applying this derivation to emission with an index of refraction, 
since w= ckln, Eq. 3.2, 

kin = {3kcos {}c 

n{3cos {}c = I 
(3.16) 

The relationship should hold in general given that the derivation basically used 
only energy and momentum conservation. Note that in the case of vacuum, n 
= I, since {3 is always less than 1, cos {} is greater than 1. We thus regain the 
statement that free particles in uniform motion do not emit photons. 
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• 

Fig. 3.3. Cerenkov cone for detected photons and ionization products in a gas filled 
detector for ~ 10 individual particle passages. (From Ref. B.l and Ref. B.2, with per­
mission.) 

An example of the reality of the Cerenkov emission cone is given by data 
shown in Fig. 3.3. In this case the photons emitted at the Cerenkov angle are 
focused onto a plane and are detected in a gas filled device (see Chapter 8). In 
these particular plots there are several individual particle passages which are 
added together. We can see the cone built up by the individual emitted photons. 
The 'hits' at the center of the circle are due to ionization energy (see Chapter 
6) deposited by the incoming particle itself. 

A photograph of an actual ' ring imaging' device showing the gaseous detec­
tor used to detect the ultraviolet photons by passage through a UV trans­
mitting window and subsequent photoelectric detection is shown in Fig. 3.4. 
This is a functioning device which has been used in a high energy physics 
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Fig. 3.4. Photograph of a ring imaging detector chamber showing the thin UV trans­
mitting window. (Photo - Fermilab.) 

experiment. The transmission of a CaF 2 window 3 rom thick is compared to 
quartz and LiF in Fig. 3.5 as a function of photon wavelength and/or photon 
energy. Clearly these windows pass light down into the far UV, A ~ 1500 A, 
which is well matched to the useful absorption bands of the detecting vapors, 
TMAE and TEA. 

The use of such a 'ring imaging Cerenkov counter', or RICH, as a particle 
identification device is illustrated in Fig. 3.6. Charged particles are momentum 
analyzed by measuring their trajectories in a magnetic field (Chapter 7). For a 
given momentum the observed Cerenkov cone angle, 0c' is then measured. 

The data show three distinct bands of correlation between the Cerenkov 
angle and the momentum, which correspond to particles of three distinct 
masses, pions 'IT (mass~0.14 GeV), kaons K (mass~0.5 GeV), and protons p 
(mass ~0.94 GeV). In Fig. 3.6 we see the angle lOci beginning at threshold at 0° 
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Fig. 3.5. Transmission of different window materials as a function of photon wave­
length compared to absorption in different vapors. (From Ref. B.2, with permission.) 
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Fig. 3.6. Plot of observed Cerenkov cone size as a function of momentum. The bands 
for 'TT, K, and p are evident indicating the utility of a Cerenkov detector for particle 
identification. (From Ref. 4.9, with permission.) 
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Fig. 3.7. Yield of Cerenkov photons in a negative beam of fixed momentum as a 
function of n. Peaks at the value of 'Tl'-, K-, p, ~-, E- appropriate to are indicated. 
(From Ref. B.I, with permission.) 

and opening up with increasing momentum to the common maximum 
Cerenkov angle as {3 ~ 1. For example, in helium gas at STP (Table 1.2) we have 
1- n == 8= 3.9 X 10- 5• In a beam with 200 GeV particles, the Cerenkov angle for 
pions is 8.7 mrad and for protons it is 7.4 mrad. 

Another technique that is used in experiments is to place a Cerenkov counter 
in a momentum analyzed beam and change n. Variation of the counter gas 
pressure varies the index of refraction (see Eq. 3.3) and hence the threshold {3 
value. A plot of the yield of Cerenkov photons into a fixed angle at fixed beam 
momentum and variable n, or {3, is shown in Fig. 3.7. The existence of five dis­
tinct particle species in the negative beam is observed. Clearly, the Cerenkov 
counter pressure can be set to 'tag' each species and hence to achieve beam par­
ticle identification of even rare components of the secondary beam. Note that 
Fig. 3.7 is a semilog plot spanning five orders of magnitude. A resolution of d{3 
-10- 4 can be achieved before intrinsic limitations such as optical dispersion 
are reached. 

1 
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3.7 A 'derivation' of the frequency spectrum 

The emission of Cerenkov radiation is due to the interaction of the field of a 
charged particle with a medium. Hence, it is truly a form of energy loss, dEldx 
(see Chapter 6). A rigorous derivation is not attempted here. If that is desired, 
the reader should consult a standard text, e.g. Ref. 3.1, on electromagnetism or 
consult Appendix E for an outline of the derivation. The photons in the case 
of ionization energy loss are 'virtual', transmitting the forces to the atomic elec­
trons of the medium. In the Cerenkov effect real photons are emitted. 

Energy loss by ionization will be derived in Chapter 6. For our purposes now 
we simply quote the result for the energy loss per unit path length by ioniza­
tion, dE/dx up to slowly varying logarithmic factors. 

dE Idx = (NoPZ) 41Ta
2
(X) (3.17) 

I A f32e2 e 

Inserting Eq. 3.12 for the plasma frequency, (hw/=41Tlx[Nop(ZIA)]Xe, Eq. 
3.17 can be written in the suggestive form: 

dE _ ~ [hWp] (3.18) 
dx f32 clwp 

We now assert that the results for ionization can be carried over to also describe 
the related process of Cerenkov radiation and ascribe the energy loss, dE, to 
the emission of N photons, dE= (hw)dN where dN is the number of emitted 
photons of frequency wcausing energy loss dE. Since 8 2 = 1- (w Iw)2, Eq. 3.11, 

p 

dE _ !:. [(1 _ 82)W2](~) 
dx f32 e 

dN a (1 - 8 2) 
dx - -;; f32 W (3.19) 

or 
d2N _~ (1 - 8

2
) 

dw dx C f32 

This is in no sense a derivation. However, it does manage to show the deep 
connection between ionization and Cerenkov radiation. The fact that 
J2Nldwdx is independent of wand is proportional to ale times a function of 
8 and f3 is 'demonstrated'. In vacuum 8 2 = 1 and there is no radiation. The fact 
that the function is really sin28= 1-l/f328 and not (l-82)1f32 can only appear 
in a full and rigorous derivation. Assuming such a derivation, and using 8 = n2, 

we then attain the Cerenkov result. 
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d
2
N c = (~) sin20 = ~ (1 __ 1 ) 

dw dx c C C {328 
(3.20) 

Note that in Eq. 3.20 all energies for the photon have equal probability. That 
fact puts a premium on full detection efficiency over as wide a photon energy 
range as possible. Indeed, that is the reason for using UV transmitting 
'windows' which are an important feature of Cerenkov devices. 

A finite length, L, of radiator leads to a more complex emission distribution. 
Note that the existence of a diffraction pattern, shown in Eq. 3.21, is due to the 
fact that there is a finite coherence length for the radiation. We cannot have an 
infinitely precise emission angle because of the uncertainty relationship inher­
ent in wave phenomena. This fact will be of critical importance in the next 
chapter. Note that diffraction is important, &-1, only if L<A. In the case of 
optical photons any radiator longer than 1 cm is 'long'. We will revisit this issue 
in Chapter 4, where the radiating foils can be 'short'. 

d
2
Nc a (sino)2 . 2/.J1 2/ ) --""-- = - -- sm u,L A 

dwd cosO c 0 
(3.21) 

0= (n~ -COSO)( 7Tf) 
In the limit that the radiator becomes very long, the diffraction pattern, 
(sin 0/0)2, becomes extremely sharp and approaches a 'delta function' which can 
then be integrated over. In this approximation there are asin2()/c photons 
emitted at the Cerenkov angle, per unit path length and per unit frequency 
interval. Numerically, we can evaluate the factors in Eq. 3.20 to find out that 
the yield is 365 photons times sin 20c per eV of frequency range per centimeter 
of radiator length. 

nc=2X 1O-5eV cm 

d2Nc . 2 
d(nw) dx - 365sm O/(eV cm) 

(3.22) 

3.8 Examples and numerical values 

For example, take a 10 meter long gas radiator filled with nitrogen. The index 
(n - 1), is about 3 X 10- 4 per atmosphere (see Table 1.2). Visible photons cover 
about 1 eV of frequency range, nc-2000 eVA. We then expect, for fully 
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efficient light collection, 220 photons collected. A PMT with a 25% quantum 
efficiency would yield a healthy current pulse suitable for high speed operation 
(see Chapter 2). 

A photograph of a typical large area Cerenkov detector is given in Fig. 3.8. 
We see the reflecting mirrors which bounce the emitted Cerenkov light into the 
light collecting cones on the sides. By looking into the mirrors we can see the 
circular PMT windows which are used for detecting the light. 

The relationship between the index of refraction, the Cerenkov angle and 
the l' of the particle traversing the detector is shown below. Note that 8 is 
used in this chapter to denote both the photon optical phase difference in 
emission, Eq. 3.21, and the value of n- l. In subsequent chapters 8 will refer 
only to the optical phase difference. Taking the small angle, high energy, and 
n -1 limit: 

n == 1 + 8, 1- {3-1I2y, 1'= 11vT=J32 

(jl _ _ I __ ~ 

c I'fH 1'2 

I?H -1128 

(3.23) 

The threshold gamma factor, I'TH' is proportional to VS. The maximum 
Cerenkov angle, ~ax, occurs when the particle has extremely large 1'. The 
maximum number of photons, ~ax, thus goes as 1I1'iH' In terms of index of 
refraction, Nr;ax is proportional to 8. 

(3.24) 
Nmax - 8 - 112 ",2 

c ITH 

For example, in nitrogen 8 is 3 X 10- 4, which means that I'TH is 40.8 or that the 
threshold for pions is 5.6 GeV, for kaons 20.2 GeV and for protons 38.2 Gey. 
Below those momenta the incident particles will not radiate photons. The 
maximum Cerenkov angle in this gas is only 1.4° so the light is thrown very 
forward. That is the reason for the forward mirrors (the hole for.incident beam 
passage is in the center) seen in Fig. 3.8. 

The number of photons is proportional to ~x and ~w. Increasing the 
counter length, L , is expensive. The other way to increase the number of 
photons is to extend the frequency range ~w over which we can capture 
photons. As an example, calcium fluoride windows have transmission above 
50% for photon energies of about 9 eV and below (See Fig. 3.5.) or wavelengths 
above about 1380 A. That gives a rather larger frequency range than the -1 e V 
visible range we have previously assumed. 
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Fig. 3.8. Photograph of a gaseous Cerenkov detector showing the mirrors, light col­
lecting cones and the circular windows of the photomultipliers (FNAL E687). (Photo 
- Fermilab.) 
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nc(2'IT) 12400 (eVA) 
A= =------'------'--nw Ey(eV) 

(3.25) 

for CaF2, Ey <9 eV, A> 1380 A 

Particle identification for particles with high momenta requires an attempt 
to go to lower indices of refraction. Lower indices of refraction, such as 
helium, mean fewer photons produced, as we can see looking at Eq. 3.24. A 
way to recoup photons is to use a larger frequency range ~w. However, at very 
high momentum the required resolution, d{3, cannot be obtained. For example, 
the limitation due to dispersion, n a function of w, or optical aberration limits 
the achievable resolution in {3 (see Fig. 3.7). Particle identification at very high 
energies requires a technique which does not depend on {3, since at high energy 
{3 ~ 1 independent of particle type. Both time of flight (Chapter 2) and 
Cerenkov radiation (Chapter 3) become increasingly difficult and the use of 
'transition radiation' (Chapter 4) is called for. 

Exercises 

1. Explicitly work out the intermediate steps from Eq. 3.1 to Eq. 3.2. 
2. Show that, if the cross section is geometric, the index of refraction is 

expected to go as 11k or increase linearly with wavelength (decrease 
inversely with frequency). 

3. Consider a transmission line cable carrying 1 ns pulses. For 1000 Mz fre­
quencies, show that 3 skin depths of attenuation (95%) requires 0.0006 cm 
of copper thickness of cable. The cable has to be at least this thick not to 
'leak' out the signal. 

4. What is the plasma frequency appropriate to a plasma of say one proton 
per cubic meter as is found in interstellar space? 

5. Fill in the details of the derivation of Eq. 3.15 from Eq. 3.14. Show that 
for real photons energy and momentum cannot be simultaneously con­
served. 

6. Work out the emission angles for a 2 Ge V momentum pion, kaon and 
proton in a water filled Cerenkov counter. 

7. What are the energy thresholds for Cerenkov light production for pions, 
kaons, and protons in a helium counter? 

8. What are the emission angles in a helium counter for a 200 GeV beam of 
pions, kaons, and protons? What are the radial separations at a distance of 
10m from the radiator? 

9. Find the number of photons emitted by a 1 cm long water Cerenkov 
counter if ale V band of photon energies is accepted by the photon trans­
ducer. 
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10. Assuming optical photons of 5000 A wavelength and aIm radiator with 
a 1 mrad emission angle, evaluate the diffraction broadening of the emis­
sion angles. Compare that to the separation found for particles in Exercise 
8. 

11. For n = 1.0003 compare the Cerenkov angle for a 50 Ge V momentum kaon 
calculated exactly and by means of the approximations used in the text. Is 
this a good approximation? 
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Transition radiation 

The light of the spirit is invisible, concealed in all beings. 
The Upanishads 

In the previous chapter we explored the relationship of Cerenkov emission to 
ionization loss. The wave vector, k, was shown in Chapter 3 to be related to the 
dielectric constant B as k~..JB (w/c). If B is real, there is free photon propaga­
tion. If B is > 1, the threshold velocity defined in Chapter 3 is <c. If B is < 1, 
the threshold velocity is > c and no real photon emission is possible in an 
infinitely long radiator. However, for finite length radiators the emission angle 
is not unique, as discussed in Chapter 3. Because of the diffraction broadening 
of the distribution of emission angles, a particle with velocity < c can still emit 
photons with cos () < 1. We call this phenomenon the 'sub-threshold' emission 
of Cerenkov light. 

The sub-threshold emission of photons when particles traverse a thin 
segment of material is called transition radiation because it is caused by a 
transition in the index of refraction between the vacuum and the material. We 
will find that the emitted photons are in the x-ray range of energies and that 
the number of emitted photons depends on 'Y and not 13. Therefore, the tech­
nique is most useful at very high energies when the previously discussed 
methods of velocity measurement become very difficult. 

4.1 Cerenkov radiation for a finite length radiator 

Transition radiation occurs when we are below threshold for Cerenkov radia­
tion, 13TH > 1, but in a finite length, L, medium. Let us consider the radiation 
pattern from a thin film due to the passage of a charged particle. The distance 
traveled in the film is L, the wavelength in the medium is A', and the angle of 
emission of the radiation in the medium is ()'. The geometric definitions of the 
quantities used are given in Fig. 4.1. 

Recall in the previous chapter on Cerenkov radiation that for a finite wave 
train there is a diffraction pattern due to the fact that the Cerenkov radiation 

75 
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A / B 
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-4 L 1< 
Fig. 4.1. Definition of quantities used in deriving the transition radiation effect. This 
effect can be thought of as the pattern due to a finite length Cerenkov radiator. 

was only emitted over a finite distance. The diffraction pattern due to the phase 
difference 0 was also indicated (Eq. 3.21). 

d
2
N _ a . 2 '( 1 )(sino)2(V) ----- sm () - -- -

dw dn c 2'lT 0 A' 
(4.1) 

0= - cos()' --'lTL ( 1 ) 
A' n{3 

A very sharp emission angle in the medium, labeled as ()', is an approximation 
to the diffraction pattern of a very long radiator, given as (sin 0/0) in Eq. 4.1. 
For short radiators the problem can be treated as slit diffraction from the 
entrance and exit points labeled as A and B in Fig. 4.1. The wavelength in the 
radiating medium, A', is related to the index of refraction n = Ye, Eq. 3.1, and 
the photon frequency as discussed in Chapter 3. 

A' =2'lTc/wYe 

0= - co fl - --'lTL( 1 ) 
A' {3 e 

(4.2) 

wL ( ,I) =2c seo f) - ~ 
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4.2 Interference effects 

I=IAA +ABI2 

-IAI2 [4sin 2 8] 
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o 

Fig. 4.2. Interference pattern at observation point 0 due to amplitudes A and - A for 
emission from the front and back of the film with optical path length difference equiv­
alent to the phase difference between the amplitudes. 

The optical path difference to the observation point, 0, shown in Fig. 4.2, leads 
to a phase difference, 20, between waves produced from points A and B. This 
phase difference is related to the geometric path difference. If x is the observa­
tion point, then 20= (k' A - k' B)·X. 

Thus the optical phase difference, which is the argument in the (sin (10)2 
diffraction pattern, is given in Eq. 4.2 in terms of the radiator length, L, the 
emitted wavelength, A' and of the emitted angle, ()'. Clearly, the diffraction 
peak is centered on cos ()' = lI{3Ve, the 'Cerenkov angle', with an angular 
width of Do()' ~ A' IL. Hence for a very thin radiator, the chance for sub-thresh­
old radiation is not necessarily negligible. 

4.2 Interference effects 

The interference of the amplitudes A and - A from points A and B is controlled 
by the phase difference 0, as seen in Fig. 4.2. The intensity, I, is 41AI2 sin2 o. Note 
that if 0 ~ 'IT/2 the intensity ~41A12 which is the maximum constructive inter­
ference value, while if 0 ~ 0 the interference is destructive and the intensity 
~ O. For random phases I~2IAI2. Given that the phase at the entrance and exit 
transition differs by 180°, we need to have a sufficient optical path length differ­
ence to avoid destructive interference. This point becomes important, as we will 
see later, in the practical design of detectors. 

The diffraction broadening of the angular distribution, o~[cos()' - {3TH1{3] , 
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implies that even below thre hold 13TH > 1 co (Jf < 1 i po ible. Thi ob erva­
tion gives rise to the name 'transition radiation' because what is necessary for 
real photon emission is simply a tran ition in the index of refraction. PLltting 
the expression in Eq. 4.2 back into Eq. 4.1 we obtain the radiation pattern with 
diffraction. We then use the formula for refraction to express the radiation 
pattern in terms of (J, the observed angle seen downstream of the foil as defined 
in Fig. 4.1. 

--~- sm () - - L - -d
2 
N a . 2 f (wVe) 2(sin 0)2 

dw d{) 2'ITC 2'ITc 0 

sin ()= Ve sin()', (Snells Law) (4.3) 

For small angles, sin ()~ (), and for high velocities, {3 -7 1, 1- (3~ 1I2Y. We 
can expand the expression for 0 and obtain the approximate optical phase 
difference. 

(4.4) 

d~2:{) ~ 'IT~w OZ[si~o]T~~r e~1 
The factor (OZ + 1/ y) will be motivated as the phase difference between waves 
in vacuum in Chapter 10. The extra term results from the fact that this is prop­
agation in a medium characterized by a plasma frequency, w

p
' which leads to 

the additional term (W/W)2 beyond what will be found for the vacuum case. The 
doubly differential cross ection i proportional to a and has a typical dipole 
pattern, OZ. If phase factors are ignored, it goes roughly as 1/w. 

This present heuristic treatment is not sufficient, although it brings us quite 
close to the true result. The correct expression for the doubly differential cross 
section for transition radiation is given below. 

(4.5) 

wL ( 1) 0v =4c OZ + ')'2 (Chapter 10) 
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4.3 The vacuum phase shift 

Comparing to Eq. 4.4, we see that the exact result, Eq. 4.5, can be thought of 
as arising from having adjusted Eq. 4.4 by the subtraction of the vacuum phase 
shift, Oy, that we would get for propagation if the thin film were a vacuum, i.e. 
no 'transition' in the index of refraction. The factor in the phase difference is 
proportional to the vacuum factor, which we will derive in Chapter 10, ((j2 + 
1/Y). The insertion of the vacuum phase factor insures that there is no radia­
tion without a transition in the index of refraction; i.e. if 0 -7 Oy then cf2NTRldw 
dO. -7 O. 

4.4 The frequency spectrum 

The frequency spectrum of transition radiation, in comparison to Cerenkov 
emission, is not flat. The emission spectrum has high frequency components 
because its very existence depends on the finite width diffraction pattern, O~ 
wLlc, which is inherent in the Cerenkov process for a finite length radiator. 
Typically, Cerenkov light is in the optical region, while transition radiation is 
in the x-ray region. This characteristic high frequency emission is a conse­
quence of needing enough diffraction broadening to enable sub-threshold 
Cerenkov emission to occur at a real angle. 

We can obtain an informative expression by integrating Eq. 4.5 over all 
angles while ignoring interference by setting sin2 0 = 1. The result for the 
photon frequency spectrum is 

dNd TR = 2a [-1 + [In(1 + 1/y2)](y2 + 112)] 
w 1TW 

(4.6) 
y= wl'Ywp 

We define the frequency scale in terms of the characteristic frequency 'Ywp' Note 
that dNTRldw falls off rapidly for y> 1 or w> 'Ywp' The expression for dNTRldw 
also diverges at low frequency, but this has no practical impact, and is an arti­
fact of the approximations used. A plot of dNTRldw in arbitrary units is shown 
as a function of y in Fig. 4.3. The 1Iy behavior at small y is evident as is the 
steeper fall for y » 1 indicating the high frequency cutoff. For y ~ 1, a limit­
ing case is dNTRldw -7 2al1Tw[1n(l/y)]. Looking at Eq. 4.6, we see that the inte­
gral over a practical range of frequency ~y~ 1, near y~ 1 is NTR ~ a. Thus we 
argue that in transition radiation ~ a photons per interface are emitted with 
energies typically y~ 1/3 or 'Y(nwp)/3. These approximate considerations lead to 
some 'rules of thumb' for transition radiation detectors. We can basically read 



80 4 Transition radiation 

I Hi . I ········· __ ··············· __ ········.: .. r··· , ...... ·· .... ··· .... ·· .. · .... ·· .... J·· .. ··· .............. ·· .. _ .................. ··r ........................... -............... . 
: ! 

i ! 
............... _. __ ........ " .. ''1"' ............................................ 1-· .. ·· ........................ _-_ ...... 1' .......................... _ ................ .. 

~ I ~ 
i I ~ 
: ! j 

dw 
10-6 

.. _ ......... _ .......................... 1' .................................... _ ..... ··1" .... ··_·· ...... ···_··· .. · .. · ,· .. ·,"···+1' ...... _-_ ................. . 

1 i 
i i 

I I ········· .. · .... ·············· .. ·· .. · .. ···· .. r· .. ·· .. ·· .. ·· .... ···· .. ···· .... · .. _· .... ··-1-· .. · .. ···_· ·· .. ·· .. ······· .. ····· .......... · ......... _ .......................... .. 
i i 
I ' 

.................................... _ ..... ...!, ........................... _., ........ _ ..... 1.. ..... _ ................ _-_ ..... __ .... 1..-.......... _._......... . ....... .. 
j ! ~ 

I i 
i i 
l : 
! : 

1610~--------~-----------L----------~--------~ 
10-2 10.1 10° 101 leT 

Fig. 4.3. Frequency spectrum of TR photons, where frequency is defined in units of 
YWp' y= wlywp' 

them off from the phase factor and the coupling given in Eq. 4.4. As will be seen 
in the searchlight effect (Chapter 10), the typical emission angle is lIywhich is 
a consequence of special relativity. 

N -I::.E/8-ex TR y 

Y 
8 -hw-- (hw) 

y 3 p 

1 «()--
y 

(4.7) 

The contour of y2cPNTR/dQ dw is shown in Fig. 4.4. We have ignored the sin20 
factor in Eq. 4.5 in making this plot because L is another free variable, and we 
have assumed that L is adjusted such that sino- I. The peaking of the distrib­
ution at ()= 1IA and w- yw

p 
is quite evident. If we accept that y - l , then the 

phase difference is o-(wLl4c)(1/Y) . 
We can heuristically think of the transition radiation as being due to the 
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Fig. 4.4. Contour plot of y2d2 NTR/dQ dw as a function of y = w/( yw)and z = yO. As 
expected, the contours peak aty - z - 1, in agreement with Eq. 4.7. 

changing dipole moment formed by the charge and its 'image' charge on the 
opposite side of the interface. The image charge is a way of solving the bound­
ary conditions which is equivalent in effect to the induced charge density at the 
interface (see also Chapter 8) needed to match the boundary conditions. The 
charge and image charge pair makes a dipole which changes with time, and 
changes direction at the point of crossing the interface thus causing radiation 
(see Chapter 10). The interface is the point where the pointing of the dipole 
vector flips direction indicative of maximum acceleration. A schematic view of 
the geometry is shown in Fig. 4.5. 

4.5 Dependence on I' and saturation 

Transition radiation is a useful tool in high energy physics because it has an 
emitted energy, By ~ 1', which increases with I' as opposed to Cerenkov radia­
tion, where all the radiation patterns collapse together as {3 approaches 1. That 
behavior is what makes transition radiation attractive for particle identification 
at very high energies where the Cerenkov technique and time of flight become 
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Fig. 4.5. Schematic representation of the dipole image charge - charge pair for a 
charged particle approaching a transition in indices of refraction n1 -=1= n2. 

problematic. However, this increase in photon energy with 'Y does not continue 
without limit. As with all detectors, there are intrinsic limitations. 

There is a characteristic length that we define to be the distance, g, over which 
phase changes are substantial for fixed physical distance L. These phase differ­
ences must be large since the amplitudes, see Fig. 4.2, are out of phase for the 
front and back transitions and destructive interference must be avoided. 
Therefore, there is a maximum value of 'Y, called the saturation value, which 
depends on foil length, L, and radiation wavelength, A, above which destruc-
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tive interference begins to occur. That value of 'Y, 'YSAT' is inversely proportional 
to 0. There is therefore a minimum foil thickness which is needed to avoid 
saturation. Note that the phase (5, which contributes a factor sin2(5 to cf2NTRldw 
dQ, is simply LI g. 

g~;; / [ ( ,:), +Ii' + ~J. H)g (Eq. 4.4) 

L~g~(Ay) (4.8) 

'YSAT ~ V'IT LI A 

Looking at Eq. 4.8 we might argue that we could go to thicker foils to increase 
the optical path difference and thus raise the 'Y range over which transition radi­
ation can be used. However, that increases the self absorption of the medium 
which is not a winning strategy. Typically we must compromise between atten­
uation in the foil and losses due to destructive interference. Note that the ZS 
behavior of the photoelectric cross section (Chapter 2) argues for the use of low 
Z foils. 

4.6 TRD foil number and thickness 

As a numerical example, consider the detection of 200 Ge V pions. The 'Y factor 
for pions is 1428 which means that a typical emission angle is about 0.7 mrad. 
U sing the rule of thumb, the energy of the emitted photons 8 y (Eq. 4.7) is about 
8.9 keY which means we are in the x-ray region. Using polyethylene radiators 
we have hWpof about 21 eV We can use other foils, such as Li with hwp = 14 eV, 
to try to tune 'YSAT' Since w~ 'Ywp' we have some freedom to change the 1/0 
factor in 'YSAT' However, the Li foils are hard to work with. If we want to keep 
from saturating at those frequencies, the polyethylene foil thickness should be 
more than 14 /Lill. Since each foil only emits roughly ex photons we need at least 
1/0. or about 100 foils of material, with 100% detection efficiency, in order to 
observe just one x-ray per incident pion. The thickness of polyethylene for the 
emission of one photon is 0.19 cm while at 10 ke V the mean free path in carbon 
is about 0.5 g/cm2 (see Chapter 2) or about 0.5 cm indicating the importance of 
absorption since the 'stack' of foils is about (L) thick. 

A photograph of an actual transition radiation detector (TRD) assembly 
used in an experiment is shown in Fig. 4.6. This consists of a radiator stack of 
many foils of polyethylene followed by a xenon filled proportional wire 
chamber (PWC). These chambers are devices which we will discuss in a later 
chapter. The reason for a detector consisting of a xenon gas fill is pretty clear 
from our discussion of the photoelectric effect. We want the high Z gas in order 
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Fig. 4.6. Photograph of a TRD assembly. Each module, like the one being held, con­
tains ~ 1/a foil followed by a Xe filled chamber. Note the gas flow indicators showing 
Xe for the detector (Fermilab E769). (Photo - Fermilab.) 

to have a large absorption cross section for ke V photons which means a large 
photoelect.ric eros section and o-pE-Z 5 (Chapter 2). 

Now a mentioned before, the TRD is not transparent to its own emitted 
photon as wa the case for the Cerenkov counter. An approximate expression 
for the number of ' useful foil , N F' in a stack of N foils is given below. 

NEF=(l-e-NapEL)/(l-e- apEL) 

(4.9) 

-7N, o-pE-70 

For Cerenkov counters we could simply increase the radiator length to get 
more photons. In the present case that simple ploy does not work due to self 
absorption. 
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There is a cutoff at low energy due to the very large photoelectric cross section, 
(TPE~ 1/w7/2 , which we mentioned in Chapter 2. There is also acutoffathighener­
gies; see Fig. 4.3. Hence the effective number of foils is a strong function of the 
energy of the emitted x-ray photons, and there is a finite frequency range for the 
useful detection of photons. We had previously simply assumed this limited 
detector bandwidth and had used the estimate Ily ~ I around (y)~ 1/3. This dis­
cussion provides, after the fact, the justification for these assumptions. 

4.7 TRD data 

Some data taken with a transition radiation detector exposed to both pions and 
electrons of the same energy is shown in Fig. 4.7. The energy spectrum of both 
x-rays and ionization is shown. Clearly there is an exponential falloff with 
energy in both cases. The electrons are the relativistic objects with a large y 

factor and they produce photons in the 10 to 50 keY range. The emission prob­
ability for pions, which have a much lower y factor due to their increased mass, 
is much reduced. However, they do deposit ionization energy (Chapter 6) with 
the occasional large deposition due to delta ray fluctuations. 

Also shown in Fig. 4.7 is the distribution of the statistical likelihood for elec­
trons and pions showing that there is reasonable separation between the two. 
The likelihood (see Appendix J) is made up using multiple samples of the 
pattern of detected energy in distinct, independent, transition radiation detec­
tor modules. This technique is in the spirit of multiple ionization samples to 
accurately estimate dE/dx which is discussed in Chapter 6. One such module in 
a stack of TRD modules is shown in Fig. 4.6. The stack itself is visible in the 
background. It is clear that TRDs are useful for particle identification in the 
very high energy regime, even within the limitations due to 'saturation' phe­
nomena which we have mentioned. 

Exercises 

1. Explicitly work through the algebra going from an amplitude A - Ae2i5 to 
the form for I quoted in Fig. 4.2. 

2. Evaluate the phase shift in Eq. 4.5 at zero emission angle. For 0= 1 and a 
plasma frequency of 10 eV what minimum thickness L is needed for par­
ticles with y= 1000? 

3. Suppose we have a 10 GeV beam composed of electrons and pions imping­
ing on a stack of polyethylene foils. Evaluate the y factors and then the 
typical photon energy of transition radiation. Assuming a stack of 1000 
foils how many photons are emitted? What is the total emitted energy for 
electrons and pions? 
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Fig. 4.7. Data taken with a TRD detector howing: (a) the mixture of x-ray and ion· 
ization energy for incident pions and electrons. Note the peak. for electrons at - 30 keY. 
(b) Likelihood function for pion and electJ:on using everal sampling of the detected 
energy. (From Ref. 4.8, with permi ion.) 

4. For the situation described in Exercise 3, what is the phase 8 for poly" 
ethylene foils 0.001 cm thick for electrons and pions? Are there saturation 
effects? 

5. Consider a stack of 1000 foils, each 0.001 cm thick. Consider 10 GeV pions 
and electrons. Find the mean emitted photon energy and the mean free 
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path for the emitted photons. Are photoelectric absorption effects impor­
tant? 
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Part lIB 

Scattering and ionization 

In Chapters 2, 3, and 4 we examined non-destructive velocity measurements 
with detectors which convert the emitted light (scintillator, Cerenkov, and TR 
respectively) into an electrical signal. We now move to the second phase of the 
examination of non-destructive readout, where a charged particle transfers 
energy to the nuclei (Chapter 5) or the electrons (Chapter 6) of the detecting 
medium. In the case of transfer to nuclei, the direction of the incident particle 
is altered, which limits how 'non-destructive' the measurement of the proper­
ties of the particle we wish to determine is. In the case of transfer to the elec­
trons, the resulting ionization energy loss is detected. Again, the fractional 
energy transfer to the detecting medium limits just how 'non-destructive' the 
readout will be. In the extreme case the incident particle may be slowed and 
halted in the detecting medium. However, for particles with energy above 1 Ge V 
passage through a few cm of gaseous detector deposits only ke V of energy, 
while 1 cm of solid plastic causes only of order MeV energy loss (0.1 % for a 1 
GeV particle). 
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Elastic electromagnetic scattering 

Shoot pool Fast Eddy. 
Minnesota Fats (The Hustler) 

In this chapter we look at the scattering of an incident charged particle by the 
detecting medium. This knowledge is needed if we are to understand the 
physics of charged particle detectors which are based on detecting the energy 
transferred in the collision. We initially look at Coulomb collisions. Single 
collisions are termed Rutherford scatters caused by collisions with atomic 
nuclei. Multiple Coulomb collisions are then examined leading to important 
insights about the angular loss of information which occurs in scattering. 
Finally, we consider not angular deflection but energy transfer in Coulomb 
collisions. In that case, the scattering off atomic electrons is relevant. In partic­
ular, ionization of the atom with the ejection of freed electrons, 'delta rays', is 
an important topic, which is discussed in this chapter. The transfer of some of 
the energy of a charged particle to the medium is the basis of many of the 
devices discussed in Chapters 6 through 9. 

5.1 Single scattering off a nucleus 

We begin by considering single scattering off the Coulomb field of the nucleus 
by incoming charged particles. In performing scattering experiments it is 
important to realize that the atomic electrons are diffused over a characteristic 
size of ~ 1 A as we said in Chapter 1. The nucleus is concentrated in a region a 
factor of 105 smaller. As first noted by Rutherford, the fact that we observe 
large angle scatters is a statement that there are small point-like scattering 
centers within the atom. It is the nucleus that is capable of causing these large 
angle scatters because all of the charge is concentrated at a point. 

The observation of point-like structures is a recurring theme in physics. It 
has been often repeated; in molecules (atoms), in atoms (nuclei), in nuclei 
(nucleons) and in nucleons themselves (quarks). At each stage so far in our 
exploration of the microworld, objects have been discovered to be composites 
of yet smaller objects. 

91 
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Fig. 5.1. Kinematic definitions for a Coulomb collision of a charged particle by a 
nucleus of atomic number Z at impact parameter b causing a scattering angle 8. 

The kinematic definitions which we use are shown in Fig. 5.1 where a singly 
charged particle with velocity f3c and mas. M is incident on the field of a 
nucleus at rest with atomic number Z at an impact parameter or transverse dis­
tance, b. The incoming particle suffers a cattering by angle O. Note that for 
small angle scattering the incoming to outgoing symmetry of the problem tells 
us that for central forces the impulse is transverse. The longitudinal impulse 
integrates to zero, as indicated in Fig. 5.1. 

The force, F, is electric, so it goes as 1Ir2. The non-relativistic characteristic 
time for the interaction, M, is defined by the fact that the force falls off rapidly 
with distance and thus is only active on time scales where the incident particle 
is near to the scattering center. 

F(b)=Ze2/b2 

M=2b/v 
(5.1) 

The net momentum impulse, /lPT' is in the transverse direction and can be 
approximated as the force at the point of closest approach, F(b) , times the 
characteristic time over which that force is active. The characteristic transverse 
momentum transfer divided by the incident momentum gives the scattering 
angle. The Rutherford form for the angle, OR' in the small angle approximation 
is given in Eq. 5.2. Clearly for high Z targets the scattering angle is larger 
because the electric field is stronger. For small impact parameters we see a 
stronger field and therefore the scattering angle is larger. For low velocities we 
spend a longer time near the nucleus and therefore low velocity also means 
large scattering angles. 
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0-llp';p, IlPT = 2Za/bv 

OR -2Za/pvb 
(5.2) 

Another form for OR is OR -(Za/b)/T where T is the projectile kinetic energy. 
We recognize OR to be the ratio of the potential energy at r = b to the total 
kinetic energy, OR = U(b)/T. For example, consider I MeV kinetic energy, T, 
protons, T=s- M, incident on lead (Pb) nuclei at an impact parameter of 100 
fm. The Rutherford scattering angle, Eq. 5.2, is radians or OR -680 so that the 
scattering angles can, indeed, be large. 

5.2 The scattering cross section 

What has just been 'derived' is the relationship between the scattering angle 
and the impact parameter. Clearly, in an actual experiment, we cannot aim an 
incident particle at a particular nucleus so that b is not measured. Since we 
cannot aim, all areas transverse to the incident beam are taken to be equally 
probable and the scattering probability, dP, is proportional to the transverse 
area element db. Since there is a one to one relationship between impact para­
meter, b, and scattering angle, 0, we can simply relabel the scattering. Note that 
the exact form of the relationship depends on the form of the forces, so that we 
can, in principle, infer the functional form of the force law by observing the 
scattering angle distribution (see Chapter 5.11). 

dP-db=du 

du 
du- b db d¢ = dDdD, dD = sin ° dO d¢ (5.3) 

du _ _ b (db) 
dD sin ° de 

Equation 5.3 says that the number incident at a given impact parameter b is 
equal to the number scattered into the corresponding angle 0. Referring back 
to Eq. 5.2, we can then immediately write down the small angle approximation 
for the Rutherford differential scattering cross section, duR/dD. 

dUR _( Za )2/f! (5.4) 
dD Mv2 

The differential cross section has the power law behavior, -lIf!, which is char­
acteristic of the Coulomb scattering of point particles. It is a general charac­
teristic of point-like processes that they obey power law scattering distributions 
and have power law energy dependence. Collective phenomena, or distributed 
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Fig. 5.2. Data taken by Rutherford on the scattering angular distribution for incident 
alpha particles on silver. (From Ref. 5.6, wiith permission.) 

sources, have more complicated and, typically, much more rapidly falling dis­
tributions as we saw in Chapter 2 for the photoelectric effect. Some data actu­
ally taken by Rutherford and collaborators are shown in Fig. 5.2. Note that 
measurements extending to 1500 scattering angle are shown indicating that 
large angle scatters were seen. 

5.3 Feynman diagrams 

It turns out that the same result obtains in quantum mechanics. The 'Feynman 
diagram' for Rutherford scattering is shown in Fig. 5.3. The exchanged 'virtual 
photon' is responsible for the deflection of the incident charge. A word is in 
order here on 'Feynman diagrams'. We will use them simply as a tool to make 
conclusions about the powers of a (see Chapter 1) which the rate for a process 
contains, and occasionally to make dynamical inferences. We recall that an iso­
lated electron cannot emit a photon and still conserve energy and momentum 
(see Chapter 3). The amplitude for that emission is proportional to the total 
charge e. The uncertainty principle allows for emission of a 'virtual' photon if 
subsequently that photon is reabsorbed by another charge in a time tlt which 
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Fig. 5.3. Feynman digram for Rutherford scattering. 

is consistent with a limited energy transfer I1E, of size I1E::5li1l1t. The ampli­
tude for emission and absorption then goes as e2 = a, so that the rate goes as 
0'2. The amplitude also goes as 1I11Ein second order perturbation theory where 
I1E is the energy difference between initial and final unperturbed states. The 
amplitude is large when I1E is small. This in turn means that any 'virtual' par­
ticle would like to be as 'real' as possible which for photons means I1E-.:;O, or 
as 'soft' as possible. This is the main dynamical inference. 

The scattering amplitude is, in the Born approximation, the matrix element 
of the interaction potential between the free, non-interacting, initial and final 
states, A -(fiH1ii). If we take those states to be plane waves, the scattering 
amplitude is the Fourier transform of the interaction potential, A­
J ekfZ H1e- kjZdr = J e iqZ HIdr. The Fourier transform of a lIr Coulomb interaction 
potential is, in momentum transfer space, proportional to lIq2. Therefore, 
another way to look at the dynamics shown in Fig. 5.3 is first to recall that q = 

k j - kf = I1Pr The square of the amplitude, A -lIq2, which is proportional to 
the cross section, du/d.Q-iAi2, then goes like l/ff since q - pOwhich agrees with 
our classical 'derivation' of Rutherford scattering. The virtual photon 'wants' 
to be as real as possible, so that A(q) is large when q is small. 

q-I1PT-pO 

A(q)-(Ze)e/q2 

iA(q)i2-(ZO')2/ff (Eq. 5.4) 

5.4 Relativistic considerations 

(5.5) 

The transverse electric field at a given impact parameter due to the relativistic 
field transformation increases as ,}" see Table 3.1. However, the collision time 
decreases. For uniform linear incident motion, the time dilation factor, ,}" means 
that the laboratory collision time I1t goes as I I '}'. Therefore, the net impulse in 
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transverse momentum, !1PT' is constant which means that the energy transfer is 
constant. This constancy of the energy transfer has very large implications for 
detectors. The energy loss, which we will be examining in the next chapter, is 
effectively constant, up to logarithmic factors, over a wide variety of energies. 
One implication for detectors is that all singly charged particles of sufficient 
kinetic energy transfer the same energy to the detecting medium. Clearly, this 
uniformity of energy deposit makes particle detection simpler. 

ET(b)~ "I 

!1t ~ 2b1 f3 "Ie 

!1pT~eET(b)!1t~constant 

We will return to the residual relativistic effects in Chapter 6. 

5.5 Multiple scattering 

(5.6) 

Recall that Rutherford scattering is due to the field of the nucleus. Gauss's law 
tells us that when a particle is incident outside the volume of the atom there is 
screening of the electric field of the nucleus by the intervening charges of the 
electrons. The net charge is zero which means that there is a minimum scatter­
ing angle 0mil! (maximum impact parameter) when b is roughly equal to the first 

Bohr radius, ao' 

0min ~2Za/pvao (Eq. 5.2) (5.7) 

Therefore, the differential cross section integrated over all angles does not 
diverge due to the 1/ £r behavior because there exists a minimum angle cutoff. 
We observe a total elastic cross section equal to the geometric cross section 
which we discussed in Chapter 1. Looking back at Eq. 5.3 it is intuitively clear 
that we will recover the geometric cross section because for every impact para­
meter less than the atomic radius there is a non-zero scatter. The integral of 
dcr= 2'ITbdb, where b ranges from 0 to the Bohr radius, is just the geometric 
cross section. 

00 (d ) ao cr~ I d~ 2'ITO dO= I 2'ITb db 
/lmin 0 (5.8) 

00 

~'ITa2 ~ 11& . ~J dOlfP o mm 

limin 

Since we know the distribution of scattering angles, the mean scattering angle 
in a single collision is calculable. The mean angle is defined to be the scattering 
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angle weighted by the angular distribution (see Appendix J), where the distri­
bution function is daMn. 

J(pdadn 
dn _ f(d()/() CEq. 5.4) 

f ~~d.n f(d()/ ff) (5.9) 

- 2()~n[ln( ()mai 0min)] 

Because Rutherford scattering is weighted so strongly towards the minimum 
scattering angle (maximum impact parameter), up to logarithmic factors, (fP) 
is equal to twice the square of the minimum scattering angle. 

If we now consider the passage of a charged particle through a thick block 
of material there are N scatters on average in that material. The scattering angle 
compounds as a random stochastic process, with a mean given by the central 
limit theorem. The mean square multiple scattering angle (tts) for N scatters 
is N times the mean square angle for a single scatter «()2 (see Appendix J). 

«(J2 MS) = N( (J2) 

N=(Nopa/A)dx (Chapter 1) 

=dx/(L) 

(5.10) 

The number of scatters is given by the distance traveled divided by the mean 
free path between single scatterings. Inserting the expression for the mean 
square of the scattering angle from Eq. 5.9, Eq. 5.7 and the Rutherford scat­
tering cross section from Eq. 5.8 we obtain the mean of the square of the angle 
for multiple Coulomb scatterings. 

«()~s) = [ No~ dX] 21T [~~; r [In( )] (5.11) 

5.6 The radiation length 

The factor of (J2ntin from Eq. 5.9 and the factor l/(J2ntin from a cancel out, so that 
we are left with a simple expression up to logarithms. It is traditional to use Xo 
units (see Chapter 10) in expressions for the mUltiple scattering angle. However, 
it should always be kept in mind that this is not a radiative process. It is fortu­
itous that radiation length units are applicable but it is, in fact, misleading. The 
radiation length is derived in Chapter 10 and numerical values are provided in 
Table 1.2. 
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dx 
(O~s> = Xo m2/( af3!p2) 

(5.12) 

A characteristic energy, Es' is defined, 21 MeV, which is related to the electron 
mass and the electromagnetic coupling constant a. In these units (£ts> is pro­
portional to the path length in radiation length units, which we will define to 
be the variable t. Since this is a stochastic or random walk process, the multi­
ple scattering angle is proportional the square root of the path length. 

~1T 
E ~ - (mc2) =21 MeV 

S a 
(5.13) 

~=Es {dx 
MS Pf3-V~ 

A convenient way to think of the physics is to assign a multiple scattering trans­
verse momentum impulse, (~PT)MS' Any incident singly charged particle suffers 
this same average impulse when going through a block of material and being 
scattered by the nuclei of the material. The transverse energy scale is set by the 
target physics. 

(5.14) 

For example, in traversing one radiation length of material, a 20 Ge V pion will 
suffer a mean scattering by angle e~ O.OOI , or 1 mrad (~PT~21 MeV). 

5.7 Small angle, three dimensional multiple scattering 

Let us quickly mention the actual statistical distribution of the quantities 
involved in multiple scattering. For small deflections the distributions in the 
two directions perpendicular to the direction of motion are independent, basi­
cally since (j2~O; +o;" dfl-dOXdOy ' and 02 is distributed with a Gaussian 
dependence. Since the location of the particle and its momentum vector in a 
plane require two variables, a total of four are needed to specify the three 
dimensional problem. A possible choice for the y coordinate is shown in 
Fig. 5.4. Note that Oy is normally distributed with RMS = ~ = V(OMS>2/2, 
(0;> + (0;,> = (02). The (y OJ) variable are correlated, with error matrix M MS' 
and with zero means, (y)=(e) =o. ( ee Appendix 1.) 
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Y 

Fig. 5.4. Definition of multiple scattering quantities in a plane. The exit position, y, 
and exit angle, 0Y' upon traversing a depth t in Xo units is shown. 

(5.15) 

_ [1 t12] 2 
- tl2 t2/3 (0) 

It is interesting to note that we can find uncorrelated variables. We assert that 
Oy and Ys = Y - 0i2 are uncorrelated. This can be established by diagonalizing 
the matrix, M MS' and finding the eigenvectors and is left as an exercise to the 
reader. The diagonalized matrix is M~s. 

I _ [1 0] ( 2) rOy] 
M MS - 0 t2112 0y' [ys (5.16) 

The physical reason for the decoupling of Ys and Oy is that the coupling comes 
about because large scattering angles, 0y' necessarily mean large deflections, y. 
The variable Ys removes this effect by subtracting from y the deflection due to 
scattering by an angle Oy at the center of the material. Note that the error about 
the mean is then reduced by a factor 2 ((T ~ (T 12). These error matrices are very ys y 

useful in making mathematical models for particles moving in the presence of 
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Fig. 5.5. Kinematic definitions for scattering of a particle of mass M off a target of 
mass m which recoils with angle (jJ with respect to the projectile direction. 

scattering material. Such topics are, however, beyond the scope of this book. 
(See Appendix K for a first taste.) 

5.8 Maximum momentum transfer 

Looking at Eq. 5.1 it is clear why so far we have been considering scattering off 
the nucleus. The factor Z and the point-like nature of the nucleus make it 
important for angular deflections. What we wish to do now is to consider not 
the angular deflection of the projectile but the energy loss which it suffers in 
transferring energy to the target. The kinematic definitions for the energy 
transfer are given in Fig. 5.5 where an incident particle of defined momentum, 
energy and mass, (Po' eo and M) scatters off a target particle of mass m which 
recoils with angle cP and momentum k. We label the projectile scattering angle 
by () as before. The collision kinematics is dictated, as usual, by the conserva­
tion of energy and momentum. 

(5.17) 

We define the kinetic energy, T, of the target in the final state by subtracting 
the rest mass from the recoil energy, e. We can, with considerable tedious 
algebra, extract an expression for Q as a function of the recoil scattering angle, 
<P. (See Appendix A.) 

T=e-m 
(5.18) 

Q=Tlm 
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Fig. 5.6. Bubble chamber photograph (enhanced) showing an elastic scattering with 
recoiling target at an angle <P~90°. (From Ref. 5.2, with permission.) 

The maximum value of the energy transfer to the target, Qmax' comes at zero 
degree recoil angle when the target is boosted straight ahead. The minimum 
value, Q =0, looking at Eq. 5.19, clearly comes at 90° recoil angle when we have 
a 'grazing' collision. Anyone who has shot pool knows intuitively that this is 
correct. 

{ 
(f3yMcOScP)2 } 

Q-2 
- (m + yM)2 - (f3yMcoscJ>)2 

(5.19) 

QIQ ~COS2cJ> max 

A bubble chamber photograph, in which the trajectories are enhanced, 
showing an elastic scatter where the target recoils at effectively 900 is shown in 
Fig. 5.6. (As an aside, we will not further discuss the 'bubble chamber' since it 
is no longer an active research tool. Suffice it to say that the ionization released 
by a charged particle heats the bubble chamber liquid, e.g. liquid hydrogen, 
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Fig. 5.7. y+e~ y+e elastic scattering with incident photons of 1 MeV. (a) Scattered 
y kinetic energy, (b) recoil e kinetic energy, (c) scattered yangle, (d) recoil e angle, as a 
function of cosine of the center of momentum scattering angle. 

which then locally boils. The small bubbles are illuminated and then photo­
graphed.) The dynamics in this case also limit recoils to small momentum 
transfer, just as Rutherford scattering peaks at small q. Therefore, the projectile 
has a small deflection in these grazing collisions while the target recoils with 
low velocity at wide angles, Q~O. 

The maximum energy transfer Qmax simplifies if ym/ M ~ O. In that case, the 
scaled maximum energy transfer, Qmax' is just twice the momentum of the pro­
jectile divided by its mass squared. The ratio of recoil energy to the maximum 
possible, Qmax' is approximately the square of the cosine of the recoil angle, CPo 

For elastic scattering at fixed incident energy there is only one free variable 
which can be taken either to be the scattering angle or the impact parameter or 
the recoil momentum. It is clear from Eq. 5.19 that there is a functional rela­
tionship between the recoil energy and the scattering angle. In Fig. 5.7 we show, 
for example, the scattered energy and angle and the recoil energy and angle, all 
as a function of the eM scattering angle for y+ e elastic scattering with inci­
dent I Me V photons. For grazing collisions, cos ()* ~ I, T-y ~ 1 Me V, B~O° and 
Te ~O MeV Be ~90° as expected. 
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5.9 Energy transfer 

In Eq. 5.2 we've already derived the momentum transfer in an elastic collision. 
Looking now at the energy transfer, and assuming non-relativistic recoil, we 
conclude that it is the light targets to which it is easy to transfer energy. 

t!.PT~2albv. Z= 1 

t!.s~t!.pi/2m (5.20) 

t!.s ~ 2a21b2v2m 

Because of the existence of the factor 11m in the expression for the recoil 
energy, t!.s, light particles are the ones to which energy can be transferred. This 
is quite familiar in everyday life. If you throw a Ping-Pong ball at another Ping­
Pong ball there can be a large energy transfer. If you throw a Ping-Pong ball at 
a Mack truck, the truck will not recoil and the incident ball will retain its full 
initial energy. Therefore, we expect that incident charged particles will prefer­
entially transfer energy to the atomic electrons, which are ~ 2000 times lighter 
than protons. The electrons will not, however, be involved in large angle scat­
terings, as we said, because large scattering angles come from interactions with 
a localized charge. 

5.10 Delta rays 

We expect that occasionally the recoil electrons will gain enough energy to be 
removed from their bound state and be kicked into the ionization continuum 
(see Chapter 1). For historical reasons these freed electrons are called delta 
rays. An example of delta rays being ejected by a charged particle traversing 
material is seen in Fig. 6.6 in the next chapter and in Fig. 5.6 of this chapter. 
They are seen to recoil at large angles and at low energies. Instead of impact 
parameter b, we choose the kinetic energy of the recoil, T, to relabel the scat­
tering process. The relationship of T(b) = t!.g in Eq. 5.20 is used. 

da=db=b db d¢=(daldT)dT 

da[; = 27Tb (db) = db = (bI2T) 
dT dT dT 

(5.21) 

das = 7T b21T = [ 27Ta
2 

] 
dT {32C2T2m 

The characteristic 11(/1 projectile angular behavior translates into a liP recoil 
energy behavior. The projectile scattering angles are dynamically constrained 
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to be small by the 1/ fit factor and similarly the recoil energies are constrained 
to be small by the I/T2 factor. 

We now convert the cross section to the mean free path for delta ejection. 
There are Z atomic electrons which are incoherently added. The source is 
spread over a size ~ao ~ lA, and the wavelength of the projectile is assumed to 
be less than that. Hence there is no phase coherence over the size of source as 
there is, for example, in Bremsstrahlung in the Coulomb field of the nucleus 
(Chapter 10). The 1/T2 divergence is still just a mathematical artifact as there 
is a cutoff at the maximum impact parameter, b ~ ao. For fast incident particles, 
f3-j1. 

dNs _ (NoZ) a2 Ae 
dTd(px) - 21T A T2 (5 .22) 

Numerically the factor 21T(NoZIA)a2Ae is 0.078/(MeV . g/cm2) , if ZIA is~ 1/2. 
If we express the minimum recoil kinetic energy in MeV, the number of colli­
sions giving a recoil electron greater than 1 Me V in g/cm2 units is approximately 
7.8%. The number goes with the cutoff energy To as liTo. 

7.8% 
dN/d(px)lT>To ~ g/cm2' To = IMeV (5.23) 

These 'delta rays' , which we will see in examining bubble chamber pictures later 
(see Chapter 6), confuse the measurement of points along the trajectory of the 
particle. We will also see later that they are responsible for some of the irre­
ducible fluctuations in the energy deposited by an incident charged particle in 
traversing a detecting medium. 

5.11 Other force laws 

It is amusing to explore the relationship between other force laws and the scat­
tering angular distribution. Suppose the power law were different. How would 
that change the d(JM{}'~ 1/fIt behavior (Eq. 5.4)? Suppose the force law is not 
F(b) =Ze2/b2, but rather 

F(b)=albN (5.24) 

Assuming that the time interval is unchanged, the relationship between scat­
tering angle and impact parameter is 

0= (alpv)b 1- N ~ U (b)IT (5.25) 

Using Eq. 5.3, we find the generalized scattering angular distribution to be 

dcr!d{},=! (2Tla) [b]N+l 
o (N - 1) 

(5 .26) 
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Using Eq. 5.25 to eliminate b in favor of e 

daldD= (N ~ 1)Ca11!(1-N) e(2NI(l-N») (5.27) 

For N=2 we recover duldD(N=2) = (2Tla)-le-4 with a=Za. Note that more 
localized forces, e.g. N = 3, give more localized impact parameters or more 
isotropic angular distributions. For N = 3, duldD goes as 1/fF. 

Exercises 

1. Consider a 10 MeV alpha particle incident on a lead nucleus. At what 
impact parameter, b, is there a 5° deflection? 

2. What is the momentum transfer, q, for the parameters of Exercise I? 
3. What is the minimum scattering angle for a 10 MeV alpha particle if the 

atomic radius of lead is taken to be 10 A? 
4. A calorimeter is constructed with 25 radiation lengths of lead. What 

deflection will a 1 Ge V muon suffer in traversing this device? What is the 
transverse momentum impulse due to multiple scattering? 

5. Diagonalize the mUltiple scattering matrix given in Eq. 5.15. Show that the 
result is as given in Eq. 5.16 with eigenvectors as quoted in the text. 

6. Show that if M-::p m, then Q -7 2(f3cos CP)2/[l-(f3cos CP)2] . Plot Q( CP) for f3 
= 0.1 and 0.99. 

7. Evaluate the energy transfer for v = c and a 100 fermi impact parameter. Is 
this value above the ionization potential? 

8. Show explicitly that, if there is an inverse cube force law, the deflection 
angle~ 1Ib2 and the differential cross section goes as~ l/fF. 

9. For an inverse cube force law show explicitly that the energy transfer T goes 
as ~ l/b4 and that the differential energy loss distribution goes as 1/'['312. 

10. Find the energy transfer to an electron for collisions with b = 10 fermi and 
b = 1 A for v = c incident charged particles. 
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Ionization 

Men love to wonder, and that is the seed of science 
Ralph Waldo Emerson 

The detection of the charge freed in a medium by Coulomb collisions with an 
incident charged particle, and subsequently collected on an electrode, is the 
basis of the detection of charged particles. The groundwork for discussing the 
physics of these processes was laid in Chapter 5. In this chapter we work 
through the implications. Some comments on the fluctuations in the energy 
deposit are also made. Finally, a comparison of the relative strength of ioniza­
tion processes and radiative processes (see Chapter 10) is made leading to the 
concept of the critical energy which is basic to EM calorimetry (see Chapter 
11) and the detection of high energy muons (see Chapter 13). 

6.1 Energy loss 

In Chapter 5, while examining the elastic scattering of an incident charged par­
ticle off the atomic electrons, we derived the distribution of delta rays and the 
energy transfer, de, at a given impact parameter b. The notation de for a single 
scatter and dE for the total loss of energy is adopted in this section. 

(6.1) 

We know we cannot aim the projectile which implies that all areas transverse 
to the incident particle have equal probability, du= db. We then integrate the 
energy loss at a given impact parameter over all impact parameters to get the 
mean energy loss in a single collision, . Assuming that there are minimum and 
maximum impact parameters we find 

de~ J27rbdb(de/db) 
(6.2) 
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Note that the ionization loss depends only on the charge and velocity of the 
projectile, not the mass. We now sum over all collisions to get the ionization 
energy loss dEl" 

dEl ~(NoZ)de 
d(px) A 

(6.3) 

_ _ I ~4'JT _0_ (a2}\) - [In()] dE (N Z) (1) 
d(px) A e {32 

As we saw in Chapter 5, there is also a distribution of energetic delta rays. They 
in turn can make secondary ionization which can be several times larger than 
the primary energy loss which is represented by Eq. 6.3. We ignore secondary 
processes in what follows but caution the reader of their practical importance. 

6.2 Minimum ionizing particle 

The expression for de, Eq. 6.2, is the energy lost in a single collision. The ion­
ization loss, dEl' is the energy lost in traversing a block of material expressed 
in glcm2units. Equation 6.3 evaluated at {3= 1 can be found for the typical value 
of Z/A ~ 112. In that case the factor in front of the logarithm is 0.16 
MeV/(g/cm2) (see Eq. 5.22). As a rule of thumb and as a mnemonic, a correct 
representation of the logarithmic factors leads to a minimum ionizing particle 
losing about 1.5 MeV for every g/cm2 traversed. Numerical estimates are given 
in Chapter 6.6 below. Note that as {3-71 the energy loss per unit path length 
goes to a minimum. The jargon is that these are 'minimum ionizing particles' 
or MIPs. 

MIP~ 1.5 MeV/(g/cm2)~[dE/d(px)]min (6.4) 

Table 1.2 lists the minimum energy loss for an incident singly charged particle. 
For the purposes of visualization the minimum (dE/dx) from Table 1.2 is 
plotted in Fig. 6.1 as a function of atomic number Z. Note that the variation 
in value, scaled to Z/A, is less than 60% across the full periodic table. Clearly 
the MIP is a useful general concept for detector designers. 

For example, it is easy to see why vacuum is needed in, say, TV picture tubes. 
The TV tube acceleration voltage is about 10 keVIn air, Table 1.2, a minimum 
ionizing particle loses ~ 1.8 keV/cm. Thus the 10 eV electron in an air filled 
picture tube would not even reach the screen, let alone be well imaged. 

Note that the near constancy of the energy loss by ionization expressed in 
glcm2 means that, if space is limited, there is a premium on using the highest 
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2.2 

1.0 L-_-.li..-_-.l _ _ ---L __ ~ 

o 50 

Z 
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Fig. 6.1 . Minimum value of dEldx scaled by ZIA as a function of Z. The value of 1.5 
MeV/(g/cm2) is valid to ~20% for all but the lightest elements. 

density materials. Lead and steel are commonly used materials for reactor 
shielding, for example. Cheaper but less effective materials, include concrete 
and dirt. 

6.3 Velocity dependence 

Notice that the energy loss per unit path length goes like 1/f32. Hence, as a par­
ticle slows down and begins to stop it starts to lose energy very rapidly. It will 
preferentially deposit more energy per unit path length when it is going slowly. 
The jargon is 'Bragg peak' in the deposited ionization energy. 

dEI_~_Af2 
dx f32 p2 

(6.5) 

Fundamentally the 1/ f32 behavior reflects the length of time that the particle is 
near the scattering center. This behavior has strong practical implications. For 
example, protons can be cunningly used in cancer therapy. Their initial energy 
is chosen so that most of their energy can be deposited at the end of their range 
where they stop deep in the human body at a tumor site and not in the inter­
vening healthy tissue. For that reason a variable energy proton accelerator is of 
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Fig. 6.2. Data showing the ionization dE/dx as a function of particle momentum 
showing e, '!T, K, and p bands. The W band separation and l/p2 behavior is evident. 
(From Ref. 6.9, with permission.) 

great usefulness in cancer therapy and some have been built specifically for that 
purpose. Since people are largely made of water, a 400 Me V momentum or 85 
MeV energy proton goes about 10 cm before stopping (see Fig. 6.5 below) in a 
patient, which sets the energy scale of medical proton synchrotrons. 

A plot of data on dEldx as a function of momentum is shown in Fig. 6.2 for 
a detector exposed to several different particles. Looking at Eq. 6.5 we see that 
dEldx for fixed momentum goes like the square of the mass for low velocities. 
What we see in Fig. 6.2 are bands going as 11132 for the pions, mass 140 MeV, 
kaons, mass 494 MeV, and protons, mass 938 MeV. The horizontal 'MIP' band 
is due to the relativistic electrons. All the bands converge to the same minimum 
value of dEl dx, as expected. Note that the vertical scale is ~ ke V Icm so that we 
know the detector is gas filled. The momentum is measured by measuring the 
particle path in a magnetic field as will be discussed in Chapter 7. Precise 
measurement of the momentum and ionization loss in a detector, Eq. 6.5, 
allows us to do 'particle identification' in the sense of 'measuring' the mass of 
the particle. 

Theoretical curves using the full and exact theory show dE/dx in g/cm2 units 
as a function of f3y in Fig. 6.3. We see that when f3y is of order 1 to 10, the 
particles are minimum ionizing. The minimum dE/d(px) value for different 
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Fig. 6.3. Theoretical curves for the ionization dEld(px ) as a function of /3'Y. The near 
universality of the curves validates Eq. 6.3 which IS universal if ZIA -1/2, up to loga­
rithmic factors. (From Ref. 1.1.) 

materials from carbon to lead is roughly 1.5 MeV g/cm2. At lower values of f3'Y 
we see the 1/ f32 dependence. At very high values of f3'Y we see a slow rise of the 
ionization energy loss per unit path length. This 'relativistic rise' will be dis­
cussed in Section 6.6. 

The fact that the ionization is essentially a common constant (minimum ion­
izing) is also extremely useful for other kinds of particle identification. In Fig. 
6.4 is plotted the measured energy deposition in an ionization tracking detec­
tor with many samples. There is clearly a component due to a single minimum 
ionizing particle and a second component due to what appear to be single 
tracks depositing the energy appropriate to two minimum ionizing particles. As 
we will see in Chapter 10, the angle between the electron and positron (the 
'opening angle') in the pair conversion of photons is very small for high energy 
photons. In fact, it may be so small that the detector cannot spatially resolve 
the two tracks. By measuring the ionization of these unresolved double tracks, 
photon conversions may be isolated. Note that a doubly charged track, e.g. a 
He nucleus, would leave a four times MIP signal since energy loss goes as the 
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Fig. 6.4. Data from an ionization detector with many samples showing the distribu­
tion of ionization energy for one and two tracks ( y conversions). (From Ref. 6.10, with 
permission.) 

square of the incident charge, as we discuss later, and would be off scale in Fig. 
6.4. 

6.4 Range 

Particles lose energy in the material and after traversing sufficient material they 
will have deposited all of their kinetic energy. The jargon for this is 'coming to 
the end of their range' or 'ranging out'. A crude estimate for the range, R, is 
given below. 

ji 
T= 2M 

dEl~!~l~dT 
dXp2Tdx 

(6.6) 
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Note that the total energy loss is E. Connecting to a particle, we should iden­
tify Ewith the kinetic energy of the particle, T= e ~ M, where e is the total par­
ticle energy. In adopting the conventional notation for dEldx we have been 
ambiguous, as E here refers to the kinetic energy transferred to the medium. 

For non-relativistic particles, the range goes like the square of the initial 
kinetic energy or the fourth power of the initial momentum. With the bound­
ary condition that T= To at x = 0, the expression for T(x) is, T2 = ~[1- xIR]. 

o R 

( TdT~ ( dx 
JTo Jo (6.7) 

On the other hand, relativistic particles brought to rest spend most of their 
path length as fast minimum ionizing objects. Therefore, an estimate for their 
range is just the incident energy divided by the minimum ionization energy loss 
per unit path length, 

( dEl) - - R~T ~e ~'Y 
d (px) MIP - 0 0 0 

(6.8) 

or, To -T= To (xIR), T= To [1- xlR]. 
Exact theoretical curves for the range scaled to the mass as a function of {3y 

are given in Fig. 6.5. Again, the near universality of the curves shown in Fig. 
6.5 is evident. The P~~ ({3y)4 behavior expected is evident for low values of {3y. 
At high values of {3y the R~y behavior is also observed. The transition 
between non-relativistic and relativistic behavior occurs for {3y in the range 
1-10. 

Some examples of ionization and stopping are shown in Fig. 6.6a which is a 
'bubble chamber' photograph of a 7T- - P interaction. The pion beam enters 
from below, center-right. Two neutral particles are produced, each of which 
decays into two charged particles. In particular, one of the charged particles in 
the right most decay stops in the liquid. We can see the increase in the bubble 
density or ionization near the end of the range. We also see several delta rays 
(see Chapter 5) knocked out by the incident beam which enters at the bottom 
of this figure. They 'range out', losing energy and therefore going in ever tight­
ening spirals in the magnetic field in which the bubble chamber is immersed (see 
Chapter 7). In Fig. 6.6b we see nuclear target fragments stopping in a bubble 
chamber filled with a heavy liquid rather than hydrogen. From our derivation 
in Chapter 5, it is clear that an incident particle of charge ze would have IlPT~ 
ze and therefore de~(ze)2. Therefore, the ionization of a track goes as the 
square of its charge. Clearly, the nuclear fragments seen in Fig. 6.6b are multi-
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Fig. 6.5. Theoretical curves for range, lYMin g/(cm2 GeV) as a function of /3y. (From 
Ref. 1.1.) For /3y < l the [Jl behavior is evident, while the ybehavior for /3y> 10 is also 
observed. 

ply charged. In fact, a careful measurement of the ionization loss and momen­
tum also yields a measure of z. 

Another interesting visualization of particles coming to the end of range is 
shown in Fig. 6.7 where a proton beam extracted from a synchrotron stops in 
the air. We see that as the beam particles slow down and lose energy the trans­
verse impulse due to multiple scattering spreads the beam out transversely. 
Figure 6.7 thus illustrates both range and multiple scattering. In Chapter 8 we 
will discuss transverse diffusion in gases. We will find that diffusion is a funda­
mental limitation to the accuracy of position measurements for both wire 
chambers (Chapter 8) and solid state detectors (Chapter 9). 
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Fig. 6.6a. Bubble chamber picture howing a decay pion topping in the liquid. Note 
the increased ionization near the end of the range. Note aJ 0 the knock on or delta 
ray' electrons along the path of everaJ track, which are low momentum which 10 e 
energy (reduced radiu of curvature) and which eventual ly top. ( rom Ref. 10.9 with 
permission.) 
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Fig. 6.6b. Photograph of a proton interaction with a Xe nucleus. Note the heavily 
ionizing nuclear fragments which lose energy and eventually stop in the chamber. 
(From Ref 6.12, with permission.) 

6.5 Radioactive sources 

The use of radioactive sources in detector R&D is quite common. We need to 
gain a familiarity with the potential hazards of their use in order to insure safe 
research. The unit for radioactive dose is the rad. In MKS units it is the energy 
deposited per unit weight, 1 rad = 10- 2 joule/kg. To set a scale, a human yearly 
dosage of 1 rad (compared to the irreducible backgrounds of 0.2 rad/year due 
to cosmic rays) should be avoided. A third of a kilorad instantaneous dose is 
lethal. By comparison, detectors at high lmninosity accelerators being built 
today need to withstand lifetime doses up to hundreds of Mrad. 

Some commonly used radioactive sources are listed in Table 6.1. The type 
and the energy of the radioactive decay products are also shown. Note that 'f3' 
sources have a spectrum of emitted electron energies due to the underlying 
three body, n-7p e- v, decay kinematics. The quoted 'end point' is the 
maximum electron energy. 

These sources, along with cosmic ray muons, (E ) - 2 Ge V, are commonly 
IJ. 

used to exercise detectors in the laboratory without the need to expose them to 
beams from accelerators. Thus, these sources are extremely useful tools. For 
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Fig. 6.7. Proton beam extracted from a synchrotron. Note the beam stops in the air. 
Note also the multiple scattering spread of the transverse beam size as the momentum 
decreases toward the end of the range. (From Ref. 6.11, with permission.) 

example, a ruthenium source with e - near the 'end point' or maximum energy 
of a continuous f3 decay distribution provides electrons with f3'Y~ 6 and thus 
provides a simple source of 'almost minimum ionizing' particles. Radioactive 
decay is also used in dating of artifacts. For example, 14C has a lifetime for 13 
decay of 8270 years. Hence, detection of the 0.156 MeV 'end point' electrons 
allows us to date recent artifacts which contain carbon. 

For example, an electron near the ruthenium end point with f3'Y = 6 has a 
range of about 1.5 g/cm2. Therefore a ruthenium source can be used to create 
coincidences in two or three thin plastic scintillators (Chapter 2). This energy 
scale for sources also explains why the protective source holders we encounter 
in the laboratory are a few cm of high density material thick. 

Photon, alpha particle, and neutron sources are also available, as are cosmic 
ray muons. We will return to cosmic ray muons in Chapter 12. Typically, 
sources supply particles with energies of a few MeV because they arise from 
nuclear transitions and the binding energy per nucleon is ~ 8 Me V (see Chapter 
12). 
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Table 6.1. Cosmic rays and radioactive sources 

Type 

n 

Source 

Cosmic rays 
1t-7 fLv decays 

55Fe 
137Cs 
60CO 

90S r 
I06Ru 

241Am 

m Cf 

Energy/Flux (MeV) 

dN/dE~ l/F 
Flux ~ 0.0 13/(cm2 . s) 
(E 2= 1 GeV) 

0.055 
0.66 
1.17 

2.28 End point 
3.54 End point 

5.44 

(Tn) = 2.14 

6.6 The logarithmic dependence and relativistic rise 
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We must also make some mention of the ' relativistic rise' which is evident at 
high energies. For example, the plot shown in Fig. 6.3 shows a rise in dE/dx for 
{3y> 10. The slow rise of ionization with {3y comes from the so far neglected 
logarithmic factor. As indicated in Eq. 6.2, the argument of the logarithm is 
the ratio of the maximum and the minimum impact parameters. 

We found in Chapter 5 an expression for the maximum momentum transfer, 
corresponding to the minimum impact parameter. At the minimum ionizing 
point (3y is ~ 1. At that point the maximum energy transfer, T max' is simply 
twice the target electron mass or about 1 Me V The maximum impact parame­
ter comes when passing near the outer part of the atom. In energy terms it cor­
responds to the ionization potential, <I>, for the outer electrons. We take (I) to 
be of order 10 eV, see Fig. 1.3. 

In(bma/blllin) ~ [In(T llla/(I))] 

Tlllax = 2m(f3y)2 

~2m~ 1 MeV(MIP) 

(I)~ 10 eV 

In(T ma/ (l)) = 11.5 

(6.9) 

Our estimate for Eq. 6.3 is then 0.16(11.5)= 1.84 MeV/(g/cm2) which is much 
closer to the exact calculation (Eq. 6.4). 
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The impulse, 6.PT- eEib)6.t, at fixed impact parameter, is constant, which 
leads to the concept of minimizing ionizing particles. 

(6.10) 

6.PT - const 

Therefore, the arguments outside the logarithm are independent of 'Y. What 
about the logarithm itself? The maximum energy transfer when. 'Y~OO is, see 
Chapter 5, Qmax ~ 'YM/m or T max ~ 'YM and scales as 'Y. The maximum impact 
parameter comes, in the theory of Bethe, when the collision time 6.t is equal to 
the atomic orbital time -lI(wO>- We know that the collision time also suffers a 
time dilation. Therefore the maximum impact parameter goes as 'Y and as 
(wo)- I. 

b- I -T - '11M 
ffim max I 

b- I -/i(w)/'I1 max 0 I 
(6.11) 

(bmjbmin)Bethe -yMc2/(/i(w») 

This is not yet the whole story because there is also a density effect. The 
maximum impact parameter has been assumed to be cut off by the ~ 1 A atomic 
radius. However, for very large 'Y the electric field may interact with several 
atoms as it stretches out transversely across the medium. How many atoms it 
interacts with depends on the density of the medium. For these large values of 
'Y the medium will, in response, polarize. Everything that we did so far has 
assumed that only one atom is encountered during each collision and we simply 
summed over single collisions. 

In the interest of space, we simply state that the density effect, due to ET - 'Y, 
lowers the dimensionality of the dependence on 'Y by one power so that finally 
the relativistic rise goes like In y. 

A measured relative ionization is shown in Fig. 6.8. Relative to the minimum 
ionization at f3'Y - 1 there is a 50% increase by the time we reach f3'Y - 1000 at 1 
atmosphere pressure. The logarithmic dependence of the ionization on f3'Y is 
quite evident in this semilog plot. Note that the ionization loss is also seen to 
depend on the density. The linear ionization rise with in(f3'Y) is reduced at high 
density because of the blocking polarization of the medium. The exact theory 
of energy loss can be found in the references given at the end of this chapter. 
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Fig. 6.8. Relative ionization as a function of f31' for argon- CH4 gas at several pres­
sures (densities). (From Ref. B.I , with permission.) 

6.7 Fluctuations 

The ionization loss, dEldx, as derived above should be identified with the mean 
energy loss. We might expect that there is a long 'tail' at high losses due to delta 
ray ejection or other processes. We can make a large number of samples of 
dEldx and reject any large fluctuations from the mean. This 'truncated mean' 
method is used in determining the mean ionization deposit in many samples, 
for example Fig. 6.2, Fig. 6.4 and Fig 6.8. In addition, in a dilute medium, for 
example a gaseous detector, there can be a statistical fluctuation in the number 
of produced primary ion-electron pairs. 

In passing through a dilute material of depth L, the most probable energy 
loss is (fl£) - (dEldx)L. The 'Landau distribution' of deviations, flE - (fl£), 
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Fig. 6.9. Charge deposited on a wire chamber cathode by the passage of a MIP. 

expressed in terms of fractional deviations of the mean loss about the most 
probable energy loss is 

peA) =_1_ e- I/2(A+e- A) 

V21T 
(6.12) 

(I1E - (I1E») 
A (11E) 

This distribution is asymmetric about the mean and is skewed to large values 
of A as expected since it represents the effects of energetic delta rays and other 
processes yielding a large amount of charge. 

A plot of the charge deposited in a gas filled proportional chamber (Chapter 
8) is shown in Fig. 6.9 for a MIP incident on the detector. The existence of a 
minimum ionizing peak and a long 'Landau tail' is evident. 

There is also the phenomenon known as 'straggling'. For example, particles 
with the same initial energy do not all stop in the same distance, x. There are 
fluctuations in the energy loss, and also multiple scattering fluctuations in the 
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Fig. 6.10. Schematic representation of the critical energy where ionization losses 
(numerator) become equal to radiation losses (denominator). . 

path length. The details of straggling can be found in the references given at 
the end of this chapter. 

6.8 The critical energy 

We now compare two distinct mechanisms for the energy loss caused by 
charged particles. In Chapter 10 we will derive the radiative Bremsstrahlung 
mechanism. The question obviously arises - which mechanism dominates and 
over what kinematic regime does it do so? This question can be addressed most 
simply and intuitively by drawing the appropriate Feynman diagrams as shown 
in Fig. 6.10. We only use them to count interaction vertices. Lines are used to 
represent charged particles, while dashed lines represent photons. 

The ionization energy loss is effectively constant with energy while the 
Bremsstrahlung energy loss increases linearly with energy. Radiation (see 
Chapter 10) is enhanced by relativistic effects. Therefore, we expect that at high 
energies (see Chapter 1) the radiative process will dominate. On the other hand, 
looking at Fig. 6.10 and counting the number of vertices, the ionization goes 
as Z0:.2, Eq. 6.3, while Bremsstrahlung has another vertex and goes as 0:.3• 

However, we can overcome the extra factor of 0:. both with the energy rise 
and by noting that the nucleus acts as a geometric point on these energy scales 
so that the Bremsstrahlung process is coherent over the size of the nucleus. 
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Ionization, in contrast, proceeds incoherently off the atomic electrons over an 
atomic size and scales as Z. The ratio of the energy loss per unit path length in 
g/cm2 units for Bremsstrahlung to ionization is given below. (See Chapter 10 
for dEBld(px ), but also note that it is simply EIXo where, Eq. 5.12 defines the 
radiation length Xo') 

dEuld(px) _ ¥ (~)(z2a)(aJ\p)2[ln( )]E 

dErld(px) 4'TT( ~o )(Z)( a 2AT)[(ln ')] 
(6.13) 

Note that in Bremsstrahlung it is the Compton wavelength of the projectile 
which is important because the projectile is accelerated by the field of the 
nucleus. In distinction, for ionization the relevant scale is given by the Compton 
wavelength of the target electrons in the atom because, being light, they can 
soak up energy in recoil. For this reason, in Eq. 6.13 we label the target and the 
projectile carefully with P and T subscripts. 

We now define an energy at which the loss due to ionization is equal to the 
loss due to radiation. This is called the critical energy, Ec' As seen from Eq. 
6.13, up to ratios of logarithmic factors Ec goes like liZ and is proportional to 
the ratio of projectile, mp to target, mT , masses. 

E ~3'TT(mp)[mpC 2] 
c 4 mT Za 

(6.14) 

~ 166 MeV/Z 

The critical energy goes like the square of the projectile mass since heavy par­
ticles radiate less. For example, muons at low energies (E < 300 Ge V) are 
observed to ionize and not to radiate. Incident electrons have equal projectile 
and target masses. A plot of the energy loss for electrons on lead as a function 
of the electron energy is given in Fig. 6.11 . The ionization loss, which falls as 
1/ f32, crosses over the Bremsstrahlung energy loss which is rising with energy. 
The crossover occurs at about 8 Me V, which is then the critical energy for elec­
trons on lead. Note also that when Bremsstrahlung dominates the fractional 
energy loss per unit length is defined by the radiation length, since Xo' by defini­
tion, is the radiative mean free path (L); lIE(dE/dpx) ~ lIXo' E > Ec' 

A plot of the critical energy for electrons as a function of the atomic number 
is given in Fig. 6.12. Given that we have ignored logarithmic ratios in Eq. 6.14, 
the agreement with the exact calculations is adequate. In both cases the basic 
1/Z behavior of the critical energy is evident, although the coefficient, Ec ~ 600 

MeV/Z, is only in rough agreement with Eq. 6.14. 
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Fig. 6.11 . Energy loss for electrons in Pb as a function of electron energy. At the crit­
ical energy, the Bremsstrahl~ng curve crosses the ionization curve, Ec - 8 MeV (From 
Ref. B.2, with permission.) 

As a preview of calorimetry, Chapter 11, we comment that an electro­
magnetic shower is a cascade alternating between Bremsstrahlung by electrons 
and pair production by photons. At some point, as the energy per particle in 
the cascade reduces below the critical energy, the radiative processes are sup­
pressed. Therefore, the particles cease to multiply and begin to die out. The 
charged particles stop and are absorbed by ionization. The photons are 
removed via the photoelectric effect. 

The dependence on mp implied by Eq. 6.14 means that since we have ~ 8 
MeV for Ec for electrons on lead, we have ~ 300 Ge V for the critical energy of 
muons. That is why we normally think of muons as being particles that only 
ionize (see Chapters 12 and 13). It is only very recently at the high energies soon 
to be available in the design of multi-Te V colliders that the radiative energy 
losses of muons in muon detection systems have become important. For 
example the LHC, or Large Hadron Collider, which will be built at CERN will 
have detectors which will attempt to measure many muons which have energies 
well above the critical energy in lead and iron. Thus, the detector designers will 
have to accommodate the possibility of radiating muons. 

A plot of the energy loss per unit length, in g/cm2 units, as a function of the 
incident muon energy in iron is shown in Fig. 6.13. The crossover between ion­
ization and Bremsstrahlung occurs at several hundred Ge V as expected. Note 
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Fig. 6.13. Energy loss, dEld(px), as a function of muon energy in iron. The crossover 
of ionization loss and radiative losses at ~ 500 Ge V is evident. (From Ref. 1.1.) 

that ionization, Bremsstrahlung and 'pair creation' are the important pro­
cesses. Pair creation diagrammatically looks like Bremsstrahlung (Fig. 6.10) 
but the photon is 'virtual' and 'decays' into an e+e- pair. The pair creation 
probability is comparable to that for Bremsstrahlung, to which it is closely 
related. Pair creation and Bremsstrahlung also contribute to the 'Landau tail' 
of fluctuations for high incident energies. 



References 125 

Exercises 

1. Redo the calculation leading to Eq. 6.1 for an incident particle with charge 
ze. From the fact that F(b) =ze2/b, show that dE/dx~z2. 

2. The Fermilab Tevatron beam is 1000 Ge V protons. Show that this 6 km 
circumference machine would, if filled with air, cause the protons to lose 
1.1 Ge V /turn. At a velocity = c, estimate how long it would take to lose the 
total beam energy by ionization. 

3. Show, starting from Eq. 6.5 that {33d{3~dx. Therefore, establish that 
{3~ x"4. 

4. Assume that dT/dx~(dE/dx)min [1/{32]. Integrate this equation with bound­
ary conditions to show that T~ - T2 = (dE/dx)min (mc2)x. 

5. Use the result of Exercise 4 to estimate the range of a 1 GeV/c momentum 
proton, using Eq. 6.4 to define minimum ionizing. Compare your approx­
imate result to the exact results shown in Fig. 6.5. 

6. Use Fig. 6.5 to estimate the thickness of solid material required to stop a 
lOGe V muon. What thickness of concrete and iron is needed (Table 1.2)? 

7. Compare the ~ 5250 g/cm2 estimated in Exercise 6 to the relativistic 
approximation given in Eq. 6.8. Which is larger and why? 

8. Take the cosmic ray rate from Table 6.1. Make a model of a person as a 
cube of water, 40 em on a side (weight~ 141 pounds). A year is 'IT X 107 s. 
Find the number of cosmic rays passing through this person per year. 

9. The cosmic rays are mostly minimum ionizing muons. Find the energy 
deposited per year by the 6.6 X 108 muons passing through this person. 
Convert this to rads. Compare to the quoted annual background dose of 
0.2 rad. 

10. If the radiative energy loss dE/dpx is E/Xo and the ionization loss is at the 
minimum, then Ee is simply the MIP value times Xo' Evaluate that asser­
tion for Pb using Table 1.2. Does this agree with the correct result given in 
Fig.6.11? 
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Part lIe 
Position and momentum 

We now begin our exploration of the non-destructive measurement of position 
and momentum, using the deposited ionization energy (Chapter 6) and limited 
in accuracy by the multiple scattering in the medium (Chapter 5). The goal is 
to measure the vector momentum which we indicated in Fig. I.l as part of the 
general task of the detector designer. 

To that end we first look at particle motion in magnetic fields in Chapter 7. 
Since the helical trajectory depends on the magnitude of the momentum, we 
deploy gaseous detectors in Chapter 8, which use localized ionization deposi­
tion to locate points along the trajectory. Since the charge is collected on elec­
trodes, we also must explore motion in electric fields. Finally, if greater spatial 
accuracy is needed, silicon detectors are employed, as explicated in Chapter 9. 
The points are fit to a hypothesis regarding the trajectory. The simplest 
example of a straight line is treated in the Appendices. A more complex helical 
path hypothesis yields best-fit estimates for the vector momentum and their 
errors. 
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Magnetic fields 

Of Newton with his prism ... Voyaging through strange seas of 
Thought alone. 

William Wordsworth 
The wheel is come full circle. 

William Shakespeare, King Lear 

The use of magnetic fields in particle detectors has several aspects. As we will 
discuss, magnetic fields are used to prepare the 'beams' that impinge on experi­
ments. In addition, the creation of a large volume with a magnetic field and 
associated detectors allows us to measure the trajectory of charged particles in 
the field (the jargon is 'tracking') by detecting the ionization caused by the par­
ticle passage. Tracking allows us to measure the position and momentum of 
charged particles (see Chapter 13 for some examples of tracking in large detec­
tors). 

7.1 Solenoidal fields 

We begin by considering electromagnets in 'colliding beam' applications, i.e. 
where two oppositely directed beams collide head on. The most common 
topology for such an experimental electromagnet is the solenoid. Consider a 
solenoid coil of N total turns, each carrying a current I, with full length Land 
radius a. The magnetic field, in cas units, at a point along the axis where the 
ends su btend angles 81 and 82, defining n as the turns/length = N/ L, is 

2'ITnI 
B=- - (cos (1\ +cos (2) 

c 
(7.1) 

The result at the centerline of a very long solenoid approaches the elementary 
result which follows from Ampere's law. 

. 4'ITnI [ (L/2) ] 
B(centerhne)= - c- V(Ll2)2 + a2 =Bo 

(7.2) 
Bo -747rnI/c as L-7 00 , cas 

In MKS units the result for the magnet centerline is (see Table 3.1, 1/C-7 p.)47r); 

(7.3) 

129 
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In the center of an infinitely long solenoid the field depends only on the current 
carried by each turn I and the turns per unit length n. For reference purposes, 
1 tesla is 10 kG or 1 N/(Am2). The electromagnetic constants that are needed 
for all our calculations can be found either in Table 1.1 or in Table 3.1. 

For example, to produce a 20 kG field with 1 turn per centimeter, n, requires 
16 kA of current I. Thus a copper bus (water-cooled) of 1 centimeter diameter 
at 16 kA prod uces a 2 tesla solenoidal field. The energies stored in such magnets 
may be enormous, U B - B2 V. Typical experiments in high energy physics or 
magnetic fusion devices now utilize magnets with stored energies in the 10-100 
MJ range. 

7.2 Dipole fields - fringe fields 

We can also look at a typical 'fixed target' topology for the field, i.e. where a 
beam is directed to a target at rest in the laboratory. A 'dipole' magnet is illus­
trated schematically in Fig. 7.1 a. The iron 'return yoke' shapes the field pro­
duced by the coils and produces a roughly constant field in the air gap. Given 
that the physical magnet length is - L, the field has a finite spatial extent. There 
is a 'fringe field' due to the constraints imposed by Maxwell's equations. For 
example, in the absence of sources, if the field ramps down (from magnitude 
Bo) in the z direction over a characteristic distance, f, then a component Bz is 
induced. Since all fields are finite in extent, a 'fringe field' is guaranteed to exist. 

fB'dx-Bo(L+f), magneticlength=L=f (7.4) 

Outside the sources, the curl of the magnetic field is zero. Looking at one com­
ponent of that vector equation, we find that the ayB

Z 
is equal to azBy. Therefore, 

Bz arises because the change of the y component of the field is non-zero. An 
estimate of the size of Bz and its sign is given in Eq. 7.5 and is shown schemat­
ically in Fig. 7.lc. Note that what started as a simple uniform field has now 
grown a lens, i.e. B field proportional to deviation from magnet centerline, at 
both its exit and entrance. We discuss magnetic lenses further in Chapter 7.6 
and 7.7 below. 

VxB=O 

aB=aB -±Blf y z z y 0 

Bz -(azB)y- ±Bo(ylf) 

(7.5) 

The divergence of the magnetic field is also zero. The a zBz must be compensated 
by, for example, axBx' That implies the existence of an x component of the field 
proportional to the second z partial derivative of By. (See Fig. 7.1d.) 
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Fig. 7.1. (a) Layout of a dipole electromagnet, (b) B as a function of z, (c) fringe field 
B z as a function of z, and (d) fringe field B x as a function of z. 

V'B=O 

a B --a B - -y(a2B) x x zz zy (7.6) 

Bx~-xy(a;B) 
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Fig. 7.2. Photograph of an analysis magnet showing the coils of the electromagnet 
and the iron yoke. (Photo - Fermilab.) 

The 'fringe fields' Band B vanish at the centerline, B (0,0) = B (0,0) = ° and z x x z 
hence act on off axis particles as lenses. 

A photograph of a 'fixed target' style dipole magnet installed in a high 
energy physics experiment is shown in Fig. 7.2. This photograph is a concrete 
realization of the schematic diagram already shown in Fig. 7.1a. In the photo­
graph the coils of the electromagnet and the iron return yoke which shapes the 
field can be readily identified. A fixed target 'bubble chamber', such as that used 
to make the picture shown in Fig. 6.6, is also immersed in a reasonably uniform 
dipole field. A prepared 'beam' of particles of roughly the same momentum 
and all moving with about the same angle impinges on the 'bubble chamber' 
from below in Fig. 6.6. Assuming that momentum goes inversely with radius 
of curvature (Eq. 7.8 below), the momentum of the beam particles is clearly 
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larger than that of the decay products since the radius of curvature of the beam 
is seen to be large. 

7.3 Particle motion in a uniform field 

Let us now look at the trajectory of a particle, of charge q, in a uniform sole­
noidal magnetic field oriented along the z axis. Since we are doing numerical 
estimates, we will use MKS units here. The force F due to the magnetic field is 
given by the Lorentz force equation, Table 3.1. Since this force is perpendicular 
to the velocity, the power dissipated is zero. Hence, the momentum vector is of 
constant magnitude. 

F =ma=q(v x B)=dp/dt 

F· v = 0 ~ Ipl = const 
(7.7) 

Since there is no force along the field direction, the path in z, as a function of 
arc length, is a straight line with a constant direction cosine, az = dz/ds . In the 
transverse plane, (x , y), the equations of motion imply a solution where the 
momentum vector simply rotates in that plane by an azimuthal 'bend' angle cP

B
. 

The centrifugal force in the non-relativistic case can be equated to the 
Lorentz force to yield an expression for the radius of curvature of the momen­
tum vector in the x- y plane. 

F =mv2/r=qvB eent 

p=mv, r =a (7 .8) 

a =p/qB 

In MKS units, for unit charge q=e, l/q is 33.3 when the momentum,p, is given 
in units of Ge V (109 e V), the magnetic field, B, is given in kG, and the radius 
of curvature, a, is given in meters. For example, a 100 Ge V proton in a 10 kG 
field has a radius of a curvature of 336 m. 

Since, in the non-relativistic case, p=mv Eq. 7.7 becomes 

dp/dt = !L(p x B) 
m 

(7.9) 

The form of Eq. 7.9 implies circular motion which we could prove by assum­
ing a circular trajectory and substituting into the equations of motion. Since 
the force is transverse to momentum it always acts so as to bend the path into 
a circular arc just as in the case of a satellite in earth orbit. The frequency can 
be read off directly, wp = qpB/m, and is given by the 'cyclotron frequency ' , we' 
quoted in Table 1.1. 
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wc=eBlm (7.10) 

For constant field we have a constant rotation frequency which is important in 
the design of cyclotrons because then simple radio frequency (r.f.) drivers of 
fixed frequency can be used. For reference wp = 9.6 x 106 rad/(s kG) and we = 1.7 
X 1010 rad/(s kG) for protons and electrons respectively (see Table 1.1.) For 
example, a 10 MeV proton cyclotron has a final T = 10 MeV or p = 141 MeV. 
If the bending field is 10 kG then the protons al a full energy have a 0.47 m 
orbital radius. The r.f. system works at W = 9.6 x 107 radl orf - 15 MHz. These 
values are typical of cyclotron parameters. 

The situation is modified in considering relativistic motion. Non-relativistic 
motion is circular with a fixed frequency, whereas in relativistic motion the 
inertial mass increases by a factor of y as is evident in Eq. 7.8, p = ymv. Thus, 
w goes from we to eBlym which means that the radio frequency power must be 
applied at variable frequency. For a practical high energy circular accelerator, 
we need to increase the magnetic field B as the particles gain energy, or y, in 
order to keep the beam within a fixed radius vacuum pipe. For example, the 
Fermilab Tevatron magnets are 'ramped' up to full field of - 30 kG during the 
acceleration cycle which takes - lOs to go up to -1 Te V. 

It is this effect which defines the ulti mate size of a circular accelerator. The 
physics of magnetic solids implies that there is a maximum field which we can 
get from iron magnets of about 2.0 tesla due to domain saturation; all the 
domains are aligned at that point. Therefore, the radius of an accelerator must 
grow proportionally to the maximum momentum a- Pma/eBmax' Bmax - 20 kG. 
For example, a 1 TeV (l012 eV = 1000 GeV) accelerator would have a 1.65 km 
radius. The use of higher field 'superconducting' electromagnets allows us to 
somewhat relax this limit but only by a factor of two or three. 

A concrete visualization of the circular trajectories is given in Fig. 6.6. This 
is a 'bubble chamber' picture of an event featuring the production of two 
neutral particles, which leave no ionization in the chamber, each decaying into 
two charged particles. We can tell that the charged particle pairs are positive 
and negative since the sense of rotation in the magnetic field in which the 
chamber is immersed is opposite for the elements of the pair. Looking at Eq. 
7.8 the sense of rotation in a magnetic field depends on the charge. In the lower 
pair it is also clear that one of the decay products is much more energetic, 
'stiffer', than the other one. The higher momentum track has a much larger 
radius of curvature. The lowermost charged particle in the pair has a lower 
momentum. 

We can also observe that momentum conservation (Appendix A) in the 
decays means that the neutral parent should point back to the production 
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vertex which is visible. In the case of the upper pair the plus and minus daugh­
ter tracks roughly share the momentum, so that the charged pair bisector goes 
close to the production vertex. In the lower pair the neutral parent particle's 
momentum vector must be near to the direction of the 'stiff track of the pair. 
Indeed that track by itself approximately points back to the production vertex. 
We can look at these bubble chamber pictures and do the vector momentum 
conservation kinematics with rulers and protractors which is a very instructive 
exercise highly recommended to the student. You really believe in energy­
momentum conservation after you do the kinematics yourself by hand. 

7.4 Momentum measurement and error 

It's also possible to use solid electromagnets without an air gap, simply as an 
iron core wound with exciting coils. The deflection angle, <PB, on traversing a 
length, L, in a direction transverse to the magnetic field, B, is given in small 
angle approximation as the length divided by the radius of curvature, a. (See 
Appendix F and Eq. 7.8.) 

<PB - L/a = eLBIp (7.11) 

Using Eq. 7.8 for the radius of curvature, we find that the bend angle is the 
transverse momentum impulse divided by the momentum. 

(7.12) 

This result is similar to the treatment that was given for multiple scattering 
where the physics defined the transverse momentum impulse which was inde­
pendent of the incident particle save for its charge. The bend angle goes as the 
inverse of the incident particle momentum. For example, l.5 meters of iron 
magnetized to near saturation at 18 kG gives a momentum impulse of 
roughly 0.82 GeY. Thus an 8 GeV particle bends ~ O.1 rad~6° in traversing 
the iron. 

Closer to home, we all have an electron accelerator in our home - the TV set 
- with which we can do experiments. Inside there is an electron gun which 
accelerates electrons through about 10 kV, an energy needed to excite the phos­
phors on the screen. We can use permanent magnets to make a roughly 1 kG 
field extending over about 1 cm. Thus, a refrigerator magnet put in close 
proximity to the TV screen will cause a noticeable deformation of the TV 
image. Note that a 10 keV energy electron has a 100 keV momentum, to 
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compare to the 300 ke V momentum impulse due to a 1 kG field extending over 
1 cm. The student is encouraged to do this experiment. 

We recall that the transverse momentum impulse due to multiple scattering 
has a characteristic two dimensional scattering energy of EJV2 or 14 MeV. 
Traversing the 1.5 m of iron, given that the radiation length of iron is 1.76 cm 
(Table 1.2), a particle crosses 85 radiation lengths and therefore suffers a multi­
ple scattering momentum impulse of 0.13 GeV 

(7.13) 

The ratio of the momentum impulses is about 16%. It defines the achievable 
momentum resolution for a system with momentum error dominated by multi­
ple scattering. Note that the best possible resolution, (!:J.PT)MS/(!:J.PT)B scales as 
liB and Ih/ L. Therefore, it is extremely costly to improve performance by 
increasing the length, and there is a natural limitation to the magnetic field 
when you reach saturation in the iron, B ~ 2 T. Thus, the example given above 
is fairly typical and difficult to improve on much. 

A photograph of a typical solid iron magnet is shown in Fig. 7.3. The iron 
toroid in this device is used both for the detection and identification of muons. 
We can see that the steel is excited by the copper coils which are visible in the 
photograph. The absorber mass is useful in removing particles which interact 
in the steel and do not escape into the muon tracking system which is located 
outside the steel and thus not visible. The momentum measurement is limited, 
as discussed above, to about 16%. We will return to the topic of hadronic cas­
cades, 'punch through' and muon detection in Chapters 12 and 13. 

If we are operating in vacuum rather than in steel, the angle of deflection in 
the field goes as lip, and thus the fractional error in the momentum measure­
ment goes as dp/p - p . The achievable resolution in this case is ultimately limited 
by alignment and the systematic errors of the position measuring detectors 
limit the final accuracy of the angular measurement. The fractional momen­
tum resolution in the case of vacuum scales as P, whereas in the case where the 
mUltiple scattering limits it is a constant. 

Assume that the bend angle is measured using detectors which make 
measurements having an error dXT along an arc length L. For bend angle ¢B 
and momentum impulse (!:J.PT)B: 

lip = ¢B/(!:J.PT)B 

d(lIp)= d¢B 
(~PT)B 

=dp/p2 

(7.14) 
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Fig. 7.3. Photograph of iron toroids for the detection and identification of muons. 
(Photo - Fermilab.) 

We have not specified the number of detectors, nor their optimal deployment 
along the path length of the track. Thus Eq. 7.14 is only indicative of the order 
of magnitude of the momentum error. 

For example, with detectors having dxT - I00 f,Lm (e.g. diffusion limited gas 
detectors, see Chapter 8) deployed over L = 1 m in a field with momentum 
im pulse !1PT = I Ge V, a 100 Ge V particle is measured with a momentum accu­
racy of~ 1%. 

The multiple scattering fractional error is a constant, dp/P - (!1PT)M/(!1PT)B' 
Thus, it is conventional to parameterize the momentum resolution of a track­
ing device as the statistical sum (,fold in quadrature', see Appendix J) of 
measurement and multiple scattering errors characterized by the constants a 

and b respectively. 

(7 .15) 



138 7 Magneticfields 

7.5 Exact solutions - Cartesian and cylindrical coordinates 

Consider now the exact solution for the orbit in a perfectly uniform magnetic 
field, B, oriented along the z axis. We use the arc length, s, as a track parame­
ter since the velocity, v, is constant. Equation 7.7 using p and s becomes 

ds=vdt (7.16) 

pdp/ ds = q(p x B) 

This equation implies that the momentum rotates with frequency, Ws = qB or 
(see Eq. 7.11) through an angle 1>8 =s/a. For details see Appendix F. The solu­
tions given in Appendix F for z are straight lines. 

z=zo+azs, s=Oatz=zo' az=constant (7.l7) 

The direction cosines of the momentum rotate by 1>8 in the (x,y) plane. 

(ax) = (co~1>B sin1>B) (axo) (7.18) 
a y - sm 1>B cos 1>B a yo 

The 'bend angle' , 1>B is the angle of azimuthal rotation of the momentum 
vector. The orbit is a helix. 

We integrate to get the coordinates. Initial position and momentum compo­
nents are indicated by the 0 subscript (see Appendix F). The orbit is a circle in 
the (x, y) plane. 

(x -xo)= -(a/p)(py -Pyo) 

(y-Yo) = (a/p)(px -Px) 

(x-x -aa )2+(y_y +aa )2= a2(a2+ a2)=a2 
o yo 0 xo x Y T 

(7.19) 

The solutions given in Eqs. 7.18 and 7.19 are exact. Although a completely 
uniform field is not possible (see Fig. 7.1), these solutions are still useful. For 
example, we can differentially 'track' a particle through an inhomogeneous 
field because we can make a series of small 'steps', treating the field as locally 
uniform during each step, and applying the exact solution. This is a useful strat­
egy, for example in 'Monte Carlo' programs which are used to construct a com­
puter model of a device. (See Appendix K.) 

The forms given above are in Cartesian coordinates which are perhaps more 
appropriate to fixed target geometries. In collider experiments the experi­
menter is more likely to have built detectors around a basic solenoid in an axial 
geometry for which cylindrical coordinates are more appropriate. For example 
see Fig. 9.6 and Fig. 9.7 for two silicon detector geometries. 

The angular definitions are given in Fig. 7.4. A particle emitted from the 
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y 
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Fig. 7.4. Definitions used in constructing the path of a particle in a purely axial sole­
noidal field emitted from the origin at angle <Po. The particle at radius r is located at 
angle <P' and its momentum vector at that point has an azimuthal angle cfJ'. 

origin with a transverse momentum vector labeled by the azimuthal angle cf>o 
describes a circle in the (x, y) plane and the trajectory is evaluated at radius r. 
The azimuthal angle cf>' labels the position of the particle as it crosses radius r, 
whereas the azimuthal angle cf>" labels the angle of the momentum vector at 
that point. (See Appendix E) 

We define a momentum transverse to the magnetic field, PT' along with the 
corresponding transverse radius of curvature, aT" (See also Eq. 7.19.) 

PT=psin () 

aT=pJqBo 

(7.20) 

The initial angle of emission at the origin is specified by the initial momentum 
components. The exit position, cf>', has no solution, if sin (cf>' - cf>o) > 1, or if aT 
is less than half the radius. That is because the circular path has a small enough 
radius that it never reaches r. These are called 'loopers' and they continue to 
rotate in the magnetic field until they drift out along the z direction as deter­
mined by Eq. 7.17, z=zo +aI They are visible as circles in Fig. 6.6 where the 
drift direction is parallel to the line of sight and therefore, not apparent. 

tan cf>o = pyiPxo 

sin(cf>' - cf>o)= -(rl2aT ) (7.21) 
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,1.," [SinePo - (rlaT)COSeP'J tan 'I-' = ---'--"--'---'-'-----'-
cosePo + (rlaT ) ineP' 

The small bend angle approximation to the exact expressions is given below, in 
the special case ePo =0. 

(7.22) 

=ePB 

The exit angle eP" is basically the azimuthal 'bend angle' which is roughly the 
distance traveled, ~ r, divided by the transverse radius ar This is in accord with 
the Cartesian case. The circular trajectory can be approximated by two straight 
lines bent by the angle eP" at the center of the path. Therefore, the label of the 
exit point is simply the bend angle divided by a factor of 2. Clearly, these small 
angle approximations have a nice transparent geometric interpretation as illus­
trated in Fig. 7.5. 

The circular path made by charged particles in a solenoidal field is illustrated 
in Fig. 7.6 which is derived from data taken at a Fermilab collider detector. 
Note for the various tracks that the sense of the rotation can be both positive 
and negative. Note also that the different radii of curvature reflect particles of 
different momenta emanating from the 'event vertex' (recall Fig. 1.1). 

In contrast to the view in the (x, y) plane, we show the trajectories in a similar 
detector located at CERN, the European particle physics facility, immersed in 
a dipole field pointing along the y (vertical) axis, in the (y, z) view, in Fig. 7.7. 
In this case the particle trajectories are much straighter because there is no 
force in the y direction. We would have precisely straight line trajectories if y 
were plotted vs. s. Since the (y , z) view is not exactly congruent to (y , s) coor­
dinates, the trajectories are only approximately straight. 

7.6 Particle beam and quadrupole magnets 

As a final topic we consider the simplest aspects of the preparation of beams 
of charged particles. Of necessity, we will need to understand the next most 
complicated magnetic multipole; the quadrupole magnet. The simplest ele­
ments of a particle beam transport line consist of dipole magnets, quadrupole 
magnets and collimators. In the case of accelerators, we require an accelerating 
system, such as a radio frequency cavity and, since many traversals of a magnet 
are made in a circular machine, correction elements such as sextupoles. The 
study of accelerators is well outside the scope of this volume. 
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y 

r/2 r 

Fig. 7.5. Small bend angle approximation for motion in a uniform field. The exit 
angle is cP" ~ rlaT and the exit position is y ~ cP" r/2 ~ r2/2ap for cPo =0. 

In traversing a dipole magnet different momenta have different bending 
angles. This momentum 'dispersion' effect is like the spread of colors out of a 
prism. Clearly, using the thick material in collimators to absorb the unwanted 
high and low momenta, we can 'momentum select' a beam to pass only parti­
cles with momenta within some limits. 

A field free (or 'drift') space does not act on a particle. In what follows, we 
will represent passage through an element of the beam transport as a matrix. 
Multiplying the matrices of the individual elements can then represent complex 
systems of elements. The matrix representation, M D , of a straight line trajec­
tory over a distance L is 

x=x +x'L o 0 

x'=x' o 

x/L~x /L+x' o 0 

x'~x' 
o 

(7.23) 
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Fig. 7.6. Path of charged particles in a solenoidal field, '(x, y) view'. Note that the 
sense of the radius of curvature is + or - depending on charge and that the radius of 
curvature is proportional to the momentum. (Photo - Fermilab.) 

The arc length is s which is approximately the longitudinal distance L. The 
beam axis is conventionally taken to be z, and the motion is mostly along z, ds 
~dz. Motion in the x and y directions transverse to the beam axis is assumed 
to be small angle. It is traditional to use x and a 'slope' dxlds as the two vari­
ables used to label particle position and direction. However, that leads to matri­
ces with both dimensionless elements and elements with dimensions. An 
alternative formulation using xl!::..s and dxlds is also included in what follows in 
the approximation that /ls=L (the primed matrices). These objects, e.g. M~, 

have dimensionless matrix elements. 
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Fig. 7.7 . Path of charged particles in a dipole field, (y, z) view. Note that the paths 
are nearly straight. (Photo - CERN Courier.) 

For a dipole magnet of length L , in the approximation that it imparts a very 
small bend angle, the transformation is 

x=xo + L2/2a=xo + ¢iLl2) 

X' =x' + L/a=x' +,J.. o 0 'VB 

(7.24) 

Note that the gradients in the field, Fig. 7.1, would act as thin lenses at the 
entrance and exit of the uniform field dipole. We ignore them here, but the 
quadrupole formalism we derive below can be directly applied if desired. Note 
that the gradient of Bz is B' = aB/ay~ BJe. (Eq. 7.5.) 

Consider next the case of a quadrupole magnet. The fields are shown in Fig. 
7.8. The field B is zero at the magnet centerline by design. By construction there 
is a linear gradient, B'. 

aB aB 
VxB = O:::::}-x =~=B' 

B =B'x y 

Bx= B'y 

ay ax 
(7.25) 

The quadrupole field, outside of the currents, is derivable from a magnetosta­
tic potential VB' Table 3.1, VB= - B'xy, using B=- V VB' The force equation 
for the motion transverse to the direction of motion, assuming az := 1, is 

F= dp/dt = ylnV dv/ds= q(v x B) 

= ymv2cFx/ds2 = pv cFx/ds2 

(7.26) 
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y 

~----r---+---+---. x 

Fig. 7.8. Field orientation for a quadrupole. 

For example, in the x direction,pv cf2xlds2~ -qvBy = -qvB' x. The equations of 
transverse motion are those of a simple harmonic oscillator with 'spring con­
stant' k. 

d2x 
- =+kx 
ds2 

d2y 
ds2 =-ky 

k=qB'lp 

(7.27) 

The dimension of k is [k] = [1IL2]. The equation of motion is one with solutions 
having harmonic oscillation in one transverse coordinate (called focusing or F 
type) and diverging hyperbolic trajectories in the other (call defocusing or D 
type). For the F type we define initial conditions xo' x~ =(dxlds)o and look at 
the solution of the equations of motion. The first integral of Eq. 7.27 in a 'thin 
lens', where x is approximately constant, is (l1x ') = 11 (dxlds) = Ikx ds - k Xo L. 
Thus a thin lens quadrupole imparts an angular impulse which depends on the 
deviation from the magnet centerline, xo. The 'focallength', f, is then defined 
to be the longitudinal distance over which an incident parallel ray, with offset 
Xo and incident angle Xo = ° is brought to a focus with displacement x = 0, x ' -
kxoL=-xJfor 

1 
- =kL 
f 

(7.28) 
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(a) 
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Fig. 7.9. (a) Illustration of the meaning of focal length. (b) A doublet lens system 
capturing a divergent beam and making it parallel, 'point to parallel'. 

The geometric proof of this relationship is shown in Fig. 7.9a. All incident par­
allel rays are brought to the same point on the z axis, the focus. Hence the 
quadrupole acts as a charged particle lens. For example, a 3 m long quadrupole 
magnet with a 5 kG gradient over a 5 cm aperture has an 11.2 m focal length 
for a 100 Ge V beam. 
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The exact solution to the equations of motion comes from integrating Eq. 
7.27 twice subject to initial conditions xo' x~. For the focusing case 

(x) = ( cos¢Q sin¢QIYk) (Xo) 
x' - Yk sin¢Q cos¢Q x~ 

=MQ(=~) 
(7.29) 

M =( cos¢Q sin¢Q) 
Q - sin¢Q cos¢Q 

in the y or 'defocusing' coordinate, cos~cosh, sin~sinh in both MQ and MO.. 
Note that, in our previous numerical example, ¢Q - 300 which is not a very thin 
lens. 

In the thin lens case, ¢Q ~ 1, ignoring the change in x in drifting through the 
short quadrupole length, the matrix MQ is 

MQ~(_~L ~)~(±~if ~) (7.30) 

In Eq. 7.30 the ± sign refers to F and D types. The physical content of Eq. 7.30 
is that the position does not change in traversing a thin lens and the angle x~ 
receives an impulse ± xoif( - focusing, + defocusing) proportional to the offset 
Xo from the beam axis. 

7.7 The quadrupole doublet 

Note that in geometric optics we can have simultaneous focusing in both trans­
verse coordinates in a single lens. In particle beams, the fundamental constraint 
VxB=O implies focusing (F) in one coordinate, and defocusing (D) in the 
other. Therefore, the simplest 'element' exhibiting overall beam focusing in 
both transverse dimensions is not the single lens, but the quadrupole doublet 
which we treat here in the simplest possible (thin lens) approximation. Note 
that this approximation is often useful as a first iteration to a complete solu­
tion, for example as 'starting values' to a complicated nonlinear computer 
code. 

As the simplest application consider the quadrupole 'doublet' arranged as in 
Fig. 7.9b. We can find the conditions needed to capture a beam diverging from 
a point target and make it parallel. The full 'transport matrix' is the product of 
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Fig. 7.10. Plot of beam envelope for a thick lens quadrupole doublet in a 'point to 
point' optical configuration. 

the matrices appropriate to traversing each beam element, Mdoublet = 

MQ(F)MD(L)MQ(D)MD(Lo)' The parallel condition (for vanishing target size, 
Xo = 0, Yo = 0) is, x' = M21xo + M22X~ = 0 == M22X~ or M22 = 0 where M refers to 
Mdoubler The final beam size is x=Mllxa + MI2X~ - MI2X~, The algebra in the 
simplifying thin lens case, which we omit as an exercise for the reader, has a 
solution where the quadrupole focal lengths must be 

fD=LLJfD 

fF=Lov'LI(L + La) 

and the final beam size is, as can be visualized in Fig. 7.9b, 

x=X~ (La + L+ LLJfF) 

Y=Y~ (La + L- LLJfF) 

(7.31) 

(7.32) 

This solution is found by requiring both an x and a y parallel beam. The matrix 
element M22 must vanish simultaneously for both x and y motion. Those con­
straints lead to a quadratic equation for f Note that, as Fig. 7.9b indicates, a 
cylindrical limiting magnet aperture, see Fig. 7.11, means an asymmetric 
angular acceptance for the doublet. That fact is also clear from Eq. 7.32 where, 
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if x= y, then x~ <y~. If the first element is y focusing, then the angular accep­
tance is the largest for y. 

As a second example, the optical envelope for a thick lens doublet is shown 
in 'point to point' focus conditions, M'2 = 0, in Fig. 7.10. Clearly, since the first 
quadrupole is y defocusing (x focusing) the capture angle for a circular quadru­
pole aperture is asymmetric (e;ax > e;laX). Complete computer optimization 
codes exist for both beam lines and accelerators. However, they require 'start­
ing values' being complex nonlinear systems without analytic solutions. Thus, 
good physical intuition is called for even in designing such systems. 

The design of secondary beams is an art unto itself, as is the design of 
accelerators. We have shown here only the simplest cases in order to give a 
flavor of the physics. Magnets should be thought of as detectors in the concrete 
sense that we use them to prepare beams to do experiments and to exert forces 
on particles so that the use of position measuring devices (Chapter 8 and 9) 
allows us to determine the particle charge and momentum. A photograph of a 
beam line dipole and a quadrupole used in the Fermilab accelerator complex 
is shown in Fig. 7.11. These magnets are appropriate to prepared beams, with 
vacuum beam pipes of -10 cm diameter. 

Exercises 

1. Show that Maxwell's equations are obeyed by the field, By = B o(z/C) and Bz 
= BJy/C). If the velocity of a particle in this field has x and z components, 
show that the field Bz causes a vertical force. 

2. Consider a 1 MeV proton cyclotron. If the guide field is 20 kG, what is the 
radius of the machine needed to contain the full energy protons? 

3. For the cyclotron defined in Exercise 2, what is the period of rotation? The 
frequency? 

4. How big would a new accelerator of 50 TeV = 50000 GeV maximum 
energy be? Assume closely packed dipole magnets which reach 60 kG 
(superconducting) . 

5. Suppose you use silicon detectors (Chapter 9) as tracking elements. 
Assume you deploy them over a length of 0.5 m in a 40 kG field. Assume 
that, with a charge sharing measurement, we can achieve a resolution of 
10 !-Lm. What is the fractional momentum error this system obtains for a 
100 Ge V track? 

6. Suppose you are at a radius 1 m from the interaction point and immersed 
in a 40 kG solenoidal field. For what values of transverse momentum can 
a created particle never reach your location? 

7. Imagine constructing a quadrupole magnet with 20 kG pole field at 5 cm 
radius. For that gradient, what is k for a 100 Ge V particle? 
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Fig.7.ll. Magnets appropriate for high energy particle beams. (a) A dipole. Note the 
two coils surrounded by the steel 'yoke'. (b) A quadrupole. Note the four coils sur­
rounding the cylindrical vacuum pipe. Outside the coil is a steel yoke and water cooling 
plumbing. (Photos - Fermilab.) 
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8. Suppose the quadrupole is 10m long. If a beam particle enters 1 cm off 
axis, what angular deflection does it receive? What is the focal length of the 
quadrupole? 

9. Multiply the matrices for the thin lens doublet and derive Eq. 7.31 for the 
required focal lengths for making the beam parallel in both transverse 
directions. 

10. For La = 5 m and L = 10 m find the focal lengths of the quadrupoles 
required for exiting parallel beams. What is the ratio of the collected 
angles, assuming equal aperture in the two transverse directions? 
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Drift and diffusion in materials, wire chambers 

Time is a sort of river of passing events . .. and this too will be 
swept away 

Marcus Aurelius 

Wire chambers are perhaps the most commonly used detection devices in 
present high energy physics experiments. A chamber consists, conceptually, of 
a gas volume in which the gas is ionized by the passage of a charged particle. 
Ionization has been discussed in Chapter 6. The ionization then drifts (and 
diffuses) in an electric (and perhaps magnetic) field toward an electrode (wire). 
Subsequent collection and amplification of the signal charge on the anode and 
the charge induced on the cathode creates a detectable signal. Since the radius 
of curvature of a charged particle in a magnetic field depends on momentum 
(Chapter 7), measurement of points on the trajectory determines p the vector 
momentum. We can then make a second redundant momentum measurement 
using 'destructive' measurement techniques (see Chapters 11-13). 

In this chapter we develop a general treatment suitable for 'unity gain' 
devices, e.g. liquid argon calorimetry, or devices with gain, e.g. proportional 
wire chambers. We first introduce the drift velocity, mobility and the diffusion 
coefficient. The signal capacitively induced on the two electrodes is then con­
sidered both for a unity gain device and for a device with gain. The methods 
used here are later applied, in the following chapter, to silicon devices. 

8.1 Thermal and drift velocity 

We begin by considering the drift of the produced ionization in a uniform elec­
tric field and the accompanying diffusion of the localized ionization. First, we 
note that gas molecules of mass M have a thermal velocity vT due to the 
thermal kinetic energy Tp which is of order kT, where k is the Boltzman's con­
stant and T is the absolute temperature. The numerical value of k is given in 
Table 1.1. 

3 
T =Mv 2/2~-kT 

T T 2 

151 
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v ~ ~3kT 
T M (8.1) 

The thermal velocity goes like yr. Numerically, we find that the thermal 
velocity of N2 at room temperature is of order 105 cmfs or 0.1 cmf/-Ls. Other 
light molecular gas velocities at standard temperature and pressure (STP) are 
in the range of 0.1 to 1.0 cmf/-Ls. In comparison, escape velocity on earth is ~ 
1.1 cmf/-Ls. This fact explains why there are no light gases such as helium in our 
atmosphere. Fluctuations in the thermal velocity allow light gases to attain 
escape velocity and they are lost to the atmosphere. 

For an electron, given the I-VM scaling, we expect that typical thermal 
velocities would be of order ~ (4- 40) cmf /-LS. Note that the thermal energy 
scale is well below the scale of the binding energies (see Chapter I) which are 
relevant to atomic excitations, so we can consider the atoms to be inert 'billiard 
balls' . 

Let us consider next the situation where we have an applied electric field, E, 
in addition to the random thermal motion. Between collisions, ions and elec­
trons are accelerated by E. The integral of the acceleration a is the drift veloc­
ity v d. The parameter 'T is defined to be the mean time between collisions. Since 
the mean free path (L) is the mean distance between collisions, 'T is approxi­
mately (L)lvr The average drift velocity is (vct). 

(8.2) 

~(~)(~) 
The drift velocity (v d)' which is imposed on top of the larger randomly oriented 
thermal velocity, is proportional to the applied field. We assume that the main 
velocity components are caused by the random thermal motion and not by the 
applied electric field, which is assumed to be only a small perturbation to the 
thermal motion. 

As we discussed in Chapter 1, the inverse mean free path is proportional to 
the collision cross section, (T. For atomic collisions at low energy scales, the 
collision cross section is of the order of the geometric cross section ==: 'TTa~. The 
total elastic cross section for electrons on CH4 as a function of electron kinetic 
energy is shown in Fig. 8.1. 

The scale is set by the geometric cross section, ~'TTa2 with a~ 1 A. Since the 
signal current induced on an electrode is proportional to the drift velocity (see 
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Fig. 8.1. Cross section for electrons on CH4 as a function of the electron energy in e V 

Eq. 8.7) and since the drift velocity is larger for electrons than ions, we con­
centrate mostly on electrons in what follows. 

(8.3) 

8.2 Mobility 

The drift velocity is proportional to the applied electric field and inversely pro­
portional to the collision cross section and the thermal velocity. Therefore, in 
this very simple-minded picture, we expect that the drift velocity per unit elec­
tric field divided by density would be a constant which is called the mobility. 
The electric field per unit of pressure, P, or per unit of density, p, with respect 
to STP is called the reduced electric field. The mobility, 1'-, is defined to be the 
drift velocity (v d) per unit reduced electric field E/ p. 
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(Vd) 
JL=-,-,~const, (Vd) = JLE(P IP) 

E,p 0 (8.4) 

Po = 1 ATM=760 Torr (STP) 

The measured ion mobilities for different gases are reasonably constant over 
most of the periodic table and are 1 cm2/(V~s). 

JL~(elM)[-A-], Eq. 8.3 
N oa1'T 

JLAr = 1.7 (cm2lV s) 

JLco2=1.1 (cm2IVs) 

(8.S) 

In methane the electron drift velocity in a field of 1 kV per cm is about 12 
cmlfLS. For comparison, the speed of sound in air at STP is about 0.033 cmlfLS. 

Shown in Fig. 8.2 are measurements of the electron drift velocity in cmlfLs 
as a function of a reduced electric field for gaseous argon-methane mixtures. 
We see the expected linear rise of the drift velocity with electric field. The values 
of the drift velocity at a 1 kV/cm applied field are ~ 10 cmlfLS. For comparison, 
the electron drift velocity in liquid argon, as shown in Fig. 8.3, at the same field 
is~O.lS cmlfLs indicating a lower mobility in the liquid. 

We also see, looking at Fig. 8.2, another phenomenon. The linear rise with 
field no longer holds at high electric fields. At those fields the drift velocity 
becomes comparable to the electron thermal velocity which, as we said, is of 
order 4-40 cmlfLS. Our assumptions are then no longer valid, because we 
assumed that the drift velocity was a small perturbation on the random 
thermal motion. 

Of some practical use is the experimental fact that a SO:SO mixture of 
argon:ethane has a 'saturated' drift velocity. By this we mean that the electron 
drift velocity (vd) is essentially independent of the field when E>O.S kV/cm. 
This gas mixture is widely used in 'drift chambers' since, if E is kept high, the 
velocity is a constant, so that a drift time measurement is a linear measure of 
the distance from the point of particle passage to the anode wire. (See Fig. 8.7.) 

8.3 Pulse formation in 'unity gain' detectors 

Let us now turn to the signal formation in a 'unity gain' detector. The ioniza­
tion produced by the passage of a charged particle is drifted to, and collected 
on, the electrodes which apply the electric field. There is no charge gain, as 
there is in a photomultiplier tube (see Chapter 2). For a par~llel plate 
configuration with spacing d and applied voltage Vo' a field, E = Void, exists in 
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Fig. 8.2. Drift velocity in crn/I-ts as a function of 'reduced' field, EIP. (a) Ar +CH4 
gas mixtures, with fraction of CH4 $ 30%. (b) Ar + CH4 gas mixtures, with fraction of 
CH4 >40%. (From Ref. 8.2, with permi~sion.) 
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Fig. 8.3. Plot of electron drift velocity as a function of electric field in liquid argon. 
(From Ref. 8.9, with permission.) 

the gas or liquid located between the electrodes. Assume, initially, that a high 
energy charged particle passes perpendicular to the electrodes and uniformly 
ionizes the medium between them. 

Using the relationship between capacity, C, voltage, V, and electrode charge, 
Q, Q = CV, the energy stored in the electric field is U = CJI2/2 = Q2/2C ~ QV. 
The motion of the ionization charge in the field with time, q(t), capacitively 
induces a current pulse on the electrodes, let). We ignore the ions, be.cause the 
size of the current pulse is proportional to the drift velocity. The change in field 
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energy, dU, due to the drift of the ionization is equal to the work done, Fdx, by 
the field on the drifting charges. 

dU= QodQ(t)/C=Fdx 

= [q( t)E][ (v d>dt] 

(8.6) 

The charge Q(t) induced on the electrodes is proportional to the ionization 
charge q(t) in the electrode gap and the drift velocity (vd>. Note that this treat­
ment is quite general, having used only energy conservation. Thus it can be 
used later in the discussion of wire chambers and silicon detectors. The expres­
sion for let) is 

dQ(t) = q(t)(vd>dt[E/Vo] = [q(t)jLW/Vo]dt 

dQd(t) =/(t) = q(t)jLW/V 
t 0 

(8.7) 

The charge/length initially in the gap is q/d= Ne/d where qs is the total signal 
charge. Note that N is the number of independent 'events', just as, for example, 
N is the number of photoelectrons which is statistically distributed (Chapter 
2). Therefore, the fractional spread in the output signal due to the statistical 
variation of N, dN, is given by dN/ N ~ llYN. The characteristic time for all the 
charge to be swept up by the electrodes is 'Td• For example, for a 1 cm gap filled 
with argon-methane and a 1 kV applied voltage, this time is 100 ns. 

q(t) = qs( 1 - ;J, t < 'Td 

=0, t>'Td (8.8) 

'Td =dl(vd> 

The charge q(t) in the gap is qs at t = ° and decreases linearly to zero at t = 'Td. 
The induced current behaves similarly, /(0) = q/'Td, /( 'Td) = 0. The total induced 
charge is Q(O) = 0, Q( 'Td) = q/2, since half the induced charge appears on the 
other electrode, which we have assumed to be grounded. 

/(t) = (q/'Td)(1- tl'Td) 

f/(t)dt= Q(t) (8.9) 

= qJy - y2/2], Y = tl'Td 

Sometimes all the charge is located at a single point, xo' in the gap, for example, 
due to a short range alpha decay which ranges out almost immediately or a 
Compton recoil electron due to a scattering of an x-ray from 55Fe decay (see 
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Table 6.1). In that case Q(t) is different from the case where charge is spread 
throughout the gap. 

In the 'point' ionization case, with total charge qs = e. 

dQ= q~E((Vd)dt) 
o 

q(t) = qJor t > 'T~ (8.1 0) 

=0 for t > 'T~, ~=xo/(vd) 

The current in this case is constant in time, and the charge collected on the elec­
trodes increases linearly with time up to 'T~, i.e. Q(O) = 0, Q( 'T~) = q/xo/d) . 

=0, 

t < 'T' d 

t > 'T~ 

Q(t)=q//~ 

~qs(xo/d) 

(8.11) 

For example, ad = 1 mm gap in liquid argon has a collection time for a typical 
electric field of 'Td = 0.25 /LS. The collected charge, Q(t), as a function of time is 
shown in Fig. 8.4 for point ionization, provided by short range alpha irradia­
tion, and for line ionization provided by traversal of minimum ionizing parti­
cles. Clearly linear and quadratic behavior are seen, respectively, with a time 
scale set by - 'Td. The signal noise, which is seen on the traces of Fig. 8.4, will 
be discussed in Chapter 9. 

8.4 Diffusion and the diffusion limit 

Diffusion of the drifting charge is due to multiple scattering. This diffusion 
process sets a fundamental limit to the accuracy of position measurements in 
ionization chambers. Consider charge drifting with a velocity (v d) in field E for 
time t or distance x . The distribution, dN, of transverse coordinate, xT ' is 
defined by the diffusion coefficient D, with units of cm2/s, [D] = [L2/T] . 

The diffusion equation is well known in classical physics in the study of heat. 
For a density p(x, t), the equation without external forces is Eq. 8.12. A one 
dimensional solution in the case that particles appear instantaneously and 
tightly localized spatially at x = Oat t = ° is: 

ap 
- = - Da2p/ax2 at (8.12) 
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(a) 

(b) 

Fig. 8.4. Collected charge in a liquid argon detector as a function of time, (a) point 
ionization, 100 ns/division, (b) line ionization, 200 ns/division . (From Ref 8.9, with per­
mission.) 

p(X l) _ _ 1_e-x2/4Df , VDt 

The solution is a Gaussian distribution of particles with a width; a-VWi 
which grows with time as Vi. In the case where there is a uniform applied elec­
tric field the mean moves with a drift velocity brought about by the replace­
ment, X--H -- (vd)t in Eq. 8.12. This is a stochastic process, as indicated by the 
fact that the rms of the distribution goes as Vi, Recall the similar multiple scat­
tering behavior, (OMS) - Vi. 

We assert that dimensional arguments lead to the conclusion that D - vT(L) 
showing the relation between diffusion, thermal velocity, and collision mean 
free path. The rms of the diffusion distribution is 
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(8.13) 

(v d) - a(L)fvT 

We use the relationship between vT and the thermal energy kT and between a 
and the applied field E. This 'thermal limit' for diffusion shows the competi­
tion between random thermal energy, kT, and the imposed drift field with 
energyeVo' 

U XT= C:f)x 
~,A~] 

(8.14) 

A plot of U x as a function of reduced electric field is shown in Fig. 8.5. The 
expected behavior, U x - 11 E, is roughly followed by the data at low electric 
fields. At higher e1e6tric field om a sumption about mal1 drift velocity, 
VT~(Vd) breaks down. We ignore here the difference between tl'an verse and 
longitudinal diffusion. A typical value of U at a drift field of 1 kVfcm is-

XT 

100-300 J.1m for a 1 cm drift distance. Therefore a drift chamber with 2 cm 
spacing between wires cannot achieve a position resolution better than - 100 
Mm. This limitation is intrinsic. 

An example of the geometry of a drift tube, with 'field shaping' electrodes 
which are used to provide a drift field of>0.5 kVfcm, is shown in Fig. 8.6. Also 
shown are the equipotentials. By design there is a reasonably uniform electric 
field across most of the drift space. The relationship of drift distance to drift 
time for this structme is shown in Fig. 8.7 for cosmic ray traversals at two angles 
of incidence, 0° and 45°. In this example a mixtme of argon and carbon dioxide 
is used as the drift gas. The phenomenon called 'satmation' also roughly 
obtains in this gas mixtme for drift fields greater than about 0.5 kVfcm. This 
implies a linear relationship between the drift distance and the measured drift 
time (the time between particle passage and the collection of the ionization on 
the wire). We see from Fig. 8.7 that this is roughly the case for drift distances 
up to 5 cm with a maximum drift time of about 800 ns. The average drift veloc­
ity is about 6.2 cm!J.1s. 

As a numerical example, electrons in gaseous argon in a drift field of I k V fcm 
have a drift velocity of (v d) - 5 cm! J.1S. In a 1 cm drift distance the transverse 
diffusion distance is -1000 J.1m, while in pure carbon dioxide it is only 100 J.1m. 
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Fig. 8.5. Measured values of the longitudinal diffusion coefficient a L as a function of 
applied reduced electric field for different commonly used gases compared to the 

thermal limit, ax /x~v'2kT/e Yo, indicated by the dashed line. (From Ref. 8.5, with per-
mission.) T 

In the mixture Ar:C02 = 80:20 it is 300 '/-Lm (see Fig. 8.5). The width of the lines 
in Fig. 8.7 gives some indication of the spatial resolution. Diffusion limits the 
resolution for the longest drift distances. The observed resolution is ~ 100 /-Lm 
near the wire and ~400 /-Lm at the maximum 5 cm drift distance. 

8.5 Motion in E and B fields, with and without collisions 

So far we have only considered random thermal motion and motion in an 
applied electric field. In Chapter 7 we have also discussed free motion in a 
purely magnetic field. We concluded that the path was circular with a 'cyclo­
tron frequency', we = eBlm (Table 1.1). Now we consider the more complex case 
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CATHODE PADS ANODE WIRE 

~ __ -L ____ ~ __ ~ ____ ~ __ ~I cm 
o 2 3 4 5 

Fig. 8.6. Transverse dimensions and equipotentials for a large area drift tube with 
field shaping. (From Ref. 8.11, with permission.) 

of free motion in a region where there are simultaneous electric and magnetic 
fields. The dynamics in the absence of collisions is controlled by the Lorentz 
force equation. (CGS units here.) 

F=q(E+ (l X 'B) 

(l d = (E X B)/IBI2 
(8.15) 

The general case of non-relativistic motion in a vacuum with an arbitrary angle 
e between E and B is treated in Appendix G. In the special case that the elec­
tric and magnetic fields are transverse to one another we can see that in a direc­
tion transverse to both the electric and magnetic fields, the force is 0 if {3= {3d' 
A particle can thus move at a constant drift velocity, {3d' perpendicUlar to 
crossed electric and magnetic fields in vacuum. This is the principle of electro­
static separation where we prepare a beam of particles of fixed momentum by 
bending in a magnet, focusing parallel, and then collimating (see Chapter 7). 
We then put the beam through a 'separator' which has crossed electric and 
magnetic fields. Only particles of the right mass, and therefore the right veloc­
ity, {3d' will be undeflected whereas the unwanted particles will be physically 
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Fig. 8.7. Relationship of drift distance to drift time for the structure shown in Fig. 
8.6 for particles incident at 0° and 45°. (From Ref. 8.11, with permission.) 

deflected and subsequently can be removed, again by collimation. This tech­
nique is a form of 'destructive' particle identification. 

A photograph of a working 'E X B separator' is shown in Fig. 8.8. It is hard 
to maintain a voltage greater than a megavolt in air due to corona and other 
discharge effects. Typical operating parameters are E -1 MV/cm and f3d = 0.5. 
To achieve that drift velocity a magnetic field of 7 kG is required. 

In the case where there are collisions, in a medium such as a gas, they can be 
approximated as an effective frictional force that is characterized by a mean 
time between collisions T. The non-relativistic relationship between the fric­
tional force F F and momentum p follows because force is the time rate change 
of momentum. 

FF = pIT, F = q(E + 13 X B) + mcl3/T= ma 

qT 
a=O when v= --(E+ I3xB) 

m 

(8.16) 
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Fig. 8.8. Photograph of an electro tati beam separator. The plates are charged to 
establi h the electric field . The vacuum tank urrounding the plate: i made of soft iron 
and acts as the pole tips of the magnet upplying the magnetic field. The line of sight 
i the beam axis (8) . (From Ref. 8.1 0 with permission.) 

We can solve Eq. 8.16 for the situation where the force is zero and we have a 
uniform drift velocity. The drift velocity <v~> is now a function of the charge, 
mass, fields and 'T. 

-e'T/m A A] 
<v~> = [1 + (we T)2] [E+ (We T)B X E+ (wct)2(B· E)B 

(8.17) 

we=eBlm 

The drift velocity has, in general, components along the E, B, and B X E direc­
tions. 

The vectors appropriate to drifting in perpendicular electric and magnetic 
fields are shown in Fig. 8.9. The 'Lorentz angle', CPu is defined to be the angle 
which the drift velocity <v~> makes with the applied electric field. In the vacuum 
case CPL is 90° as it is perpendicular to both E and B. In general the drift veloc­
ity for perpendicular E and B fields is in the E and (B X E) plane. 

(8.18) 
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B 

.......... '---'---t~ E 

Fig. 8.9. Vectors for drift in perpendicular electric and magnetic fields. The Lorentz 
angle <PL is in the (E, B X E) plane. 

The quantity we 7' is a measure of the rotation angle of the momentum in the B 
field between collisions. Therefore if we 7'» 1 we expect small collisional effects. 
If 7'-7 00, the angle </>L becomes 90° and we recover the case of the vacuum drift 
velocity. For a mean free path between collisions of 0.1 j.Lm (gas) with a 10 
cm! j.LS drift velocity (argon- methane), 7' is ~ 1 ps and for a 10 kG field we 7' is 
0.17 or </>L is ~ 11 0. Note that there are serious practical consequences. Wire 
chambers operated in magnetic fields often have their electrode structure mod­
ified to follow the Lorentz angle. 

In general, the drift velocity (v~) is less than the velocity (vd) appropriate to 
the IBI = 0 case because of the additional helical path length (v d) = eE7'lm, Eq. 
8.2). 

(v,)=[Vd + We7'(BXVd)] 
d [1 + (We7')2] 

(8.19) 

(v~) = (v d)/v'1 + (we 7')2 

The effective diffusion coefficient in the direction perpendicular to B is lowered 
by a factor 1/[1 + (We 7')2] due to the tight helical orbits. This effect is sometimes 
used to improve the position resolution for long drift distances where diffusion 
errors dominate. 

8.6 Wire chamber electrostatics 

We now consider a simplified description of a 'wire chamber'. We consider only 
the simplest case of a cylindrical tube with outer radius b coaxial with a small 
diameter wire of radius a, Fig 8.10. A particle is localized to a position resolu­
tion ~ b if ionization is detected on a given wire assuming a linear array of such 
tubes. This is a simple problem in two dimensional electrostatics. We use 
Gauss's law (CGS units) . In terms of A, the charge per unit length on the wire, 
we find the electric field and the potential V. 
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Fig. 8.10. Cylindrical proportional tube of outer radius b at voltage Vo and inner 
(wire) of radius a at voltage zero. 

E=2A1r 

Vo = 2"\ln(b/a), VCr) = V)n(r/a)/ln(b/a) 

(Vjr) 
E(r) = [In(b/a)] 

(8.20) 

The passage of a charged particle causes ionization. The electrons then drift 
towards the anode. Near the wire the high electric fields cause a multiplication 
of the electrons by collisions since at a small radius the energy gain can exceed 
the ionization potential, J, of the gas (see Chapter 1). The newly created elec­
trons in turn will be accelerated and cause ionization. This is a runaway process 
similar to what we already di cu ed in the operation of a photomultiplier tube. 
Note that the 'gas gain follows from the change in the number of electrons 
clN(1' at a given position /' in the multiplication proce . This change depends 
on the Ilumber of electrons present N(r) and the multiplication factor, a per 
ullit length. The parameter a i the inverse of the distance over which a multi­
plication occur. It is ca lled the first Townsend coefficient and is identifiable as 
the inver e mean free path for ionization, a-l/(L)ioo' 

dN(r) = N(r)adr 

N(r) = Noeal
' 

(I>A-26 eV 

(8.21) 

The amplification or 'gas gain' is ear. A typical gas gain might be 105• Above 
that level we approach the 'Geiger region' which is a true runaway process 
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where the whole tube is discharged. We concentrate in what follows on the 'pro­
portional region' where the output signal is roughly proportional to the input 
signal. The transition region between these operational modes occurs experi­
mentally for ar~20 pairs or for gas gain ~ 108. 

8.7 Pulse formation in a wire chamber 

The time development of the signal is different from that of the 'unity gain' ion­
ization chamber we discussed previously. The electrons from the primary ion­
ization are multiplied by the high fields near the wire, E(r) ~ 1/r, and are 
collected on the anode. The ions remain, 'sheathing' the wire and moving slowly 
toward the cathode. The motion of all the charges in the applied field causes a 
change of system energy and a resultant capacitively induced signal, dV. 

Suppose the multiplication takes place at N wire radii, i.e. r = Na. The 
voltage signal on the anode is due to the motion of the electrons, V-, and the 
ions, V+. If qs is the source charge and C is the capacity, then dU = CVodV = 
qsE dr (see Eq. 8.6). The induced voltage due to electron and ion motion is 

dV= C
qs 

E(r)dr 
Vo 
Nil 

v-= i dV 

_ qs In(N) 
V = C In(b/a)' 

b 

V+= ( (-dV) 
JNa 

V+ = qs InCb/Net» > V­
C In(b/a) 

(8.22) 

Clearly, in the case of the wire chamber the signal due to the ions, V+, domi­
nates, basically because they move all the way to the cathode. Therefore, the ion 
motion is responsible for the majority of the anode signal. The electron 
contribution will be ignored from now on. 

The signal can be found using the technique already applied to unity gain 
devices. Assuming a constant ion mobility, p." dr = p.,E(r)dt. Thus, dr = 
p.,[2A]dt/r(t). Assume that the ions all appear at r = a at t = 0 due to the final 
multiplication. 

r=et (8.23) 
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The fact that the field goes as l/r implies that the ion position r goes as -Vi. 
Using the general equation, Eq. 8.7, we can then find the current induced on 
the wire. 

let) = qsJLE/ Vo 

qsJL(2A/r2) 
(Eq.8.20) 

In(b/a) 

Substituting in the expression for ret) we find I(t). 

l(t) = qsC2AJL/a
2
) 

In(b/a)(1 + tITo) 

let) = [~~~;~] /(1 + tITo) = 1(0)/(1 + t/To) 

(8.24) 

(8.25) 

The key parameter To is the characteristic time for the pulse to form. It can be 
thought of as roughly the time it takes for the ions to move away one wire 
radius, a, towards the cathode under the influence of the electric field, E(a) = 
2A/a, which exists near the surface of the anode wire. 

JL= (v d)/ E-a( ToE(a)) 

To -a/p-E(a)=a2/2jLA 
(8.26) 

We define C to be the capacity per unit length of the anode while the capacity 
is C. The relationship of voltage, charge and capacity is V = Q/ C = A/ C. From 
Eq. 8.20 we find C= 1/[2In(b/a)] so that Cis dimensionless in cas units. It can 
be thought of as e in eo units (Table 1.1). Typically for wire chambers, C-(O.OI 
- 0.1) pF/cm, CVo - A - 5 X 10-10 coulomb/cm = 500 pC/cm. Recall that (Table 
1.1), eo =8.85 pF/m in MKS units. 

The charge Q is derived by integrating Eq. 8.25. 

Q(t) = qJln(1 + t/70)/[2In(b/a)] (8.27) 

As a numerical example consider a 1 cm radius tube strung with a 20 /.Lm wire, 
b = 1 cm, a = 20 /.Lm. The field is about 160 kV/cm at the surface of the wire, A 
= 180 pC/cm, and the pulse formation time is a few ns for argon ions. This is 
the kind of speed that we observe in the rise time of pulses from proportional 
chambers. (See Fig. 9.15) 

E(a) = 160 kV/cm 

JLA -1.5 cm2/(V· s) 

7
0
=8.3 ns 

(8.28) 

Note that a gold clad tungsten wire of length - 5m has a resistive time con­
stant of 7w -(3000.) (100 pF) = RC - 30 ns. Thus long wires have slower pulses 
than what is implied by the intrinsic rise time 7

0
• 
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Fig. 8.11. Photograph of a PWC with 1 mm wire spacing and without wire supports. 
The connectors for the readout electronics are evident. (Photo - Ferrnilab.) 

8.8 Mechanical considerations 

A photograph of a real proportional wire chamber, PWC, not operated as a 
simple linear array of coaxial tubes but as a planar series of detecting wires is 
shown in Fig. 8.11. This particular chamber has a 1 mm spacing between the 
wires and the wires are about 20 cm long. The cathode is a plane of aluminum 
foil. This chamber has been used to measure the position of particles to an 
accuracy ~ ± 0.5 mm in prepared beams at Fermilab. A photograph of a large 
area drift chamber is shown in Fig. 8.12. In this case there is a large spacing, 
about 2 cm, between the anode detection wires. If we want precise position 
localization with this 'drift chamber' we need to accurately measure the drift 
time (Fig. 8.7). 

Constructing proportional wire chambers with parallel wires, we need to 
keep track of the fact that the wires are charged to a typical value of 2 X 10-10 

Clcm. The wires all being charged the same, will repel. There will be a deflec­
tion unless the wires are maintained under a certain tension, T. The tension has 
to be greater than the repulsive force between the wires if the PWC is to be 
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• 
Fig. 8.12. Photograph of a large area drift chamber. Note the large spacing between 
anode detection wires. (Photo - Fermilab.) 

'stable'. Crudely, for a wire spacing, d, wire length L and a charge per unit 
length A the stability condition is 

(8.29) 

For example, with a 20 jJ.-m diameter wire, a PWC built with a 1 mm spacing, 
d, having a typical charge per unit length, A, of 2 X 10- 10 Clcm has a maximum 
unsupported wire length, L, of about 13 em for a wire tension, T, set to the wire 
yield strength of about 50 g. The natural limit to T for a given wire diameter 
comes at or below elongation or breaking tension, Tmax' Clearly there is a 
competition between high spatial resolution, d small, rapid pulse formation 
time 'To' (large A - small a), and the ability to make a stable large area chamber, 
(small A - large d - large a). Typically, the existence of these incompatible 
requirements is evaded by supporting the wires mechanically in some fashion 
at a separation between supports which is less than the maximum length 
allowed for stability. In this way we can build a large area, finely spaced, high 
speed, proportional wire chamber. 
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Fig. 8.13. Schematic of a wire chamber wire array for both an unperturbed and an 
unstable condition. 

R 

J 
Fig. 8.14. Schematic of a 'transimpedence amplifier'. The voltage output is propor­
tional to the source current. 

A schematic of the spatial pattern for typical wire chamber instability is 
shown in Fig. 8.13. For tension too small, the wires repel one another, and the 
uniform plane of wires which is desired is not a stable configuration. The dis­
torted plane is a configuration with reduced energy (charges farther apart) so 
that unless sufficiently restrained, the system will adopt this configuration. 
These wires in motion are unstable, and such a chamber cannot be operated 
reliably. 

A typical fast amplifier configuration used to process the signal pulse which 
forms on the anode is shown in Fig. 8.14. The detector current source signal is 
appears as a voltage output Vo proportional to the source current is' Vo = isR. 
Some algebra for this and other operational amplifier circuits is given in 
Appendix 1. Front end electronics is relegated to this appendix, and references 
are given in Chapter 13 while front end noise is discussed in Chapter 9. 
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8.9 The induced cathode signal 

So far we have not discussed the cathode signal. The almost instantaneous 
appearance of charge near the anode wire capacitively induces charge on the 
cathode. Therefore, we have a second detectable signal. Note that we are free 
to cut the cathode into whatever shape we wish, as long as all parts of it are 
maintained at the same voltage. This freedom of design has made cathode 
readout popular. 

The geometric situation is shown in Fig. 8.15 where a source charge, qs' 
appears effectively on the anode wire located at a perpendicular height, a, 
above the cathode pad. The sudden appearance of the source charge induces a 
surface charge, (T, on the cathode pad. We can evaluate (T at an arbitrary loca­
tion labeled by radius vector r by using the 'method of images', placing an 
image charge - qs at the virtual symmetric point below the pad and evaluating 
the resultant dipole-like IIr3 behavior of (T. The image charge technique is a 
method often employed to satisfy the electrostatic boundary condition that 
there be no electric field parallel to the conductor. 

E11=0 (8.30) 

Eir)~(q/r2)(2a/r)~ ~r) 

The resulting field is perpendicular to the pad surface by construction. By 
Gauss's law the perpendicular field (CGS) is also the induced surface charge 
density, ~r). The surface charge density, if sampled on several different 
cathode electrodes, allows us to infer the centroid location of the instantane­
ous charge which has appeared on the anode. This technique offers a rather 
precise second coordinate measurement if pulse amplitudes are well measured. 
For example, anode wires may have associated cathode strips at right angles. 
Wire pulses then localize in one coordinate, while strip centroids yield the 
second orthogonal coordinate. 

As an example, we can use the geometry shown in Fig. 8.15 and integrate 
over a strip which is infinite in the z direction and is of width d in the y direc­
tion. We find that the charge induced on the pad, qp' is simply related to the 
source charge, qs' and the angles of the wire sub tended by the pad boundaries. 
In the limit that we come very close to the pad, a~d, the ratio of qp to qs 
approaches 112, as expected by geometry, since half the charge is induced below 
the wire, half above. In general, the induced charge is approximately propor­
tional to the angle sub tended by the pad ~ ((J2 - (JI) . 

dl2 00 

qp = f f (2qsa/r3)dy dz 
- d12 -00 
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d 

Fig. 8.15. (a) Geometry for deriving the induced surface charge on a pad, (T, for 
source charge q, at height a above the pad. (b) Geometry for infinitely long strip elec­
trode of width d. 

=qpJ1- ()2)hr, 

± d/2a = tan( ()] 2) 

/ _ tan - 1(d/2a) ! 
qp qs- 11" ~2 

(8.31) 
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Fig. 8.16. Relationship of the pad charge ratio to the position along the wire for the 
structure shown in Fig. 8.6. (From Ref 8.11, with permission.) 

An example of an application of 'pads' is to use the induced charge on two 
different pad electrodes to infer the location of the charge along the wire. We 
use the drift time to infer the location transverse to the wire. We can therefore 
achieve full three dimensional readout in a single plane. A concre.te example of 
such a detector is shown in Fig. 8.16 where the charges on the inner pad, QA' 
and outer pad, QB' are both measured. The charge ratio is a measure of the 
position along the wire. Data taken with an external high resolution device 
yields a precise value for the position along the wire. When this is compared to 
the charge ratio, as in Fig. 8.16, we see that we can get quite good spatial resolu­
tion by the use of induced pad charges. As a rule of thumb the technique is 
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noise limited to a resolution ~ 1 % of the geometric feature size of the pads. 
That limit is evident in the line width visible in Fig. 8.16. 

Other uses of the induced charge exploit the complete freedom to configure 
the cathodes and their geometry. For example, in gas calorimetry we use the 
cathode signals so as to easily make projective 'towers' which match the out­
going paths of particles from a collision (see Fig. 1.1). Because layers of calori­
metric readout (see Chapter 11-13) occur at different depths, each tower layer 
has a different size, which is easily achieved by cutting a different pad on the 
readout circuit board. 

Exercises 

1. Use the density of air and assume A = 14. Find the mean free path for colli­
sions in air if the cross section is 10 A2. 

2. At room temperature, what is the electron thermal velocity? 
3. Ions are created in the gaps of wire chambers and must ultimately be 

removed. Using the argon ion mobility of Eq. 8.5 and a field of 1 kV/cm 
estimate the ion drift velocity and drift time for a 1 cm gap ionization 
chamber. 

4. Assuming an electron thermal velocity of 10 cmlfJvS and a mean free path 
of 0.2 fJvm, find the transverse size of the point ionization after 1 fJvS drift 
time using Eq. 8.13. 

5. Assume we have a 106 V/cm electric field to use in a 5 GeV kaon beam. 
Find the magnetic field required to drift the beam undeflected in this field. 

6. For a mean free path of 0.2 fJvm, and a thermal velocity of 10 cmlfJvS, find 
the mean time between collisions. Evaluate the cyclotron frequency for 
electrons in a 20 kG field. What is the Lorentz angle? 

7. For a 2 rom tube strung with 20 fJvm wire, operated at 2000 V, what is the 
field at the surface of the wire? 

8. For a 20 fJvm radius wire, with a field of 200 kV/cm at the wire surface, what 
is the pulse formation time in argon gas? 

9. Explicitly make the image charge construction to show that Ex = 2qa/[a2 + 
Z2+ y 2p/2. 

10. Integrate Ex over a strip very long in y and from 0 to din z - similar to the 
results of Eq. 8.31. 
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Silicon detectors 

All composite things decay, strive diligently 
Buddha Gauthama 

To see a World in a grain of sand 
William Blake 

The gas detectors which we discussed in Chapter 8 are intrinsically limited due 
to diffusion, where the limit on the localization of the drifting ionization is of 
order 100 f.Lm for drift distances ~ 1 cm. For the study of heavy quark decays 
(see Chapter 13) the characteristic decay length ranges from 100 f.Lm to 400 f.Lm. 
The length scale is set by T, the lifetime of the particle in its rest frame. 
Therefore, CT is the decay length. Hence, if we want to resolve the production 
vertex (Fig. 1.1) as separated from the subsequent quark decay vertices, we need 
a detection element with better spatial resolution than the proportional wire 
chamber. (See the discussion of 'vertex detectors' in Chapter 13.) 

9.1 Impact parameter and secondary vertex 

A bubble chamber photograph of the production of a pair of charmed mesons 
by an incident photon is shown in Fig. 9.1. Note that the laboratory decay 
lengths are time dilated by a factor of 'Y and are of order 1000 f.Lm or 1 mm. If 
we draw the daughter momentum vectors back to the production vertex we can 
see that the impact parameter, or the transverse distance between the path of 
the decay particles and the production point are of the same order as the life­
time, CT. Note that the bubble chamber technique, although it contains an enor­
mous amount of information per event, is much too slow a technology to use 
in the study of the relatively rare production of heavy quarks. It has, in fact, 
not been discussed in this text. It can, in principle however, resolve the produc­
tion and decay vertices as illustrated in Fig. 9.1. 

Silicon detectors are now the high rate devices of choice in the study of heavy 
quarks at both fixed target and colliding beam machines. Let us consider the 
resolution which is required of such a detector. A particle which is produced 
and subsequently decays into a secondary track which has an impact parame­
ter b is shown in Fig. 9.2. The distance along the track is increased by a factor 
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Fig. 9.1. Bubble chamber event showing pair production and subsequent decay of 
charmed D mesons. Note that the decay lengths are ~ 1000 f.1m = 1 mm. (From Ref. 9.9, 
with permission.) 
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r 

Fig. 9.2. Geometry of a short-lived particle D decaying into a secondary track a with 
impact parameter b. 

of 'Y over the intrinsic 'lifetime' CT. The impact parameter is proportional to 
that distance, D, and the angle, f), which the decaying track makes with respect 
to the heavy quark parent. 

Zo ~ 'YO(CT)O ~ D 

b~ f)zD 

(9.1) 

The decay angle is approximately the transverse momentum divided by the lon­
gitudinal momentum. (See Appendix A.) 

(9.2) 

For two body decays the transverse momentum impulse is again set by the 
physics (see Appendix A). The intrinsic physics in this case is fixed by the mass 
of the parent quark, M D , decaying into daughters, which are here assumed to 
be essentially massless. The longitudinal component is set by the sharing of the 
momentum, Po' of the heavy quark parent by the two daughters. 

D--7a + b 

Pa~M 12 
T 0 (9.3) 



180 9 Silicon detectors 

Therefore, the impact parameter b is of the same order of magnitude as the life~ 
time, (C'TD ), independent of the y factor of the heavy quark. 

(J - MDIPD -I/YD 

b- (CT)D 

(9.4) 

Therefore, the required resolution of the detector, ignoring multiple scattering, 
does not depend on the momentum of the heavy quark. Multiple scattering 
considerations (see Chapter 5) would bias us towards studying higher momen~ 
tum quarks. The detector should have a resolution « CT or -10-50 J.1m . 

Typical values for the 'pitch', P, or the spacing of electrode strips which 
collect the signals in silicon detectors are in the range 20-100 J.1m, which 
satisfies this criterion. Assuming uniform illumination, if only which strip is hit 
is recorded, the resolution is the pitch, P, divided by y12. (See Appendix J.) 

a2={(y_(y»2), (y) = 0 

= Jy2dylJdy 

P/2 

=f y 2dylJdy 
-P/2 

=P21l2 

(9.5) 

If the charge on the strips is recorded, we may do better (see Chapter 8 on 
cathode strip charge measurements). For pitch P = 50 J.1m, the resolution, 
P/y12, is 15 J.1m. A basic limitation is again set by diffusion. With a drift 
voltage of 50 V and a drift distance of 300 J.1m (these values will be justified 
later in this chapter), we find (Tx -10 J.1m for the diffusion error (see Chapter 8). 

As an aside, not all measurements are resolution limited. Consider the 
measurement of heavy quark decay with lifetime T, N(t)-e-I/r. If the decay 
time t is measured with an error (T th probabiJity to ob erve time (t') is N(t') 
- JdtN(t)P(t ,t') where P(t,(')-exp( - (/ - t')2/2a2) see Appendix J). The 
shape of N(t') has the same time tructure with the arne lifetime, N(t')-e- I'lr, 
but the overall rate at the same time value t' as t is increased by a factor exp 
(! «(TIT)2). Therefore, Gaussian measurement errors of the decay time do not 
change the shape of the decay distribution, at least for t » (T. The proof of this 
is left to the reader. 

(9 .6) 
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9.2 Band gap, intrinsic semiconductors and ionization 

The band gap, Eg, is defined to be the minimum energy needed to excite an elec­
tron into the conduction band. In silicon it has a value of 1.12 e V. In a solid 
the sharp atomic energy levels are smeared into 'bands' by the mutual interac­
tions among the electrons (see Chapter 2). In a semiconductor such as silicon 
the 'valence band' is full, and it is separated from the allowed states in the 
empty 'conduction band' by a 'band gap' E

g
• This gap can be thought of as a 

residue of the sharp energy difference between atomic states. 
The intrinsic conductivity, (J'i' of pure silicon is due to the thermal excitation 

of charge carriers across the gap, E
g

, into the conduction band. The intrinsic 
carrier density, ni= Pi' at room temperature is about lOII/cm3 (see Ref. 9.1). The 
ni refers to negative electrons in the conduction band while Pi refers to the 
mobile 'holes' remaining in the valence band. Note that this carrier density is 

rather small in that the full electron density is ns' = Nop ~ 5.01 X 1022/cm3, 
I A 

n./ns· ~ 10- 12. The small value of the ratio is due to the fact that E /kT~40, so 
I 1 g 

the Boltzmann factor, e-Eg1kT is very small, ~4 X 10 - 18. Therefore, silicon has 
relatively few mobile charge carriers and is a poor conductor. 

The intrinsic resistivity, Pi' is the reciprocal of the intrinsic conductivity, (J'i' 

A high conductivity metal such as copper has a resistivity of ~ 10 - 6 n· cm 
which is about 1011 times less than pure silicon, reflecting n/nSi ' In a metal there 
are allowed unfilled states in the valence band so that the valence electrons can 
participate in conduction without paying a big penalty due to a small 
Boltzmann factor. 

The conductivity of semiconductor material is controlled by 'doping' the 
crystals with small levels of impurities. Typical doping levels are chosen, e.g. 
parts per million, such that the doped conductivity of the majority carriers (set 
by impurity levels) is > 100 times the intrinsic conductivity while that for the 
minority carriers is consequently < 100 times less since the product ni Pi = np 
remains constant under doping. For example, n ~ 1013/cm3 and P ~ 109/cm3 for 
a lightly doped n-type semiconductor. Thus, doping with parts per million 
impurities will dominate the intrinsic charge carriers while still keeping the 
resistivity high with respect to good conductors. The unit of charge, the elec­
tron charge, is taken to be q in this chapter to avoid confusion with the expo­
nential function. The carrier mobility is IL (see Chapter 8). Electrons have a 
mobility of ~ 1400 cm2/(V' s). 

ni = Pi = 101 
l/cm3IT= 300K 

Pi = 1/qlLni = 200 kn cm 

= 1/(J'. 
1 

(9.7) 
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When we consider the detection of ionization energy, the energy needed to 
create an electron-hole pair in silicon is 3.6 eY. That is greater than the band 
gap energy, E

g
, because of the existence of competing dissipative processes 

such as phonon, or lattice vibration, excitation. The silicon detector acts as a 
'unity gain' ionization detector operating similarly to those discussed in 
Chapter 8. In a detector of active depth 300 /-Lm, the energy loss in silicon due 
to ionization is about 116 keY which liberates a source charge, qs' of 5.1 fC. 

E
pair 

~3.6 eV 

d~300 /-Lm 

q ~q(f).E. IE .) 
S IOn paIr 

(9.8) 

Silicon detectors are 'unity gain' devices. Compared to gas filled detectors the 
yield per unit length of ionization is increased by the density ratio and the ion­
ization energy ratio, IiEg for a total factor of ~ 10000. This factor approxi­
mately offsets the 'gas gain', G, available in PWC devices. The drift time and 
diffusion error both depend on the drift distance, d, which means that we expect 
silicon devices to be fast and capable of precise position measurements. 

9.3 The silicon diode fields 

The charge quoted in Eq. 9.8 is a rather small signal charge, and consequently 
it is fairly difficult to detect. The idea is to set up a situation where the other 
currents are small, so that the ionization current pulse can be detected. 
Consider a p-n junction diode consisting of silicon doped with p-type impur­
ities on one side and n-type impurities on the other. The dielectric constant for 
silicon is 8~1 pP/cm (recall 80=0.089 pP/cm and8~11.980' Table 1.1). The 
current, L voltage, V, relationship for a p-n junction is given below. 

I(V)=Io[eqVlkT -1] 

RF=(dIldV)-1 = :~ = 25 n1 300K, 1 rnA 

(9.9) 

Here 10 represents the thermal 'reverse' current due to the thermal excitation 
of the minority carriers in reverse biased operation, V<O. The relevant scales 
are the applied energy q V with respect to the thermal energy kT. If V < 0 and 
Iq V I » kT then I( V) ~ - 10 and we have a small reverse current. If V> 0, then 
I(V)~ IoeqVlkT and we have large forward currents. The diode acts as a 'switch' 
with 'position-on/off controlled by V. 

The forward biased resistance, RF, is estimated using a differential form of 
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Fig. 9.3. Schematic of a reverse biased p-n semiconductor diode showing the deple­
tion region. (From Ref. 8.5, with permission.) 

Ohm's law which gives us a 25 n resistance for a forward biased diode at room 
temperature with a 1 rnA standing current. Fluctuations in the forward current 
(shot noise is discussed later in this chapter) would swamp the ionization signal. 
Therefore, we need to operate the diode as a reverse biased p-n junction. As we 
will see, the reverse current at room temperature is -10 nA. 

A schematic of the location of the charge carriers in reverse mode is shown 
in Fig. 9.3 where the n-type and p-type are shown with an applied voltage V<O 
leading to a 'depletion' region centered on the junction. The applied voltage 
sweeps the mobile charge carriers out of the junction region leaving a uniform 
ion number density n. As the applied voltage is increased, the mobile charge 
carriers are swept further out of the junction region leaving the fixed ion charge 
which is positive for the n-type region and negative for the p-type region. 

For an applied reverse potential, VD , the geometry at 'full depletion', where 
all the mobile charge carriers are just swept out, is shown in Fig. 9.4a. We have 
assumed a very thin n-side of the junction diode. The number density of 
doping impurities is nA on the p-side and nD on the n-side. Charge conserva­
tion requires that the n-type is highly doped as it is thin. 

(9.10) 

This static situation can be treated using Maxwell's equations. The electric field 
vanishes at x = A and x = - D. 

V'D=p (9.11) 

V ' E=[qn]/C, Core (CGS) 

In Eq. 9.11 p is the charge density and not the resistivity and n is the ion number 
density. The charge in the depletion region is assumed to be static and uni­
formly distributed. Thus, the electric field is linear in x. 
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Fig. 9.4. (a) Geometry of a p-n junction. The static charge number density is no and 
nA . The full depletion region is d =A + D - A. (b) Electric field for a p--n junction. (c) 
Electric potential for a p--n junction. 
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E(x>O)= -qnA(x- A)/C 

E(x < 0) = qnD(x + D)/ C (9.12) 

=q[ n1AJcX+ D)/C 

The slope discontinuity in E is due to the discontinuity of charge at the junc­
tion seen in Fig. 9.4a. We integrate a second time to get the potential, applying 
the boundary conditions Vex = A) = - VD' vex = - D) = O. 

E=-VV 

( 0) qnAA(x + D)2 V\,x < = - -"-----"-'------=-------'----

2DC 
(9.13) 

(V(x>O)+ VD)= qnA(~; A)2 

Note that we have ignored the 'built in potential' due to thermal excitation of 
the charge carriers. It is Vbi ~ kT/ q = 25 m V at 300°C (Eq. 9.9) times a factor 
of order one, In(n/n). For heavy doping, 106 times the intrinsic level, we have a 
~0.36 V drop due to thermal excitation. Compared to a depletion voltage, ~ 
50 V, this 'diode drop' is negligible. 

A plot of Vex) is provided in Fig. 9.4c. Note that V and its slope E are 
continuous across the x = 0 junction. Let us make a simplifying assumption. 
Continuity of V(x<O) and V(x> 0) at x=o requires that VD=qnA 
A(A + D)/2C. If the doping levels are much different, nD~nA then, A» D. In 
that case, d=A + D-7A and 

qn d 2 
V~_A-

D 2C 

d~A 

(9.14) 

The n layer, in this approximation, is very thin. Defining n A = P for simplicity, 
we find that E(x)~-qp(x-d)/C, V(x)~- VD+qp(X-d)2/2C. The relation­
ship of the applied voltage and the depletion thickness, is: 

VD = [qp]d2/2C, (~'lT [qp]d2, MKS) (9.15) 

For example, a 300 J.Lm depletion region, d, with a doped resistivity of p = 6 
kncm has a depletion voltage, VD ' of 51 V and a capacity per unit area, C/d, 
of 35 pF/cm2• Note that in comparison with the intrinsic values there are~30 
times more majority charge carriers in this example, so that the doping is fairly 
light. A detector of area 25 mm2 has a source capacity, Cs' of ~ 8 pF. 
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Fig. 9.5. Data taken with a 50 IJ.m pitch silicon micros trip plane on the coincidence 
ratio of strip Sl with external telescope T as a function of applied voltage V. 

9.4 The silicon diode: signal formation at depletion 

A plot of data taken with a silicon strip detector, Fig. 9.5, shows the coin­
cidence rate of a silicon strip, Sl, with an exterior scintillator array of mUltiple 
counters or 'telescope', T, triggered on minimum ionizing particles as a func­
tion of the applied voltage. It is clear that as the voltage increases the coin­
cidence rate rises because the depleted region is expanding rapidly and more 
charge is being collected, VD -cP. At a fixed detection threshold, VT , more 
charge means higher efficiency. The amount of charge rises until a voltage is 
reached where the detector is 'fully depleted'. In that case the efficiency comes 
to a 'plateau' without further increase. This occurs at - 50 V applied voltage as 
estimated from Eq. 9.15. 

In Fig. 9.6 is shown a photograph of a real detector used in an experiment. 
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Fig. 9.6. Photograph of a 50 J.Lm strip spacing silicon detector mounted as a planar 
detector. Note the 'fanout' of silicon strips to high density connectors which accom­
modate the electronics. (Photo - Fermilab.) 
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Fig. 9.7. Photograph of a silicon detector mounted as an azimuthal coordinate detec­
tor in a cylindrical geometry. (Photo - Fermilab.) 

A 50 fLm pitch silicon detector is shown mounted as a planar detector for a 
'fixed target' geometry. Note that transverse diffusion and delta ray emission 
argue against a smaller 'pitch' size. In Fig. 9.7 the silicon detectors are mounted 
as azimuthal coordinate detectors in a cylindrical geometry more appropriate 
to the solenoidal field used by colliding beam detectors. (See Chapter 13.) 

What about the time for pulse formation? First we find the electric field as a 

function of depth just at depletion, E(x ) = - (2;0 )(X-d). For Vo = 50V and 

d= 300 fLm the maximum field is E(O) = 3 kV/cm. 
We use the methods developed in Chapter 8 to find the charge position as a 

function of time. For the special case of point ionization created at x = 0 at t = ° 
(see Fig. 9 Ab) the charge will reach x = d at t ~ 00 . 

dx = p,Edt = - p,(2 ;0 )(X - d)dt 

x(t) = d[l - e- I/1»] , 7'0 = C/ p,[qp] (9.16) 

x(o) = 0, x(oo) = d 
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See Appendix H for more general results and more details. Note that 7'0 = Cp 
so that high speed operation favors low resistivity, highly doped silicon while a 
desire for low leakage currents favors high resistivity. 

The current is found using the formalism developed in Chapter 8 and Eq. 9.16. 

= 4J,L~ Vo e -2liTo = 2q/7'0[e- 2IiTo ] 

(9.17) 

The characteristic charge collection time 7'0 can be thought of as the time 
for the charge to go a distance d in a field E(O) with charge carriers having a 
mobility J,L . 

/(0) = 2q/7'o 

/(00) =0 

7'0 = [J212 VoJ,L] 

= dl[J,LE(O)] 

(9.18) 

With an electron mobility, J,Le' of 1400 cm2/(V/s), the drift velocity is of order 
4.2 X 106 cm/s or = 42 f.,Lm/ns. This velocity should be compared to a gas where 
the electron drift velocity (see Fig. 8.2) is comparable, i.e. a few cml J,Ls. 
However, the drift distances are much smaller so that the charge collection time 
is shorter for silicon devices. For a drift distance of 300 f.,Lm we get 7'0 -7 ns. 
The holes have a mobility about three times less and therefore the hole signal 
is about three times slower. 

Note that 7'0 was derived just at depletion. Clearly if we can raise the applied 
voltage it will drive the electric field into the diode and reduce the collection 
time. (See Appendix H.) A limitation to this method of speeding up the detec­
tor comes because there exists a reverse breakdown voltage. Normally, we do 
not operate far above depletion I vj :s 100 V in order to avoid breakdown. 
However, new detectors operating in high radiation environments have been 
developed with a maximum - 500 V reverse voltage operating point. 

A plot of the coincidence rate between a silicon strip S 1 and a scintillation 
counter 'telescope', T, as a function of the relative delay between them is shown 
in Fig. 9.8. The basic falloff time is -12 ns. From Chapter 2, a coincidence rate 
will persist on a time scale equal to the intrinsic ' time jitter' of the device. One 
component of that time jitter is the resolving time of the silicon detector. 
Clearly, the silicon strip is experimentally confirmed to be a high speed detec­
tor. 

Recalling that the source charge (qs) is 5 fC, we find a peak electron (hole) 
current of 710 nA (240 nA). 
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Fig. 9.8. Plot of coincidence rate between a silicon strip Sl and an external scintilla­
tion counter T array as a function of the time delay inserted in the coincidence logic. 

qs=5 fC 

TD ~7 ns (20 ns) (9.19) 

l(O)~q/TD = 710 nA (240 nA) 

Having established the size of the current signal, let us turn to issues of noise. 

9.5 Noise sources - thermal and shot noise 

Typical reverse currents for junctions as a function of temperature are shown 
in Fig. 9.9. Note the exponential relationship between the operating tempera­
ture and the reverse leakage current, 1

0
, Since this current is due to the thermal 

excitation of minority carriers, such behavior is not unexpected. The scale for 
reverse currents at room temperature for the lowest leakage junctions is 2- 20 
nA. Therefore the signal to noise ratio in such detectors is adequate if high 
quality high resistivity detectors are used (see Eq. 9.7, high resistivity means 
small intrinsic current). Note that 'bulk damage' of the crystal lattice, say from 
irradiation due to detector operation at a high luminosity accelerator, induces 
defects which act as carriers, thus increasing the reverse current. For example, 
a neutron 'fluence' of ~ 1014 n/cm2 may cause discernible degradation in per­
formance. Looking at Fig. 9.9, cooling the silicon devices is an option to restore 
low noise operation, and indeed, solid state detectors are routinely run at low 
temperature in many applications. 
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Fig. 9.9. Reverse leakage current as a function of temperature. (From Ref. 9.11, with 
permission.) 

Now let us consider briefly methods of detection for these small pulses. It is 
the smallness of the signal compared to a PWC which dictates a less cavalier 
treatment of front end electronics in this case. A schematic of an operational 
amplifier realization of a charge integrator is shown in Fig. 9.10 (see Appendix 
I). The ionization detectors we have discussed are all a capacitive source of 
charge; the signal can be thought of as a current source. Using Q = CV, 1= 
CdVldt, we find that the output voltage Vo is proportional to the source charge 
qs' If the amplifier gain Gis » C/ C then the device acts as an ideal operational 
amplifier (G~()(), Vo =q/c. A typical output pulse of such a device is seen in 
Fig. 8.4. A more detailed schematic showing the noise sources, en' for a signal 
with source charge qs' driven by source capacity Cs and source resistance Rs 
into a generic amplifier with gain G and output filter with 'transfer function' 
f(w) is shown in Fig. 9.11. 

Let us now look in more detail at the behavior of the noise sources. There 
are dissipative elements such as resistors which are a source of intrinsic 
'thermal noise'. The size of the thermal currents is set by the thermal energy, 
kT, in the resistor. We assume that the frequency spectrum of this noise is 
'white'; it is uniform over all frequencies. That means, physically, that the noise 
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Fig. 9.10. Charge sensitive preamplifier. 

T 

Fig.9.l1. Amplifier and bandwidth limiting filter,fiw) with source capacitance, Cs' 

source resistance, Rs' source charge, qs' and input noise voltage, en' 

occurs impulsively, or as a delta function, in time. Recall that the Fourier trans­
form of a plane wave with fixed momentum, 8(k), is eikx whose intensity is spa­
tially uniform. The relationship to time and frequency is similar. 

The noise power in a resistor is the thermal energy, kT, spread uniformly 
over all frequencies, w. This thermal noise power leads to a thermal resistor 
current IT' since power = E. = VI = P.R. 

d12 = 2kT (dW) 
T R 7T' 

(9.20) 

Additionally there is 'shot noise' which occurs because standing currents, I, are 
in fact due to the motion of discrete charge carriers since charge is quantized 
in multiples of q. Fluctuations in the numbers of these charge carriers lead to 
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Fig. 9.12. Plot of the transfer function Gf( w) which ~ 0 as w ~ 0 and as w ~ 00 and 
peaks at w = lIT. 

the 'shot noise' of the standing current, dIs -q dw. If charge were not quan­
tized, q-70 and dIs -70. 

(9.21) 

We need a filter to limit the bandwidth. Otherwise we will have an infinite 
amount of noise since all frequencies are hypothesized to be equally probable. 
We assume a simple shaping network which cuts off linearly at low frequencies 
and falls as 11 w at high frequencies with a single 'shaping time', 'T. A schematic 
plot of Gf(w) as a function of w is given in Fig. 9.12. 

flw)= G[l + ~:'T?] (9.22) 

We define the transconductance, gm' to be the inverse of the base resistance 
of a hypothetical front end transistor in the amplifier. We assume a front end 
transistor with a base resistance characteristic of a forward biased diode. The 
relationship between standing emitter current IE and base resistance RB is one 
we have already seen in Eq. 9.9. 

(9.23) 

To set the scale for these quantities, we evaluate the coefficients numerically 
(at room temperature) 



194 9 Silicon detectors 

I(A)'Hz, 

(9.24) 

Clearly we are dealing with nA scale noise currents per unit frequency range. 
For example, with a 100 MHz frequency range, dw, at 1 rnA standing current, 
we have 126 nA shot noise - a level which becomes uncomfortably close to the 
signal level, Eq. 9.19. 

We assume three sources of noise (Fig. 9.11): the thermal noise in the source 
resistor Rs' shot noise due to the standing front end emitter current IE' 

(amplifier) and thermal noise in the base resistor RB. These noise currents flow 
into the source capacitance Cs' and by assumption not into source resistance 
Rs' because the source resistance is assumed to be much greater than the 
impedance, ~ II w Cs of the source capacitor at the relevant peaking frequen­
cies, w~ lIT. Note that 1= CdVldt = Ciw V means that the capacitor impedence 
Zc is equal to = VII = lIiwC. 

These assumptions lead to an expression for the total square summed input 
noise voltage V2• Since the noise sources are statistically independent we add 
them in quadrature (see Appendix J). The first two terms go as V2~ 1Iw2 while 
the last goes as V2 ~ const. The source capacity is important at low frequencies. 

dV2 = dliZ~s + dl~ Z~s + dliR~ 

(9.25) 

9.6 Filtering and the 'equivalent noise charge' 

The noise voltages are referred to the amplifier input. They go through the 
amplifier and through the output low and high pass filter network, few), to 
produce a mean square voltage at the output terminals, (0). 

(0)= i oo1fiw)12 (dV2Idw)dw 

= G2[(kT + qIB) TIC; + ~)] 
2Rs 4 2gmT 

(9.26) 

Note that without the shaping network this integral would diverge. The noise 
going into Cs diverges at low frequencies because the Cs impedance diverges. 
In comparison, the base thermal noise needs to be cut off at high frequencies. 
Thus (0) has terms that go as T and as liT. 



9.6 Filtering and the 'equivalent noise charge' 195 

For the signal charge itself, qs' there is an optimized output from the filter if 
the frequency distribution of the source is well matched to the shaping time, w 

~ 1/1', of the filter. 

input qs ~(qsGICs)/e= V, at w~ lit at the output (9.27) 

In Eq. 9.27 and below e is the base of the natural log not the electronic charge 
which we have defined to be q in this chapter in order to avoid confusion. 

The behavior of the signal allows us to define an equivalent noise charge, 
ENC, referred to the input, since qs appears on Cs' 

(9.28) 

The ENC is the noise charge that occurs due to the noise sources referred to 
the input with respect to the output signal that arises for optimal shaping, V ~ 
(qs GICse) ~G Vie. It is convenient to further define 'parallel' and 'series' equiv­
alent noise charges. Those noise charges are proportional to the square root of 
the shaping time l' (parallel) and liT (series). 

(9.29) 

Clearly, for low noise operation we want low temperature, large source resis­
tance (ideal current source) and small standing base current in order to mini­
mize the parallel noise. Similarly, we try to obtain small source capacity and 
small base resistance to reduce series noise. In addition, high speed operation 
argues for short shaping times, 1', but a compromise with enhanced series noise 
may be required, ENCS -1/0. Short shaping time implies a large bandwidth, 
Ilw which inevitably puts more noise into the system. We should then, if pos­
sible, operate at reduced temperature because thermal noise in the resistors is 
reduced. 

A plot of the noise as a function of source capacitance for typical 
preamplifier parameters is shown in Fig. 9.13. You can see the existence of a 
'parallel' part of the equivalent noise which is independent of source capaci­
tance and a 'series' part which becomes important at large source capacitance 
and which increases linearly as Cs' Clearly, we try to minimize the capacitance 
of the source because it causes noise. For example, long silicon strips are 
economically desirable, but we may incur too high a penalty due to increased 
source capacitance if high speed (small 1') operation is planned. 
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Fig. 9.13. Noi e in RMS electron referred to the input a . a function of ource capac­
itance for typical preamplifier parameters. The linear dependence for serie noise dom­
inance is evident for> 100 pF capacity. (From Ref. 9.1 I , with penni ion .) 

9.7 Front end transistor noise 

So far we have neglected the transistor as an active element and as a noise 
source. For front end transistors, the equivalent noise voltage referred to the 
input, en (see Fig. 9.11), is often quoted in the manufacturer's specification. For 
a typical transistor, en ~ 1 n V/YHz, and a series noise charge can be defined. 

(9.30) 

As an example, a source capacitance of 25 pF using a 25 ns shaping time yields 
a front end transistor noise of 1000 electrons, to be compared to a silicon signal 
of 31 000 electrons. 

The plot of the ENC in rms electrons for various types of front end transis­
tors is shown as a function of shaping time in Fig. 9.14 for a 10 pF source 
capacitance es' For short shaping times the expected 1/0 behavior is 
observed. At the point, 7'~ 10 ns, we find ENC~800 electrons or en ~ 1.3 
nV/\!HZ for bipolar transistors. For high speed applications bipolar transis­
tors are favored (GaAs if money is no object), while for slower operationjunc­
tion FETs are the best choice. Clearly, the devil is in the details. 



9.8 Total noise charge 

ENe, rms electrons, co: 10 pF 

Microwave 
bipolar transistor 

1 
1IIfi 

102 

OL.....:-.J........L.J...U~~.....I....JL...l.L1.lll...:--L...J.....l...LU..L.J 

10-2 10' 

197 

Fig. 9.14. Equivalent noise charge in rms electrons as a function of shaping time T 

for a 10 pF source capacitance and a variety of front end transistors. (From Ref. 9.12, 
with permission.) 

Can transistors improve dramatically? Well, it is often remarked upon that 
the speed of computer chips doubles every year and this is quoted as a'rule'. 
However, all rules only work in limited regions of the parameters. The speed of 
a transistor is determined by the 'feature size'. That size is currently of the 
order of 1 fJ-m or 10000 atoms. If the trend toward shrinking feature size were 
to continue for 7 years, the size would go to 0.01 fJ-m or 100 atoms. At that size 
quantum effects are crucial and the extrapolation collapses. 

9.8 Total noise charge 

As a numerical example, assume a source charge of 5.1 fC which is appropri­
ate to a silicon detector. Use a transconductance, gm' of 25 0 - 1• Pick a source 
capacitance of 30 pF which is not unreasonable for the leads and connections 
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of a typical silicon strip detector. Use a IOns shaping time, T, which, given the 
intrinsic speed of the silicon detector, would be a match to TD and would not 
compromise the silicon high rate performance. 

We find a series noise charge of 1125 electrons with this source capacitance. 
For a source resistance of 1 Mf1 and a base current of 1 rnA the parallel equiv­
alent noise charge is 825 electrons, which means a total signal to noise, folding 
the series and parallel noise in quadrature, of 23. That value of SIN is typical 
of those achieved in high quality silicon systems. Clearly, the SIN value must 
be made to be » 1 if we are to operate efficiently and simultaneously run with 
low accidental counting rates (see Chapter 2). 

EN CS - 1125 electrons 

ENCP-825 electrons 
(9.31) 

Front end noise=(enC)IVT~800 e 

These noise considerations are not simply an academic exercise. They are 
symbols for what appears on your scope trace. For example, the noise due to 
source capacitance, Cs' is evident in Fig. 8.4. In Fig. 9.15 are shown oscillo­
scope traces in the case of a wire chamber. We see the raw pulses which have a 
short rise time (5 nsldivision trace) due to the pulse formation time, To' which 
we evaluated to be a few ns (Chapter 8). The pulses have a long lit tail, as we 
mentioned in Chapter 8, which can be electronically cancelled as shown in Figs. 
9 .15b and 9 .15c. We see that pulse shaping does indeed achieve a shorter pulse. 
However, the 'base line', which is the signal to noise is becoming worse. The 
equivalent noise charge basically tells us what the level of 'hash' is on the base 
line of our scope trace. It is that level of 'hash' which defines the possible lower 
levels for pulse discrimination, VT (Chapter 2). 

In Fig. 9.16 there is a photograph of some Applications Specific Integrated 
Circuit chips, or 'ASICs', which are mounted directly on a detector. We can see 
that the level of technology which is used in such applications is rather high. 
The electronics is mounted very close to the detector in order to minimize 
electromagnetic noise pickup as an additional noise source and also in order to 
minimize the source (leads) capacity. We are constantly attempting to hold 
down the sources of noise. These tight requirements are an example of the fact 
that detector design is something of an artform. 
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(a) (b) 

(d) 

Fig. 9.15. Oscilloscope traces for a wire chamber: (a) raw pulses, (b) tail cancelled, (c) 
pole/zero cancelled, (d) impulse response. Note that the width of the baseline is a direct 
measure of the ENe for the system. (From Ref. 9.5, with permission .) 

9.9 Hybrid silicon devices 

Recently 'hybrid photodetectors' have become comm~rcially available. These 
devices combine aspects of photomultipliers and silicon devices which open up 
new applications. An example is the hybrid photodiode which has a photo­
cathode in a vacuum vessel along with a silicon diode. The photocathode, held 
at ~ 10 kV, emits photoelectrons which are accelerated across a small gap, 
~ 1 mm, in a short, < 1 ns, transit time and strike the diode. The released charge, 
G~ 10000/3.6 = 2778 electrons per photoelectron, is collected rapidly by the 
diode. Thus the device acts like a compact, fast photomultiplier tube with gain 
~ 2800. In addition, the device can work in magnetic fields up to 5 T if the E 
and B axes are aligned, since then the path is a helix with axis along the E direc­
tion and with small radius of curvature (see Appendix G). Finally, the silicon 
diode can be cut into many independent devices, allowing for operation with 
multiple channels per device making for low cost per channel. These devices 
are to be used in the next generation of high energy physics experiments. 
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Fig. 9.16. Photograph of integrated electronics for detectors. (Photo - Fermilab.) 

Exercises 

1. Explicitly work out the RMS for a uniformly illuminated strip of pitch P. 
What is the rms error using strips 25 fJ..m wide? 

2. Show by performing the integration that an exponential hape smeared by 
a Gaussian retains the shape but with a factor exp[( o/T)2/2]. Draw a picture 
of what the symbol mean in order to justify this factor. 

3. U e the V,J relation hip for a diode Eq. 9.9, to show that dlldV - I(q/k1) 
for large forward bias voltages. Evaluate the effective forward biased resis­
tance at a standing current of 10 mAo 

4. Show that the voltage ju t at depletion (MKS) can be expressed as VD = 

27r(lIjJ.pe)cP. For a .diode with 300 fJ..m depth, and a resistivity p= 10 kD 
em, find the voltage at depletion. 

5. For a diode driven well over depletion, a field 10 kV/cm can be attained. 
Find the drift velocity and signal collection time for the holes under these 
conditions (assuming a uniform field) if the drift distance is 300 fJ..m. 

6. Consider the charge sensitive amplifier shown in Fig. 9.10. Suppose the 
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source charge is 5 fC. For a source capacitance of 10 pF and a feedback 
capacitor of 1 pF what gain, G, is needed at all frequencies < 1/T-100 
MHz so that source capacitance does not affect the feedback. What is the 
output voltage caused by the signal charge? 

7. For a bandwidth of 100 MHz=dwhr evaluate the thermal noise current 
caused by a 1 kD resistor. Do the same for the shot noise current due to a 
10 IJ-A standing current. 

8. For the case of shot noise, use Eq. 9.22 and Eq. 9.25 to explicitly perform 
the integration indicated by the final result, Eq. 9.26. Look at the limit of 
large shaping time and confirm that the noise contribution diverges at low 
frequencies without the shaping filter. 

9. Find the ENC in electron units for standing current of 10 IJ-A if a 20 ns 
shaping time is used in the filter network. 

10. Find the ENC in electron units for a source resistor of 1 MD if a 20 ns 
shaping time is used. 
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Part III 

Destructive measurements 

Having examined, in Chapters 2 through 9, the categories of particle detection 
where the energy lost by incident charged tracks is minuscule, we now turn to 
detection where the lost energy is a significant fraction of the kinetic energy 
that is carried by the incident particle. The exploration begins in Chapter 10 
with considerations of the radiation of photons. Radiative processes occur at 
all energies, but tend to dominate at the highest energies since radiation is 
relativistically enhanced. 

The applications of destructive readout are looked at in Chapters 11 and 
12. First, in Chapter 11, we look at the total absorption of the energy of par­
ticles whose interactions are dominated by electromagnetic processes (elec­
trons, photons). The 'shower' in the detecting medium is driven by electron 
Bremmstrahlung and photon pair production. Second, in Chapter 12, we 
look at the total absorption of the energy of strongly interacting or hadronic 
particles. Note that, for neutral hadronic particles, e.g. KL or n, there is no 
ionization deposit nor is there a force exerted by E and B fields. Thus, total 
energy absorption is the measurement of choice. Therefore, this detection 
technique is of major importance for designers of general purpose detectors 
where the goal is to detect all emitted particles, (see Fig. 1.1) both charged and 
neutral. 

Part IlIA 

Radiation 

The emission of radiation by a charged particle is a fundamental process. An 
isolated free particle cannot radiate and conserve energy and momentum (see 
Chapter 3). Therefore, since another electromagnetic vertex, which reduces the 
rate by a factor of a, is needed to soak up energy (see Chapter 6, Fig. 6.10), the 
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emission of radiation dominates all other processes only at high energy, E> E 
c 

(critical energy). 
Radiation is often used to provide a signal in particle detectors. Low energy 

photons are detected by observing the electron recoil energies in y-e elastic 
scattering (Compton scattering). High energy electrons which are accelerated 
emit radiation (Bremsstrahlung). The probability to emit radiation is typically 
enhanced by a power of ywith respect to non-relativistic considerations. Hence 
high energy processes are often dominated by radiation. The processes that are 
needed to understand particle detectors are explored in Chapter 10. 
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Radiation and photon scattering 

My candle burns at both ends; it will not last the night; but ah, . . . 
it gives a lovely light 

Edna St. Vincent Millay 

Many aspects of radiation and photon scattering are used in particle detectors. 
The attempt is made in this chapter to 'derive' the relevant formulae. In order 
to describe the processes, dipole radiation is first 'derived' using the static solu­
tions and dimensional scaling. Thomson scattering is the first application and 
it is then extended to higher energies. The kinematics at high energies 
(Compton scattering) is derived. Relativistic four dimensional velocity, 
acceleration, and momentum are invoked to extend dipole radiation into 
the relativistic regime. The kinematics of photon emission and the virtual 
photon frequency spectrum lead to the concept of radiation length and 
Bremsstrahlung/pair production. These latter two processes are the engines 
that drive EM 'showers' and thus are at the heart of EM calorimetry (see 
Chapter 11). 

10.1 Non-relativistic radiation 

As the first task in this chapter we will try to heuristically 'derive' the formula 
for non-relativistic radiation by making dimensional substitutions to the well 
known static solutions for a dipole in order to go from statics to dynamics. We 
deal only with the far zone, where an observation point, 0, is at a long distance 
from the dipole. The scale for 'long' is set by the distance of separation of the 
charges of the dipole, the source size. We ignore any higher order multipoles, 
since we assume kr ~ I. As we show in Fig. 10.1, the static field is transverse 
which leads to a sin () factor in E where () is the angle between the axis of the 
dipole and the vector from the source point to the observation point. 

The static dipole field falls as the cube of the distance between the source 
and the observation point. This leads to static solutions where the energy 
density falls off as the sixth power of the radius. Clearly, this can not be a radi­
ative solution. 

205 
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+ 

Fig. 10.1. Vector diagram in the far zone for plane waves, (E, B, k), caused by dipole 
acceleration. Static situation shown for comparison. 

We assume that for dipole radiation the electric and magnetic fields are trans­
verse. If the charge distribution is accelerated, with acceleration a, we make the 
dimensionless substitution, (arfc2), to the static dipole field. This substitution 
leads to an energy density, u, going as the inverse square of the radius, and a 
power, P, which is independent of radius, as required for a freely propagating 
radiative solution. The radiated power is proportional to the charge q squared 
(or the fine structure constant) and to the acceleration of the charge squared. 

E _ (q sin 0) [ar] 
r2 c2 

u - E - (qasin Of rc2)2 = energy density 

E-cr2E (10.1) 

dPfdD,= _l (qa sin 0)2 
- 47T c3 

This expression connects the radiated power and the acceleration a of the 
charge q. We can recast the expression for power in terms of the frequency w 
of the driving acceleration. We replace the static dipole b, E-qbfr3, by the 
dynamic displacement, d. 

b-7d, dipolemoment=D=2q[b+dsin wt] (10.2) 

There is a length scale related to the frequency w. We find that the electro­
magnetic dipole power goes as the fourth power of the frequency, w, and the 
square of the displacement (or alternatively the acceleration of the dipole). 
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The factor of 113 comes from the integration of the dipole angular distribu­
tion, Jsin28 dn~ 1/3(8'7T). Note that the ( ) means time averaged in Eq. 10.3, 
and the dot means time derivative. We use Eq. 10.1, making the replacement 
a-,;duI 

(E.) -'; [q2d2w4/ c3] 

(E.) = w4( 8D)2/3c3, 

=(D)2/3c3 (D 0= aD/a(2) 

(l0.3) 

Consider an example on the atomic scale. We can estimate the radiated 
power for an electron and proton oscillating at a frequency corresponding to a 
visible wavelength of A = 3000 A. The e-p separation, d, is taken to be an 
atomic size scale, ~ 1 A, which leads to (E.) = 0.1 n W It only takes ~ 10 ns to 
radiate the~ lOeV binding energy Eo' leaving the atom collapsed to zero size. 
Indeed, the stability of atoms was a mystery for classical physics. 

10.2 Thomson scattering 

Having 'derived' the radiated power, we can now consider the problem of 
charges accelerated by incident radiation. Thomson scattering is the non-rela­
tivistic scattering of incident photons by electrons of mass m, charge e. The 
incident photon energy flux is the energy crossing unit area in unit time and is 
given by the Poynting vector, S. Since the plane wave electric and magnetic 
fields are perpendicular to each other and to the wave vector, k, the time aver­
aged flux is simply proportional to the amplitude Eo of the electric field 
squared. (Note that the time average of (sin wt)2 which is~( IEI)2 is 1/2.) 

c 
S = 4'7T (E X B), (CGS) 

(lSi) = 8:IEo12 

The angular distribution of the radiated power follows from Eq. 10.1. 

dP e2 

-=- = --laI2sin28 
dD 4'7Tc3 

a=eE/ m 

(lOA) 

(l0.5) 

Note that 8 is the angle between the dipole vector or acceleration vector and 
the vector to the observation point as in Fig. 10.1. The Lorentz force, for non­
relativistic motion of the target, is just the incident electric force divided by the 
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target mass. Note that we ignore the proton charges as sources of power 
because they are too heavy to attain significant acceleration. 

The cross section (Chapter 1) is defined to be the probability of scattering 
per unit incident flux. We first derive the scattering cross section in its 
differential form. Integrating, we then find the total cross section for the scat­
tering of incident photons by electrons in subsequent non-relativistic motion. 
We average over initial photon polarizations assuming the incoming photons 
are unpolarized. This is historically called the Thomson cross section, O"T (not 
to be confused with the total cross section). 

~;; = (e2Imc2)2sin20=(dEldD)/(ls/) 

8 'IT 
O"T= } (aX)2 

(10.6) 

Note that the cross section is proportional to the square of the product of a 
and the Compton wavelength of the target. The Compton wavelength of the 
electron is 0.004 A (Table 1.1). The Thomson cross section is 0.665 barns. Note 
that, as seen in Fig. 1.10, at low energies the photoelectric effect (see Chapter 
2) dominates while at higher energies Thomson/Compton scattering with 
0" ~ ZO"T ~ lOb is important. 

It is instructive to manipulate the formula for the cross section and to put it 
in terms of the geometric cross section, which we discussed in Chapter 1. To do 
that we use the Bohr radius, Qo' which we know is roughly the atomic size. 

8 
a: =- ['lTQ2]a4 

T 3 0 

Qo=Xla (Chapter 1) 

a: I'lTQ 2~a4~10-8 
T 0 

(l0.7) 

What we observe is that the Thomson cross section is reduced by the fourth 
power of a with respect to the geometric cross section. In Chapter 1 we saw 
that the atomic geometric cross section was roughly 108 barns, so that estimat­
ing a as 11100 we expect about a 1 barn cross section for O"r Numerically, low 
energy photons incident on a liquid hydrogen experimental target would have 
a Thomson mean free path of(L)~0.35 cm. 

It is traditional to cast the Thomson cross section in terms of the geometric 
cross section of a fictitious 'electron size' defined by the classical self-energy 
or the classical electron radius (see Table 1.1). Since at our present level of 
understanding electrons behave as point particles down to a length scale of 
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10-16 cm, we will simply omit this standard treatment as somewhat mis­
leading. Interested readers are referred to the literature given in the refer­
ences. 

10.3 Thomson scattering off objects with structure 

At this point we would like to extend the discussion of Thomson scattering to 
the case of a target with some internal structure. We briefly formulate non-rel­
ativistic scattering theory and look at the radial solution for a spherically sym­
metric potential (see Appendix B for slightly more detail). The radial 
Schroedinger equation in this situation is given below. The Y'pare the spherical 
harmonic solutions that arise in central force problems as the solution of the 
angular equations. 

u=Rr, R=radial wave function, 1JI'~ RY''' e 

d
2
u +[p_ V(r)- e(e + 1)]u=O 

dr2 r2 

(10.8) 

We identify the terms of the differential equation as the radial kinetic energy, 
the potential energy, the centrifugal potential and the total energy, which is 
proportional to k2• Near the origin (see Appendix B) 11fIi2~r2f so that only.e = 

o (S wave) states are non -zero at r = O. 

(10.9) 

Let us now consider the scattering of an incoming wave by a square well of 
radius a and of depth VO' The outgoing scattered solutions are found by 
applying boundary conditions requiring the continuity of interior (r<a) and 
exterior (r>a) solutions and first derivatives. (See Appendix R) In the 
simplified case where ka ~ 1, we have S wave dominance of the phase shifts 
(Chapter 1). 

De~(ka)2e+l=partial wave shift 

Do~-ka~De 
(10.10) 

U sing the results of Chapter 1, we find that the total cross section is simply pro­
portional to 71112 • 

4'TT. 2s;, 
(T~-sm u 

k2 0 
(see Chapter 1) 

(10.11) 
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Let us now try to generalize the situation. In the limit where the depth of the 
well, V, becomes small, the solution is the Mie- Debye-Rayleigh law o 
(Appendix B). 

p + Vo = K2 (interior solution K) 

8
0
=-ka[l- tani:a)] __ ka[(K;)2] 

O'--74'ITa2[(ka)2/3]2, K - k 
(10.12) 

O'RA - a61 A 4 - a2(al A)\ O'RAI'lTa2 - (al A)4 - (ka)4 

The previous result is modified by a factor (ka)4. This factor can be considered 
to be the 'form factor' which describes the non-pointlike behavior of the target 
scattering center. 

For example, if visible light, A - 5000 A, is incident on a typical atom, a-I 
A, the suppression factor, ka, in the Rayleigh cross section is enormous. 
Rayleigh scattering is something which is evident to us every day as we look up 
at the sky and ask, 'If the sun is yellow then why is the sky blue?'. The answer 
is that the Rayleigh scattering of the sun's light in the atmosphere is very depen­
dent on the wavelength of the incident light. The atmosphere preferentially 
scatters short wavelength light (blue) into our eyes. This phenomenon also tells 
us why the setting sun reddens. As more atmosphere is traversed by the sun­
light, the shorter wavelengths have an increased relative chance to be scattered. 

10.4 Relativistic photon scattering 

At higher energies, where relativistic effects come into play, the Thomson 
formula, is no longer valid. One of the contributing Feynman diagrams for 
high energy elastic scattering is given in Fig. 10.2. We can count powers of e in 
the amplitude and conclude that it goes like a. The cross section will then go 
as a2• There are now two scales of energy, the center of mass energy, \IS, and 
the target mass, m. Thus a cross section going like a2ls is possible. 

The high energy cross section, called the Klein- Nishina cross section, O'KN' 

is proportional to the Thomson cross section, O'T' but with a multiplicative 
factor which at high energies is the dimensionless ratio of the target electron 
mass, m, to \IS squared. Thus at high energies, \IS > me' the elastic cross 
section in Fig. 1.10 falls with energy. There are also logarithmic factors which 
are simply indicated in parenthesis. 

(10.13) 
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Fig. 10.2. Feynman diagram for photon scattering off electrons. 

As another example, the e+ e- -7 f.L + f.L - cross section, (J'ff> also goes as a 2ls. 

41Ta2 87 nb 
(J' =--= 1 nb=1O- 33 cm2 

ee 3s [s(Gey2)]' 
(10.14) 

For example, at a 1 GeY center of mass energy, the cross section is 87 nb. An 
electron incident on a liquid hydrogen target would then have a 2900 km mean 
free path to make muon pairs by this process. This value for (L) is much larger 
than that for photon Thomson scattering. The fall of the elastic photon-elec­
tron cross section with increasing energy is visible as the behavior of (Tcoherent + 
(J'incoherent in Chapter 1. 

10.5 Compton scattering 

Having looked at non-relativistic elastic scattering, we now consider the 
kinematics of the fully relativistic case. To this point in the discussion we have 
assumed that the frequency of the incoming photons is unchanged in the scat­
tering, e.g. Thomson scattering. This is the principle which allows for clear 
radio transmission, since reflection in this case will not cause frequency shifts. 
However, the constancy of frequency is no longer valid at high energies. The 
quantitative scale for what we mean by high energy is set by the mass of the 
targets, or by the 'Compton wavelength' of the electrons which scatter the inci­
dent radiation. 

The kinematic definitions for the scattering of photons of frequency Wo off 
a particle of mass m are given in Fig. 10.3. As hypothesized by Einstein, we 
consider the photon to be a particle. We find the quoted relation by squaring 
the two equations, for energy and momentum conservation, Eq. 10.15, and 
subtracting them (see Appendix A). 

wo+m=s+w 
(10.15) 
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c.P 

Fig. 10.3. Kinematic definitions for photon scattering off a particle of mass m. 

The incident photon, frequency wo' strikes the target which is at rest in the lab­
oratory frame. This causes the target to recoil with energy 8 after scattering the 
photon into final energy w. We know that energy conservation requires a 
decrease in the energy of the photon, which means an increase of the wave­
length. The scale for the increase is set by the Compton wavelength of the elec­
tron, X. 

(1 1) 1 - - - = - (1 - cosO) 
w Wo m (10.16) 

A - Ao = 21TX(l- cosO) 

Since the wavelength of radio waves is meters and the Compton wavelength of 
the electron is - 10- 13 m, the frequency shift can be ignored in radio transmis­
sion. However, at incoming photon energies which are comparable to the rest 
energy of the electron, 0.511 MeV, (Table 1.1) the frequency shift becomes a 
large fraction of the incident energy and can no longer be ignored. The dynam­
ics also contributes to the observability of the frequency shift. As seen in Fig. 
10.4, one of the Feynman diagrams for Compton scattering has an exchanged 
electron. Since the 'virtual' electron would like to be as 'real' as possible, i.e. 
have small momentum transfer, the outgoing electron will take .offmost of the 
energy of the incident photon. Therefore, the dynamics leads to fast forward 
electrons, or large energy loss of the photons. 

In dealing with photon radioactive sources (see Table 6.1) the appearance of 
the almost full incident photon energy 'Compton peak' recoil electron is an 
everyday experience. The kinematic limit for back-scattering, (l/w-l/w) = 

21m, is that the maximum e energy, or 'Compton edge', is T max = cmax -m = 
wo[l-ml(m+2wo)]-7wo if wo » m. 

The exact angular distribution is quoted in Appendix A. Part of the forward 
peaked nature of the distribution is purely kinematic due to the transformation 
of eM solid angle, dn*, to lab solid angle dn. 
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Fig. 10.4. Feynman diagram for Compton scattering. Electron exchange leads to fast 
forward electrons. 

d[l = d[l*(p* / p)2 ~ d[l* (worn) 
2w2 

(1O.l7) 

The angular distribution at several values of Wo is shown in Fig. 10.5. Note the 
forward peaking at high energies. 

Some of the actual data taken by Compton showing the appearance of the 
primary photon energy and the scattered photon energy is shown in Fig. 10.6. 
Of course, this was also historically one of the first experiments which showed 
the particle nature of light. Referring to Eq. 10.16, we have LU= 2'ITX at ()= 90°. 
Since \ = 0.0038 A we expect a shift in wavelength of ~ 0.024 A which, Fig. 
10.6, is exactly what was observed. 

10.6 Relativistic acceleration 

The fundamental formula for non-relativistic radiation is given in Eq. 10.1. 
Since acceleration is not a Lorentz invariant, this is not a formulation which is 
easily generalized to the relativistic case. Recall that in special relativity the 
normal three dimensional vector equations of classical physics are generalized 
to four dimensions. For example, the position of an event in space and time is 
labeled by a position vector, xll-, which includes both the spatial position, x, and 
time, ct, in units of distance. 

xll-=(X, ct) (10.l8) 

The relativistic velocity, UIl-, is the proper time derivative of the position. 

UIl-= dXIl-/d(s/c) 

= '}'(v, c) 
(1O.l9) 
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Fig. 10.5. Angular distribution shown as (x, y) contour for Compton scattering at 
several different incident photon energies, Wo = 0.01 MeV (-- ), 0.1 MeV (_._.) and 
1.0 MeV (- .. ). 

The proper time, ds, is the relativistically invariant 'distance' between two 
events. The factor of y (see Appendix A) that appears is near to 1 at low veloc­
ities, /3---'tO, and increases without limit as the velocity approaches that of light, 

/3---'tl. 

ds2 = dx dx IL = dx2 - (Cdt)2 = (cdtly)2 IL 

y=lIVf=732, 13 = vic 
(10.20) 

The relativistic momentum plL is the mass measured with the particle at rest, the 
rest mass, m, times the relativistic velocity. The particle energy is e and the 
momentum is p. 

pl-'=mUIL= (p, elc) 

= ym(v, c) 

v=dxldt 

p = yl3mc = l3elc 

(10.21) 
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Fig. 10.6. Data taken by Compton showing Ole appearance of the scattered photon 
at higher waveJengtll (lower energy) for differenl scattering angles. The shift in A 
increases witb catlering angle, as expected. (From Ref. 10.9 with permission.) 

The four dimensional generalization of acceleration, AIL, is the proper time 
derivative of the relativistic velocity. 

AIL= dUIL/d(s/c) 

d 
= ldt[ '}'\V, c)] 

dy 
dt = 1"(13' a), a = dv/dt 

(10.22) 
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AIL= y[a + yJ}(J}. a), y(J}. a)] 

Using Eq. 10.1, we can then use the relativistic acceleration to form a Lorentz 
invariant by contracting the acceleration with itself to get the square of the 
'length' of the acceleration. 

2 e2 

P=- - A AIL 
- 3 c3 IL 

(10.23) 

Note the dependence of the radiated power on a high power of the relativistic 
y factor. This enhanced radiation is a very important consequence of relativ­
ity. For example, the muon and electron have identical electromagnetic inter­
actions. However, the muon is - 200 times heavier. Thus, electrons radiate 
much more power than muons if they are prepared to have the same energy, 
since y=Elmc2• 

10.7 Circular and linear acceleration 

Let us look at the special case of circular motion. In that case the three dimen­
sional velocity v is perpendicular to the three dimensional acceleration a which 
leads us to a total radiated power which goes as the fourth power of y. The 
power radiated is y4larger than the non-relativistic case, Eq.lO.1. 

2 e2 

(P) = - - ~Alal2 
- eire 3 c3 r (10.24) 

In looking at the special case of linear acceleration it is convenient to for­
mulate the power in terms of the proper time rate of change of the four dimen­
sional momentum. We can then use the relationship between proper time, ds, 
and coordinate time, dt, and the relationships between momentum and energy 
given above to formulate the radiated power in terms of the energy actually 
supplied by external forces. In making that substitution we note that in going 
a linear distance dx in time interval dt the particle instantaneously has velocity 
f3 since all these quantities are defined by clocks and rulers set up in the labo­
ratory reference frame. 

AIL=(:) ![e(J}, 1)], dx=f3cdt 

(10.25) 
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Thus, in the case of linear acceleration the radiated power is simply related to 
the energy supplied by the external forces per unit length. This fact has 
immense practical implications in that circular colliders, such as e+e- storage 
rings, pay an enormous power penalty as y increases. Therefore, current elec­
tron accelerator research is in the area of linear colliders where we need not pay 
that added radiative power bill. This factor first became important in the design 
of the Stanford Linear Accelerator Center, SLAC, which is a linear machine 
and is the pioneer in the study of linear acceleration and linear colliders. Note, 
however, that in terms of three dimensional acceleration, Eq. 10.23, (E)UN= 
2/3(e2/c3)laI2y;, with acceleration measured by lab clocks and rulers. 

10.8 Angular distribution 

The non-relativistic dipole radiation pattern is strongly altered in the highly 
relativistic case. However, the details are quite technical and will not be dis­
cussed here. Suffice it to say that much of the basic physics can be extracted by 
looking at a photon emitted by a charge with velocity {3. In the rest frame of 
the charge the photon has energy 8* and polar angle 0*. In the laboratory 
frame the factor relating 8 and 8* is, by Lorentz transformation, 8 = y(8* ­
{3p*cosO*) = Y8*(1- {3cosO*) since photons have 8 = P or v = c, in all reference 
frames. This factor, (1 - {3cosO), appears in the angular distributions as, for 
example, Eq.IO.17. In the limit {3~ I we use the approximations 

{3== 1- 8{3 

{32=. 1-28{3 

I 
- =.28{3 
y2 

=.2(1- f3) 

(10.26) 

We have previously used these approximations in Chapter 3 for the discussion 
of Cerenkov radiation. 

If this factor alone determined the angular distribution, the characteristic 
angle for emission of radiation is lIy (see the discussion on TRD, Chapter 4). 
This same factor can be found by looking at an isotropic emission distribution, 
in the CM frame, and boosting it to a rapidly moving frame, O~ P"VPII~ 

8*/Y8*(1- {3*cosO*), (O)~ lIy. This is called the 'searchlight effect' in special 
relativity. 
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Fig. 10.7. Dipole angular distribution as (XII' YT ) contours for the case of linear 
acceleration, showing the tipping forward due to the 'searchlight' effect, for /3=0.01 
(-) and = 0.3 (--"'). The growth in the radiated power, E- -/" is evident. 

1 - {3cose~ 1 - (3(1- &/2) 

~! (~+ &) 
2 y2 

(10.27) 

(e)~ 1/y 

This factor appeared already in our discussion of transition radiation detec­
tors in Chapter 4 as a factor in the vacuum phase angle. 

In general the angular distribution i ugly and complex. In the special ca e 
of linear acceleration we find the dipole radiation pattern thrown forward by 
the eaJchlight effect. The angular distribution is hown in Fig. 10.7 for various 
values of {3. The searchlight effect is very obvious. The general linear motion 
result approaches, for non-relativi tic motion, {3~O, the dipole result: 
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dI(w)ldw 

O"Y 

~--------------~--------~~~ w 

Fig. 10.8. Schematic representation of the frequency distribution of the intensity for 
circular motion. 

d£'LIN1dD= aa2/4'lTc3[sin20/(l- fjcoSO) 5] 

d£.LIN1dD--7 aa2/4'lTc3(sin20) 

10.9 Synchrotron radiation 

(10.28) 

Let us now turn to the special case of circular motion. We have already learned 
that the power radiated in circular motion with respect to the non-relativistic 
case is increased by a factor of 'I. We have also learned that in general there is 
a searchlight effect which throws the radiation forward into a cone of typical 
angular size lIy. Now we would like to look at the frequency spectrum of the 
radiated photons since we know already from the Compton effect that the radi­
ated frequency, w, need not be the same as the frequency of the driving 
acceleration, woo 

We simply assert that the relativistic effect is to stretch the emitted frequency 
w by a factor - y beyond woo The circular radius is a and fj refers to the circu­
lar velocity. 

Wo - cfjla 

w _.3w c r 0 

= 3ycl2a 

(10.29) 

A rough schematic representation of the frequency distribution of the inten­
sity of radiation is shown in Fig. 10.8. The quantity dI(w)ldw is the intensity as 
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Fig. 10.9. Frequency distribution for synchrotron radiation where y is w/wc' (From 
Ref. 1.1.) 

a function of frequency defined to be the radiated energy crossing unit area per 
unit frequency. The radiative energy loss per revolution, I1E, is simply the radi­
ated power, E, times the period of revolution. The power is proportional to the 
characteristic frequency, we' which has a y factor, times another power of 'Y. 
Very roughly we can think of synchrotron radiation, or radiation emitted in 
relativistic circular motion, as the radiation per turn of CI''Y photons with ener­
gies up to hwe. Hence, in every turn we lose energy I1E which goes as 1. 

I1E=(2;)E 

_(4; CI''Y)(YWo)-1 
(10.30) 

-[d/(w)/dw]l1w, where I1w-wc 

An exact calculation of the intensity of radiation is shown in Fig. 10.9. The 
sharp fall off in emitted frequencies above the characteristic frequency we sur­
vives as a feature of the exact calculation, as does the basically fiat spectrum 
below wc' 

Synchrotron emission is very important in certain application. A repre­
sentation of the emission of synchrotron radiation by an electron spiraling in 
a magnetic field is shown in Fig. 10.10. The photon are emitted largely in the 
plane of the orbit. A contour plot of the radiation pattern in cil'cular motion 
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magnetic·field line 

electron 

Fig. 10.10. Schematic representation of the emission of synchrotron radiation by an 
electron spiraling in a magnetic field. 

is given in Fig. 10.11. The two plots are for classical and extremely relativistic 
synchrotron radiation. The 'searchlight' effect, O-l/y, is very evident in the 
case that y~ 1. 

10.10 Synchrotron applications 

There are now several facilities in existence which create synchrotron light for 
scientists who use it as a probe of the properties of materials. Examples in the 
United States are at Brookhaven National Laboratory, Argonne National 
Laboratory and Cornell University. A dedicated accelerator which magnet­
ically 'wiggles' electrons is used to provide the radiation. 

Synchrotron radiation can also be used for 'particle identification'. Consider 
a prepared beam of pions and electrons of the same momentum. If the beam 
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Fig. 10.11. The 'searchlight' effect in synchrotron radiation. The x-axis is along a. 
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Fig. 10.12. Feynman diagram for photon pair production in the field of a nucleus 
with atomic number Z. 

is bent in a magnet and forward produced x-ray energy photons are detected, 
their presence indicates electrons (large y) and not pions. Assume a 6 m beam 
line magnet with a field of 20 kG and a 200 Ge V incident beam. The radius of 
curvature (see Chapter 7) is, a = 300 m. Therefore, the 6 m magnet represents 
only flcp!27T = 0.003 of a revolution. The electrons in the beam will radiate ~ 24 
photons with energy Ii we ~ 53 MeV for a total energy loss of ~ 1.26 Ge V. Such 
photons are radiated almost straight ahead (see Fig. 10.10), while the charged 
beam is bent away by the magnetic field . Photons of this energy will make e+e­
pairs which are then detectable (see Chapter 1 and Fig. 10.12). 

As a practical matter the emission of radiation places a limit on the ease of 
operation of circular accelerators. For example, 1 Ge V electrons have a loss per 
turn in a 'circular orbit of radius 1 m of 90 keV. The driving frequency, wo' is of 
order 108/s. The yfactor is 2000, which means that the characteristic frequency, 
we' is of order of 1017/S. Since Ii is 6.6 X 10-16 (eV ' sec), Table 1.1, the energy of 
the photon is~2 keY, i.e. in the x-ray range. We have roughly 45 photons 
emitted per turn with energy 2.2 keY for a total energy loss per turn of 90 keV. 
Thus there is a substantial radiated power to be supplied by external energy 
sources. 

flE (keV) = 90[E(GeV)]4/a(m) 

liwc(keV) = 2.2[E(GeVW/a(m) 
(10.31) 

So far we have only talked about electrons, which is perfectly reasonable since 
they are the lightest stable charged particle, which implies that at a given energy 
they will have the largest y factor. However, recently, in designing high luminos­
ity multi-TeV proton-proton colliders, the effects of proton radiation are also 
beginning to become important. For example, a 20 Te V proton has a y factor 
of 20000. If the radius of such a machine is 10 km, scaling as in Eq. 10.30, we 
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find the same loss of roughly 90 keY per turn. Since this new generation of 
accelerators utilizes superconducting magnets, and since that the heat capacity 
of such magnets is low, the photon heat load due to proton synchrotron radia­
tion is indeed important and is a vital consideration in the design. The 
European High Energy Physics Center, CERN, is building a 7.5 +7.5 TeV pp 
collider (the LHC). Each beam loses 6.9 keY/turn with (nwc) ~45 eY. The heat 
load is 3.7 kW per beam at design beam current which must be removed from 
the cryogenic magnets. 

10.11 Photon emission kinematics 

Let us now turn to the photon emission probability and the kinematics of the 
radiation of a photon by a charged particle. We have already seen that radia­
tion requires acceleration. Thus, it is not possible for an isolated free particle 
to radiate as we proved in Chapter 3, where we showed that a particle which 
does radiate must have w = ckll{3. Since {3 < I and w = clkl for a real photon, this 
relation can not be satisfied. It is most nearly satisfied when k~kll or when the 
photons are emitted in the forward direction. 

Since the amplitude, A, in perturbation theory is proportional to the inverse 
of the energy difference between the initial and final unperturbed states, the 
largest amplitudes will have the smallest energy difference. The favored sce­
nario is, therefore, to have soft and colinear photon emission, 

(10.32) 

10.12 Photon frequency spectrum 

In order to quantify the expectation of soft emission, we estimate the intensity 
of photons for different frequencies. The energy density, u, is proportional to 
the square of the electric field. The impact parameter is b. The peak electric 
field of a non-relativistic charged particle seen at a transverse distance b is e/b2. 

The moving charge makes a pulse of field in time which therefore implies a fre­
quency spectrum. The characteristic frequency we is the inverse of the collision 
time at low velocities. The fall off of the field with distance means that there is 
a finite collision time which is t:.t~2b/v for non-relativistic collisions. (See 
Chapter 5.) 

The Fourier components of the field, [dE/dwf, are~ EM~2e/bv. The field in 
frequency space is fairly uniform for w < we = v/b = 1/ M. The total energy, U, is 
found by integrating the energy density, u, over all spatial volume. 

dU= J du= J f[dE/dwfdw2'ITb db 

= J[dU/dw] dw 
(10.33) 
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Ignoring the logarithmic details, we find a simple behavior for dU/dw by explic­
itly substituting for dE/dw. 

dU/dw=4a/[32[ln( )] (10.34) 

We identify the total field energy of the charged particle as the total photon 
number density N"y and the energy of the photon, hw. 

dU=hwdN"y (10.35) 

Therefore, the number of photons emitted per unit frequency due to the 
passage of a charged particle with velocity v goes as IIw which is a reflection 
of the fact that the emitted photons would 'like to be' soft, Eq. 10.32. 

dNiw) !:. (!)[In( )] 
dw [32 W 

(10.36) 

The implication of Eq. 10.36 is that the electromagnetic field of a moving 
charge can be represented as the frequency spectrum of its associated 'virtual 
photons' which is called the Weiss acker-Williams method of virtual quanta. 
We will ignore the modifications to the virtual photon spectrum due to relativ­
istic motion. 

10.13 Bremsstrahlung and pair production 

Now let us consider Bremsstrahlung and pair production. First the definition: 
Bremsstrahlung is the emission of photons by charged particles accelerated in 
the Coulomb field of a nucleus. The Feynman diagram for photon pair pro­
duction in the field of a nucleus of atomic number Z was given in Fig. 10.12 
while the topologically similar diagram for Bremsstrahlung by charged parti­
cles in the field of a nucleus is given in Fig. 10.13. Note that Fig. 10.13 is just 
the radiation of a photon by an electron with an additional interaction with 
the nuclear Coulomb field to satisfy energy-momentum conservation and thus 
allow the reaction to proceed. 

The energy distribution of the positron in photon pair production is shown 
in Fig. 10.14, for two photon energies. Clearly, the energy spectrum is roughly 
uniform from about zero to the maximum allowed energy. We can think of this 
shape as arising from the isotropic 'decay' of a 'virtual' photon of some non­
zero mass (> 2me) acquired by interaction with the nuclear Coulomb field. 
Isotropic 'decay' can easily be shown to yield a uniform secondary energy spec­
trum. (See Appendix A.) 

Clearly these diagrams are higher order in the coupling constants than the 
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Fig. 10.13. Feynman diagram for Bremsstrahlung in the field of a nucleus of atomic 
number Z. 
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Fig. 10.14. Kinetic energy spectrum of the po itron scaled to the maximum allowed 
energy for incident photon energies of 10 and 100 Me V. The spectra for nuclear charge 
Z screened by the atomic electrons and un screened are shown. (See references 10.10 
and 10.1 for a definition of the screening approximations.) 
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photon particle scattering with which we began this chapter. The idea is to now 
use what we have already learned and factorize the problem of radiation by a 
charged particle into distinct pieces. Consider high speed incident particles 
scattering off a nucleus. In the rest frame of those particles, the nucleus is inci­
dent at high velocity. It has Z protons of charge e. We view the electric field 
of the nucleus as a distribution of soft virtual photons described by the 
Weiss acker-Williams formula given in Eq. 10.36. Since the photons are soft, 
their wavelengths are larger than the size of the nucleus. Thus, the fields are 
coherent over the nucleus. By 'coherent' we mean that the phase of the field 
does not vary over the size of the nucleus. Therefore the quantum mechanical 
amplitude squared has a factor of (Ze)2 in adding up the Z individual ampli­
tudes which are in phase. 

The incoming nucleus is equivalent to a distribution of soft photons. They 
will Thomson scatter off the projectile. We have already derived the Thomson 
cross section, Eq. 10.6, and we know the Weiss acker-Williams distribution, Eq. 
10.36. We put them together to describe the Bremsstrahlung cross section, (TB' 
as the Thomson scattering, (TT' of the soft virtual photons, N.y' describing the 
coherent field of the nucleus off the projectile charge. 

d(TB ~ V dNYa: 
dw dw T 

(10.37) 
d(TB (Z 2a) 
- ~--(a~:)2[ln( )] 
dw w 

Therefore the Bremsstrahlung cross section as a function of frequency displays 
the coherent factor Va, and goes as lIw. There are also logarithmic factors 
which again we ignore. The cross section is (TB ~ [Va3/m2]ln(). Numerically (TB 
~ V[0.58 mb] which is larger than the typical hadronic cross section (see 
Chapter 1). 

10.14 The radiation length 

We integrate the Bremsstrahlung distribution over all frequencies and weight 
by the energy of the emitted photon to find the total emitted energy or total 
radiative energy loss, dE. 

dE~ LE(hW)( No~ dX)( ~ )dW (10.38) 

Cast in terms of a fractional energy loss per path length in g/cm2, p dx, the radi­
ative mean free path is just Xo' the radiation length. 
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Fig. 10.15. Plot of the radiation length Xo in g/cm2 as a function of the atomic 
number Z. The straight line has the functionality 1/Z for comparison. 

- - ==- , E(x) = E(O)e-PXIXo l(dE) 1 
E pdx Xo 

(10.39) 

Using Eq. 10.38, dE~(Z2a)(aXY(Nop dxIA)E, and the radiation length, Xo' is 

Xo- I = 13
6 (~o)(Z2a)(aX/[ln( )] 

~(ZIA)Z~Z 

(10.40) 

The radiation length, Xo is defined to be the mean free path for emitting 
Bremsstrahlung radiation. Note that the Compton wavelength refers to the 
wavelength of the projectile, Xp' --

We can re-express the Bremsstrahlung cross section in terms of the mean free 
path (Chapter 1). 

O"B == [AI(NopX)] 

Xo =(L) 
(10.41) 

A plot of the radiation length in g/cm2 as a function of the atomic number 
(data given in Table 1.2) is shown in Fig. 10.15. Roughly speaking the func­
tional dependence of Xo' expressed in glcm2, is to decrease as liZ. A reason­
able representation of the numerical value is, Xo (glcm2) = [180(AIZ)]/Z. This 
dependence has an immediate implication. We should use heavier materials in 
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order to shield against photons. For example, lead is a standard material used 
in such shielding applications. Photon sources are routinely housed in lead 
'pigs'. The radiation length of lead is 0.56 cm, so that the 'pigs' are fairly 
compact. 

The radiation length goes like the square of the mass of the projectile. Thus 
electrons will easily radiate whereas muons, which have the same coupling and 
are nearly 200 times heavier, will not tend to radiate, because it is acceleration 
which is important in radiation. Since the forces are the same on the electrons 
and muons (because they have the same charge), the difference is in the 
acceleration2 (since this is a radiative process) which explains the appearance 
of the square of the masses in Eq. 10.40. We return to the particle identification 
of muons in Chapter 13. 

For lead, Eq. 10.40 yields a rough estimate of 17 g/cm2 for the radiation 
length. Table 1.2 gives us the exact answer of 6.37 g/cm2 or 0.56 cm for lead and 
incident electrons. Scaling to the muon by the square of the mass, we estimate 
that the radiation length for muons on lead would be 236 m, which is certainly 
not a practical way to shield against muons. The only possibility is to let them 
ionize and 'range out'. 

10.15 Pair production by photons 

Comparing Figs. 10.12 and 10.13 we can see that photon pair conversion and 
Bremsstrahlung are very similar in terms of Feynman diagrams. In fact, the 
cross sections are almost equal. 

7 
O"pair = gO"B (10.42) 

The roughly energy independent cross section, O"B ~(z2a)(a;\/[ln( )], is 
responsible for the constant high energy photon cross section already displayed 
in Chapter 1. 

We can think of the nucleus as supplying a small 'virtual mass' to the photon, 
'm.,/ > 2me• The opening angle for the electron-positron pair in this process is 
roughly the electron mass divided by the electron energy. This is typical; masses 
or other basic physics quantities provide scales for the transverse momentum, 
whereas the only longitudinal energy scale in the problem is the incident energy, 
() ~m Is ~p Ip 

e e 'Y 1". ' 
The angles for photon conversion into pairs can thus be very small. Often 

the photon conversion is not even resolved into individual electrons and 
positrons (see Chapter 6). A photograph of a photon conversion in a bubble 
chamber is shown in Fig. 10.16. We can see, indeed, that the opening angle is 
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Fig. 10.16. Bubble chamber photograph showing photon conversion into a particle­
antiparticle pair. (From Ref. 10.11 , with permission.) 

initially rather small and is then increased due to the opposite sense of the rota­
tion of the momenta of the electron and positron in the magnetic field. 

In the next chapter on electromagnetic calorimetry we will describe an 
electromagnetic cascade. Basically an accelerated electron emits photons. 
Given sufficiently energetic photon they will pair produce electron and 
positrons which will in turn make more Bremsstrablung photons. This is 
clearly a runaway proces leading to a large number of electrons and photon 
of reduced energy. We expect then that an electromagnetic calorimeter which 
fully absorbs the particles might be-20 Xo deep or about 1 J em of lead. 
Glancing back at Chapter 1 we can see that when it become energetically pos-
ible for photons to make an electron- po itron pair, which means photons with 

energies above twice the electron re t rna. s or 1 MeV, the cross section for pair 
production rises rapidly. Pair production is more important for high Z ele­
ment · than low Z elements a hown by the comparison of carbon and lead 
shown in Fig. 1.10 and by Eq. 10.40. 

10.16 Pair production by charged particles 

A closely related pIoce i pair production by a charged particle. It may be 
thought of a Brem trah lung of a virtual photon which 'decays' into an e+e­
pair. rom a diagrammatic vjewpoint there is another vertex with respect to 
Brems tra hlung where 'Y~e+e- . We expect that the pair production crosS 
section is reduced by a factor a. However, integrating over the distribution of 
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the energies of the pairs, and comparing the two processes at the same value of 
y, the ratio of the photon energy to the incident energy, we find (in the high 
energy 'completely shielded' approximation): 

d(J"pai/dy _ ahr(1/i) 

d(J"Bldy lly (10.43) 

y = 'E'IE 
'Y 

Therefore, the pair production cross section is much larger at low y then 
the Bremsstrahlung cross section. This effect is sufficient to compensate for the 
power of a that is the cost of the additional /,-7e+e- vertex. For example, the 
integral of Eq. 10.43 for y > 5% is ((J"paj(J"B) = 1.24. Thus in Fig. 6.12 the energy 
loss in iron for pair production is comparable to that lost due to Bremsstrahlung. 

10.17 Strong and electromagnetic interaction probabilities 

The cross section for photons incident on nucleons at high energies approaches 
a constant as seen in Chapter 1. At high energies the main photon process is 
pair production. 

(J" - A 213 X2 
N P 

(J"B -(Za)2aX~ (10.44) 

A/Xo -(ZIA)/5.lA2/3 

It is interesting to note that the nuclear cross section, as we saw in Chapter 1, 
goes as A2/3 times the Compton wavelength of the proton squared. By compari­
son, the Bremsstrahlung cross section goes as z2 because of coherence. Since 
this is an electromagnetic process with three vertices, (Fig. 10.13), we pay the 
penalty of a factor a3• Even so, the electromagnetic Bremsstrahlung cross 
section is comparable to the nuclear cross section for A - 3 (lithium). A glance 
at Table 1.2 shows that for Be and heavier elements the characteristic length for 
radiation, (Xo)Be = 65.2 g/cm2 is less than the characteristic length for nuclear 
interaction, (A1)Be = 75.2 g/cm2. It is amusing that this particular electro­
magnetic process is stronger than the 'strong' interaction because of coherence 
effects. We will explain how the fact that Xo » \ for heavy elements is exploited 
to provide calorimetric 'particle identification' in Chapter 13. 

Exercises 

1. Suppose an electron falls freely with acceleration of g near the surface of 
the earth. What is the power (dipole) radiated? Is it significant? 
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2. Work out the problem of scattering off the well, with phase shift given in 
Eq. 10.12. Use Appendix B to get started. Match the wave function and 
the first derivative at r = a. 

3. Work out the details of the kinematics going from Eq. 10.15 to Eq. 10.16. 
Use Appendix A to get started. 

4. Show that the maximum Compton electron recoil energy is Tmax = wo[I -
ml(m + 2wo)]' For a 1 MeV photon incident, what is the ratio of Tma/wo? 

5. Use Eq. 10.17 and the expression for the minimum deflected photon 
energy to find the maximum ratio of CM and laboratory solid angles, 
d{lld{l* -(woml2w2). For a 1 MeV photon what is the ratio? 

6. Calculate the wavelength shift for angles of 45,90, and 135 degrees. Check 
Fig. 10.6 to show that the expected (I-cos 0) behavior is observed in the 
data. 

7. Show that ~~ = r((3' a), as quoted in Eq. 10.22. 

8. Explicitly work out the algebra connecting Eq. 10.22 and Eq. 10.23. 
9. Consider a 1 GeV electron in circular motion with a radius of 1 m. What 

is w? What is we = 3/2( rw) ? Using Table 1.1 for the Planck constant, 
confirm the numerical result quoted in Eq. 10.31. 

10. Consider isotropic emission of a photon in the CM frame. In the lab frame 
show that this implies a uniform distribution of energy in the lab frame for 
monochromatic CM photons (see Appendix A). What is the maximum 
laboratory energy of the photon? The minimum? 

11. Using the approximate expression in Eq. 10.36, integrate over frequency 
and ignore logarithmic factors. Show that the Bremsstqlhlung cross 
section in lithium is - 5.4 mb. Since the pp cross section is - 40 mb, the Z} 

vs A2/3 behavior of the cross sections implies dominance of EM over strong 
sections in heavy elements. 

12. Use Eq. 10.40 to estimate the radiation length for lead, ignoring logarith­
mic factors. Use Table 1.2 to check that the approximate result is in rea­
sonable agreement with the exact result. 

13. What is the physical size of a 20 radiation length absorber used to almost 
totally absorb a high energy electron if made of carbon, aluminum, iron, 
lead and air? 
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Part IIIB 

Energy measurements 

The energy of a particle can be destructively detected by initiating a series of 
reactions whereby the total particle kinetic energy is deposited in the detector. 
This technique is called calorimetry. The energy is locally deposited so that the 
particle position is measured to a degree of accuracy specified by the transverse 
fluctuations in the energy deposition. The particle energy is measured to a level 
of accuracy specified by the uniformity of the detector medium (the 'constant 
term') and the level of active sampling of the detector with respect to total 
volume (the 'stochastic term'). Thus, the calorimetric technique provides a 
measurement of p, as defined in Fig. I.l. However, particle identity is lost so 
that subsequent redundant measurements are not possible. 
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Electromagnetic calorimetry 

A hen is only an egg's way of making another egg. 
Samuel Butler 

It grows - it must grow; nothing can prevent it. 
Mark Twain 

In this chapter we will begin the discussion of calorimetry by looking at electro­
magnetic showers. The reason to begin with the electromagnetic processes 
is that they are somewhat better understood and better modeled than the 
strong interaction processes which we will study in the subsequent chapter. 
Calorimetry itself refers to the destructive detection of the energy of an inci­
dent particle. Its root comes from the Greek word for heat. The idea is to absorb 
all the energy in a detecting medium and by that means to record the energy of 
the incident particle. We can make redundant measurements of charged parti­
cle momenta by first tracking them in a magnetic field and then absorbing them 
in a calorimeter. This redundancy is often very useful in cleaning up the back­
grounds which are always present in the study of a rare process. Detection in a 
low mass medium allows for a measurement of the velocity (Chapters 2, 3, 4), 
momentum (Chapters 5, 6, 7, 8) and secondary decay vertex (Chapter 9) of a 
charged particle. Subsequently the energy can be absorbed in the calorimeter. 

11.1 Radiation length and critical energy 

The underlying physics of electromagnetic calorimetry has been touched on 
previously. The radiative process for electrons is defined by the Bremsstrahlung 
cross section and the characteristic length for that is the radiation length, Xo' 
(See Chapter 10.) 

(dEB/ E) ~ (pdx)/ Xo 

Xo ~[180 g/cm2][A/z2] 

t=x/Xo 

(11.1) 

The radiation length in g/cm2 goes as A/z2. We characterize the depth in 
material by expressing it in radiation length units, t. Note that we implicitly do 
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'particle identification' by observing radiative processes, since at energies 
< 100 GeV only electrons and photons are sufficiently relativistic to emit 
significant radiation (see Chapter 13). 

The other quantity, which is vitally important for describing the electron 
energy loss mechanism, is the critical energy, Ec' 

(dE/dx)~ - E/Xo 

Ec ~[550 MeV]/Z ( 11.2) 

y=E/Ec 

The critical energy is that energy above which radiative processes dominate. We 
discussed Ec in Chapter 6, showing 10 mechanism in lead as a function of 
energy and the liZ dependence of the critical energy. We define the electron 
energy in units of the critical energy, y. A an example in lead the radiation 
length is 0.56 cm, the critical energy is about 8 MeV and th minimum ioniza­
tion loss is 1.13 MeV g/cm2 (Table 1.2). The ionization energy losses are 
expected to be effectively universal (see Chapter 6). 

( 11.3) 

Minimum ionizing particles should lose about 1.5 MeV glcm2 in all ele­
ments. 

11.2 The electromagnetic cascade 

Now consider the cascade process which occurs when a high energy electron 
hits a block of material. The incoming electron will fir t Brem slrahlung. 
If the energy of the Bremsstrahlung photon i ufficientJy high it will in 
turn, produce an electron- positron pair. The pair partner will then each 
Bremsstrahlung. Clearly, the processes of Brems trahlung and pair production 
imply that a runaway 'shower' process will occur leading to a rapid, geometric, 
increase in the number of particles with depth. 

This 'cascade' process will continue until the secondary particles are no 
longer energetically capable of multiplying. At that point the maximum 
number of shower particles, N max' exists. Beyond the depth of 'shower 
maximum', ' max' the number of parti les dies away due to ionization range out 
( hapter 6) in the case of the electrons and Compton scattering (Chapter 10) 
and photoelectric absorption Chapter 2) in the case of the photons. 

A cloud chamber photograph of an electromagnetic cascade developing in 
lead plates spaced by a gaseous detection medium is shown in Fig. 11.1. We can 
see the shower begin in the upper plates, build up to shower maximum, and 
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Fig. 11.1. Cloud chamber photograph of an electromagnetic cascade developing in 
spaced lead plates. (From Ref. 11 .11, with permission.) 

then begin to die away. This is a visual realization of the words just used to 
describe the cascade. 

A very schematic view of an electromagnetic cascade is shown in Fig. 11.2. 
The horizontal axis is the depth of the shower in radiation length units, t, which 
is, as we said, the characteristic length scale. In reality there are fluctuations 
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Fig. 11.2. Schematic of an electromagnetic cascade for the fir t four generation illCii­
caling deptb I , number in the ca cade N and fraction of the incident energy an'ied by 
each particle. Electrons and positrons are indicated a --, while photons are repre­
sented as ---. 

in the interaction point. We use the mean whicb occurs at one Xo into the 
material for the fir't interaction and on average at depth spaced by one Xo 
[or each sub equent interaction. We also how the number of shower particle 
N a the cascade develop as a horizontal cale and the fractional energy per 
particle dE in the cascade where E refer to the incident energy. 

As the number of particle increa es, their energy decrea e , ~or example in 
hapter lOwe . howed the energy pe trum for electron in pair production. 

Since it is basically uniform from zer to the photon energy we again ignore 
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the fluctuations and assign the mean energy of '/2 the photon energy. A similar 
approximation is made for Bremsstrahlung. The fluctuations both in the inter­
action points and in the secondary energies are ignored in the interest of clarity. 

Let us explore the 'decay' kinematics very briefly. Consider a particle of mass 
M, energy E, momentump, which 'decays' into massless particles. The relativ­
istic transformation from the CM (starred) frame to the lab frame is s = "YMs*(1 
+ f3McOS()*), where s* = M12 is the daughter CM energy, and "YM = ElM. For 
isotropic decay, ds="YMf3Ms*d(cos()*)=constant. The energy distribution of 
the daughter is uniform. Clearly, (s) = "YMS* = E12, since (cos*) = 0, and s is 
distributed uniformly from s- o to s- E. This discussion should serve to moti­
vate the model which appears in Fig. 11.2. Other kinematic details are given in 
Appendix A. 

We observe that the number of particles N(t) in the cascade grows geo­
metrically with the depth in the cascade. In what follows set) and N(t) are the 
symbols used for the particle energy and number of particles as a function of 
depth. 

set) =EI2' = EIN(t) 

N(t) =2' 
(11.4) 

The multiplication processes go on until the mean energy of the particles in the 
cascade is equal to the critical energy. As the energy falls below the critical 
energy multiplicative processes are no longer possible and the maximum 
number of particles is reached. Beyond that depth the cascade dies off. 

E =E12tmax =s(t )=yE 
c max 

(11.5) 

N - EIE =N(t )=y max c max 

For example, a 3.2 GeV shower in Pb has shower maximum at a depth of 
tmax = 6. At shower maximum there are about 400 particles in the cascade. 

11.3 Energy -linearity and resolution 

The depth at which 'shower maximum' occurs, tmax, increases logarithmically 
with the scaled incident energy y . The number of particles at shower maximum, 
N max' increases linearly with energy, with a scale factor equal to the critical 
energy. Therefore, if the response of a 'calorimeter' is proportional to the 
number of shower particles, we expect that the calorimeter is a linear device. 

This is not a completely trivial statement. Human beings do not have linear 
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sensory transducers. Our ears and eyes respond logarithmically to the sound 
and light levels of our environment respectively. This method of response 
allows us to perceive a large dynamic range at the expense of nonlinear sensitiv­
ity. For example, the volume control on a radio appears to be linear, but that is 
simply the dial label; the actual power level is logarithmic. 

Note that the length needed for full shower containment, tmax' goes as~lnE 
while for tracking the length required for fixed measurement error rises linearly 
with energy (dplp = ap). This fact explains the preferred use of calorimetry in 
applications requiring the measurement of very high energy particles. 

We now find a 'total path length', L, for all generations in the shower by con­
verting the sum of all particles in the shower to an integral. We assume that 
each particle in the shower goes one Xo in depth before interacting. We find that 
the total path length in the shower is proportional to the incident energy. 

Imax 

L~XoLN(t) 
i= 1 

L Nlnax 'mnl< 

Xo - J N(t)dt~ J 2
1
dt 

o 0 

(11.6) 

~ (EI EJlln2 = N max[ln2] 

The number of particles in the shower N(t) is strongly peaked at shower 
maximum. Hence it is not too surprising that L is ~ Xo N max' This result can be 
thought of as the N

max 
particles of the last 'generation' going one final Xo in 

depth before they range out by losing energy Ee to ionization. We assume that 
the detected energy signal is proportional to L. 

Fluctuations in the shower development lead to fluctuations in the number 
of particles in the shower. Thus, the path length, L, exhibits stochastic 
fluctuations since the cascade is a random process. Therefore, the fluctuation 
in the number of particles should go as dN ~ VN (see Appendix J). We expect 
that a measurement of the energy contains a 'stochastic term' due to those 
fluctuations and consequently that the fractional error in the calorimeter 
energy measurements should go as liVE. 

(11.7) 

dEIE~ 1/VE~dNIN 

For a 3.2 GeV shower in lead, there is a 5% fluctuation in the 400 particles 
which exist at shower maximum. 
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This behavior of the error is in distinction to gaseous tracking devices, which 
have fractional error, dplp ~ p. Therefore, the fractional momentum error 
degrades linearly with momentum in a tracking device of fixed length whereas 
the fractional energy error for a calorimeter, in principle, improves with energy. 
This is another basic reason why detectors of very high energy particles focus 
on calorimetry since it is one of the few detectors whose performance actually 
improves with increasing energy. 

11.4 Profiles and single cascades 

In Fig. 11.3 is shown the longitudinal energy distribution of six individual 170 
Ge V electron showers. This particular device consists first of a stack of 40 lead 
plates, each 118/1,0.57 Xo' thick interspersed with scintillator (see Chapter 2) as 
the active sampling element. Each depth segment is read out independently. 

What is striking about these individual electron showers is that the shower 
development has few fluctuations. The shape in depth is essentially the same 
for each shower reflecting the large number of particles in the cascade, N max ~ 

EI Ec = 170 Ge V 18 MeV ~ 21250. We know there is a fluctuation in the first 
interaction point. Given the exponential nature of the distribution of free 
paths, Chapter 1, we know that the fluctuation in the path length to the first 
interaction, t I' is Xo' while the mean first interaction point occurs at a depth Xo' 
i.e. (t\) = 1, (<Ttl) = 1. Looking at the events shown in Fig. 11.3 we see that the 
main fluctuation, on an event by event basis, is just the fluctuation in the inter­
action point which is roughly ± 2 plates. The shower shape at high energy has 
both energy sharing fluctuations and interaction point fluctuations of the first 
and subsequent generations. However, the shower contains so many particles 
that the latter are washed out. 

These observations of real electromagnetic showers lead us to a one dimen­
sional parameterization of the longitudinal behavior of the shower. 

dElE 
~=[u"e-U]/r(a+ 1) 

t ~ In y~(a-l)lb 
lnax 

(11.8) 

The depth t is defined with respect to the initial interaction point. In the shower 
parameterization the variable u is, up to multiplicative constants, t. The vari­
able a is proportional to lny. The variable b is weakly energy dependent and 
weakly dependent on material. The power law behavior, ua, implies a fast geo­
metric rise in the energy deposition due to the multiplication process in the 
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Fig. 11.3. Longitudinal energy profiles of six individual 170 GeV electrons incident 
on a stack of 40 lead plates of 1/8/1 interspersed with scintillator active elements. 

cascade, whereas the exponential fall off, e- u, is expected at larger depths 
beyond shower maximum where the mean particle energy is less than the crit­
ical energy. The gamma factor is there only to normalize the total shower 
energy to the incident energy, E. 

The shower maximum location, tmax' moves to greater depths as the energy 
increases. For example, a 3.2 GeV shower has lmax -6, while {max -9 for a 64 
Ge V shower. It is also weakly dependent on the critical energy which goes as 
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liZ, Eq. 11.2. Thus, the depth in radiation length units of the location of 
shower maximum is somewhat dependent on the type of material of which the 
calorimeter is made, lmax ~ In y = In (EI Ec) ~ In (ZE). 

As a numerical example for shower development in lead, with the critical 
energy of 7.5 Me V, a photon with e = Ec has a mean free path of 10 g/cm2, see 
Chapter 1. Since the radiation length in lead is 6.4 g/cm2, see Table l.2, the 
mean free path of a photon near the critical energy is about 1.6 radiation 
lengths. That explains why the exponential fall off given in Eq. 11.8 is basically 
in units of radiation lengths up to a numerical factor of order 1. The range of 
an electron with e~ Ee, is also roughly ~ Xo' 

11.5 Sampling devices 

Since the calorimeter is an energy measuring device, its most important phys­
ical characteristic is the energy resolution. Let us consider a 'sampling 
calorimeter' where the shower is developed in high Z plates where most of the 
energy is lost. The shower energy is sampled in thin plates of low Z material 
such as scintillator plastic or liquid argon. The small fraction of the energy 
which is actively sampled should be proportional to the total absorbed energy. 
The basic model for the sampling calorimeter is that the shower develops in the 
inert high Z material and is sampled in the active low Z material. 

If we assume that the shower evolves rapidly, i.e. that there are high Z sam­
pling plates with thickness > X o' then there is no correlation between consec­
utive active sampling layers. Thus the total number of particles traversing the 
active layers, Ns' is the total number in the shower or the total path length, 
L=EIEc' (Eq. 11.6) divided by the thickness of the inert layers, Ill, placed 
between the active samples. The geometry is shown schematically in Fig. 
11.4. 

Ns = LI!l.t 

~ (EIEJlllt 

(11.9) 

The particles traversing the sampling layers are presumed to all register, either 
directly by charged particle ionization or indirectly with photon Compton or 
photoelectric absorption accompanied by recoil ionization. The error due to 
fluctuations in the fraction of the energy appearing in the active sampling 
layers, BE, should be the fluctuation in the total number of sampled particles, 
Ns' It is customary to define what is called the 'stochastic coefficient' in the 
energy resolution, asamp' The stochastic term, due to sampling fluctuations, 
depends on the thickness of the inert plates and scales as ~. Obviously, if 



246 11 Electromagnetic calorimetry 

dt Ot 

III 
dE OE 

Fig. 11.4. Definitions for sampling calorimetry with active samples, of thickness 8t 
and sampled energy BE, and passive absorber, with dt , dE. 

the plates become very thick, the sampled energy is not a good representation 
of the full shower energy and the fluctuations are increased. 

The energy deposited by ionization, !::.E, in going through a plate of thick­
ness !::.t at the critical energy Ee is just Ee!::.!' Clearly low Ee means more shower 
particles, Nmax ~ EI Ee, which implies a smaller stochastic term. 

(~) = 1 IVN: = Qsam/VE 
samp 

(11.10) 

As a simple example, a 1 GeV electron with a critical energy of 7.5 MeV, has a 
maximum number of shower particles, N max = 131 . With 112 radiation length 
sampling for the thickness of the plates, !::.! = 112, we find the total number tra­
versing the active layers to be 262 which yields a sampling stochastic term of 
6.2% due to fluctuations in the sampling of the number in the shower. This will 
later be shown to be a reasonable scale for the errors observed in typical sam­
pling calorimeters constructed to measure electromagnetic showers (see Fig. 
11.5). 
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Fig. 11.5. Stochastic term coefficient as a function of sampling fraction W for a 
number of calorimeters. (From Ref. 11.9, with permission.) 

11.6 FuUy active devices 

There are other effects that we need to consider in going to a situation with very 
fine sampling. The logical extension of fine sampling is the 'fully active' 
calorimeter where the shower developing medium is itself active. Examples of 
this type of calorimeter are crystals, such as BGO, lead tungstate (Pb WO 4)' or 
lead glass. 

We have assumed previously that counts in the different active layers were 
uncorrelated. A photon of low energy which is in the cascade will Compton 
scatter (Chapter 10) or photoelectric effect (Chapter 2) as these are the two 
largest cross sections at low energies. Below about 1 Me V in lead the photo­
electric effect dominates. To set the scale, the mean free path for a I Me V 
photon in lead is about 3 cm, or about 6 Xo' If we go to fine sampling, in order 
to reduce the stochastic term which goes as ~V'IJ., the photon can and does 
cross several sampling layers invalidating our assumptions. 

Another assumption we made was that the shower development took place 
entirely in the absorber, while the detection took place in the thin active layers. 
Now, clearly, if we go to very fine sampling this assumption also begins to 
break down, since significant energy is deposited in the active medium, BE, 
rather than the inert absorber, ~E. 
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In addition, we have been considering the shower development to be a one 
dimensional problem. In fact, we know that we have multiple scattering of the 
shower particles which becomes increasingly important as their number 
increases and their energy decreases to ~ Ee at shower maximum. The scatter­
ing angle may become very large since Eeis comparable to Es=21 MeV The 
path length then exceeds the one dimensional path length at normal incidence, 
/J.t, since particles traverse the sampling layers at finite angles. A rough estimate 
of the increase is 

!It ~ /J.t/(cosOMS) 

OMs~(E/EJVK0T (Chapter 5) 

~(E/Ee'IT) 

(11.11) 

The multiple scattering angle is large, causing a substantial path length 
increase and therefore a stochastic coefficient increase. 

The changes due to fine sampling and multiple scattering are incorporated 
in a theoretically motivated phenomenological formula for the sampling 
coefficient. 

[
(1 W)( tlE + OE)C ~ ~] 

asamp ~ - (cos OMS) (11.12) 

w = oE/(oE + /J.E) 

The ratio of the sampled energy to the total energy lost in a layer is a parame­
ter, W. Clearly as the parameter W ~ 0 we are ignoring the effects of the active 
sampling layers, and Eq. 11.12 collapses to Eq. 11 .10 modified by Eq. 11.11. In 
the limit W ~ 1 we have a fully active detector and asamp ~o. This unrealistic 
limit occurs because in this particular formulation the only errors that are being 
considered in the measurement of the energy are those of a stochastic nature. 
We will discuss other sources of error later. 

Data on a
samp 

taken with different levels of sampling, W, in calorimeters are 
shown in Fig. 11.5 where the vertical axis is the stochastic coefficient in percent. 
We see that indeed a 2% stochastic term can be achieved for fine sampling 
detectors which are of order 80% active. If the sampling fraction becomes 10% 
there is a rapid increase to a ~ 8% stochastic coefficient. The lines drawn on Fig. 
11.5 are just Eq. 11.12. 

A photograph of a typical R&D sampling calorimeter, in this case installed 
in a test beam, is shown in Fig. 11.6. This object has lead plates interspersed 
with scintillator in its electromagnetic section and iron plates, rather thicker, 
interspersed with scintillator in the following section which is used to intercept 
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Fig. 11.6. Photograph of a sampling calorimeter showing interspersed lead and scin­
tillator (EM) and iron and scintillator (HAD) planes. (Photo - Fermilab.) 

strongly interacting particles or hadrons (see Chapter 12 and Chapter 13). The 
data plotted in Fig. 11.3 come from the initial 40 lead plates of the most 
'upstream' part of this detector. Each layer has independent photomultiplier 
(Chapter 2) readout in order that shower development can be studied. In con­
trast, a photograph of a fully active homogeneous calorimeter medium using 
lead glass is shown in Fig. 11.7. This is a transparent medium with high density 
with respect to ordinary glass. Other homogeneous media are other glasses and 
crystals such as BGO. 

An energy level diagram for a 'generic' crystal detector is shown in Fig. 11.8. 
Energy deposition by ionization causes an electron to be excited from the 
valence band (VB) to the conduction band (CB). The electron is quickly 
trapped by an impurity level A* and a radiative transfer causes the subsequent 
emission of a photon of energy, E-y = EA> - EA' Note that this photon energy is 
<E

g 
so that it exits the crystal without absorption. The crystal is thus trans­

parent to its own impurity state emission. An example is 'thallium activated' 
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Fig. 11.7. Photograph of a fully active homogeneous calorimetric medium (lead 
glass). (Photo - Fermilab.) 

CB - - - ........ ....... 

VB 

Fig. 11.8. Energy level diagram for a crystal detector. 

A* 

A 

,­
i 

Eg 

(i.e. A, A * states) NaI. In NaI the band gap is Eg = 6 eV so that visible light, 
since it has energy less than the gap energy, is not absorbed. The thallium 
impurity state has a decay time ~ 200 ns and the emission A * ~ A + 'Y has a 
spectrum of photons peaked near A ~ 41 00 A or E ~ 3.1 e V. 

'Y 
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11.7 Transverse energy flow 

The shower has, so far, been considered a one dimensional object, which is 
roughly correct. The physics defines the transverse momentum scale and in this 
particular case the physics has to do with atomic electrons. The characteristic 
transverse momentum in these collisions is the mass of the electron, me' If we 
are early in the development of a high energy shower, typical angles are a few 
milliradians, e~m/B ~0.51 mrad at B = I GeV However, as we get deeper in 
the shower the cascade particles become softer as they share the parents, energy 
among themselves. In this case the shower rapidly becomes more isotropic. 

<.,pT) ~ me 

(e)~m/8(t) (11.13) 

(e)SM~m/Ee 

The typical angle of a particle at a depth t is defined by the energy of the par­
ticles in the shower at that depth, B(t). At shower maximum the typical energy 
is the critical energy, so that the typical angle of a particle at shower maximum 
is ~ m/ Ee For example, in lead, the pair production angle at shower maximum 
is about 4°. 

In fact, multiple scattering dominates the transverse shower development 
rather than finite production angles since Es ~ me' Hence, we expect multiple 
scattering to give the dominant contribution to the transverse size of a shower 
(see Eq. 11.11). 

(11.14) 

It is traditional to define a transverse size, the Moliere radius, which can be 
thought of as the transverse distance that a particle at the critical energy goes 
in traversing the last radiation length before it dies off. 

r - E X IE = (e)MSX 
M s 0 e SM 0 

(11.15) 

The Moliere radius, r M' depends on Es' the multiple scattering energy (Chapter 
5), Ee the critical energy (Chapter 6) and Xo the radiation length (Chapter 10). 
Referring to previous chapters for numerical constants, we find that the 
Moliere radius is fairly constant expressed in g/cm2. For most of the periodic 
table, where AIZ ~2, we have a Moliere radius of about 14 g/cm2• Denser 
materials have physically smaller Moliere radii. 
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Fig. 11.9. Transverse electromagnetic cascade energy distribution as a function of the 
number of Moliere radii from the incident electron direction. (From Ref. B.l, with per­
mission.) 

A shower distribution of transverse radius in Moliere units is shown in Fig. 
11.9. In this plot the entire shower has been integrated over in depth. 
Comparing Monte Carlo model (Appendix K) results with measurements on 
aluminum, lead and copper, we see that the shape in rM units is approximately 
universal, as expected from Eq. 11.15, and that 90% of the energy is contained 
within about 1 Moliere radius while 95% is contained within about 2 Moliere 
radii, which, for example, is about 3.0 cm in lead. 

The radius for energy containment clearly depends on where you are in depth 
in the shower. In Fig. 11.10 is plotted the transverse electromagnetic shower 
energy distribution in a Monte Carlo model as a function of the depth in the 
shower. We see that there is a sharp peak extending out to a depth of ~ 0.1-0.3 
radiation lengths which broadens as we go deeper in the shower. This is a log­
arithmic plot so that even at a depth of 9 radiation lengths there is containment 
within ~0.5Xo r. 
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Fig. 11.10. Transverse electromagnetic cascade energy distribution in arbitrary units 
as a function of the number of radiation lengths from the incident electron direction. 
Curves are shown at different depths in the shower, displaying the broadening of the 
shower as the depth increases. (From Ref. 11.10, with permission.) 

There are other subtle effects due to multiple scattering. As we follow parti­
cles down in energy, we find that ~ 30% of the energy in a shower is deposited 
by electrons with energies less than 1 MeV for high Z absorbers. These parti­
cles at the end of the shower are almost isotropic in angle due to mUltiple scat­
tering; as many go backwards as forwards. Therefore, it is important in making 
computer models of showers (see Appendix K) to keep track of particles with 
quite low energies, as they are important to the total energy deposition mech­
anism in calorimeters. 

In addition to the multiple scattering increase in the path length there are 
also delta rays, which we considered in Chapter 5. They lead to ionization 
fluctuations. This effect may dominate over the sampling fluctuations. It is 
clearly most important for thin active layers. For example, if we were sampling 
with a gaseous detector instead of a plastic or a liquid, and if the thickness of 
the sampling layer were only 10- 3 g/cm2, (~1 cm of gas), we would have a 40% 
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increase in the stochastic coefficient, a s amp' due to the track length fluctuations 
caused by the delta rays. In general, small sampling fractions are dangerous (if 
inexpensive). 

11.8 Calibration methods 

Finally there is the practical question of the energy calibration of a calorime­
ter. How is that performed? In Fig. 11.6 we showed an unrealistic device, since 
this is an R&D detector, where each sampling layer is individually read out. 
Data taken with that detector, 40 layers of lead followed by 55 layers of I" thick 
iron, for incident muons is shown in Fig. 11.11. Remember that muons at ener­
gies well below the critical energy simply ionize the material and deposit the 
minimum ionizing energy. We need to take into account the relativistic rise that 
we discussed previously (Chapter 6) and the delta ray fluctuations (Chapter 5), 
but these are small effects. Data shown in Fig 11.11 were obtained with 15 GeV 
incident muons and with 50 GeV incident muons. The energy deposit per layer 
is effectively the same at those two energies as we expect since the 'Y of the muon 
has only changed a factor of three and we 'derived' a soft logarithmic depen­
dence on 'Y as part of the relativistic rise (see Chapter 6). 

We could adjust the gain of each photomultiplier tube in the individual 
samples to calibrate this detector. If we put a minimum ionizing particle into 
the detector, we would then get out the same signal in all layers. That is one way 
in which we could use external particles to calibrate the detector. Note that for 
financial reasons we normally construct a homogeneous detector, optically 
sum the sampling layers (light pipe, Chapter 2) and use only a few phototubes 
or other transducers. In that case, movable radioactive sources (Chapter 6) are 
sometimes used to deposit a fixed amount of energy in each sampling layer in 
order to monitor the individual responses. 

We could also expose the detector to electrons of different known energies 
using a beam of particles prepared by momentum analysis in magnets (Chapter 
7) . Thus we can map out the energy response, resolution, and linearity of the 
device using 'test beams' . The use of muons would then monitor the initial 
beam calibration and insure that the system response is time independent. 
Recall that muons are available as the largest component of sea level cosmic 
rays. (See Table 6.1.) 

Electromagnetic calorimeters are major subsystems of all collider detectors, 
because photons and electrons are thought to be pointlike fundamental parti­
cles (see Chapter 13). Therefore, the energy and position of these particles 
should be recorded (Fig. 1.1). For both photons and electrons, the electro­
magnetic shower can be localized transversely to a size which is of order r M ' 
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Fig, 11,11. Response of each sampling layer of the calorimeter shown in Fig. 11,6 to 
incident muons indicating the potential use of muons as a means of calibration. (a) 15 
Ge V muons, (b) 50 Ge V muons. 
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This localization improves with energy as liVE since it is basically an energy 
centroid measurement limited by sampling fluctuations, dXr ~ r M/VE. 

The total energy is measured with an accuracy which goes as ~ liVE until 
limitations in the uniformity of the detector construction are encountered. At 
that point a constant fractional error dE/E=. b dominates the energy resolu­
tion. Hence, for use at arbitrarily high energies an electromagnetic calorimeter 
should be built to have as uniform a response as possible leading to as small a 
constant fractional energy resolution, b, as possible. 

Exercises 

1. Consider the cascade of a 1 Ge Y electron in lead. Find the number of par­
ticles and the energy/particle for all generations down to the critical energy. 
Count the total number of particles. Assuming all are MIP, what is the 
fractional energy error? Assuming sampling at 1 Xo intervals with 1 cm 
plastic scintillator, what is the ionization energy deposited by the cascade? 

2. Consider an exponential distribution in depth t for the first interaction 
point in a cascade. Find the mean (t) and (t2). What is the fluctuation about 
the mean? 

3. Find the depth of shower maximum, Eg. 11.5, for 1, 10 and 100 GeY elec­
trons in lead in Xo units. 

4. Use the approximate expression, Eg. 11.8, to represent the cascade distri­
bution in t. First show that the normalization to E is correct. Then show 
that the maximum of the distribution is at t = a/b. Compute (u) and (u2). 

Find the RMS of u. Compare the mean value to shower maximum, Eg. 
11.8. 

5. What thickness of lead sampling is needed to achieve a 10% stochastic 
term in the fractional energy resolution? 

6. For lead, evaluate the increase in effective sampling thickness due to multi­
ple scattering. What is the associated percentage increase in the stochastic 
term? 

7. Derive fromJA=c and w=21TJthat A= 12,566 eY·A. What is the energy 
gap (6 eY) and the energy difference of the thallium impurity (3.1 eY) in 
the crystal in terms of wavelength? Which is in the visible? 

8. For lead, what is the angle for production at shower maximum, Eg. 11.13? 
What is the angle due to multiple scattering, Eg. 11.14? Evaluate the 
Moliere radius in this case. Check this result against the approximate 
expression given in Eg. 11.15. 

9. In Exercise 1, the ionization energy deposited by the cascade was esti­
mated. Suppose the calorimeter has 20 plates with 1 Xo samples of lead 
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sandwiched with 1 cm plastic scintillator. Find the ionization energy 
deposited by a high energy muon traversing the 20 layers of sampling. 
Assuming a calibration using electrons in a test beam, how much energy is 
estimated to correspond to a through going muon? 

10. What is the expected transverse position resolution in lead for a 10 GeV 
electron? 100 GeV? 

11. In Exercise 1, assume a gas detector with density appropriate to air. 
Estimate the ionization energy deposited by a 1 GeV cascade. Note that 
each MIP has a probability to emit a delta ray. Use the results of Chapters 
5 and 6 to estimate the probability that some MIP in the gas emits a delta 
ray equal to the total shower ionization energy, indicating a major mis­
measurement of the energy. 
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Hadronic calorimetry 

All exact science is dominated by the ideal of approximation. 
Bertrand Russell 

We discuss in this chapter the calorimetric measurement of hadronic energy. A 
'hadronic' particle is one which interacts strongly. Examples are protons, pions, 
and kaons. Note that calorimetry is useful in measuring all energy, even that 
which is invisible to tracking detectors such as neutral particles like ,}" K~, and 
n. There are several new physical concepts which we need to understand in 
order to make intelligent design choices for a calorimeter used to measure the 
energy of strongly interacting particles. In Chapter 1 the concept of the mean 
free path for a nuclear interaction was introduced and numerical values were 
given in Table 1.2. Since the geometric cross section goes as the square of the 
size of the nucleus, a~, and since the nuclear radius scales as aN - A 1/3, the 
nuclear mean free path in g/cm2 units scales as Al/3 (Chapter 1). 

\-[35 g/cm2]AI/3 

V=X/AI 
(12.1 ) 

Therefore, in analogy with the radiative mean free path (Chapter 11), we define 
a nuclear mean free path which is the depth, v, in units of nuclear interaction 
lengths. Numerically, in lead the inelastic nuclear mean free path is 194 g/cm2 
(Table 1.2), so that the radiation length divided by the interaction length is 
only about 3.3%. Therefore, if a photon is incident on a 20 Xo deep electro­
magnetic calorimeter it will be almost totally absorbed (Chapter 11). In 
comparison, an incident hadron would have a probability simply to interact 
once hadronically of only 48%. As we will see, those that do interact create 
a cascade which occupies several \ in depth. Thus we can do 'particle 
identification' by exploiting the differences in the longitudinal development of 
showers between electrons/photons and hadrons. The transverse size of 
electromagnetic and hadronic showers also differs. We will return to this theme 
in Chapter 13. 

258 
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12.1 Properties of single hadronic interactions 

A 'streamer chamber' photograph of a high energy single hadronic interaction, 
300 GeV 7T - - p, is shown in Fig. 12.1. Note that there are a large number of 
emitted secondary particles. Note also that the interaction must have a limited 
transverse momentum imparted to the secondary particles because they are 
typically moving forward, following the incident particle direction. 

Data on the mean number of charged particles emitted in a hadronic colli­
sion as a function of the center of mass energy, 0, are shown in Fig. 12.2. 
Note that this is a semi-logarithmic plot which means that a first approxima­
tion to the data is that the mean multiplicity, (N) , grows only logarithmically 
with the energy. Thus the CM energy, 0, is largely going into the kinetic 
energy of the secondary particles rather than into simple particle production, 
which would imply N - 0. Reading off Fig. 12.2, at 0 = 100 Ge V, the mean 
number of secondary charged particles, (N), is about 15. 

The emitted particles are expected to be, on average, 2/3 charged and 1/3 
neutral since they are mostly pions and we assert that all pions, 7T +, 7T - , 7TO, are 
emitted with equal probability. Pions are the lightest hadrons and are therefore 
preferentially emitted in hadronic interactions. Neutral pions quickly decay 
into two photons which share the parent 7TO energy. These photons then par­
ticipate in the hadronic cascade as an electromagnetic component which can 
be treated in ways already described in Chapter 11. 

In describing electromagnetic cascades we said that the mUltiplication 
process continued until the electrons reached the critical energy. There is a 
similar situation in the hadronic interaction. Just as we need a minimum 
energy for a photon to create an electron-positron pair, a hadron needs a 
minimum laboratory energy in order to make a pion. The threshold lab 
energy, ETH , for 7TP~7T7TP is roughly twice the pion mass, ETH -2m", (see 
Appendix A). Therefore, we have a characteristic energy below which the 
charged particles simply ionize since they are unable to multiply by making 
more pions. 

(12.2) 

As was seen in Chapter 11 , there is a limited transverse momentum for electro­
magnetic reactions, (PT>EM which is set by the electron mass. For hadronic reac­
tions it is set by some poorly understood collective phenomena and (PT>h is 
empirically about 0.4 GeV although it too depends logarithmically on 0. 

(PT)EM-me 
(12.3) 
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Fig. 12.1. treamerchamber photograph of a 300 GeV 'IT - hadronic interaction illus­
trating the large number of secondary particles and the limited value of the transverse 
momentum. (From Ref. B. I with permission.) 
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Fig. 12.2. Data on the mean number of charged particles as a function of the eM 
energy Vs showing the (N) -Ins dependence. (From Ref. 1.1, with permission.) 

For a single hadronic interaction we expect the multiplicity to depend loga­
rithmically on the laboratory energy since s~ 2Eamb (Appendix A). For a dense 
high Z material we expect the radiation length to be much shorter than the 
interaction length. Thus, the electromagnetic part of the cascade develops 
quickly. We also expect the neutral to charged ratio, fo' in a single interaction 
to be equal to 113, ('IT°/Ti+ + 'ITo + 'IT-). 

N~(N)~lnE 

(12.4) 
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Fig. 12.3. Schematic of a hadl'onic cascade for the first foul' generations indicating 
deptb v, Ilumber of neutrals - --) in the cascade, N°, and number of cbarged parti­
cles (- - ) in the ca cade N± for the impJified case of (N) = 3. 

12.2 The hadronic cascade - neutrals 

What do we expect for the full hadronic cascade? In each interaction we expect 
to produce 00 average, 2/3 charged pions and 1/3 neutral pions. We expect the 
mean multiplicity to depend only logaritlunically on the parent energy and we 
can in lowest ordcr, ignore this low variation. It is very important to under-
tand that '!To production is an irreversible part of the hadronic cascade 

because when '!T°S are produced, they immediately decay to photons. Photons 
then develop as an electromagnetic cascade which has a characteristic length 
scale Xo which is typically lUuch shorter than "'"0' Therefore the '!To produced 
are quickly ab orbed and drop out of the hower. The energy transport to 
greater depth is fuu carried out largely by the charged pions. 

A 'chematic picture of a hadronic cascade for the fu· t four generations is 
shown in Fig. 12.3. In theintere t of clarity we a sume that an incideotcharged 
hadron makes only three pion per interaction. The number of neutra l parti­
cles, N°, and the numbcr of charged particle N~ a a function of depth v in 
the ca cade is plotted. Th neutral pions are represented a da bed line. The 
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charged particles carry the shower deeper into the material and they deposit 
only ionization energy which is small. 

Assuming equal partition of the energies (Chapter 11) and labeling the 
generations by an index v, we can work out the number of charged and neutral 
particles in the cascade in this simple minded model. On average, the index v is 
the depth in interaction length units, as defined above. Note that, as in the 
electromagnetic case, we ignore fluctuations and simply assign the mean values 
for the successive interaction points, v, for the particle secondary multiplicity, 
N, and for energy fraction, e(v) . We also ignore the logarithmic energy depen­
dence of N. 

N=(N) 

N(~)-Nlo[N(1-/)] ",-1 

N~) -[N(1-I)]vl 

N°(v)=Nlo[N(1-10)]v-I=Nlo[N:':.(v-l)] 

N(v) = N°(v) + N:!:(v)=N[N:!:(v-l)]- N' 

(12.5) 

Under these assumptions, the number of '!T°S, N(~) scales as a power of genera­
tion number v as does the number of charged particles, N~)" The total energy 
going to neutral particles Eo' is then straightforwardly summed up. The 
effective neutral fraction is 'fo' = EJ E. 

e(v)=EINV (12.6) 

The number of generations, in exact analogy to the electromagnetic case, is 
defined by the condition at 'shower maximum' that the mean energy of charged 
particles in the cascade is equal to the threshold energy for pion production, 
E or e(v )=EIN'max=E . TH max TH 

Vmax 

'fo'-/o I. (1-IY- l (12.7) 

As a numerical example, a 250 GeV hadronic shower is shown in Table 12.1. 
The total number of secondary particles emitted per interaction at that center 
of mass energy, 0-22 GeV, is taken to be (N)=9 which is compatible with 
the data given in Fig. 12.2. The total number of generations is rather small, vmax 

= 3. The particle energy per generation drops by a factor of 9 in each genera­
tion. The number of particles in the cascade increases at each interaction, with 
1/3 of the produced particles dropping out of the cascade at each generation as 
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Table 12.1. Simplified modelfor a hadronic cascade developed by a 250 Ge V 
incident pion. 

Generation e(V) Eo(v) 
v (GeV) }F(v) N"(v) (GeV) 

0 250 1 0 0 
1 28 6 3 84 
2 3.1 36 18 56 
3 0.35 216 108 38 

178 GeV 

Note: f o = 1/3, 10' = 0.71 

'Tr°s and 2/3 continuing to initiate the next generation. Therefore, the energy 
deposited by the 'Tr°s, which starts out at zero before the first interaction, falls 
off slowly and sums to 178 Ge V Although the fundamental interaction of a 
hadron gives a neutral energy fractionfo of 113, in this particular example the 
energy deposited by neutrals in the hadronic cascade is, 'fa' = 71 %. 

Clearly, in the limit where the incident energy becomes infinite, since the 'Tr°S 
are the irreversible part of the cascade, all of the energy in the hadronic cascade 
will be neutral. The charged pions will merely serve to transport the shower 
from generation to generation, depositing energy only by ionization which is 
small (~0.3 GeV in going Ar ~ 200 g/cm2 in Fe - see Table 1.2). We estimate 
ionization losses in Table 12.1 as the total path length for charged particles, 
259, times the MIP ionization loss in traversing AI or 78 GeY. In the low energy 
limit where v max -7 1, there is only one generation and the neutral fraction is fo 
=113. 

Some more serious and exact model (see Appendix K) results for the effective 
neutral fraction are shown in Fig. 12.4 where we see that the absolute number 
of produced 'Tr°S increases as the log of the energy and the fraction of energy 
in the electromagnetic part of the cascade rises from ~ 113 at low energy, E ~ 3 
Ge V, to about 70% at 50 Ge Y. Therefore, the simple minded estimate given in 
Eq. 12.7 is in reasonable accord with a detailed Monte Carlo result. 

12.3 Binding energy effects 

There are still other new physics effects in hadronic interactions. One of them 
is that the medium itself is excited by amounts which are substantial on the 
scale of the incident energy. In an electromagnetic cascade we mostly use the 
nucleus simply as a way to balance energy and momentum. The medium 
itself does not participate in the fundamental cascade processes such as 
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Fig. 12.4. (a) Model results for the growth of 'fo' as a function of energy. (b) Total 
number of 1T

O in the cascade as a function of incident energy. (From Ref. B.2, with per­
mission.) 

Bremsstrahlung and pair production and the nucleus is inert. The scale of 
energy transfer in a collision is - me which is small on the scale of the nuclear 
binding energy (-8 Me V Inucleon, see Fig. 12.17). However, other processes do 
exist so that the medium does become activated when exposed to a photon 
shower. For example, photodisintegration, such as y+ Fe56 -7 Mn54 + p + n. 

For the case of hadrons, the interactions themselves are with the nucleons in 
the nucleus and the energy transfer that we quoted in Eq. 12.3 is the character­
istic energy transfer. Hence, we see that the nucleus is disrupted. Therefore, sub­
stantial amounts of energy will go into 'binding energy losses' where the 
nucleus is excited. Detailed Monte Carlo results for three different models are 
shown in Fig. 12.5. The fraction of energy going into electromagnetic showers 
rises with energy, and the fraction going into binding energy effects and nuclear 
excitation or 1T± ionization ('charged particles' in Fig. 12.5) falls. The electro­
magnetic piece dominates at high energy, E? 50 GeV The next most important 
effect is excitation of the medium, followed by ionization losses. Although the 
results depend in detail on the model, the non-electromagnetic parts of the 
cascade are of order 1/2 of the total at E - 50 Ge V The fact that the model 
results differ is an indication that the hadronic cascade is not very well 
modeled . A new generation of computer simulations (see Appendix K) has 
recently dramatically improved the situation. 

This binding energy ultimately appears in the calorimeter when the nucleus 
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Fig. 12.5. Model results for the fraction of energy going into binding energy, neu­
trals, and ionization as a function of incident energy for different model s. The rise of 
the electromagnetic fraction with energy (see Fig. 12.4) implies electromagnetic domi­
nance of the hadronic shower for E > 50 Gey. (From Ref. B,2, with permission.) 

de-excites emitting a slow neutron, photon, or other fragments. It may well be, 
however, that the calorimeter is not sensitive to the deposit or that the deposit 
comes late enough that it is not detected because we are trying to do rapid pulse 
shaping in a high rate environment. We expect that a smaller fraction of the 
energy of an incident particle is detected in a hadronic calorimeter than in an 
electromagnetic calorimeter where, as we said, the medium itself does not par­
ticipate and the time for energy deposit is consequently rapid. We also expect 
that there are stochastic fluctuations in the amount of energy given to the 
medium and that those fluctuations will limit the attainable energy resolution 
in a hadroruc calorimeter. 

12.4 Energy resolution 

In analogy to the discussion in Chapter lIon electromagnetic calorimetry, we 
expect that the stochastic contribution to the resolution for the hadronic case 
is going to be partially defined by the total number of particles in the cascade 
which in turn is controlled by the energy cutoff in the multiplication process. 
The electromagnetic shower is terminated at Ee while the hadronic cascade is 
cut off at the threshold energy for 7T production, ETH . 

a/ae ~ ETH1Ee (Chapter 11) 

~6 

(12.8) 
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Fig. 12.6. Stochastic term coefficients for incident electrons and hadrons as a func­
tion of energy for iron sampling calorimeters. (From Ref. 12.9, with permission.) 

We expect the ratio of hadronic to electromagnetic stochastic coefficients to be 
of order 6. Data is plotted for a specific calorimeter in Fig. 12.6 showing sto­
chastic term coefficients for both electromagnetic and hadronic incident parti­
cles as a function of energy. We see that this particular device is fairly coarse 
sampling, with ~ 20% stochastic coefficient, a, for electrons and ~ 60% for 
hadrons. There are also other physical processes going on such as binding 
energy and nuclear excitation in the medium, which have their own inherent 
fluctuations. Thus, hadronic calorimetry will never be as precise as electro­
magnetic calorimetry because the underlying physical processes have larger 
intrinsic fluctuations. 

On the subject of the stochastic coefficient, we argued that it should depend 
on the square root of the sampling thickness, and showed some data for 
electromagnetic calorimetry which confirmed that idea. Exactly the same argu­
ments carry through for hadronic calorimetry. In Fig. 12.7 we show the sto­
chastic coefficient for hadronic calorimetry using steel sampling plates as a 
function of the thickness of the plates. Note that the expectation that the 
coefficient increases as yIKV is roughly obeyed. However, extrapolation to L\v 
= 0 does not yield an infinitely good resolution because there are non-sampling 
fluctuations. Compare the electromagnetic case, Fig. 11.5, to the hadronic case. 
We can never obtain the very good resolution that can be obtained in a fully 
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active electromagnetic calorimeter such as PbW04. One of the mechanisms 
which cause the worsened resolution is called 'non-compensation' which will 
be discussed later in this chapter. 

12.5 Profiles and single cascades 

We can, in analogy to the electromagnetic profile, Chapter 11, write down an 
energy profile for hadronic interactions. 

(~)= [r~;e;'~)fodU+ r~:e;:)(1-f)dW] 
(12.9) 

w=dv, d~ 1 (Eq. 11.7) 

There are two pieces, as we might expect, in the energy deposition. There is 
a piece which is basically the electromagnetic fraction,jo' developing from the 
first interaction as an electromagnetic shower. The second piece refers to the 
energy transport due to the charged particles with a characteristic length scale 
which is roughly equal to the nuclear absorption length. Although the actual 
energy deposition is mostly due to photons, energy transport by charged pions 
leaves v~ 1 as the relevant scale. 
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Fig. 12.8. 'Profile' for 270 GeV pions incident on a stack of 90 Pb plates each of 3J4" 
thickness. 0 - Summed over many events. * - Longitudinal profile with variable inter­
action point subtracted. 

Data for a 270 Ge V pion beam incident on a stack of 314" lead plates sampled 
by scintillation counters is shown in Fig. 12.8. One plot is simply the samples 
of single events summed over many hadrons. We observe a rather smooth 
featureless curve. It is important to be careful and not jump to conclusions but 
to look at the profile with the first interaction point location subtracted. 
Remember that there is a fluctuation in the location of the first interaction 
point which occurs on the average at a depth of 1 AI but with a fluctuation equal 
to the mean or ± AI' The profile with the first interaction point subtracted is 
also shown. Now we see the two characteristic length scales. The initial electro­
magnetic part is evidently due to the TIoS produced in the first collision which 
carry off about 1/3 of the energy. The component with a characteristic length 
of order the nuclear interaction length in lead has an energy area roughly 2/3 
of the total. 

Therefore the shape given in Eq. 12.9 appears to be a plausible representa­
tion of the behavior of the energy deposition summed over many interactions, 
i.e. the energy profile. In the electromagnetic case, we showed individual events, 
Fig. 11.3, and argued that the main fluctuation was the fluctuation in the inter­
action point. In Fig. 12.9 are shown the energy depositions of six single events 
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in a calorimeter for 270 GeV incident pions. Notice that the fluctuations inher­
ent in the cascades are very large. Thus, the concept of a well reproduced 
shower shape developing in the same way that electromagnetic cascades 
develop is simply not valid. The profile given in Eq. 12.9 is sufficient to describe 
the average behavior of a hadronic shower but extremely misleading if thought 
to apply on an event by event basis. 

A better model of the event by event behavior of a hadronic cascade can be 
derived using some data on individual pions incident on a stack of 314" lead 
plates. Six events of the data set are shown in Fig. 12.10. The data can be under­
stood to consist of a sum of 'electromagnetic clusters' of fitted energy 
characterized by a fixed shape extending in depth by~20 Xo ( ~ six samples). 
The electromagnetic cascades develop and die out in five or six plates, see Fig. 
12.8. The recurrence of such electromagnetic clusters at different depths indi­
cates the transport of energy by charged particles with a length scale equal to 
AI (~ nine samples). Data with a lead calorimeter was chosen because lead has 
a large ratio of A/ Xo ~ 30 which serves to separate the electromagnetic clusters 
in depth. 

12.6 e/h and the 'constant term' 

Let us consider now the situation for a calorimeter where the response to elec­
trons and the response to hadrons are different. We might expect this to natu­
rally be the case because of the large amount of energy lost in hadronic 
interactions to the binding energy. The electron response is defined to be e, 
while the response to hadrons is h. Since the 'ITo decays rapidly into photon pairs 
and since photon showers are similar to electron showers (see Chapter 10), the 
'ITo response is about the same as the electron response. 

Consider the case of an incident hadron with effective neutral fraction '10" 
Due to statistical fluctuations, 'dfo' (see Appendix J), in the neutral fraction 
there will be a limit to the achievable resolution of the hadronic measurements. 
If the e/h response of the calorimeter is not equal to 1, the neutral fluctuations 
cause an irreducible fractional energy resolution. 

E~[e'lo' + h(1- '10')] EIN 

( dE) ~Ie-hl'df' ~Ie/h -11'df' 
E dfo 0 0 

(12.10) 

As an example, for a 200 GeV hadron with mean total pion multiplicity of 9, 
the neutral multiplicity would be 3. Therefore, the fluctuation of the neutral 
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particle fraction , 'dio', if taken to be equal to the fluctuation in the first inter­
action, dio' is ~ 17%. The result is in good agreement with the results of a 
complex Monte Carlo program (Ref. 12.3). 

d'lo' ~ dio ~ <N°)/<N)~0.17 

(~)d!o ~ lelh -11[ yWO)/(N) J 
(12.11) 

Hence, a calorimeter with a 20% different response to electrons and hadrons, 
elh = 1.2, which is of the same size as the binding energy losses, would have a 
fractional energy error or 'constant term' of 3.5%. This means that the 
calorimeter could not measure energy to better than 3.5% even though the sto­
chastic term at very high energies ~o. 

It is conventional to write the resolution of a calorimeter as in Eq. 12.8. The 
stochastic coefficient, a, is due to sampling fluctuations. The 'constant term', 
b, is due to intrinsic defects in the calorimetry either in the physics, elh -=1= 1, or 
in the non-uniformity of the manufacture of the medium. The fine sampling 
value of~50% for dElVE, Fig. 12.7, can be reduced to~30% in hadron 
calorimeters designed to have elh = 1. 

We have made the approximation that the fluctuations in the effective neutral 
fraction, 'dio' , are dominated by the fluctuations in the first generation, dio' 
which is plausible because that is where most of the energy is deposited (see 
Table 12.1). We further assumed that the fluctuations in the neutral particle 
fraction, dio' are Gaussian with the number of produced neutral particles 
which we estimate using the data of Fig. 12.2. Note that (dEIE)d!o is not rigor­
ously a constant error since as the energy goes to infinity '10' ~ 1. If the neutral 
fraction goes to 1, then the error will go to O. (Eq. 12.10.) 

(~)d!o ~ lIVIllE~o as E~ oo (12.12) 

At the low end of the energy scale we expect that the different thresholds 
cutting off the multiplication processes for electromagnetic and hadronic inter­
actions will cause the intrinsic elh ratio to change. Since the binding energy 
losses reduce the hadron response, and since they in turn are reduced at low 
energies, we expect the hadronic response to increase, thus reducing elh as the 
energy decreases. 

Data on the elh ratio as a function of incident energy are shown Fig. 12.11. 
The low energy elh ratio is about 0.6 rising to a ratio near 1. The transition 
region occurs over a range of incident energy from 0.5 GeV to 3 GeV, with the 
low energy scale set by the pion production threshold energy, ETH , of 0.28 Gey. 
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(From Ref. 12.3, with permission .) 

The data show that there is an energy dependent hadron energy nonlinearity at 
low energies even when the e/h ratio is approximately 1 at energies of 5 GeV 
and above. Clearly, the low energy hadron response of a specific calorimeter 
needs to be well measured because it is difficult to predict. We note that this 
effect is due to intrinsic physics and cannot be evaded. 

The fact that e/ h =1= 1 also makes the calorimeter a device which responds non­
linearly to the energy deposit of a pion. From Eg. 12.10, the 7Tle response ratio 
is 7Tle = [la' + hie (1- l a')]. This is only 1, or linear, when la' --71 at E--7 OO or if 
hie = 1. Forhle 0.7 we have 7Tle = 0.8 or a 20% differential nonlinearity between 
'IT and e. 

12.7 Transverse energy flow 

In the chapter on electromagnetic calorimetry, Chapter 11, we discussed the 
characteristic transverse size for an electromagnetic shower and defined the 
Moliere radius. For a hadronic shower we proceed by analogy. We know that 
the energy per particle at the end of the shower is roughly the threshold energy 
for pion production, ETH . We also know that the mean transverse momentum 
of the produced secondary particles (PT)h' is roughly, 400 MeV, Eg. 12.3. The 
angle for produced secondary particles at hadronic shower maximum would 
then be the mean transverse hadronic energy over the threshold energy. 
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Fig. 12.12. Definitions of characteristic transverse sizes of cascades: (a) electro­
magnetic cascade, (b) hadronic cascade. 

< () ~ <,pTV s( v) 

<()SM~<,pT)/ETH 
(12.13) 

We define the transverse distance for a hadronic shower particle, rh, as the dis­
tance which is traveled going the last interaction length, \. Since < ()SM is ~ 1, 
r h is the same size as the interaction length itself which is, for example, 16.7 cm 
in iron (Table 1.2). The definitions for the characteristic transverse sizes of both 
electromagnetic and hadronic cascades are shown in Fig. 12.12. Note that r M 

is driven by multiple scattering while rh is driven by the transverse momentum 
of the secondary particles. The reason for the difference is that Es > me but <,pT)h 
~ETH » Es 

(12.14) 

Data are shown for a one dimensional projection of the transverse position dis­
tribution in a uranium sampling calorimeter in Fig. 12.13. Indeed, the distrib­
ution of transverse coordinates is on the scale of \. In fact, as we might expect 
from the previous discussion, things are slightly more complicated. There is a 
'core' of electromagnetic energy at small transverse distances due to TIoS 

depositing a fraction ~ 10 of the energy. In addition there is a distribution with 
a larger transverse size due to the energy transport of subsequent generations 
by the charged pions. The transverse shape of a hadronic shower has 'two com­
ponents'. Data integrated over all depths for 150 GeV pions in a lead sampling 
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verse energy in a uranium sampling calorimeter at a fixed depth 4A[. (From Ref. 12.3, 
with permission.) 

calorimeter show that one component has a characteristic size of 3.7 em while 
the second component has a size of 14.3 cm. 

The transverse containment of the electromagnetic and hadronic showers 
allows calorimeters to be used as position measuring devices as well as energy 
measuring devices. The shower development is approximately one dimen­
sional. We expect the transverse position resolution to depend on the 
fluctuation in the number of shower particles if, for example, the energy 
weighted center of gravity method is used as an estimator of the incident par­
ticle transverse position. Therefore, we expect the error in the position 
measurement to go as lIyiE. Indeed, for typical electromagnetic calorimetry 
the error in the transverse position is 5 cmJyiE if E is expressed in GeY. For 
pions the corresponding coefficient is 31 cm reflecting the larger hadron trans­
verse shower. 

12.8 Radiation damage 

As the new accelerators and space missions come on line, we get to situations 
where there are large radiation doses. We need, then, to consider radiation 
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damage. Radiation damage will usually reduce the response of the calorimeter. 
More importantly, since the radiation damage is not uniform over the 
calorimeter active area, there is an 'induced' non-uniformity of response in the 
calorimeter. Because there are fluctuations in both electromagnetic and 
hadronic showers, errors are induced in the energy measurements. Individual 
showers develop differently in depth and sample different parts of the 
calorimeter, which have different radiation damage. We can try to evade that 
non-uniformity by a variety of techniques. This is an interesting topic all by 
itself and is a crucial aspect of detector design. We refer the interested reader 
to the references, e.g. Ref. 12.6. 

12.9 Energy leakage 

The fact that all calorimeters are of finite length, so that energy leaks out the 
back, must be faced. Fluctuations in shower development lead to fluctuations 
in the energy leakage and therefore measurement errors. Often 'inert' material 
is put in front of calorimeters, such as tracking detectors and the like (Chapter 
13). For example, a solenoid magnet coil may be placed in front, causing the 
electromagnetic and hadronic showers to sometimes develop in this inert 
material. It is a very interesting topic to see how you can 'weight', or over 
sample, the energy deposit at the exit point of this inert material in order to 
regain some of the energy resolution. Similarly, with leakage, you can also 
'weight' the energy exiting the calorimeter. A plot of the unweighted contain­
ment depth for hadrons of different energies is shown in Fig. 12.14. For an inci­
dent hadron of 1 Te V energy we need -11 AI in order to contain 99% of the 
cascade energy on average. The required depth only increases as In (E), so that 
calorimeters for high energy experiments need grow only modestly. 

Plots of the energy responses of a 7 and 11 \ deep calorimeter are shown in 
Fig. 12.15. Clearly, a low energy 'leakage tail' of the thin calorimeter is seen in 
which significant energy is lost out the back. We can reduce the tail, Fig. 12.15c, 
by overweighting the samples at the rear of the calorimeter. By using this tech­
nique we can restore some of the resolution of a thin calorimeter which has 
financial implications. Note the induced 'high side tail' in Fig. 12.15 where we 
err since we overcorrect some showers, due to the fluctuations in shower 
development. 

Typically, muon detectors are placed behind calorimeters (see Chapter 13) 
since low energy (E<Et) muons only ionize while all other particles (except 
neutrinos) interact more strongly. However, there is an intrinsic limit placed on 
the ability to filter out unwanted particles. Shown in Fig. 12.16 is the proba­
bility for a hadron cascade to 'punch through' and deposit energy behind a 
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containment of a hadronic shower as a function of energy. The slow logarithmic 
dependence is evident. (From Ref. 1.1, with permission.) 

given depth of steel for different energies. After 1 AI the probability begins to 
fall exponentially with a characteristic length (~\) which grows slowly (loga­
rithmically) with energy. This behavior is expected given our previous discus­
sion of the cascade mechanism, vrnax = In(EIETH)/ln(N) (Eq. 12.7). 

However, at the few tenths percent level there is another component visible 
in Fig. 12.16. This component falls off slowly with depth and is of magnitude 
roughly proportional to E. It is due to the decay of pions to muons in the cas­
cades. These decays occur before the pion is absorbed and they are intrinsic. 

Note that on the earth's surface cosmic rays are mostly muons (see Chapter 
6). The earth's atmosphere is a thick but diffuse 'calorimeter' of depth ~ 1000 
g/cm2 ~ 11.4Ar of N2 gas (see Table 1.2) which 'leaks' muons since the diffuse 
'absorber' allows decay, with a lifetime at rest of (CT)1T = 7.8 m, to compete with 
cascade absorption due to hadronic interactions. The deep component visible 
in Fig. 12.16 has a similar origin but its fraction is greatly reduced since in that 
case the calorimeter is a dense solid absorber. Still, at sufficient depth, the 
majority of particles remaining in a shower are muons both for ground level 
cosmic rays and deep in solid steel calorimeters. Fortunately for us, living as we 
do deep in our atmospheric 'calorimeter', muons only deposit ionization 
energy in us. It is this leakage which defines the irreducible annual dose of 0.2 
rad due to cosmic rays which we are all subject to. 
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Fig. 12.15. Energy sampled in a calorimeter for 100 GeVincident pions. (a) 7 Ao deep 
calorimeter, (b) 11 Ao deep calorimeter and (c) 7 AI deep calorimeter with exit layer 
overweighting. 
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12.10 Neutron radiation fields 

Implicit in the discussion of binding energy losses in hadronic calorimetry was 
the presence of many neutrons which appear as decay products during the 
nuclear de-excitation of the medium. A plot of the binding energy per nucleon 
as a function of A is shown in Fig. 12.17. The value is roughly constant with A 
for A?:: 15. 

B ~ 8 MeV Inucleon (12.15) 



9.0 

8.0 

~ 7.0 
~ 
.; 

~ 6.0 

'" Cl. 

t 
Cl. 5.0 
.>. 
~ 
Q) 
c 

:4.0 
c 
'6 
c 
iii 3.0 

2.0 

1.0 
o 

V 

r 

50 

12.10 Neutron radiationfields 285 

I I I . r---, ----- - r-- -

I 

100 150 200 250 
Mass number, A 

Fig. 12.17. Binding energy per nucleon in Me V as a function of atomic weight A. 
(From Ref. 12.1 , with permission.) 

A transfer of energy appropriate to hadronic cascades, (PT)h' implies that the 
absorptive medium is excited. These excited nuclei later decay, often with the 
emission of soft neutrons or photons with energies of order B. 

As an aside, we mention that neutrons are unstable in vacuum, decaying into 
a proton plus an electron plus a massless anti-neutrino. The mass difference is 
positive, mn - mp - me = 0.782 MeV. The question naturally arises, why are 
stable atoms made of electrons and nuclei, where nuclei consists of protons and 
neutrons? The answer is that neutrons in nuclei are bound with negative energy, 
8 MeV/nucleon, so that the bound mass difference is negative and the neutron 
decay reaction is not energetically possible. Thus, in nuclei new 'ons are stable. 
The simplest example is the deuteron, a bound state of a i,.oton + neutron, 
which requires 2.2 MeV to break apart. 

A very crude rule of thumb is that 5 n/Ge V are released in a shower and 
localized near hadronic shower maximum. 

Nn- 5E(GeV) (12.16) 

These neutrons will obviously have kinetic energies, Tn' near B. At these low 
energies they can only elastically scatter or participate in exothermic neutron 
capture reactions. For example, the mean free path for a 5 MeV neutron in steel 
is 9.4 cm. 
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Fig. 12.1 8. n- p elastic cross section as a function ofn kinetic energy. (From Ref. 12.1 , 
with permission.) 

Scattering off a heavy nucleus transfers little energy (see Appendix A). Thus 
the n become 'transparent' to the medium and diffuse out of the calorimeter as 
a 'neutron gas' . Typical energies at the point of transparency are low. 

(12.17) 

The elastic n- p scattering cross section as a function of Til ' from 10 ke V to 300 
MeV, is shown in Fig. 12.18. At 1 MeV the cross section is 4 b, and a rough 
(J' - 1Iv"'J: - l/vn behavior is observed, where vn is basically the incoming flux 
(see Chapter 1). 

12.11 Neutron detection 

The kinematics for n + A elastic scattering imply a recoil neutron kinetic 
energy, T, which has maximum and minimum limits. Algebraic details are given 
in Appendix A. 

(12.18) 



12.11 Neutron detection 287 

Clearly for large A, T~ Tn and little energy is transferred to the medium. 
Basically, the neutrons just bounce their way out of a heavy material with a 
constant energy, suffering no energy loss in collisions. 

It is also clear that for A = 1, or n- p elastic scattering, the neutron can lose 
a substantial fraction of its energy. This loss mechanism can be exploited by 
detecting the recoil proton from the initially almost free proton in the hydro­
carbons of a plastic scintillator, for example. This mechanism works well for 
Tn ~ 1 MeV neutron detection. The large cross section, evident in Fig. 12.18, 
means that the scintillator need not be very thick. A 1 cm, x, thick counter of 
scintillator has a fractional mean free path of xl(L) = Nopal A ~ 15% scattering 
probability for a 1 MeV neutron. The average energy transfer of 0.5 MeV can 
be detected efficiently (Chapter 2). It is also clear that scintillator based sam­
pling calorimetry will efficiently absorb the 1 MeV neutrons leaking out of a 
high Z absorber. Kinematics also explains why hydrogenous, low Z, material is 
used to shield against slow neutrons. 

The 'neutron gas' will be absorbed in the light sampling layers of a calorime­
ter if they contain hydrogenous material. The gas also diffuses while the neu­
trons slow down by elastic collisions. This gas may be treated using the diffusion 
equation, which we already have used for a molecular gas (Chapter 8). 

nv=j = - D(Vn) (12.19) 

The neutron number density is n and the velocity of the neutron 'fluid' is v. The 
methods used in Chapter 8 may be adopted in the present case, where D is the 
neutron diffusion coefficient. 

The slowing down process ends when the neutrons are in thermal equilib­
rium with the medium, Tn - kT. How can we detect neutrons with such a small 
energy? A plot of the cross section of n on various nuclei down to thermal (kT 
- 1140 eV) energies is shown in Fig. 12.19. In this figure the unitary limit 4'IT/P 
4'ITa~ is indicated (see Chapter 1, S wave unitarity), as is the geometric cross 
section. These two values for a bracket the experimental values on the low and 
high ends respectively, which however span six orders of magnitude. Carbon 
has an approximately constant cross section, - 6 b, while boron has a 1Iv n 

behavior. 
The thermal neutrons can be detected by capture reactions. Typical exother­

mic reactions are n+p-?D+1' (2.2 MeV) and n+ 6Li-?3H+a (4.76 MeV). 
The emitted photon can be detected via Compton recoil, while the a must be 
directly stopped in a lithium doped solid state detector due to its short range. 
These and other capture reactions are the basis for dosimetry in the case of 
slow (thermal) neutrons. 

The design of detectors in some environments must take into account the 
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Fig. 12.19. n-A reaction cross sections for capture of thermal neutrons. (From Ref. 
12.1, with permission.) 

existence of a large flux of neutrons. Detectors which will survive in the next 
generation of hadron colliders must live in a sea of neutrons with energies from 
~ 1 MeV down to thermal scales and must operate in a fashion insensitive to 
this neutron 'bath'. That task is a major challenge for the new generation of 
detector designers. 

Exercises 

1. Consider a 2 TeV (2000 GeV) pion. Assume (N)=9. Work out the ana­
logue to Table 12.1 for the four generations. What is 'fo'? 

2. For Exercise 1 what is the total number of charged particles in the cascade? 
What is the fractional fluctuation on that number? 

3. For Exercise 1 estimate the number of MIPs contributed by the neutral 
energy by using the methods given in Chapter 11. 
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4. Use Eq. 12.6 to find the neutral energy deposited by a pion with 2000 GeV 
energy and four generations. Check your result against the explicit number 
worked out in Exercise 1. 

5. Use Eq. 12.7 to find 'f
o

' for a 2000 GeV pion. Check your result against the 
explicit number worked out in Exercise 1. 

6. Consider a 25 Ge V pion. Assume (N) = 9. Work out the analogue of Table 
12.l for the two generations. What is 'fo'? Compare to Fig. 12.4. Assume 
the charged particles ionize the deposit (dE/dx)[dx =,\] =0.2 GeV per par­
ticle. Estimate the ionization energy in the cascade and compare to the 
neutral energy. Compare to the leftmost graph shown in Fig. 12.5. 

7. What is the expected stochastic coefficient for 1/2 absorption length sam­
pling? 

8. Show that unequal electromagnetic and hadronic response leads, with 
fluctuations in the neutral fraction, to a fractional energy error as given in 
Eq. 12.10. Remember that the hadronic energy is E=hE1N. For d'fo' =0.17 
and e/h = 1.3 show that the fractional energy error is 5.l%. 

9. U e Fig. 12.2 to estimate (N) for a 1000 Ge V and a 10 000 Ge V pion using 
the approximate expres ion s = 2mpE for pion- proton collisions at high 
energie . Use Eq. 12.11 to estimate cf fo for the two energie . 

10. Find the maximum nwnb r of generations [or a 1 TeV and a 10 TeV pion 
(1 Te V = 1000 Ge V) assuming (N) = 9 in both cases. 

11. What is the ratio of the decay length to the interaction length for a 25 Ge V 
pion? Recall that the lifetime of 7.8 m is stretched by a time dilation factor 
of '}'. 

12. Use Eq. 12.l6 for a 25 GeV pion. Assume each neutron takes B = 8 MeV 
What is the estimate for 'binding energy' in this case? Compare to the right­
most graph displayed in Fig. 12.5. 

13. What is the mean free path of a thermal neutron in carbon? 
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Part IV 

The complete set of measurements 

We have now examined most of the techniques available to designers of parti­
cle detectors. Many detection systems are built using a single technique, for 
example a medical scanner using only NaI crystals and PMT transducers. 
However, in high energy physics, nuclear physics, and space physics the recent 
stress is on general purpose detectors using many detection technologies in 
concert. It is these composite devices which we examine in this last summary 
chapter. 
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Summary 

The ideal of beauty is simplicity and tranquility. 
Goethe 

We have attempted to provide a sketch of the physics needed to understand the 
main types of particle detectors in use today. Our goal was to motivate, not 
rigorously derive, the operation of each type of detector from first principles 
in a single self-contained volume. The level of electromagnetism, quantum 
mechanics, and mechanics which was used should make this treatment access­
ible to advanced undergraduates and graduates. Chapter 1 introduced many of 
the concepts and the numerical constants. Velocity measurements via time of 
flight (TOF), Cerenkov, or transition radiation were the topics for Chapters 2, 
3, and 4. Elastic scattering and ionization were introduced in Chapters 5 and 
6. Non-destructive tracking and 'vertexing' with momentum and position 
determination was the subject of Chapters 7, 8 and 9. Radiative processes were 
examined in Chapter 10, leading to an exposition of destructive energy 
determination for electrons/photons and hadrons as described respectively in 
Chapters 11 and 12. Algebraic details were largely relegated to the Appendices. 

The 'nuts and bolts' of actual devices have been stinted. That lack is easily 
remedied by exploring the set of references provided at the end of each chapter. 
The general physics discussions are illustrated with many numerical examples, 
which should establish the order of magnitude of the important parameters of 
a class of devices and thus motivate some of the approximations which are 
made. The choice of examples reflects the author's biases and specific experi­
mental experiences. 

13.1 Fundamental particles 

As a final topic, we sketch a general purpose detector used in studying high 
energy collisions. In the world of present day research, the devices described in 
this note are often combined together into a powerful composite detector. As 
in an orchestra, the result is often greater than the mere sum of the parts. We 

293 
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Table 13.1. The basic constituents of the 'Standard Model' 

Generations Charge Qa 

Matter (spin 1/2)b 
(~J (:) (;) (6) Leptons 

!J. T 

(~) (~) (~ ) ( 2/3 ) 
_1/3 Quarks 

Quanta Force Coupling Quanta Symbol 

Interactions Gluons Strong as= g; 8 g 
(spin 1) Photons EM a=e2 1 'Y 

Weak bosons Weak aw=g~ 3 W- ZoW+ 

Notes: 
a Units are electron charge lei. 
b Units are n. 

can draw an analogy between each chapter and the delights of chamber music 
while the full detector reflects the power and majesty of a symphonic per­
formance. Specifically, the ability to make multiple redundant measurements 
makes for a powerful and versatile detector capable of studying extremely rare 
processes. 

Consider our present knowledge of the elementary particles. These are listed 
in Table 13.1. The fermions (spin lh) are either quarks, possessing strong inter­
actions, or leptons, which only have electromagnetic and weak interactions. 
The leptons, in turn, are either charged or neutral. The neutral leptons, neutri­
nos, can only interact weakly. 

In the list of spin 1 force carriers, the photon is familiar, while the gluons are 
the force carriers of the strong interactions. The electroweak gauge bosons, W 
and Z, unify electromagnetism with weak interactions and can be identified 
through their leptonic decays, as we will see. They are heavy, with masses ~ 90 
Ge V, while the photon and gluon are massless. 

13.2 Detection of fundamental particles 

How can these elementary particles be observed? The basic methods are listed 
in Table 13.2. All strongly interacting quarks and gluons decay 'virtually' and 
very rapidly into hadrons ('fragmentation') and appear as collimated 'jets' of 
hadrons (-IT, K , p, etc.) which can be observed in a calorimeter (Chapters 5, 11 , 
12, 13). For jets, the physics sets a transverse scale for the hadronic fragments 
of the quark jets, (PT) ~ O.4 GeY. The longitudinal scale is set by the sharing of 



13.2 Detection of fundamental particles 

Table 13.2. Detection identification methods 

Signature 

Jet of hadrons, Al 

'Missing' energy 
Electromagnetic shower, Xo 
Only ionization interactions, dE/dx 

Decay with c'T~ 100 J.Lm 

Detector 

Calorimeter 

Calorimeter 
Calorimeter 

Muon absorber 

Si tracking 
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Particle 

u , c, t~Wb 
d, s, b 

g 
V e' v !!" v T 

e, 'Y, W~ev 
J.L , T~J.LVV 

Z~ J.LJ.L 
c, b, T 

the quark momentum among N fragments where (N) vs. (PT\ et is similar to Fig. 
12.2 for (N) vs. 0. For aPT = 100 GeV jet, we find that (N) is ~ 14. Assuming 
the fragments share momentum equallY,PII is ~ 7 GeV and the fragment makes 
an angle e~ PT/PII = 0.028 or 3.4° with respect to the quark direction. Thus, high 
PT 'jets' are collimated and easily recognized and measured. An example of a 
detected jet is shown in Fig. 13.1 both as a 'lego plot' , where the detection 
sphere (e, 4» is unfolded and as an azimuthal projection (r, 4». The collimated 
jets are quite apparent. 

The neutrinos carry off energy without interacting, and therefore their exis­
tence and energy can be inferred by measuring the total final state energy in 
comparison to that of the well prepared initial state. The 'missing' energy 
is approximately equal to the neutrino energy. The neutrino cross section, for 10 
GeV neutrinos off protons, is about u vN (10 GeV) ~ 9 X 10- 39 cm2• Thus, for L 
= 2 m of iron the probability of interaction is~8 X 10- 10, indicating that neu­
trinos are unlikely to interact even in a thick detector. For example, a large flux 
of MeV neutrinos from nuclear reactions in the sun impinges on our bodies 
continuously but without causing noticeable effects. 

A 'lego plot' of both electromagnetic and hadronic energy transverse to the 
incident beams in a scattering event is shown in Fig. 13.2. Note that the 
positron and the four jets do not balance ET as the two jets did in Fig. 13.1. The 
presence of an unseen neutrino is indicated in Fig. 13.2 as having the e, 4> and 
ET needed to make the total ET of the final state system be zero. 

The calorimetry itself is commonly segmented longitudinally beginning with 
electromagnetic detectors (Chapter 11) backed up with hadronic detectors 
(Chapter 12). The electrons and photons give large energy in the electro­
magnetic segment, and little energy in the following hadronic segment. As men­
tioned before, hadrons put little energy into the electromagnetic compartment 
since AI » Xo. Shading in Fig. 13.1 and Fig. 13.2 indicates this segmentation. 
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Fig. 13.1. The scattering of the quarks inside the proton lead to a 'jet' of particles 
traveling in the direction of, and taking the momentum of, the parent quark. Since 
there is no P-r in the initial state by a sl.unplion the two quark in the final state are 
' back Lo back in azimuth. (CDF event with permission .) 

A distinctive W ~elJ signature is shown in Fig. 13.3. The electron is 
identified as a track in the ionization tracking (shown in Fig. 13.1) with p 
matching the energy deposit in the calorimetry (redundant measurements). 
The calorimeter deposit in the direction of the electron track is approximately 
all in the electromagnetic compartment. The visible transverse energy is 
~ 40 Ge V, indicating a comparable missing energy. The W mass is inferred to 
be ~ 2 ET (see Appendix A) or ~ 80 GeV 

All charged tracks first have their momentum measured by non-destructive 
measurements of their trajectory (Chapter 8) in a magnetic field (Chapter 7). 
The longer lived heavy quarks and leptons (c, b, 'T) first have their secondary 
decay vertices measured and decays reconstructed using silicon detectors 
(Chapter 9). An expanded tracking view of the trajectories in the event shown 
in Fig. 13.2 is displayed in Fig. 13.4. Clearly jets 1 and 4 contain secondary ver-



13.2 Detection of fundamental particles 297 

fit neutrino 

Fig. 13.2. 'Lego plot' for an event containing a positron and four jets. The existence 
of a neutrino is inferred from the large missing ET in the event. (CDF event, with per­
mission.) 
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Fig. 13.3. 'Lego plot' for W ~ev events. The electromagnetic calorimetry shows a 
clean electron signal (associated track with the same momentum and angles in the ion­
ization tracking). The missing energies are ~ Mw/2 indicating the two-body nature of 
the W decay. (CDF event, with permission.) 

tices in the silicon detectors indicating that they contain heavy quarks. In addi­
tion, in many cases, particle identification done on the final state hadrons (e.g. 
K) can be used to infer the initial produced quark (e.g. s) by the use of time of 
flight (Chapter 2), Cerenkov detectors (Chapter 3) or transition radiation 
detectors (Chapter 4). 

Finally, by forcing all other particles to cascade in the calorimetry, we can 
(see Chapter 12) identify muons. The muons, if below critical energy (Chapter 
10), simply ionize the detection medium (Chapter 6) and their trajectories can 
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Fig. 13.4. Expanded tracking view of the event shown in Fig. 13.2. The silicon detec­
tor allows us to 'tag' jets 1 and 4 as possessing secondary vertices indicating that those 
jets contain heavy quarks. (CDF event, with permission.) 

be measured in magnetized thick material (Chapter 7) if the multiple scatter­
ing limit is acceptable. The muon completes our discussion of Table 13.2. The 
experimental signatures for the final state particles are given in Table 13.3. A 
pictorial representation of the different signatures is also given in Fig. 13.5. 
Note that we have, in fact, utilized all the chapters of this text in formulating 
Table 13.2 and Table 13.3. 

13.3 General purpose detectors 

An event of the type W -7ev detected in a large general purpose collider detec­
tor is shown in Fig. 13.6. Note the ionization tracks, the calorimeter segmented 
azimuthally as 'towers' pointing to the interaction point, and the longitudinal 
segmentation into EM and hadronic 'compartments'. There is, unshown, 
muon tracking surrounding the thick iron toroidal magnets which exists 
outside the calorimetry. 

A three dimensional plot of a dijet event where quarks in the initial protons 
scatter and appear as two jets in the final state, appears in Fig. 13.7. The debris 
of the initial protons appears in the forward direction where the shattered 
proton 'decays' into the calorimetry. 

Lastly, in Fig. 13.8 the azimuthal display of the data available in detecting 
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Table 13.3. Methods of identifying basic constituents 

Signature (detector system) 

TOF 
C, Cal 

TRD 
Constituent Si vertex Track dE/dx EM 

e Primary .I 
'Y Primary 
u,d,g Primary .I 
v 
s Primary .I 
c, b, 'T Secondary .I 
j.L Primary .I 

Particle Tracking 
type 

y 

e 

Jet 

ET 
missing 

.I .I 
.I 
.I 

.I .I 

.I .I 
MIP 

ECAL HCAL 

Had 

.I 

.I 

.I 
MIP 
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M 
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.I 

Muon 

Fig. 13.5. Pictorial identification of particle topologies in the subsystems of a general 
purpose detector. 
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Fig. 13.6. Azimuthal view of a W -7 ev event in a general purp e detector. The 
charged track of the el ctron matche the calorimeter tower in azimuth. Note the 
missing transver e energy. The ize of the energy in the calorimeter i proportional to 
the height shown in the display. (DO event, with permission.) 

muons for a new, as yet un built, detector is shown. Note the existence of redun­
dant momentum measurements in the tracking system and in the magnetized 
steel magnetic return yoke. 

It is hoped that these figures give a flavor of the quality and detail of the data 
provided by an ensemble of modern detector elements. All the techniques dis­
cussed in this note and more come into play in the design of a general purpose 
detector. 

13.4 The jumping off point 

Any text is necessarily finite. Topics related to the text but going a step beyond 
are included in a set of references that appear after this chapter. The areas 
referred to are of two sorts. The issues 'downstream' of the detector are 
touched upon; triggering, data acquisition, data analysis and detector model­
ing. In addition, statistics is briefly introduced in Appendix J, and Monte Carlo 
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Fig. 13.7. Three dimensional view of the tracks and energy deposit in a dijet event. 
The initial state quarks are scattered by large angles and emerge at right angles to the 
beams. The initial protons are shattered by the interaction and 'decay' into angles 
near the direction of the initial colliding proton and antiproton. (DO event, with 
permission.) 

model creation in Appendix K. The second area deals with the specifics of 
hardware. The purpose of this set of references is to entice the student to go 
beyond the confines of this text and jump into a great sea of new information. 

If the doors of perception were cleansed, everything would appear 
to man as it is, infinite. 

William Blake 

Earth's crammed with Heaven, and every common bush afire 
with God. 

Elizabeth Barrett Browning 
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C.M.S. 
A Compact Solenoidal Detector for L.H.C. 

Transverse View 

Fig. 13.8. Conceptual plot for muon identification and measurement. The muon 
track is measured in a solenoidal field, gives only MlP energy depo it in an electro­
magnetic and hadronic calorimeter, and is then mea ured again in lhe olid iron mag­
netized return yoke of the solenoid, in four measuring tat ions. (CM figure, with 
permission.) 
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Appendices 
Men who wish to know about the world must 

learn about it in its particular details. 
Heraclitus 





Appendix A 

Kinematics 

Kinematics refers to the constraints implied by energy and momentum conservation. 
Dynamics refers to the appropriate forces that define the detailed particle motion con­
sistent with those constraints. We confine ourselves here either to the kinematics of two 
body decays of a single particle or to two body reactions. 

Consider the two body reaction a + b - H: + d. The decay of a 'particle' of mass Vs 
into c + d is a special case. Let us take the 'laboratory' frame with b at rest, and make 
the simplifying assumption that me = md = m. The center of momentum, CM, motion 
and the mass of the initial two body system, Vs, follow from the expressions of special 
relativity, taking a + b as the initial system; M2 = e2 

- p2 = P 'pJ1-, 'Y = sf M , J3 = pie. The 
particle energy is e and momentum is p, so that four dimensional momentum is 
p = (p,e). The CM mass squared, 'Y and f3 factors are J1-

s=(p +p )J1-.(p +p) =;M2 
a b a b J1- ab 

= m2 + m2 + 2pJ1-·p a b a bJ1-

=m2 +m2 +2e m a b a b 

'Y=; 'Yab = ke/Vs = (ea + mb) /Vs 

f3 == f3ab = '!plke = I Pal/( ea + mb) 

(A. I) 

In the CM system, we can view the situation as either 2~2 scattering or as the two 
body 'decay' of a system of mass Vs. The scattering angle in the CM frame is e* as 
illustrated in Fig. A.I . Energy and momentum balance requires (if me = md = m) 

e* =e* =Vs/2 e d 
(A.2) 

P~ =p1=p* 

The Lorentz transformation back to the laboratory frame yields a momentum 
for the final state particles which depends on the scattering (decay) angle e~ 

'Y = uv'f-=f32, c f3 = v. 

Pr=p*sinO* 

P = y(p*cosO* + f3e*) 
\I 

e = y(e* + f3p*cosO*) 

305 

(A. 3) 
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dN 
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Fig. A. 1. (a) The CM scattering angle 8* . (b) The distribution of the energy of par­
ticle c for an isotropic angular distribution in the case where c is light (0)> mJ. 

The angular distribution, if isotropic (S wave scattering), is dD* = d(cos8*)dcjJ* = 1/411", 
which implies an energy distribution in the laboratory which is uniform. In the limit of 
large Vs or light secondary particles (f3* - 1) ee ranges over the interval (0, ea) . 

de = yf3p*d(cos8*) = yf3p*/2 

(e) = ye* -'H~/2 (AA) 

ee -7 (P/2)[1 + cos8*J 

The minimum secondary particle energy is-O, in the limit that m is small with respect 
to Vs. The maximum is given by the incident particle energy. 

Consider now the solid angle element in the lab and CM (indicated by a * super­
script) frames. The Lorentz transformation,PT= PT *, insures that we only need to con­
sider 8, since cjJ = cjJ*. We also assume azimuthal isotropy. 

dD= dcos8dcjJ = d(Plllp )d(tan - I (P /p)J 

=d(P/p)dcjJ* 

(A.S) 

Using Eq. A.3 we differentiate to find the relationship between dD and dD*. We give 
the result only for the case where f3* -71 and f3 -71. 
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Fig. A.2. Contours of momentum of photons in an isotropic decay. The CM contour 
(- -) is spherical, while the lab contour (_. _ ._) is highly peaked in the forward direc­
tion. 

(cos8* + (3) 
coso=p/p~p/E - ( *) 

1 + {3 cosO 

dcosO= dcosO*[l/y( 1 + {3 cosO* YJ (A.6) 

dD =( */ )2 
dD*- E E 

In general, relativity implies a 'searchlight' effect, throwing the angular distribution 
forward by factors of y. We show the contours of photons in the laboratory and CM 
frames in Fig. A.2. The isotropic CM contour is stretched along the direction of 
motion. 

The resulting forward/backward asymmetry for relativistic motion is seen in 
Compton scattering at higher energies as shown in Fig. A.3. Part of this effect is purely 
kinematic, Eq. A.6. 

An example of kinematics is Compton scattering. The basic equations are (see 
Chapter 10): 

Wo +m=w+s (A. 7) 

ko =k+p 

We wish to find the outgoing photon energy, w, in terms of the photon scattering angle, 
ko . k = kokcos o. Clearly, we try to 'remove' the recoil particle. This is accomplished by 
placing E and p on the right hand side of the equations, 
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Compton Scattering, Angular Distribution 
2 

1.8 

1.6 

1.4 

1.2 

dcr 
dD 

0.8 

0.6 

0.4 

0.2 
-1 -0.8 -0.6 -0.4 -0.2 o 0.2 0.4 0.6 0.8 

cose 

Fig. A.3 . daidflfor Compton scattering, -y + e ~ -y + e, at higher photon energies. The 
distortions causing a forward-backward asymmetry, which are partially due to Eq. 
A.6, are evident. 

(Wo +m-w)=c: 

squaring and subtracting (A. 8) 

w2 +m2 +w2+2w m-2mw-2w w=c:2 
00 0 

2m(wo - w) + 2wow(cose - 1) = 0 

(! -~) = l(1- cos e) 
w Wo m 

The Compton angular di tribution in the laboratory frame is given without proof to 
be dcrldD= (a)()2/2[wlwoF[wlwo + wolw-sin2fJ) . We recognize the (wlwo? factor as being 
purely kinemalic. The relation of wlwo to cosO follows from Eq. A.8. 

w/wo=l/[l+y(l-cose)], y=wolm (A.9) 

This distribution i shown in Fig. A.3 for Wo = 10 keY 100 keY and 1000 keY The small 
y limit is the non-relativistic case, w~ wo da/dt2-> (a)()2/2[1 +cos2e] with integral, 
(J"= (81T/3)(aX)2 which is the Thomson resuH given in hapter 10. 
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The most tedious calculation is this volume is perhaps that for the recoil angle as a 
function of recoil energy. The kinematics was shown in Chapter S. 

po=p+k 

~+m=B+e ~.I~ 

We again 'remove' the scattered projectile variables by squaring and subtracting as in 
the case of Compton scattering. 

P~ + P - 2p ok coscfJ= p2 

B~ + m2 + e2 + 2Bom - 2Boe - 2em = B2 

2[m2 + PokcoscfJ + Bo(m - e) - me] = 0 

(A.ll) 

Define e = T+ m where Tis the recoil kinetic energy. The energy and momentum con­
straints are then,[pok coscfJ- T(Bo + m)] = O. We now need to find the recoil momentum 
k in the terms of the recoil energy. 

(A. 12) 

This expression is used in Eq. A.Il and its square to solve for T= mQ as a function of 
the masses, the incident particle momentum, and the recoil angle cfJ. 

[(T2 + 2mT)p~cos2cfJ] = T2(Bo + m)2 

T2[P~cos2cfJ- (Bo + m)2] + T[2mp~ cos2cfJ] = 0 

2p 2cos2 cfJ 
Q= a 

[(Bo + m)2 - p~cos2 cfJ] 

(A.13) 

Using the relations Bo = "1M and Po = "113M we can find Q as a function of recoil angle 
cfJ, the incident particle mass M and velocity 13, and the target mass m. 

Q= 2(f3yM cos cfJ)2 
[( "1M + m)2 - (f3yM cos cfJ)2] 

(A. 14) 

This expre iOIl is quoted in Chapter S. Clearly Q ~ Q (cos cfJ= 1) or Q = 2p2/(W ') . max . max 0 

+ m-+ 2eom). For high ell.ergy lllcident particles, Bo ~Po~OO and Qmax ~pJm or 
Tmax~ Po (remember, c= 1 IS 1I ed 0 that Tmax ~poc.). 

Con ider the pecial ca e of the scatLcdng of slow neutrons by nuclei, Q x = 2p~/[(Bo 
+/~)Lp~] CEq. A.13) where m=AM. In that case, To + M = Bo and To =p~i2M, where 
M IS the neutron mass. 

Qmax =4MTJ[T~ +(A + 1)2W + 2MATo] 

4MTo 
~(A + 1)2W ' M » To 

(A. IS) 
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The scattered neutron has a minimum energy Tmin when the recoil nucleus has a 
maximum kinetic energy. 

T =T -Q (AM) min 0 max 

4 M 2 ATo 
= To - (A + 1)2 M2 (A.l6) 

Thus, as intuition suggests, if A ~oo, T min ~ To and no energy is lost, while if A ~ 1 
(n + p elastic scattering) the neutron can give all its energy to the recoil proton, Tmin ~ O. 
These results are quoted without proof in Chapter 12. Recall that in shooting pool, 
banking off a cushion (A ~oo) means no loss of energy, while a head on collision of the 
cue ball and another ball (A = 1) leads to a complete loss of the kinetic energy of the 
cue ball. 

The CM energy squared, s, is a relativistic invariant, being the square 'length' of the 
total four dimensional momentum of a system. Consider the reaction '7Tp~(n'7T)p for 
multiple pion production. The initial tate (p at rest) has s=(p", +p) '(p", + 
pJI'- - 2mpE", + rn2, ignoring the ma s of the light pion. The 'threshold' energY, E", = 
ETH occur al th~ lab energy where 11 pions can just be produced. The minimum s con­
figuration is to have all the final tate particles at rest in the CM, or s = (nm + m )2 - m 2 

+ 2nm",mp' Therefore, the threshold lab pion energy for n pion productio~ is p p 

(A.17) 
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Quantum bound states and scattering cross section 

The Schroedinger equation in quantum mechanics results from assigning differential 
operators to momentum and energy. These operators act on a wave function 'It where 
1'1'12 describes the probability density of finding a particle. The kinetic energy Tplus the 
potential energy U is the total energy E. Note that this expression is non-relativistic, so 
that E really represents the energy e - m. 

(T+ U)'I' = E'I' 

(B.l) 

The differential operators are p = i/j,V and E = iii a/ at which have a compact relativistic 
representation, p ~ ilia 

fl. fl. 

( 
- 1i2'f;P ) a'l' --+ U'I'=ili-

2m at (B.2) 

The form of the solution for constant energy in three dimensions is the product of 
an angular function (spherical harmonics = Yt ) and a radial function, R, if the 
problem is 'central force', where Uis a function only of,.. 

'1' = RY'C' 
(B.3) 

u = ,.R 

The radial wave function for u satisfies a differential equation with terms that can be 
identified as radial kinetic energy, total energy, central potential energy and centrifu­
gal potential respectively. 

(B.4) 

The solution to this equation is simple in the limits r~O and r~oo. In the case ,.~O, 
the most singular part of the equation is the centrifugal potential (assuming U is well 
behaved) . 

,. ~ O , 
d2u 1:(1:+1) 
-d 2 - 2 u=O 

r r 
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u=rt+ l 

1"1'12 - r 2e 

(B.S) 

The centrifugal barrier forces the wave function away from the origin, so that only S 
wave (€ = 0) solutions have "1'(0) ~ O. 

The solution for r---t OO is dominated by the energy term, since the potential U is 
assumed to fall as r increases. We have an oscillatory equation, whose behavior depends 
on the sign of E. 

(B.6) 

k2 == (2mE/1i 2) 

For E < O we have bound states, 1"1'12 localized while for £ > 0 we have scattering states, 
1"1'12 - constant. Note that both the small r and large r behavior of '1' is 'generic' , i.e. 
independent of the particular central force problem specified by U(r). 

E < O, u - e- 1ia 

E > O, u _ e±ikr (B.7) 

lik= v'2mE= p 

Con ider lhe bydrogen atom with a radial quantum number /I in addition to e and 
m. The wave function is a sumed to be 'I' ,- r e- rioll time orne polynomial which inter­
polates between the mall and large r be{lavior. A een in Fig. B.l the condition for a 
slanding wave repre eoting a table tale, require quantization of the de Broglie wave­
length which implje quantized momentum , and hence energy. 

A= 2'lT a/n = h/p (de Broglie wavelength) = ADB 

p = (Ii/a)n (B.8) 

The Schroedinger equation for S waves, e = 0, assuming that the energy can be mini­
mized with respect to radius in order to find the 'ground state', then becomes (n = 1) 

(p2/2m)"I' + (U - E)"I' = 0 

(~-e2/a) =E 
2ma2 

aE/aa=O 

1 
a =-= X/a (X = Compton wavelength = Ii/me) 

o am 

The 'virial theorem' relating T and U holds. 

U= -e2/a =-a2m 
o 

(B.9) 

(B.lO) 
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1.5r-----r------,----r-----y---.,-----, 

0.5...----I-+-~_+---t-----t-+_~_+-~__; 

o 

-1.51..----'---.......1-----.....10------'----'------" 
-1.5 -1 -0.5 0 0.5 1.5 

Fig. B.l. Relationship of A to a for the case of a standing wave solution for \fl. The 
wavelength A is the de Broglie wavelength = h/ p . 

Consequently E = - T= U/2 . For excited states with n» we use this result and Eq. 
B.8 to establish that an = aon2 and then, with £" = U/2 = a/a" - 1In2 . The radius increases 
with n (not as deeply bound), and the E" -1In2 behavior indicates looser binding as n 
increases. The ionization continuum occurs at n~oo or E~O. 

E = T + U = - a 2m/2 < 0 o 

(B.ll) 

E =E /n2 
" 0 

In the case of a general power law potential, U= g2/rd, the radius analogous to Eq. 
B.9 can be shown by the same technique to be 

a" = (g2dm/M12)"d- 2 (B.12) 

Inserting back into the expression for energy, we find the dependence on m and n. 

(B.13) 

The electromagnetic results for d = 1, a - n2/g2 ill - Xn2/ a and En - m/n2, are recovered. 
The scattering solutions, Eq. B.7, are oscillatory as, r~oo, u -e±ikr, 'Jf- (e±ikr)/r. The 

effect of scattering is to induce a change of phase, or 'phase shift', in the case of elastic 
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scattering. It can be shown that the behavior of the phase Shiftr De. with angular 
momentum e is that De ~ k2C+ 1 which is similar to the behavior of 1'1' 2 shown in Eq. B. 5 
and has the same physical cause, centrifugal 'repulsion'. For scattering with absorption 
we have amplitude A( 8), elastic cross section O'EL' and inelastic cross section O'IN defined 
by the phase shifts. Absorption is indicated by the existence of an imaginary part of 
the phase shifts, De-

The outgoing spherical scattered wave is \{I ~ exp[i(kr + 0e)]! kr . Clearly 0e ---* ° means 
that no scattering has occurred. Since the force is central, angular momentum is con­
served, which allows us to sum the scattering amplitude over 'partial waves' labeled by 
e, where YJe =ei8(: 

I 
A(8)= 2pe+ l)(YJc-I)PeCcos8) (B.14) 

The resulting cross sections are given below. 
eo 

O'EL = ; ~(2f + 1)11- YJcl2 

c=o 
00 

O'IN = ; ~(2f + 1 )(1-IYJeI2) 

£= 0 

(B.15) 

O'T = O'EL + O'IN 

In the special case of purely elastic scattering, 0e is real, so that 1 -IYJeI2 = 0, and 
O'JN = 0. 

(B.16) 

Large phase shifts in a partial wave imply a large scattering cross section. 
In general we find the phase shifts by matching the incoming and outgoing solutions. 

A simple example is a potential well with depth Uo and range a. The solutions for r< a 
and r>a can be seen from Eq. B.4. We consider only S waves (e = O). Clearly, since 
O~ k2e+ l, if ka~ILlln~ 1, then only low angular momenta ILl are excited, and S waves 
will dominate. This situation typically obtains when the incoming particle wavelength, 
A, is much larger than the size of the scattering system, ka ~ alA ~ 1. 

d2u 
-2 +k2u=0, k2 = 2mEln2, r> a 
dr 

d 2u 
dr2 +(K)2u=O, (K)2=2m(E+ Uo)/n2

, r < a 

(B.!7) 

The oscillatory scattering states are taken to be cos(kr) and sin(kr). We expand in 
that complete set to find the solutions u for r< a and r> a. 

u(r > a) = sin(kr + 0) 

u(r < a) = Asin(Kr) 
(B.18) 

The exterior wave is a mixture of sin and cos characterized by a phase shift 00' The 
interior wave must vanish at the origin (Eq. B.5) and has scattering amplitude A. The 
solution is obtained by matching u and duldr at the r = a boundary. 
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u : sin(ka + °
0

) = Asin(Ka) 

du 
- : kcos(ka+o )=AK'cos(Ka) 
dr 0 

K 
k"tan(ka + °0 ) = tan(Ka) (B.19) 

or 

°0 = - ka + tan - { i tanKa] 

Consider the S wave elastic cross section, (To = (47Tlk2) sin20
0

' If the well is 'shallow' 
with respect to the energy of the incident wave, UJE« 1, then K' ~k and 

°
0 
~ - ka[l - tan(kalka)] (B.20) 

There are two limits depending on the size of ka. If ka » 1 the geometric cross section 
is obtained with °

0 
~ ka. For ka « 1 the cross section is reduced with respect to the geo­

metric cross section by a factor~(ka)4 . 

ka » 1, (To ~4'TTa2 

(
ka)2)

2 

ka « I, (To ~4'TTa2 - 3-

(B.21) 

Let us now connect the wave equation for 'I" to a fictitious 'index of refraction'. 
Consider Eq. B.2 for energy eigenstates, or states of constant E, in one dimension, 
dl'iJfldx2 + [2m(E - U(x))ln2]'I" = O. The oscillatory solutions go formally as exp( ± ikx) 
with T= p2/2m = (E - U(x)). 

nk=p=Y2m[E- U(x)] (B.22) 

Thus the wave function of a free particle, U(x) = 0, is a plane wave. An interacting par­
ticle moves in a medium with an index of refraction 

n= Y [E - U(x)]IE (B.23) 

The energy E is a constant of the motion, by assumption. 
In this fashion we can freely adopt the classical results of electromagnetic reflection 

to quantum mechanics. For example, consider photoelectric emission in metals. Inside 
the metal the electrons are bound by a negative potential energy, U(x) = - Uo' The 
emitted electron wave inside the metal is reflected when it encounters the interface to 
vacuum, U(x) = 0 at x = O. We could match boundary conditions and solve the 
quantum mechanical problem. The wave functions are 

'I" = beik'x + ce - ik'x x < 0 
IN ' 

(B.24) 
'I" OUT = aeikx, x> 0 

The wave vectors in the two regions, x < O and x > O are 
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k'= 

Matching Wand aw ax at x = 0, we obtain the conditions 

b+c = a 

(b-c)k'=ak 

(B.25) 

(B.26) 

In Eq. B.27 R is the reflection coefficient, the ratio of the intensity, iwl2, of the reflected 
wave to the incident wave. Removing a from Eqs. B.26 we find b = c(k' + k)/(k' - k). 

(B.27) 

Note that we could aJ 0 get thi re ult by appealing to the clas icaJ re ult for optical 
reflection at a medium- vacuum interface, R=[(n - l)/(n+ 1)]2. Note that this result 
also applies to wave traveling down a coaxial cable of impedance 21 triking another 
cable f impedance 2 2 (see Appendix D). Cleal·ly the same wave equation describes 
many different phy ical applications. 
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The photoelectric effect 

The photoelectric effect derivation is sketched out in Chapter 2. In the interest of com­
pleteness, calculational details are given in this appendix. The kinematic quantities 
are given in Chapter 2. The transition rate, r, is given by the Fermi 'golden rule', 

r= 2; p(p)lu1HII i) 12, where pCP) is the density of final momentum states and HI is 

the Hamiltonian of the perturbation. 
The essential physics is thus contained in the matrix element. The photon is specified 

by the vector potential, A - AoE[exp(ik-r)] , where E, is the incoming photon polariza­
tion vector. The matrix element, HI - (eA'p)lm was motivated in Chapter 2 and is 

(!1Hli)- eAo I'¥* (E·p)eik-r'¥.dr (C.l) 
[ m f' I 

Let us evaluate the matrix element. For a hydrogen-like atom, the inner electron 
'sees' a charge Ze so that it is pulled in close to the nucleus, a = aol Z. The ground state 
S wave has '¥i - e- r /a (see Appendix B). Normalizing to I'¥P to I, we note that the initial 

electron is localized to a volume - 4; a3• Therefore the probability density I'¥P goes as 

I/a3 since 1'1'12 dr is a differential probability in three dimensions. The correctly normal­
ized wave function is 

I 
'1'.(1')=-- e- r/a 

I ~ 
(C.2) 

When the photon energy is large, the ejected electron is quite energetic and its 
Coulomb interaction with the remaining ion can be ignored. Hence '¥j can be approx­
imated as an outgoing plane wave, 'l' (r) - exp(ip·rlft). Since '.If is a momentum eigen­
state, the momentum operator has a fixed value and we can pu{1 p outside the integral. 

("'H Ii) - eAo (E 'p) _ 1_ I ei(k-p/f,)re- tladr (C.3) 
JI J m ~ 

The integral can be obtained in a closed form in terms of the momentum transfer to 
the atom, q == (hk - p)lh. Note that if qa is large, the phase factor exp(iq'r) in the matrix 
element varies rapidly and destructively over the range r< a where the integrand, e- r/a, 

is large. 
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The angular integral is easily done first. 

U1H Ii) - eAo (£'p) II f eiq-'e-riadr 
I m \j~ 

(C.4) 

The radial integral involves the form of the bound state radial wave function. 

. eAo (1, 81Ta3 
] 

(f1H111) - -;-( E 'p) \j -:;;;;J L(l + (qa)2)2 (C.S) 

Ignoring the energy of the recoil atom, energy conservation reads, liw - e = p2/2m. 
Thus, if the photon energy is well above the scale of inner electron binding energies, or 

me2 

Iiw>-(Za)2= -e, then liw-p2/2m. 
2 

The controlling factor in the matrix element is qa. Note that p - Vw - vk so that 
q - pili as long as the ejected electrons are non-relativistic. The momentum transferred 
to the atom is the momentum of the ejected electron. In this level of approximation, 
we have a matrix element that has a 'form factor' which leads to a cross section that is 
not characteristic of cross sections involving point-like structureless systems. 

(C.6) 

The angular distribution, in the approximation q - pili, is simply a dipole due to the 
E'P = ep sin () factor, where () is the angle between the incoming photon, and the out­
going electron, and a polarization average is assumed. Thus, the photoelectrons are 
preferentially ejected transverse to the photon direction, along the direction of the 
accelerating transverse electric field associated with the photon. 

Integrating over the angular distribution, f d{l sin2()= 211' f d( cos()( 1 - cos2() = 811'/3. 
The cross section is derived from r, da-/d{l ~ rt(liwA~) - pi <f IHlii > 121IiwA~. 

-~21T--- -- - - (p2sin2() - --d(J' me2 p aX 
2 
[( 1 ) (81Ta3)2] 

d{l (21T1i)2 liw 1Ta3 (qa)8 

(J'~ [w\:2{'~~Jcllqa)5 
(C.7) 

As in our discussion of Thomson scattering (Chapter 10), the A~ factor in the square 
of matrix element is cancelled in d(J'ld{l since the cross section is normalized to unit 
incident flux. 

Since we approximate liw as p2/2m = (qli)2/2m, the basic behavior of (J' is to go as 
_ lIq7 or - l/w712. Note that the matrix element form factor behavior, 1I(qa)8, is sof­
tened to 1/(qa)5 by two other factors which are the (£'p)2dipole factor and the density 
of final states factor, pCP) ~ p. The photon flux normalization of the cross section 
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contributes l/w the factor. Clearly, the resultant (llqa)5 behavior implies, a = ajZ, that 
(7 goes as Z5, strongly favoring high Z atoms for large photoelectric cross sections. 

The mismatch of the scale of length between the initial state (a) and the final state 
(llq) means that the overlap integral in the matrix element is small. That mismatch is 
minimized for high Z atoms since a~ liZ. 
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Connecting cables 

A key element of a complete detector sy tern f great practical importance i the cabJe 
which are used to connect the parts together electrically. High peed operation dictates 
that a simple single wire connecting point to poin t i totally inadeq uate. FOf that reason 
a 'transmission line' environment should be provided for the ignal . That environment 
can be provided by patterns etched on priJlted circuit board by twin leads (e.g. TV 
antenna lead with 75 n impedance) r by coaxial cable (e.g. RG58 'Ethernet' cable 
with 50 n impedance). C axial cable i . the method of choice, because it provides the 
best shielding again t out ide interference and thus the best noise immunity. 

The geometry of some trau lUi ion line types is shown in Fig. D.I. In the coaxial 
ca e the haracteristic impedance Zo' of the line is 

Zo = (2~) -j:ln(bla), MKS 

60n 
=-- In(b/a) 

v'e/eo 

(D.I) 

The impedance of the paraliel wire configuration, Fig. D I i twice thaI of the 
coaxial configuration for the ame a and b. 

We can think of the cable a the conlinuum limit of a dis rete series of capacitors 
and inductor with im edance Zc ~ 1/iwC, ZL - iwL and with the eries- parallel com­
bination having Z - Lie independent f frequency. ote that the 'impedance of free 
pace (MKS) ets the cale for Z up to djelectric constant and geometric factors a 

given in Eq. D.2. 

Z=v'L/C 

(D. 2) 

Zo= v'lLo/eo = 377 n 

The velocity of electromagnetic wave propagation i derived in hapter 3. Typically, 
in coaxial lines olid dielectrics are used ~hich have o~ eleo. - 2.3 ~r v- 0.67c = (5.0 
n 1m - I. The dependence on the geometry I weak (Ioganthlntc). Typical values for the 
impedance of coaxial cables are 50 n. Some examples are given in Table D.l. 

v= c/~ = 1Iv'LC= c/~ (D.3) 

=c/n 
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Table D.l Some examples of coax ial cables 

Type 

RG58-U 
RG8-U 

2a 

() 

50 
52 

a(cm) 

0.l47 
0.362 

Fig. D.1. Parallel wire and coaxial transmission lines. 

() 

2b 

[It 

r(n) 
(10m) 

0.2 
0.038 

t 
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A pulse propagating down a transmission line of impedance 21 which encounters a 
region of impedance 2 2 suffers a reflection with coefficient R for the power or V R for 
the fields. The formalism is perhaps familiar from analogous situations in optics and 
quantum mechanics, with n ~ Ve as quoted in Appendix B. 

VR = (22 - 2 1) 

(22 + 2,) 
(D.4) 

If the impedance is matched (Fig. D.2), there is no reflection. If a short circuit, 
2 2 = 0, appears, then R = - 1 and the reflected pulse is inverted . If an open circuit 
appears, 22 ~ 00, R = 1, and the reflected pulse is non-inverted. Proper termination of 
a cable is shown in Fig. D.2. 

For coaxial cable signal power is lost due to field penetration into the conductor by 
the skin depth effect caused by finite conductor resistance as discussed in Chapter 3. 
The capacity per unit length and inductance per unit length of the coaxial cable are .k 
andL.. 

£= 2m;/ln(b/a), MKS 

L=(~)ln(b/a) 
(D.5) 
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Fig. D.2. Layout for correct driving of a cable with characteristic impedance Z oo 

The expres ion fo r {; i' derived in the body of the text in the chapter on wire chambers. 
The capacity per unit length ha a scale set by the vacuum, Bo = 0.09pF/cm. A 1 m 
length of typical cable r presents a - 30 pF capacitive load which must be charged up 
by a buffer driver ill order to drive the ignal down the cable. Using Eq . D.S and Eq. 
D.2 we can now retroactively derive Eq. D.l. 

The cable los es are defined by a resistance per unit length, E, which depends on the 
resistivity, p, of the conductor and the skin depth, 0, and hence the frequency. The cable 
is not a perfect 10 less (j'an mis ion line. 

(D.6) 

Clearly, small cables are desirable for rea on of co t and hermiticity' or the maximum 
coverage by active detectors, but the lIa dependeoc of R means that small cables are 
lossy and hence cannot transmit high speed signals. Note that high speeds are prefe­
rentially lost since E increases as w increa es (8 decreases). Some compromi e are 
usually made, of necessity. 

For example, p= 10- 6 D em for copper. Assuming 0.1 cm = a, center conductor, 
p/21Ta= 1.6 X 10- 6 D. The skin depth in copper is derived in Chapter 3 to be 16.5 
cmtv' w Hz. Thus, the resistance/unit length is roughly 10- 7 D/cmV w Hz. The resis­
tance of a 10 m cable to transmitting a frequency of I GHz is found to be ~ 3 D. 

The measured dependence of cable loss as a function of frequency and length for 
several common coaxial cables is shown in Fig. D.3. The expected lI.jw behavior is 
clearly displayed. 

The rise time of the cable to a step function, containing all frequencies, is defined to 
be T, which is ~ RC times the square of the cable length (see Table D.l). For 10m of 
cable, T (for 1 GHz) is ~ 3 D (300 pF) ~ 0.9 ns. Manufacturers quotes for rise times of 
RGS8 (a = 0.15 em) and RG8 (0.36 em) are 0.2 ns and 0.038 1) for 10m re pectively 
confirming this rough estimate and showing the fall of T with Ule conductor ize a. 
Note that the degradation of pulse shape fldelity goes a, the square of the cable lengt h.. 
This argues to make the cable runs as short a possible. Oscilloscope traces of a pulse 
train at the driver and receiver ends (see Fig. D.2 of a 95-foot cable are hown ill Fig. 
D.3b. Note the~2 ns rise and fall times at the receiving end. 

Note that we have simply ignored the 'quantized' nature of the waves propagating 
down the cable. The reason we can do this is that the minimum times to be considered 
are limited by the resistive cable losses to be T~ 1 ns or wmax ~ I GHz. At that frequency 
the wavelength is still 30 cm which is much larger than the transverse size of the cables. 
We are not yet operating in the high frequency region where real r.f. techniques are 
required, nor will we explore r.f. 'plumbing'. 

As an aside, if you look at the microwave oven in your home, there is a metal mesh 
screen embedded in the window. The metal will absorb electromagnetic waves with wave­
lengths much greater than the distance from metal to metal. The size of the grid is ~ 1 mm, 
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Fig. 0.3. (a) Contours of constant loss for cables as a function of frequency and 
length. (b) Waveforms at the driver and receiver ends of 95 feet of RG58/U cable. 
(From Ref D.l with permission .) 

which is quite sufficient to block the wavelengths of the microwaves and thus protect the 
chefs from being cooked by their own ovens while allowing visible light to pass easily. 

In the practical design of detectors, cables are actually quite crucial and the proper 
cable choice is of some importance. The cables must transmit the data signals well and 
with low noise. In a high radiation field, they must often also be small so as not to 
provide a leakage path to sensitive electronics components. A good working knowledge 
of the properties of cables is a useful tool in the kit of the detector designer. 

Reference 

[D. 1 ] Motorola Semiconductor Products, Inc., MECL System Design Handbook 1971 . 



Appendix E 

The emission of Cerenkov radiation 

A truly complete derivation is well beyond the scope of this text. Nevertheless, it is 
useful to move beyond the heuristic motivations used in Chapter 3. In particular, we 
can relate radiation in general, Chapter 10, to the Cerenkov special case, Chapter 3. 
The expressions for the Lienard- Wiechert formulae relating a moving charge to the rel­
ativistically correct scalar and vector potentials are given here without proof. The static 
solutions for the electric and magnetic potentials are modified by a factor lIl-f-(3) 
evaluated at the 'retarded time' t'. 

V= [e/r(l- f-(3)]RET 

A = [e(3/r(l - f-(3)]RET = (3 V (E.l) 

t' + ric = t, retarded time t' 

The non-relativistic limit, C-7 00, is that, t-7t', V-7elr and A-70 as expected. The def­
initions of r, t, f3 and t' are given in Fig. E.I. 

We can then use the relationship, Table 6.1, between potentials and fields, 

E = V V -! aA, to derive that the radiation fields, those which go as E - 111", are those 
c at 

given in Eqs. E.2 (See Ref. 3.1). Physically r - flr is the 'virtual present position' as 
shown in Fig. E.l. 

E=(~) [1"(1_11"(3)3] [rX(f-fl) X a]RET 
(E.2) 

B=(fXE) 

At low velocity we find the familiar Larmor pattern that of an electric dipole of 
moment ea/w'. In Chapter 10 we simply applied the dimensionless substitution (arlc2) 

to the static solutions in order to make the radiative solutions plausible. The non-rela­
tivistic, (3-70, limits are 

B-7(I~XE) 

2 
£-7?/e2a2/c3

) 
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(E.3) 
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Fig. E.l. Definition of vectors at the retarded position, the observation point and the 
'virtual present position'. 

The general result for the power, E=2/3(e2/c3)y6[a2-(j3 x a)2] was 'derived' in 
Chapter lOusing the correct relativistic expression for acceleration and writing E as a 
Lorentz invariant. 

The expressions for the fields are used to find the energy radiated into solid angle 
element dD per unit frequency interval dw where frequency is defined using the 
observer's clocks, t (see Fig. E.l) . Assuming that there is only a finite duration of the 
acceleration, the radiated energy can be related to the Fourier transform of the poten­
tial, A(w). The non-relativistic limit is again familiar (see Chapter 10). Using Eq. E.2 
for the electric fields, 

(E.4) 

2 

d
2
J(w) _ f'" eiW1[f X (f -~) ~ a] dt 

dD dw _ 00 r(I - r ·j3) RET 

If the observation point is very far away, then during the finite acceleration time, 
r - const. If the observation point is labeled by x from some arbitrary origin, as is the 
source point x', then during emission of the radiation, r can be approximated as 
r=lx-xll -x - x ·x' . The expression for the radiated energy then simplifies consider­
ably in terms of the time ('at emission, t = t' + rle - t' + xlc - x' x' Ie. 
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Joo [(, X'X')] lx X (x- (3) X a] , 
-00 exp iw t - - c- (l _ x X (3)2 dt (E.5) 

d 2J(w) a 
- - = --

Thus, we have found an expression for the radiated energy as a function of observed 
frequency w at location x if the trajectory, x'(t'), is specified. 

Since we can, tediously, show that dldt'[~~ ~:~~)]=[XX (i-(3) X a/C](1-x'(3)2, 
we can integrate once by parts to obtain 

d
2
J(w) aw

2 
f oo [( x'x')] --r;-- = - 2 [xX(x x (3)] exp iw t' - - dt' 

dJ "dw 41T c - 00 C 
(E.6) 

We can now heuristically apply these general formulae to the case of uniform 
charged particle motion in a dielectric medium. The interaction with the medium is a 
collective phenomenon, so the use of an overall index of refraction n is sufficient. The 
effective speed is reduced, c---7c/n, as is the charge (due to polarization of the medium), 
e ---7eln. Making these substitutions (a ---7 aln2) , and assuming uniform motion, x' = vt', 
we find 

d
2

J(w) aw
2 

f_oooo[X X (x Xv)] exp[iw(t' - X'cx')]dt' 
dn dw 41T2C3 

Joo [( nx .vt')] _}iX (x X v)] exp iw t' - - c- dt' (E.7) 

an w X'v 
00 [( _ )] ---7 -;?\x X V\2 21T L oo exp iwt' 1 - n --;- elt' 

Note that the expression which is squared is simply a delta function in the variable 
1- nx' vIc or 1- n{3cos 8. (Recall that the Fourier transform of a plane wave eikx 

(unique momentum) is 8(k).) Thus we have an infinite radiated power at an exact angle 
at this level of approximation. 

d 2J(w) an{32 sin2 8\ ~( \)2 
dn dw ---7 c u 1- n{3cos 8 (E.8) 

A problem arises when the integral yields a delta function because we have assumed 
an infinitely long time for radiation. For a finite radiator length we would obtain a 
diffraction pattern peaked at cos 8e = 1/ (3n, and the size of I( w) would be proportional 
to the time interval over which radiation is emitted. Thus the energy radiated per unit 
path length, dx, is expected to be a constant. The number of emitted photons, N, per 
unit frequency is then very simply expressed. 

d2J(w) aw. 2 
--= - Slll 8 
dx dw c2 e 
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d 2N(w) a. 2 
---~- sm 8 
dx dw c2 c 
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(E.9) 

Summarizing, the radiated power is related to the square of the Fourier transform 
of the fields. The exp(iwl) factor in the transform, given retardation, t = t ' + xlc­
X· x ' Ic, a trajectory of constant velocity, x' = vt' , and the heuristic c...-? cln substitution 

leads to exp[iwtl( 1 - x.v~)] . The integral is a delta function in 1- {3n cos 8leading to 

the Cerenkov result, albeit in a formal fashion most properly relegated to this appen­
dix. Further details are to be found in the references quoted at the end of Chapter 3. 



Appendix F 

Motion in a constant magnetic field 

The Lorentz force equation (MKS) is F=dpldt=q(v X B). Since F'v=O, the magnetic 
force does no work on the particle, and hence Ipl = p = const, y= const, v= const,. The 
arc length s can be used to parameterize the path instead of clock time t, and the 
general equation of motion is 

ds= vdt 

v=va, a=dxlds 

p=ymv=ymva (Fl) 

dplds=q(p X B) 

( 
- XBj 

da/ds=~, p=plqB 

Unit vectors are indicated by the - symbol. The instantaneous radius of curvature is 
indicated by the symbol p. This equation says that the momentum vector describes a 
circle of radius p about the direction of the magnetic field. 

For the remainder of this appcndix, we pecialize to a uniform field, B=Bi, along 
the z axi . Note that in the text x is u uaUy COD idcred to be along the direction of 
molion e.g. dE/dx. However to hew 10 the InO 1 common convention we adopt the z 
axi as the direction of the B field. We can always simply permute the axes if another 
Cartesian coordinate system is desired. Since there is no force along the z axis, we can 
integrate Eq. Fl twice. 

dzlds = et = et z zo 
(F2) 

z-z =et s o zo 

Initial values are indicated by the 0 subscript. Note that initial means when clocks are 
started, at t = s = O. 

The forces act in the x and y directions. The equations of motion, from Eq. Fl are 

det)ds= et/p 
(F3) 

det) ds = et) p 
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We then differentiate again in order to decouple the x and y equations of motion. 

1 da 
d2a /ds2= _ =:J'. =-aj~ 

x p ds x 
(F.4) 

d2a /ds2 = -a /~ y y 

The form of the equations indicates harmonic motion of a x and a " The solutions are 
therefore sinusoidal. Thus, we assume an expansion in the complete set, sin <P and 
cos <p, and impose the initial conditions, ax at s = 0 is axo and ay at s = 0 is ayo' 

(F.5) 

<p=s/p 

Identifying <Po =Oand <p=s/p we can easily show that Eq. F.5 satisfies Eq. F.4 by sub­
stitution. Physically <p is the angle through which the momentum vector is rotated per­
pendicular to B when the particle moves a total distance s in the field . 

Having found the first integral, we integrate again to find the positions. The integral 
ofEq. F.S, dx/ds= a.mcos<p+ aYOsin</> with <p = s/p and initial conditions at x =xo,y= Yo' 
<p=s=O is; 

(F.6) 

LlX=X-Xo' LlY=Y-yo 
Having found the trajectory in terms of the parameter of path length, we can also 

find alternative forms which eliminate explicit reference to the parameter s. Squaring 
Eq. F.6 we get the circular part of the trajectory perpendicular to the magnetic field 
direction, so that we can find x knowing Y and the initial conditions. This formulation 
is useful for particles traversing dipole magnets to a fixed x or Y boundary. Using Eqs. 
F.5 and F.6 we first find x in terms of ay and Y in terms of ax 

x-xo=-p(ay-ay) 
(F.7) 

Y- Yo =p(ax -axo) 

Squaring F. 7 and adding we remove the parametric dependence on s (or <p) and find an 
expression for the trajectory. 

[(x- x) - payoF+ [(}i- Yo) + paxoF=p2(a~+ a;)== pj= p2(a;0 + a;o) 

PT=PT/qBo' h=P sinO 
(F.8) 

Manipulating Eq. F.6 we can, alternatively, solve for the 'bend angle' <p as a function 
of points on the trajectory x and y. 

(F.9) 
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Fig. Fl. The existence of a minimum transverse momentum required for particles to 
pass outside a radius t. 

Clearly, the implication of Eq. F2 and Eq. F5 is that the momentum parallel to B is 
constant and the magnitude of the momentum perpendicular to B, Pp is constant. If 
point (x,y) on the trajectory is known, then 4> can be found . From 4> = sIp and Eq. F2 
the point z can also be found. 

It is often more convenient to use cylindrical coordinates becau e the basic phy ics 
is clearly cylindrically symmetric. For example, a solenoid ha cylindrical symmetry 
and these coordinates are obviously the ones of choice. In the simplifying case Xo = Y o 

= 0, with 4>' labeling the position at radius r, when x = r cos4>' , y = t sin4>' is substituted 
into Eq. F8 we find that 

tan 4>0 = PjPxo (FlO) 

The angle 4>0 is the initial direction of the momentum vector perpendicular to B as 
illustrated in Chapter 7. As shown in Fig. FI, if PT < r/2 then the track will curl up and 
never reach radius r. 

Thus particles with transverse momentum PT < rqB J2 do not reach a radius r. These 
low momentum tracks simply rotate in azimuth and drift down the solenoid in the z 
direction. 

In order to find the exit vector we use Eq. F7 to find 4>", the label for the exit angle. 
The geometry is given in the body of the text. (See Chapter 7.) 

ay=a)'o -x/p 

ax=axo + yIp 

tan 4>" = a) ax (Fll ) 

(sin 4>0 - rlPr cos 4>') 

(cos 4>0 + rlPr sin 4>') 

The solutions given in the appendix are exact in the ca e of a uniform field. Since 
any field can be locally taken to be uniform, a s lution for an arbitrary field can be 
achieved numerically by pasting together a uccession of the. e olutions. Thi tech­
nique has many applications in numerical recipes for solving much more complex prob­
lems. 



Appendix G 

Non-relativistic motion in combined constant E and 
B fields 

Often we encounter situations where there are both electric and magnetic fields. We 
treat here the simplest case of motion in uniform fields. The electric field is taken to be 
along the z axis, while the magnetic field is assumed to be in the (y,z) plane with angle 
e with respect to the electric field . The motion is assumed to be non-relativistic, but 
otherwise completely arbitrary. The Lorentz force equation, F = q(E + v X B) (MKS), is, 
for q = e 

x= w[)icose- i sine] 

y= w[ - xcose] 

i = w[x sin e] + a (G.l) 

w=eBlm 

a= eElm 

·=dldt 

For example, in a 40 kG field with a field of 3 X lO4 V/cm we find that w = 6.8 X 1011 
S-I and a = 5.9 X lO I9 cm/s2. In order to solve the equations in a simple form the boun­
dary conditions, x(O) = yeO) = z(O) = 0 and x(O) = yeO) = z(O) = 0 are adopted, that is 
starting from the origin (choosable) at zero initial velocity. This situation would apply, 
for example, if the motion of photoelectrons emitted by a photocathode immersed in 
an arbitrary magnetic field were to be studied. The solutions are 

x(t) = -(alw2)sine(¢-sin¢) 

yet) = (alw2)sine cose[ ¢2/2 + (cos¢ -1)] 

z(t) = (alw2)[sin2e(1- cos¢) + cos2 e( ¢2/2)] 

¢ = wt 

as can be verified directly by differentiating twice. 

(G.2) 

A natural length scale appears which is (a/w2) , while the natural rotational angle 
scale is ¢ . If there were no magnetic field the time to to fall to z = d in a purely electric 
field and the final velocity, v 0' at z = d would be 
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Fig.o.1. The trajectory in uniform electric (50 kV/cm) and magnetic (40 kG) fields 
with a 30 degree angle between them. The particle starts at rest at z = O. The trajectory 
is plotted with respect to motion along the magnetic field, x = z tan 8. 

t~ = (2d/a) 

(v o/c)2 = (2e Vo)/m (0.3) 

Where E= V/d giv s the potential VC) for a uniform electric field . Numerically, for E= 
3X104 V/cm we find 1'/c=0.2 and, if d= 3 rom to= 0.1 ns. These parameters are 
typical of the hybrid detector mentioned in Chapter 9. 

If there ale no electric fields then the rad iu of cmvature about the axis of the B 
field at a velocity Vo is ao=mvo/eB. For B =40 kG, CJC)= 0.084 mm and cf> = wto= 
68 == 1112TI or 11 full electron rotations in the magnetic field. 

For weak magnetic fields we expect mostly tl10tion accelerated along the z axi , i.e. 
the elecLric field direction. However, for strong magnetic fields we expect that tbe eJec­
tron are captured along the magnetic fieJd rod , with light (Le. small (/0) belical orbit 
about that axis. The gen.eral case for example a PMT jn an exteroal magnetic fieJd can 
be studied using Eq. 0.2. 10 Fig. G.l is shown the trajectory in a strong magnetic field. 
The acceleration from z = 0 to z = zma. is accompanied by rolation about the magnetic 
field direction. In this specific case, eight complete rotations are vi ible. 



Appendix H 

Signal generation in a silicon diode for point 
ionization 

The equations of motion in a silicon diode are more complicated than those solved in 
the body of the text. We consider only point ionization as a simplification. Consider 
the creation of an electron-hole pair at Xa at time t=O, where O<xa <d. The electric 
field in the p region between the diode elecl:rodes is, just at depletion, E = (Ea/d)(d - x) 
as shown in Fig. 9 A. If the diode is overdepleted, then the minimum field is not E = 0 
at x = d, but E = I:l.E at x = d, or E(x) = (Ejd)(d - x) + I:l.E. Thus, in this case there is a 
finite electric field in all locations in the p layer. Clearly this finite field will speed up the 
charge collection time which is why detectors are typically run overdepleted, if possible. 

After creation, electrons are swept to x = d by the electric field, while the holes are 
swept to x = O. Since dx/dt = I1E, we find, solving the equation dx = f.L(Ejd)(d- x)dt, 
that the electrons have a trajectory, just at depletion, x_(t). 

x_(t) = (xa - d)e- th - + d 
(H.I) 

T _ = (d/ f.L_Ea) 

Thus, x_Coo) =d and x_CO) =xa' and it takes many time constants, T_, for the elec­
trons to be swept to x = d if the diode is operated just at depletion. 

If, instead, the diode is run beyond depletion, the solution x_(t) is: 

x_(t) = (xa + xd - d)e- tir- + (d- Xd) (H.2) 

Where xd == d(I:l.EI Ea) defines a length incremental to the depletion depth which is in 
excess of the physical depth d. The solution, Eq. H.2, is derivable from Eq. H.I via the 
substitution d~d- xd' As before, x_CO) = xa' However, the point x = d is now reached 
in a finite time ta' 

( 
Xd ) = e-tair- (H.3) 

Xd + xa - d 

Clearly, if xd~O, then ta ~oo as we saw before in the just depleted case. In the limit 
where x d »d, t a ~ 0 so that very fast response is obtainable if high fields can be sus­
tained. In what follows we consider only the situation just at depletion. 

The holes are swept in the opposite direction to x = O. The electric field increases 
during the motion, with the corresponding solution containing a positive exponential 
coefficien t. 

(HA) 
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The drift time for the holes ld is defined by the x=O condition, d/(d-xo)=eIJT+ . For 
0 < 1 < ld the x po ilion of the holes vade from Xo to zero. Note that there are two time 
con tants 'r_ and 'r+ for the motion of the two charge carriers. The time for the holes 
to reach the electrode [d' i clearly - "-t- ' For Xo = 0 td = 0 since the holes are immedi­
ately unk to the x = 0 electrode. For x" = d, ld ~oo because the holes spend a lot of time 
in the zero field region. 

The field in the p layer does work on the drifting charges. Energy conservation, as 
derived in the main text, implies that the work done on the charges is taken from the 
applied fields and this induces a change of charge, dQ, on the electrodes. Since the work 
done is qEdx, dQ is the same sign for both the electrons and the holes since q changes 
sign, but so does the sign of the drift motion dx. Thus the electron and hole currents 
reinforce one another. 

For electrons I_(t) =dQjdt. We find that dQ = qE dxIV, dx = j-tE dt, or dQ = 
qj-tEdt/V. Using the explicit formulae for E(x) and Vex) derived in Chapter 9; 

(H.5) 

The current is a maximum at t = 0 when the fields are largest, Imax = 1_(0) = 

(~:)[ 1- (;) r The current then decreases steadily as t~oo when I_ (oo) ~O . The 

current also depend on location in the gap. For Xo = d, / _ = 0 since the electron moves 
no distance. For Xo = 0 the maximum current i IJ O)ixo=o=(2e/TJ. 

Integrating J to get the charge induced by the current of electrons, we obtain 

(H.6) 

The initial charge i defined to be Q_ 0) =: O. The asymploti coUected cbarge i Q_(oo) 
= e[ I - (xicf)J2. The collected charge depends on where the point ionization occurs. For 
'0 = d Q_(oo) = 0 ince the electron i ' immedi.ately unk to the electrode while fOf x= 

0, Q_(oo) = e and the entire electron charge i ultimately induced. ole that tb ba ic 
Q-x~ behavior OCCUfS because dQ ~Edx, E~x and dQ -x dx, so that Q _X2. 

For the holes a similar situation obtains, but with x~ (1) instead of x _(I) for the label 
of trajectory. 

(H.7) 

The minimum hole current occurs at t = 0, /+(0) = [1 - (xo/d)j2[2eh J The largest current 
occurs when the holes ultimately sink on the electrode at x = 0, x+(td) = 0, I+(x= 0) = 
2elT+" 

The induced charge due to the hole motion is, JI+(t)dt. 

Q+(t) = e[ 1 - (;) r [1- e2liT+] (H.8) 

Hence, Q+(O) = 0 and Q+(td) = e(l - (xJd»)2(l - d/(d - xo) 2) =e[(d- xy-d2]/d2. For Xo = 
o the maximum hole induced charge is zero. For Xo = d tbe maximum hole induced 
charge is e since the hole traverses the whole inter-electrode gap. This behavior is COl11-
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Fig. H.i. Hole signal data obtained from a silicon diode under point illumination at 
X o -d. The diode is operated overdepleted so that the current begins at a finite value. 
The transit time of the d - 300 f.Lm device is - 15 ns. 

plementary to that displayed by the electron induced charge, as might be expected. The 
total current due to the joint motion of the holes and electrons is 1= 1+ + 1_. 

(H.9) 

The total charge induced by the joint hole and electron motions is Q = Q+ + Q_. 

(H.IO) 

The diode acts like a solid state ionization detector except that both the positive and 
negative charge carriers have a comparable mobility and contribute to induced currents 
and that the field is not uniform. This latter aspect leads to exponential time behavior 
rather than the linear time behavior for point ionization observed in an ionization 
chamber (see Chapter 8). 

Data taken with a diode and point illumination with X o - d is shown in Fig. H.I. The 
electron current is - 0 since the electrons are immediately sunk at x = d. The holes move 
to x = O. The diode is overdepleted, so that 1(0) is not zero. The exponential rise of the 
current, Eq. H.7, is clearly seen. The increased speed as the voltage is raised above 
depletion voltage is also very evident. 
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Ideal operational amplifier circuits 

At the present time, digital and analog electronics are in a highly advanced state. 
COIl umer electronics have overtaken the frontier held by high energy physics detector 
R&D in the period before about 1980. We can now, perhaps for the fir t lime, u efully 
treat circuits as simply 'black boxes' and U e If-the-shelf omponenls. If more details 
are wished computer device simulation now make old-time 'bread boarding' a thing 
of the past. In addition, electronics is well beyond the scope of this text. An exception 
is front end noise which is of grea t practical interest and i discu sed in Chapter 9 in 
conjunction with iliconjullction diode detectors. As with all thing , understanding the 
to Is clearly makes for a better ultimate de ign . Thu we now make a short foray into 
electronics. 

[n order to get the flavOl" of pos ible circuit configurations we adopt an ideal oper­
ational amplifier circuit model which is at the highest level of simplification. The op 
amp is a high gain device with two inputs one inverting (-), and one non-inverting, 
(+). These inputs are a Slimed to have high input inlpedance. Together the model 
Jequire that for table operation AV= V+ - V_ - 0 and , ee ig.1.1 the amplifier 
output is not to be driven into a nonlinear operating point because its gain (G) is taken 
to be very large, G~oo. 

All the basic circuits shown below u e negative feedback to reduce the gain G 
(a tuned infinite) of the op amp and to tabilize operation. Peedback insures that the 
operation of the circui t depends only on the external pas jve omponents in the feed­
back loop. The input/output transfer' fllllction then depend only on resistor values, 
for example. 

The first such example is the non-inverting amplifier shown in Fig. 1.2. Since A V - 0 
and 1_ =0 we have IR

J 
= VI' IR2 = Vo - VI' with a solution 

Vo = V1+ IR2 

= Vr+(V/RJ)R2 

VJVr= (1 + R/RJ) 

(1.1) 

The device thus operates as an amplifier with a feedback defined effective gain, GEFF = 

(1 + R/R
J
). 

A specific example is a buffer-follower which might be used to drivelreceive ignals 
on cables without distortion. In this special case R

J 
~oo, R2~O and we have Vo = VI" 

This 'unity gain' application is very often used to drive signals off circuit ca rd on cables 
over considerable distances (see Fig. D.2). 

336 
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ilV 

t V-

Fig.1.1. Ideal operational amplifier showing inverting and non-inverting inputs and 
output Yo' 

J) •• ~ ____ I 

Fig. 1.2. Basic non-inverting amplifier. 

Any real amplifier has a finite gain and a finite bandwidth (finite noise). Shown in 
Fig. 1.3 is the gain of a 'unity gain buffer' as a function of frequency. The response is 
quite flat out to - 200 MHz. Also shown is the small signal response to a step function 
(rise time), which is about 2 ns. Such speeds are typical of current commercially avail­
able amplifiers. If our application is at frequencies less than 100 MHz, we can perhaps 
treat this device as an ideal buffer. 

Turning to inverting amplifiers, the one shown in Fig. 1.4 is easily analyzed using our 
basic assumptions about ideal op amps. 

V,+ IR, = V_ ==O 

Vo - IR2 = V_ ==0 

Vo/VI = - R/R, 

(1.2) 
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Fig. 1.3. (a) Frequency response of a commercial op amp operating as a unity gain 
buffer driver. (b) Small signal time response to an input step function. (From Ref. I.l 
with permission.) 
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R2 

Fig. 104. Basic inverting amplifier. 
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The effective gain is negative (i.e. inverting) and set by the two feedback resistors. If 
R j =R2 the gain is -1. 

There are many variations on the inverting amplifier which arise when driving it with 
current sources, using other circuit elements in place of R j and R2, using both input 
legs, or using multiple inputs to a single leg (e.g. 'adders'). A few of the basic circuits 
will be indicated, but they are only a small representative sample. 

First in Fig. I.5 we replace either R j or R2 by a capacitor. That replacement allows 
us to either integrate or differentiate a voltage source (V= QIC= fIdtlC). 

Vr+IR=O 

v -v=o o c 

Vr = - RC dVoldt 

Vo = - (fVrdt)/RC 

integrator 

Vr=(fIdt)/C 

V =IR o 

I 
Vo = - RCfVrdt 

Vo = - RC dV/dt 

differentiator 

(I.3a) 

(I.3b) 

As noted in the text, most detector elements behave approximately as current sources 
with source currents is because they are typically taken off high impedance electrodes. 
High speed response or low noise performance is provided by the circuits shown in Fig. 
I.6. The 'transimpedance amplifier' simply converts the current to an output voltage, 
Eq. IAa, while the 'charge sensitive preamp' integrates the current pulse to give an 
output voltage proportional to the source charge qs' Eq. lAb. 
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(a) 

Fig. 1.5. (a) Integrator. (b) Differentiator. 

R 

(a) 

(b) 

C 

.-----11------.. 

(b) 

Fig. 1.6. (a) Transimpedance amplifier. (b) Charge sensitive preamplifier. 

iR=V -V-V s 0 - 0 

q /c= V - V - V 
S 0 - 0 

(lAa) 

(lAb) 

Finally, it is often useful to exploit the fact that the 'op amp' is a true differential 
amplifier; Vo=G(V+ - V_)=GLlV,G--7 oo . Therefore as shown in ig. 1.7a when V_ 
exceeds V + = VT' the output is rapidly driven to its maximum value yielding a sharp 
' threshold' for the 'discriminator'. This behavior is as timed in describing a discrimi­
nation and coincidence circuit in Chapter 2. In lhi un table mode of operation only 
two disconnected states are possible output = '0' or '1'. 

Vo='l'if V_> VT 

(1.5) 

Noise is almost always an issue for detectors. If signals are to be driven off detectors 
on cables, see Appendix D, noise may be induced on the signal wire and on the 
'grounded' outer coaxial layer or on both of the twin leads. One powerful technique 
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(a) 

Fig. 1.7. (a) A comparator or discriminator. (b) A fixed gain differential amplifier. 

for reducing this 'pickup' noise is to use circuits which respond differentially, so that 
any common noise which is picked up by both inputs is rejected by the differential 
amplifier since it only, ideally, responds to the difference V + - V _ ('common mode 
rejection'). A possible circuit is shown in Fig. I.7b. 

V2 - I(R j + R2)=O 

V+= V2 -IR
I
=V2( R2 ):=V_ 

R\ +R2 

VI - J'(R\ + R2) = Vo 

V_ = V\-J'R\ 

Vo=(V2 - V\)(R/R\) 

(I.6a) 

(I.6b) 

This circuit can be thought of as a differential inverting amplifier. (See Eg. 1.2 where 
with V2~O in Eg. I.6b, the two expressions agree). Note that both inputs Vj and V2 
'see' the same input impedance, R\ + R2. This fact allows us to make a good cable ter­
mination which enhances common mode rejection. 

Reference 

[l.l] Linear Databook, National Semiconductor Corporation (1982). 
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Statistics introduction 

There has been no real explanation of tali tics in the body of the text. However we 
have freely quoted folding error in quadrature stocha tic error' and other concepts. 
In order to give some minimal background, we expand a bit on the basic concepts of 
statistical error. Reference· are provided at the end of the text ( hapter 13). The treat­
m n1 here j completely without rigor. 

Consider fir t a discrete series of N measurements of a quantity y, Yi' i= 1, ... , N. The 
mean and mean quare deviation from the mean of those measurements are ji and if. 

N 

ji= ~y/N 
; 

(11) 

if= ~(yi-ji)2/N 
I 

In the limit where N ~oo the distribution of results y approaches a continuous distribu­

tion function ~~ where the probability to observe y between y and y + dy is defined to 

be dE, = ~~ dy. The expressions for ji and a2 in the continuous case become 

ji~ J y(dE,/dy)dy = J y dE, 

if~ J(y-ji)2(dE,/dy)dy= J(y-ji)2dE, 

JdE,= 1 

(12) 

The most commonly a sumed distribution function is the Ga'l.l sian. It is often 
assumed to apply in experimental situation because, in the limit of large numbers of 
events, many distributions approach a Gaus ian. The theoretical function is character­
ized by two parameters, a mean <y> and a root mean square (RMS) deviation from 
the mean equal to ily. 

1 I 1 (y - (y»)2J 
dE,(y,(y),ily) Y21Tily2 exp L - 2: ~ dy (1.3) 

It i easy to show that the Gaussian given in Eq . 1.3 is normalized to 1, and that the 
parameters (y) and ily are j and (J" respectively as defined in Eq. 1.2. Note that ji and (J" 

refer to a large experimental data et willie (y) and ily are parameters which define a 
theoretical distribution functi.on dJ!/dy. 
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Since it is used so extensively in the text, we quickly derive the Poisson distribution. 
Examples used in the body of the text include mean free path, decay lifetime, and 
phototube photoelectron statistics. Consider a case where the probability of interact­
ing in traversing dx is dx/(L); the mean free path is (L). The probability of getting no 
events in traversing x is E.(O ,x). 

dE.(O,x) = - E.(O,x)dx/(L ) 

E.(O ,x) = e-x/(L ) (1.4) 

The exponential law for no interaction is already very familiar having been quoted in 
the discussion of cross sections. For getting N events in x, the appropriate probability 
is E.(N,x) , where we find none in dx and N in x (with the ordering of the events being 
assumed to be irrelevant). Assuming that joint probabilities multiply: 

dE.(N,x) = ~ (dX~~L») e - x/(L) 

E.(N,x) = e-;(L ) ( ~>r (1.5) 

(N)N 
= N!- e-(N) , (N)= x/(L) 

In terms of the mean number of events/traversal, (N), we recognize the Poisson 
photoelectron distribution, for example. The Poisson distribution approaches a 
Gaussian in the appropriate limit as N becomes large. 

Suppose the N events yield measures Yi of some variable with measurement error u
i 

and that we wish to make a hypothesis that they are described by a distribution func­
tion which predicts Y as ji when characterized by a single parameter a (for simplicity). 
Note that ji is the theoretical prediction in what follows and not the sample mean as 
given in Eq. 1.1. For example, we measure N decay times, Ii ' and assume a distribution 
with a single lifetime, T . The joint probability of the N independent measures defines a 
'likelihood function' L. Recall that indepeJlldent events have probabilities which multi­
ply. For example, the chance to roll a five on a die is 1/6, while the change to roll a six 
and a five (in that order) is 1/36. 

N 

L(a) = IT dE.i(Yi,a) (1.6) 
i 

The maximum of the likelihood would occur at a value of a , (a) for which we have 
the largest joint probability. In the special case of a Gaussian function dE., we minimize 
the )(2 function i.e. the method of least squares. A maximum L, if dE. is a Gaussian, 
means a minimum value of the argument of the exponential. 

)(2 ~ lnL 

N 

= 2: [Yi- ji(a,x)F/u/ 
i=\ 

L(a)lmax => )(2(a)lmin 

B)(2/ Bal(a) = ° 

(1.7) 
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The minimum value of )(2, in the special case ji= 0' occurs for 

a)(2 =0 
ay 

(J.8) 

In the special case that all errors are equal, (Ji = (J, ji = ~Y/ N, and we recover Eq. J.1. The 
i 

result Eq. J.8 is the best estimator of the mean of a set of measures assuming a 
Gaussian error distribution. We expect that it is related to the sample mean, as indeed 
we have shown. 

The algebra for the error on the mean is straightforward. The value ji occurs when 
)(2 is minimized. The e timate of (Jy comes from looking at how fast we deviate from 
the.minimum (iP)(2liPji) , ( 2)(2la; = 1(J1], 

WT=~WT;, (J.9) 

ji=(~>iWT}WT 
If the mea urement have different error, (J'f' then they are 'weighted as the inverse 

squaJ'e of that error in finding the be t estimation of the mean. Thi. is caJled the 
weighted mean technique. If all individual mea urement error are the same (J'/ = (J'o' 

then the best estimate of the error to be attached to the en. emble of N measuremen t 
i WT or (J'= (J !VN. We remark on this llYN behavior in the body of the text 
several time. We ~ee that error estimator improve only slowly with the number of 
measures. It is also intuitively clear that poor mea urements with large en'ors ( mall 
weights) should not strongly influence the estimate for jirelative to good measurements 
with small errors (large weights). 

The idea of estimating 0' is that for a large data set the likelihood clusters about its 
most probable value, L(O'» = Lmax' has a width (Ja (see Eq. J.2). 

(ll 0) 

[ 
I (0' - (0'»)2J For the special case of Gaussian errors, and L(O') - exp - 2 --;::- and 

(
a - (0'»)2 )(2 ~ --;::- . Therefore, the best estimate of the error on 0' can be found using the 

expression for x'- and differentiating ax'-laO'=(0'-(O'»1(J2 which is minimized when 
(0'-(0'»=0 by assumption. Differentiating again, ax'-laO'q=II(J;, leading to an esti· 
mate for the error of a u ing the behavior of )(2 as a function of 0'. 
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(J"; = (a2~) - 1 
aa (a) 

(Ill) 

Clearly, if the hypothesis i good then i- - lfor a single variable, since in that case 
K~[(a-(a))/(J"aF. The test of how well a hypothesi fits the data depend n the size 
of X2

. The precise idea of 'goodne s of 'fit, and iguificallce' can be explored in the ref­
erences. 

For multiple parameter, aI' pecifying the hypothesis, the error analysis becomes 
more diffi ult. Still, for N measurements at location x, yielding values Y; of a variable 
y the i' is the same as in Eq. J. 7, and we minimize Jl with respect to the set ai' j = 1, 
M by imultaneously solving the set of M least quare equations. 

(112) 

An example might be chamber measurements sampling a trajectory in a magnetic field. 
The orbit, ji, is a function of the parameters xo&o' q, and p, as we have derived. A least 
squares fit to the helical path will yield the best fit value of the parameters defining the 
path of the track. In particular, we will determine the momentum of the track with 
some error. This outline of a procedure makes quite specific what we mean by using 
detectors to measure the momentum of a track. 

With M parameters, the errors on the parameters are estimated from a straightfor­
ward generalization of Eq. 111. However, in this case there is an 'error matrix' H-l, of 
dimension MX M, with off diagonal elements indicating a correlation between the 
parameters. 

(113) 

(a;-(a)) (aj-(a)) = (H- l)ij 

The diagonal elements of the inverse H matrix provide an estimator of the errors on 
the M parameters a .. 

For example, asstime N points at x; measuring y; with error (J"r Assume no forces, so 
that the path ji is a straight line. By hypothesis M = 2, ji= ax+b. The remaining degrees 
of freedom are N - M, so generalizing our previous discussion, we expect 
X~in/(N - M) ~ 1 would indicate a reasonable fit to the hypothesis. The minimum value 
of y with respect to a and b occurs when 

N 

K= 2:.(y;-ax;-b)2/(J"; 
/ 

aK N 
-= 2 ~(y -ax.-b)(-x.)/(J"2=O aa .L.J I t I I 

(114) 
I 

This is two equations in two unknowns. The solution is left as an exercise for the reader. 
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2:Y j WTj 2:x j WTj 

b= i It::. 

2:x;YjWTj 2:x;WTj 
i i 

2:WTj 2:yjWTj 
a= I I It::. (115) 

2:x jWTj 2:x;YjWTj 
i 

2:WTj 2:x jWTj 
t::.= I I 

2:xjWTj 2:x;WTj 
I I 

The error matrix on a and b follows from Eq. lB. The algebraic details are again left 
to the reader. 

i;l2y N 

- b' = 2'" WT. i;l - L. , , 
(116) 

These formulae serve us as a concrete example of the least squares method in a case of 
practical interest. They also illustrate the general method, Eq. 112, Eq. 113, in a par­
ticularly simple case. The reader is encouraged to fit some real data in order to gain 
experience. 

Suppo 'e we determine a variable Y which is a fun~tion of N variables Yj each with a 
different error (Tj' The maximum likelihood for Y, Y occurs, we assume, when the Yj 

attain their most likely values. 

Y= Y(y) 

y= Y(ji) 
(117) 

U ing the definition, Eq. II for mean square deviation, we can filld the error on Y due 
LO the error on Yr We as ume that the fluctuations in the Yj are uncorrelated 0 that all 
ero s terms proportional to Yj Y", i"* j, average to zero. The serie Taylor expansion in 
N dimensions is applied. J 

(T~=(y- Y)2 
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== "(y.-y.) -[ aYJ2 
f I I aYi 

== 2: (y .-y.)-[ aYJ2 
i I I aYi 

uncorrelated (1.18) 

This result allows us to 'propagate' errors. If we know the error in Y, then we can find 
the error on any function of Y = Y. For a single variable the error in Y becomes, ()' y= 

5 aY/Jy. For a function of many variables, we can work out the result using Eq. 1.18 . 
.l"or example, the product Y= YIY2"YNhas a fractional error which 'adds in quadra­
ture'. 

Y= YIY2"'YN 

(()' y/ y)2 = 2: ((}';/y)Z 
i 

(1.19) 

Many volumes have been written on probability and statistics. The aim of this 
appendix has been only to introduce the concepts of a data set, the sample mean and 
standard deviation and its characterization by a distribution function dE(Y) defined by 
parameters a . The 'best' estimate of the mean is derived along with an estimate of the 
error on that best estimate assuming Gaussian errors and using the method of 
maximum likelihood/least sources. Propagation of errors is introduced as a final topic. 
Having provided this appendix, we have a self-contained explanation of the topics in 
statistics alluded to in the body of the text. More advanced references appear at the 
end of Chapter 13. 
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Monte Carlo models 

Many of the problems encountered in making a reali tic detailed model of a detector 
are so complex as to not be susceptible to analytic techniques. Neverlheless we can 
break the problem of modeling a very complex sy tern down into a erie of choices 
for the relevant dynamical variables. The Monte arlo method allow u to cho se 
those variables and hence to construct such a model. 

For example, suppose we want to model delta ray production in a medium by inci­
dent muons. The choices involved are fir t at what depth is the delta ray made. We 
choose x out of a distribution e-(Nop<TXIA) where u i the cross section for delta produc­
tion. If there is indeed delta production within the active volume, the dynamics 
depends on a single variable. as ha been mentioned previously. We can for example. 
pick the recoil electron kinetic energy from T= 0 to T = Tn a. from a distribution 
d(TldT~ 1/P. Having the energy the recoil angle follow as derived in Appendix A, 
from the two body kinematics. We now have the position and momentum vector of 
the electron at the point of production. We can find th.e final state muon a well if we 
are to trace it further through the system. 

If it is desired that the delta ray be followed in its path other choices mu t be made. 
uppose lhere are no field. for implicity, so that tbe path i at least locally a h·a ight 

line. We pick a distance which i short with respect to both the energy 10 • dE/dx, and 
for which the mUltiple cattering angle is small. Over thi distance the energy and angle 
of the electron can be considered to be constant. We extrapolate U1e electron patll a a 
straight line. We pick a new energy T'by removing the ionization energy from the elec­
tron. We also pick new angles using a Gaussian di h·ibution with RM = 8

0 
about the 

initial direction due to multiple scattering in the medium. Jearly, we can make a rather 
complicated model out of individual, fairly simple, choice. In fact almo t a ll the for­
mulae appearing in the body of this text would, at some point be used in a complete 
Monte Ca rIo simulation of the complex detectors used today. Therefore we need to be 
conversant with all the dynamics discussed in this text if we want to be able to make a 
realistic model of a detector. 

How do we actually go about choosing the individual dynamical quantities which 
define the evolution of the system? First, we need a 'random number generator' which 
produces a uniformly distributed number r in the interval (0, 1). These generators are 
widely available on almost all computer platforms. 

0< r < I, uniformly distributed (K.l) 

Suppose we have a probability distribution dE(x)ldx defined such that dE(x) is the 
probability for x to occur between x and x + dx. If x is constrained to the interval 
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dP(x)/dx 

Fig. K.l. Visualization of intervals in x, Ilx, over which the integral Ill!. is the same. 

(Xmin ' xmax) then the integral probability is normalized to one, so that the cumulative 
probability from xmin to x should be uniformly distributed. 

x Xmax x 

f dE(t) / f dE(t)=r= f dE (K.2) 

xmin xmin xmin 

If r=O then x=xmin' while if r = 1, x=xmax' 
A visual interpretation of r = f dE is given in Fig. K.l . The discrete case is shown 

when we can perform the integral to find N intervals of x with equal probability, IlE = 
f dE == g(x). If the inversion, Ilx = g-l(IlE) is possible then x can be chosen by choosing 
index 1 <i<N, with x between xmin and xmax' 

If this expression can be analytically inverted, we can 'pick x out of a distribution 
dE(x)ldx'. Let us examine some possibilities. If dE(x)ldx is uniform, we can find a solu­
tion. An example arises in azimuthally uniform scattering, for example unpolarized 
Compton scattering. The aximuthal angle cp is chosen as, 

x Xmax 

f dt / f dt=r 

xmin Xmm 
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(K.3) 

ep= 2Trr, epmin = 0, epmax = 2Tr 

A more complex behavior is power law dynamics. For example, we can pick out of 
IIrJ for Rutherford scattering, or from IIT2 for recoil delta ray kinetic energies. By the 
way, the student is strongly urged to try a few of these examples - on the simplest com­
puter that is accessible and sufficient. For example, xmin = 0, xmax = 2'TT, ex = 2, x = r1/3, 

pick a random number, take the cube root and histogram the result. 

x Xmax 

f terdt / f ter dt=r 

xmin xmin 

X= [x':n~~+r(x':n:~- x':n~~]I /(er+ l) 

The special case ex = 0 reproduces Eq. K.3. 

(K.4) 

We have mentioned particle lifetimes several times. A model for unstable particle 
decays would require picking a decay time out of an exponential distribution. Another 
example is picking a free path L out of a mean free path, exp( -LI< L ». 

x Xmax f e- liTdt / f e- 1i7dt=r 

Xmin Xmin (K.5) 

x = -7" [In[e-XminiT +r(e- xminIT -e- Xm in/T)] ) 

In the energy rather than the time domain any unstable particle is described by a 
Lorentzian energy spectrum. The Fourier transform of a decaying exponential with 
lifetime 7" is a Lorentzian with energy full width f = lilT. The uncertainty relation !1E!::..t 
=Ii becomes f7"=1i in this special case. This type of behavior also occurs in any 
damped resonant system. 

x 

f [(t - Xofl+ (f12)2]dt 
xmin 

Xmax 

f [(t - Xo)21+ (fl2)2]dt (K.6) 

xmin 

epmin = 2(xmax - xyf 

x=xo + fl2[tan[tan- 1epmin +r(tan- Iepmax -tan- Ieproin)]) 

The most common distribution that is used is, perhaps, the Gaussian distribution. 
The integral leads to a non-analytic error function, so it seems that the technique fails. 
However, a trick avails: using the joint probability and displacing the mean to zero, 
x=x'-(x'), y= y'-(y'). 
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= e- ,,2/2a2rdr dcp (K.7) 

= e- u/2a2du dcp u = r2 
2 ' 

Therefore, we can pick cp from a uniform distribution as in Eq. K.3 and r2 from an 
exponential distribution as in Eq. K.5. The result is, x = rcos cp, y = rsin cp, two 
Gaussianly distributed variables x and y with zero mean and rms = a. The mean can 
be restored by addition, x' =x+<x'), y' = y+(y'). 

Let us now consider angular distributions. In the case of isotropic dynamics, e.g. 
decay of a spin less particle, we can use the previous results for uniform distributions 
for cp and cos e. The solid angle is then a constant. 

da/dD=const= 11411' 

dD=d(cose)dcp 
(K.8) 

cose= cosemin + r(cosemax -cosemin) 

Suppose we have a more complicated angular distribution. If, for example, da/dD= 
cos2 e, then we can use the power law behavior, Eq. K.4. 

da/dD=cos2e 
(K.9) 

cose= [cos3e . +r(cos3e -cos3e. )]113 mm max nun 

What about the dipole behavior which is seen in non-relativistic radiation patterns? 
In that case the integral can be done, but it cannot be analytically inverted. In fact, for 
most distributions, an analytic inversion is not possible. 

da/dD=sin2e 

. cos3e 
fsm2 ed(cos e)=cose--

3
-

(K.1O) 

How do we proceed? Clearly, by performing the integral given in Eq. K.2 numeri­
cally. Assume that x is contained in the interval (x in' xmaJ Assume also that within 
that interval there is a maximum value of (d.f..(x)ldx) called (d.f..(x)ldx)max We use the 
'rejection' method, see Fig. K.2. 

pickr2 : if r2 « dE(x)/d.f..(x)dx)max then accept x (K.ll) 

if r2 > (d.f..(x)/d.f..(x)dx)max then reject x 

As can easily be seen in Fig. K.2, this procedure weights x by (d.f..(x)/dx) . Clearly, if 
(dJ!..(.'(.)/dx) = 0 then x is never accepted, while if (d.f..(x)ldx) ~(d.f..(x)/dx)max then x is 
almost always accepted. For example, in the ca e clald[)'= in2 e= }-cos2 ewe pick cose 
uniformly between - I and I. Ie 1 -C082 8< 1'2 then we accept that choice of cose and 
continue. If not we repeaL The tudent honld explicitly try this procedure and verify 
that it works. 
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dP(x )/dx 

( d~~X») 
maX. 

- - -- , -----
I 
I 
I 
I 
I 

xmin Xmax 

Fig. K.2. Plot of distribution function (dE.(x)Jdx) indicating how one approximates 
it by choosing uniform width strips in x and then accepting the strip x jf 
(dE.(x )Jdx)J(dE.(x)Jdx)max < a random number. 

We can also combine methods by using the fact that joint probabilities are multipli­
cative. Suppose we factor (dE.(x)ldx ) into g(x) and hex) where O< g < I and h > O, 
Jh(x )dx= l. 

dE.(x)Jdx = g(x)h(x) (K.12) 

We might do this because hex ) is analytically invertable, for example. We draw x from 
hex) and then accept x if r < g(x ). Clearly the probability to accept x is g(x ) by the rejec­
tion technique. 

Several 'processes' with probability P j can be used in a further generalization. For 
example, the total probability might be the total cross section while the individual 
probabilities would refer to the possible reactions making up the total reaction rate. 

N 

dP(x)/dx = ~ P !5j(x)h j(x) (K.13) 

N 

First choose i by picking a process using a weight P/~P; . Then draw x from h;(x) 
I 

either directly or by rejection . Then accept x if r <gl x ). Clearly very complex distribu­
tion functions for x can be built up this way. 
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Ay 

Glossary of symbols 

Radius of a system or acceleration or magnetic radius of curvature or 
stochastic term in calorimeter resolution. 
First Bohr radius = 0.53 A. 
Transverse radius of curvature in a magnetic field. 
Atomic weight or area or electromagnetic vector potential, A. 
Angstrom = 10- 10 m. 
Scattering amplitude or transition amplitude. 
Four dimensional acceleration. 
Fine-structure constant or first Townsend coefficient or Ii direction 
cosmes. 
Helium nucleus. 
Strong interaction coupling constant. 

Impact parameter. Point of closest approach in a collision or constant 
term in calorimeter resolution. 
barn = 10-24 cm2. 

Magnetic induction field, or binding energy per nucleon. 
Velocity with respect to c = v/ c. 
Electron from nuclear beta decay. 
Drift velocity in E and B fields. 

Speed of light. 
Counting rate or capacitance. 
Source capacity. 
Capacitance per unit length. 
Conduction band in a solid. 
The chi-squared function. 

Distance between detector electrodes or distance between wires in a 
PWC. 
Mean square noise voltage frequency distribution. 
Element of solid angle = d(cosO)dcjJ. 
Diffusion coefficient or displacement electric field. 
Phase shift or skin depth or difference of refractive index from one or 
Dirac delta function or gain/dynode in a PMT or optical phase 
difference. 
Sample thickness of an EM calorimeter in Xo units. 
RMS of a distribution function. 
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D..E 
D..v 

e 
e/h 

s(t), s(v) 

f 
fa 

'fo' 

f(w) 
fm 
F 

gm 
GeV 
'Y 
'Y 
r 
H 
h 

is 
I 

l(t) 

j 

k 

K 

L 

Glossary of symbols 

Energy deposited in a calorimeter sample. 
Sampling thickness of a hadronic calorimeter in Al units. 

Electronic charge. 
Ratio of the response of a calorimeter to EM and hadronic components 
of a cascade. 
Voltage noise in volts/YHZ for a transistor. 
Electron volt. 
Electric field strength or total system energy. 
Band gap in a solid between the top of the VB and the bottom of the 
CB. 
Bohr energy in a quantum state n. 
Rydberg gr und state energy = 13.6 eY. 

ritical energy where ionization and radiative 10 'es are equal 
haraclerisli multiple scattering energy; 21 MeV. 

Threshold [or pion production in a hadl'onic interaction. 
Equivalent Noise Chal'ge or noise referred to the input compared to 
source charge. 
Particle energy or detection efficiency or electrical permitivity or polar­
ization vector. 
Particle energy in a cascade as a function of depth t or v. 

Frequency of a wave or focal length of a lens system. 
Fraction of electromagnetic energy in a single hadronic collision, 
- 1v3. 
Fraction of electromagnetic energy in a hadronic cascade. 
Transfer function or filter function in noise source studies. 
Fermi = 10- 13 cm. 
Force on a particle. 

Transconductance of a front end transistor. 
109 eY. 
Ratio of particle energy/mass = l/~. 
Photon 
Transition rate or inverse lifetime = decay width. 

System Hamiltonian or magnetic field. 
Planck constant, h =hl2'IT. 

Source current liberated in a detector by particle passage. 
Intensity = energy 1'0 sing unit with frequency w, l(w) or ionization 
potential (I)or electric current. 
Capacitively induced current flow between detector electrodes. 

Current density or current/area. 

Wave number = 2'IT/'A. or particle momentum in h units (p=hk) or 
Boltzmann's constant or quadrupole magnet gradient constant. 
Kaon or K meson. 

Mean free path, (L), or length of travel or total path length in a cascade 
or angular momentum or likelihood function. 
Angular momentum about the z axis. 
Inductance per unit length. 
Angular momentum quantum number or length. 



A 

M 

MeV 
MIP 
J.L 

n 

N 
<N> 
No 
N °(v), N ±(v) 

N(t), N(v) 
v 

w 

d 
p 
p* 
pI-' 

Pr 
P 

q 
qp 
qs 
q(t) 
Q 
Q(t) 

Glossary of symbols 355 

Wavelength or charge/length on an electrode or nuclear interaction 
length. 
Compton wavelength of a particle = IiIme. 
deBroglie wavelength = hlp. . 

Mass of particle (light particles), or Lz =mn angular momentum pro­
jection quantum number. 
Mass of a particle (used for ions) or system of particles or matrix for 
magnetic beam transport or matrix of multiple scattering error. 
106eV 
Minimum Ionizing Particle. 
Magnetic permeability or mobility of charge carriers in an electric field 
or electron magnetic moment. 

Number density or principal Bohr quantum number or index of refrac­
tion or magnet current turns per unit length. 
Number of occurrences or noise. 
Mean number of particles produced in a hadronic collision. 
Avogadro's number. 
Number of neutral and charged particles at depth v in a hadronic 
cascade. 
Number of particles in a cascade as a function of depth t or v. 
Path length in nuclear interaction length units. 

Circular frequency, w = 2'ITf, or photon energy, e=nw. 
Plasma frequency. 
Solid angle. 

Particle momentum or number density of positive charge carriers. 
Momentum in the CM frame. 
Four dimensional momentum. 
Transverse momentum. 
Probability of occurrence or gas pressure or 'pitch' (electrode spacing) 
of a silicon detector. 
Power of a system or probability distribution function. 
Photomultiplier tube. 
Legendre polynomial. 
Azimuthal angle or bend angle in a magnetic field. (Dipole 4>B or 
quadrupole 4>Q') 
Lorentz angle III combined electric and magnetic fields. 
Pion, or 'IT meson. 
Wave function, where 11JIj2 dr is the probability of finding a particle in a 
volume element dr. 

Particle charge or momentum transfer in a collision. 
Charge induced on 'pads' of a wire chamber cathode. 
Source charge liberated in a detector by particle passage. 
Charge in a detector appearing between the electrodes. 
Ratio of recoil kinetic energy to mass in a collision. 
Charge induced on detector electrodes. 

Radius or random number. 
Characteristic transverse size of a hadronic shower. 
Moliere radius. Characteristic transverse EM cascade size. 
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R 
RMS 
B 
p 

s 

t 
T 

V 

Vd 
VT 
V 
1: 
( 0) 
VB 
VT 
Vet) 
VB 

W 

WT 

x 

y 

y 
(1) 
y~' 

z 
g 

Glossary of symbols 

Radial wave function or electrical resistance or reflection coefficient. 
Root mean square of a distribution. 
Range of a particle or resistance per unit length. 
Mass density or charge density of a system or electrical resistivity = 1/(J' 
or density of quantum states or magnetic radius of curvature. 

Four dimensional interval between two space- time events or path 
length for orbit in a magnetic field or spin quantum number. 
Spin angular momentum component about the z axis. 
Energy in the Center of Momentum frame. 
Standard Temperature and Pressure. 
Cross section or electrical conductivity or charge per unit area (surface 
charge density) or root mean square deviation of a set of measurements. 

Time label of event or path length in radiation length unit '. 
Kinetic energy or wire ten ion or absolute temperature. 
Lifetime of process or mean lime of occurrence or decay lifetime. 
Spherical angle. (fP) = mean square scaltering angle. 
Multiple s attering angle. 

Energy density of a field or radial wave function (bound state). 
Energy of an electrical system or total potential energy of a system. 
Four dimensional velocity 

Particle velocity. 
Drift velocity. 
Thermal velocity. 
Electric potential, voltage (U=qV). 
Volume of a system. 
Mean square output noise voltage after frequency filtering. 
Magnetostatic potential. 
Threshold voltage. 
Voltage as a function of time induced on detector electrodes. 
Valence band in a solid 

Ratio of sampled energy in a cascade to the total energy or sampling 
fraction. 
'Weight' of a measurement = Vcr. 
Distance traveled along the path of a particle, or x vector labeling par­
ticle position. 
Transverse 'velocity' dxlds (dimensionless). 
Four dimensional position. 
Radiation length. 

Energy in units of the critical energy or frequency in units of yUJ or 
transverse multiple scattering displacement or ratio of time to dtift 
time. 
Mean of a set of measurements of y. 
Mean of a distribution function. 
Spherical harmonic, angular solution of the Schroedinger equation for 
central forces. 

Atomic number or electrical impedance of a circuit element. 
Formation zone length in transition radiation. 
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aberration, 73 
accidental two-fold AND coincidence, 51, 53 
active sampling, 235 
active sampling layers, 247, 248 
adders, 339 
Ampere's law, 129 
amplitude, 32- 8, 95 
angular distribution, 38, 207, 213, 214, 217- 19, 

218,306,318,351 
angular momentum, 314 
anode wire, 154, 168 
Applications Specific Integrated Circuit (ASIC) 

chips, 198 
arc length, 142, 328 
atomic energy levels, 12- 15 
atomic number, 24 
atomic weight, 7, 22, 24 
attenuation, 83 
Avogadro constant, 8, 18 

band gap, 181-5 
beams of particles, 129, 132, 140- 6 
bend angle, 133, 138, 140,141 
binding energy losses, 264-6, 277 
bipolar transistors, 196 
Bohr energy level, 13 
Bohr radius, 7, 13, 15,33,96 
Boltzmann constant, 8, 48 
Boltzmann factor, 181 
Boolean logic, 50 
Born approximation, 95 
boundary conditions, 85, 315, 331 
Bragg peak, \08 
Bremsstrahlung, 121-4,204,205,225-7,226,228, 

230,237,238,241 
bubble chamber, 132 
buffer-follower amplifier, 336 

cable losses, 322 
calorimetry, 235, 237, 295- 7 
capacity, 156, 321 
capacity per unit length, 168 
cascade,258, 262-4,262 

cathode pads, 172, 174 
cathode signal, 172-5 
center of mass, 20 
center of mass energy, 259, 263 
center of momentum, 305 
cen tral potential energy, 311 
centrifugal potential energy, 311 
Cerenkov angle, 62- 8, 70, 71 
Cerenkov radiation, 55-73, 324-7 
chamber instability, 171 
charge carriers, 182- 3,183,189,333,334 
charge collection time, 189, 333 
charge induction, 334 
charge sensitive preamp, 339 
cloud chamber, 239 
coaxial cable, 316, 320- 2 
coherent fields, 227 
coincidence circuit, 340 
collimated jets, 294, 295, 296 
collimation, 39 
collimators, 141 
common mode rejection, 341 
complete set, 329 
Compton peak, 212 
Compton scattering, 36,36,204,205,208,211- 13, 

214, 306, 308,308,309, 349 
Compton wavelength, 7, 14,22,33 
conduction band, 181 
conductivity, 59-61 
constant term, 277 
constructive interference, 77 
containment depth, 281- 2,282 
Coulomb collisions, 92, 92 
coupling constants, 12 
critical angle, 41 , 42, 42 
critical energy, 121-4,121 ,237-8, 241 
cross section, 17- 19, 21- 2,23,24,25, 208, 209, 

227,228,229 
current sources, 339 
cyclotron frequency, 133-4 

de Broglie wavelength, 33, 312,313 
dead time, 50-53 
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decay length, 177,178 
decay lifetime, 343 
decay vertices, 177 
delta function, 70, 192 
delta rays, 103-4,106, 107, 120,254 
depletion, 183, 185,189,333 
depth in radiation length, 245 
destructive detection, 235, 237 
diagonalizing, 99 
dielectric constant, 75, 182 
dielectric media, 51 
differential operators, 311 
differentiator, 339 
diffraction, 70 
diffraction broadening, 75, 77- 8 
diffusion, 158- 61 
diffusion error, 180, 182 
dijet event, 301 
dimensionless substitution, 324 
dipole fields, 130- 3, 143 
dipole pattern, 38 
dipole radiation, 205, 206 
discriminator, 50-1 , 51,340 
dispersion, 141 
distribution function, 342 
doping, 181, 185 
dosimetry, 287 
drift chambers, 154, 160, 169,170 
drift time, 334 
drift velocity, 151- 3, 154,155, 156,160,164-5 
dynamical variables, 348 
dynodes, 43, 44-5, 46 

elh ratio, 273- 8, 278 
effective neutral fraction, 264 
effective number of foils, 83-5,84 
eigenvectors, 99 
elastic cross section, 315 
elastic scattering, 19-21,21 
electric dipole, 324 
electromagnetic cascade, 238-41, 239, 240 
electromagnetic clusters, 273 
electromagnets, 129- 30, 135 
electron volt, 6 
electron- positron pair, 238 
electrostatic separation, 163, 164 
electroweak gauge bosons, 294 
elementary particles, 293-8, 294 
end point, 115, 116 
energy calibration, 254-6 
energy centroid, 256 
energy conservation, 318, 334 
energy eigenstates, 315 
energy leakage, 281 - 2 
energy loss, 69, 96,100,106-7, Ill, 119,123,220, 

227,264-6,277,322 
energy profile, 266- 73,269, 270,271,272,274,275, 

276,283 
energy resolution, 241- 3 
energy spectrum, 215, 225, 226 
energy transfer, 95, 96, 100, 102, 103 
equivalent noise charge, 194-5,197 

equivalent noise voltage, 194 
error function, 350 
error matrix, 345- 6 
estimate for the error, 344 
event vertex, 140 
exothermic neutron capture, 285-6 

far zone, 205, 206 
feedback, 336 
Fermi exclusion principle, 15 
fermions, 294, 294 
Feynman diagrams, 94-5, 95, 210,211 , 212, 213, 

223,226 
fine-structure constant, 7 
fixed target, 130, 132, 132 
fluctuations, 119- 21 
fluctuations in showers, 242, 243 
fluorescence, 41 
flux normalization, 318-19 
focal length, 144,145 
focus, 144, 145, 146, 147 
folding errors in quadrature, 137, 342 
form factor, 318 
forward biased resistance, 183 
Fourier transform, 95, 325, 327 
free propagation, 62 
frequency spectrum, 79-81, 80, 219, 219, 220, 

224-5 
fringe fields, 130- 3 
front end noise, 336 
front end transistor noise, 196-7 
full width energy, 350 
fully active devices, 247-50,250 

gain, 43- 7, 336 
gas gain, 166- 7 
Gauss's law, 165-6, 172 
Gaussian distribution, 342 
Geiger counter, 52-3 
general purpose detectors, 298- 300 
geometric cross section, 17-19,22,315 
geometric feature size, 172,173, 175 
geometric path difference, 77 
gluons, 294 
goodness of fit , 345 
gradients, 143 
grazing collisions, 101 
ground state, 312 

hadronic calorimetry, 258- 88 
hadronic cascades, 136,262-4,264 
hadronic cross section, 227 
hadronic particles, 12 
Hamiltonian, 31- 2, 317 
harmonic motion, 329 
harmonic oscillator, 144 
hash, electronic, 198 
heavy quark decay, 177, 179- 80 
heavy quarks, 296 
Heisenberg uncertainty principle, 13 
hermetic detectors, 48 
high speed operation, 189 
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hole current, 334 
hole signal, 189 
hoi' 189, 33 5 
bomogencous media, 249 
Huygens' wavelets, 63, 63 
hybrid photodctcctors, 199 

identification of particles, 29, 110,216,221- 3, 229, 
238 

identify muons, 297- 8 
impact parameter, 179 
impedance, 316 
impedance of free space, 320 
impulse, 92 
impurity levels, 249 
index of refraction, 55, 58- 9, 64, 73, 315,326 
inductance, 321 
inefficiency, 53 
inelastic scattering, 20-1 , 21 
information content, 48 
initial conditions, 329 
integrator, 339 
interaction probability, 17, 18-19 
intrinsic conductivity, 181 
intrinsic resistivity, 181 
inverting amplifiers, 337, 339 
ionization, 31 - 2, 39 106- 24 
ionization chamber, 335 
ionization continuum, 13, 103, 313 
ionization detector, 335 
ionization potential, 15,16 
ionization tracks, 298 
isotropic decay, 251 , 306, 306 

jets, 294, 295,296, 297, 298 
joint probabilities, 343 
junction diode, 182- 3,183,184 
junction FETs, 196 

Klein- Nishina cross section, 210 

Landau distribution, 119- 20 
Landau tail, 120, 124 
large radiation dose, 280 
Larmor pattern, 324 
lead 'pigs ' , 229 
leakage tnil, 281 
lcast square fit, 43, 345. 346 
leg plot, 295 296,297 
Legendre polynomial , 20 
lenses, 145 
leptons, 294, 294, 296 
Lienard- Wiechert formulae, 324 
light pipes, 47. 48. 49, 50 
likelihood function , 343 
limited tran verse momentum, 259 
Iinca r nccclermion . 21 6-17 
longitudinal energy distribution, 243--4, 244 
loopers, 139 
Lorentz angle, 164, 165,165 
Lorentz energy spectrum, 350 
Lorentz force, 56, 57, 328 

Lorentz invariant, 213, 216, 325 
Lorentz transformation, 305 

Mach cone, 63 
magnetic fields, 129 
magnetic moment, 17 
magnetized return yoke, 300 
mass density, 18 
matrix element, 32- 3, 317, 318 
Maxwell's equations, 55, 56, 57, 59- 61 
Maxwell's equations plateau, 183- 6, 186 
mean, 342 
mean free path, 17- 19, 34, 36,36, 37, 38,41,343, 

350 
mean scattering angle, 96- 7 
mean square deviation, 342, 346 
metals, 9, 16 
method of images, 172 
method of least squares, 343, 345, 346 
Mie- Debye- Rayleigh law, 210 
minimum scattering angle, 96, 97 
minimum ionizing particle, 107- 8, 109, 112, 118 
missing energy, 295, 295 
mobility, 153--4 
Moliere radius, 251- 2, 252 
momentum conservation, 133, 134--5 
momentum impulse, 92 
momentum resolution, 137 
momentum transfer, 92, 95, 100- 3 
Monte Carlo models, 348- 52 
Moseley's law, 34 
mUltiple scattering, 96- 7, 98- 100, 99, 248, 251, 

253 
multiplication of electrons, 166, 167 
111UOnS, 254,255,281,282,297- 8 

neutral particles, 259, 262--4 
neutral to charged ratio, 262- 3 
neutrinos, 294, 295 
neutron, 305, 309- 10 
neutron capture, 287 
neutron flux , 287- 8 
neutron gas, 286, 287 
noble gas, 9,16 
noise pickup, 191, 198 
noise power, 192 
noise sources, 194, 196 
non-destructive detection, 55 
non-destructive measurements, 29 
non-inverting amplifier, 336, 337 
non-sampling fluctuations, 267, 273 
non-uniformity of response, 281 
normalization, 342 
nuclear binding energy, 265, 285 
nuclear cross section, 23--4, 231 
nuclear de-excitation, 265- 6 
nuclear mean free path, 258 
numerical recipes, 330 

operational amplifier, 191 , 336, 337 
optical path difference, 76, 76, 77. 77 
optical theorem, 20 
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oscilloscope output, 45, 47 
overdepleted diodes, 335 

pair production, 27, 36,36,37, 124,205,211, 
225-7, 229- 31,230 

parallel beam, 145 
paralleln oise, 195 
partial waves, 19- 22,314 
particle beams, 129, 132, 140-6 
particle identification, 29, ItO, 216, 221 - 3, 229, 238 
particle !if etimes, 350 
particle trajectory, 329 
permeability, 56, 57, 59, 61 
perturbation, 317 
perturbation theory, 32-3, 95 
phase coherence, 104 
phase difference, 76, 77 
phase shift, 20, 313-14 
phonon, 182 
photocathode, 38,42-3, 43,47,331 
photoelectric effect, 25, 31 , 32,33,36,36,37,38, 

317- 19 
photoelectrons, 331 
photomultiplier tubes (PMT), 38-9, 41- 7,42,44, 

46, 50- 1 
photon energy flux, 207, 213, 224-5 
photon scattering, 205, 207, 208, 210-11,212,227 
pions, 258, 259, 269, 273, 282 
pitch, 180 
Planck constant, 6, 7 
plasma frequency, 55, 61- 2, 69 
p-njunction diode, 182- 3, 183, 184 
point ionization, 158,333 
point-like processes, 91 
Poisson distribution, 343 
power, 207, 220 
power law, 93 
probability, 342 
probability density, 317 
propagation of errors, 347 
proper time, 214 
proportional wire chambers, 169 
proton radiation, 223 
pulse width, 52- 3 
punch through, 136, 281-2,282 

quadrupole doublet, 146-8 
quarks, 177, 179- 80,294,294,296 

rad, 115 
radial quantum number, 312 
radiated power, 326- 7 
radiation, 203-4, 205- 7 
radiation damage, 280- 1 
radiation length, 97- 8, 205, 227- 9,228,237-8,245 
radiative energy loss, 220, 227 
radioactive sources, 115-17, 117 
radius of curvature, 133, 135, 328 
random number generators, 348- 9 
range, 111-13,113,114 
Rayleigh scattering, 210 
redundant measurements, 235, 237, 296, 300 

reflection, 315 
reflection coefficien t, 316 
rejection method, 351, 352 
relativistic circular motion, 217-18, 219-21,221 
relativistic rise, 117- 18 
relativistic transformation, 241 
resistivity, 322 
retarded time, 324 
return yoke, 130, 132 
reverse current, 182, 190, 191 
ring imaging, 65- 6 
ring imaging Cerenkov counter (RICH), 66,66 
rise time, 322 
root mean square, 342 
runaway process, 230 
Rutherford scattering, 91, 92-4, 94,95,96,97,102, 

350 

S wave, 312 
S wave scattering, 306 
sample mean, 343 
sampling calorimeters, 246, 249 
saturated drift velocity, 154, 160 
saturation, 81- 3, 85 
scattering amplitude, 314 
scattering angle, 305, 306 
Schroedinger equation, 311, 312 
scintillators, 41- 3, 42, 45 
searchlight effect, 80, 217, 218, 219, 221,222 
searchlight pattern, 38 
secondary electron emission, 41,43 
secondary particles, 41, 43, 259, 263 
series noise, 195 
shadow scattering, 22 
shielding, 228-9 
shot noise, 190-4 
shower containment, 242 
shower development, 238, 242, 247-8 
shower maximum, 238, 241, 25t , 263 
showers, 205 
signal to noise ratio, 190 
significance, 345 
silicon detectors, 186-90,187,188, 190, 197-8, 

296-7 
silicon diode, 333 
silicon strip detector, 186-90, 187, 188,190, 197-8 
skin depth, 55, 59- 61,321,322 
small bend angle approximation, 140 
solenoid, 330 
solenoidal fields, 129- 30 
solid angle, 20, 306 
source capacitance, 198 
source resistance, 194 
special relativity, 305 
speed of light, 7, 55, 63 
spherical harmonic, 311 
static solutions, 324 
statistics, 342- 7 
stochastic coefficient, 246,247,248, 266-8,268 
stochastic effects, 42, 46 
stochastic error, 342 
stochastic processes, 97, 159 



stochastic term, 235, 242, 245, 246, 247 
straggling, 120 
strong interaction, 12 
sub-threshold emission, 75, 77 
superconducting magnets, 134 
switching by diodes, 182 
synchrotron light, 221 
synchrotron radiation, 219-24,220,221 
systematic errors, 135-7 

termination of cables, 321 
test beams, 254 
thallium activated sodium iodide, 249- 50 
thermal energy, 191 
thermal neutrons, 285-6, 287 
thermal noise, 48, 190-4 
thermal velocity, 151- 3 
thin lens quadrupole, 143, 144, 146 
Thomson scattering, 205, 207- 10, 227, 318 
threshold, 340 
threshold energy, 310 
threshold lab energy, 259, 261 
time constants for charge carriers, 334 
time jitter, 51, 189 
time of flight, 39-40 
total path length, 242 
towers, 298 
Townsend coefficient, 166 
trajectory of electrons, 333 
transconductance, 193 
transfer function, 191,193 
transimpedence amplifier, 171, 339, 340 
transistors, 196--7 
transit time, 53 
transition radiation, 32- 8,75, 76, 78, 79, 81,83-5 
transition rate, 317 
transmission line, 320 

Index 

transport matrix, 141- 2, 147 
transverse diffusion, 188 
transverse energy scale, 98 
transverse fluctuations uniformity, 235 
transverse momentum impulse, 135, 136, 139 
transverse radius of curvature, 135, 139 
transverse size, 258, 279, 279 
two-fold AND coincidence, 50- 1,51 

uncertainty, 350 
unitarity, 20 
unity gain, 151, 154--8 
unity gain buffer amplifier, 337, 338 

vacuum phase shift, 79 
valence band, 38- 9, 181 
valence electrons, 17 
vector potential, 317 
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velocity of drift, 151- 3, 154,155,156, 160,164--5 
velocity of light, 7, 55, 63 
virtual electron, 212 
virtual photons, 94, 95, 205, 225, 230 
virtual present position, 324 

wave equation, 60 
wave function, 19-20,3 11,314,315 
waveguides, 61 
wavelength shifting, 42, 47-8, 49, 50 
weighted mean, 344 
weighting, 351 , 352 
Weissacker-Williams method, 225, 227 
white noise, 191 
wiggling of electrons, 221 
wire chambers, 151 , 165- 7 

x-ray emission, 34,34,35, 38 
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