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Series Preface

The Encyclopedia of Nuclear Magnetic Resonance
was published in eight volumes in 1996, in part to
celebrate the fiftieth anniversary of the first publica-
tions in NMR in January 1946. Volume 1 contained
an historical overview and ca. 200 short personal
articles by prominent NMR practitioners, while the
remaining seven volumes comprise ca. 500 articles
on a wide variety of topics in NMR (including MRI).
Two “spin-off” volumes incorporating the articles on
MRI and MRS (together with some new ones) were
published in 2000 and a ninth volume was brought
out in 2002. In 2006, the decision was taken to pub-
lish all the articles electronically (i.e. on the World
Wide Web) and this was carried out in 2007. Since
then, new articles have been placed on the web every
three months and a number of the original articles
have been updated. This process is continuing. The
overall title has been changed to the Encyclopedia of
Magnetic Resonance to allow for future articles on
EPR and to accommodate the sensitivities of medical
applications.

The existence of this large number of articles, writ-
ten by experts in various fields, is enabling a new

concept to be implemented, namely the publication
of a series of printed handbooks on specific areas
of NMR and MRI. The chapters of each of these
handbooks will comprise a carefully chosen selec-
tion of Encyclopedia articles relevant to the area in
question. In consultation with the Editorial Board,
the handbooks are coherently planned in advance by
specially selected editors. New articles are written
and existing articles are updated to give appropriate
complete coverage of the total area. The handbooks
are intended to be of value and interest to research
students, postdoctoral fellows, and other researchers
learning about the topic in question and undertak-
ing relevant experiments, whether in academia or
industry.

Robin K. Harris
University of Durham, Durham, UK

Roderick E. Wasylishen
University of Alberta, Edmonton, Alberta, Canada

November 2009





Volume Preface

The RF coil is the component of the MRI system
by which the MRI signal is stimulated and received
or lost. Therefore informed specification, design,
construction, evaluation, and application of properly
selected RF coils are critical to a safe and successful
MRI scan. Toward this goal, this handbook serves as
an expository guide for engineers, scientists, medi-
cal physicists, radiographers, technologists, hands-on
radiologists and other physicians, and for anyone with
interests in building or selecting and using coils to
achieve the best clinical or experimental results.

Since Purcell, Torrey, and Pound’s re-entrant cav-
ity resonator and Bloch, Hansen, and Packard’s
crossed transmit and receive coil pair (Physical Re-
view, 1946), RF coils have evolved from the simple
test-tube loaded, wire-wound solenoids and copper-
tape resonators of chemistry laboratories to the com-
plex multichannel transmitters and receivers of mod-
ern clinical and preclinical MRI systems. With def-
erence to the literature already covering basic coil
structures, this guide primarily addresses the dearth
of reporting on modern coils for state-of-the-art MRI
systems used in clinical diagnostics, biomedical re-
search, and engineering R&D. Current RF coil de-
signs and methods are covered across 33 chapters,
divided into seven sections: surface coils, loop arrays,
volume coils, special purpose coils, coil interface cir-
cuits, coil modeling and evaluation, and RF safety.

The first topic addressed is “surface coils,” which
are loosely defined as coils placed adjacent to a
surface of a region of interest (ROI) in an NMR-
active sample such as human anatomy. A surface
coil is used for localizing a near-surface ROI, with
high transmit efficiency and/or receive sensitivity.
The first two chapters introduce surface coils by
their history of development, design, and application.
Chapters 3–6 include designs for quadrature surface
coils, double-tuned surface coils, nested multinuclear
surface coils, and surface coils built of transmission
line (TEM) elements.

A loop array might be regarded as an array of sur-
face coils. There are surface arrays to be applied to
surfaces, and volume arrays to subtend sample vol-
umes. Developed initially as a means of efficiently
transmitting to and receiving from larger ROIs with
the sensitivity and efficiency of a surface coil, re-
ceive, transmit, and transceiver arrays of loops or
transmission line elements have found new and more
powerful applications in parallel imaging and parallel
transmit schemes to further improve imaging speed,
quality, and safety. To address this important topic,
four chapters are included covering receiver loop ar-
rays, array design for parallel imaging, transceiver
loop arrays, and bench top characterization of multi-
channel coil arrays.

Volume coils, as their name suggests, encompass
a sample volume. Common clinical examples are
head, limb, and body coils. While there are a number
of volume coil technologies by various names, two
popular designs are the birdcage and TEM coils
and their many variants. The birdcage was originally
developed and used as a transceiver head and body
coil. It continues to be the most widely used body
coil in clinical systems today for exciting a uniform
field over a large ROI in the body. Chapters 11 and
12 cover birdcage, and double-tuned birdcage volume
coil design. The TEM coil is essentially an array of
transmission line elements surrounding a volume, or
adjacent to a surface. This structure preserves the
inherent field uniformity of a birdcage, but gains
the benefits of an array with independent element
operation. Accordingly, it is a popular option for
parallel-transceiver and parallel-transmit applications.
Chapters 13–16 give examples of TEM volume coil
designs. Chapter 17 extends the topic further with
antenna array elements.

A wide variety of coils offering significant solu-
tions to problems in clinical diagnosis and preclinical
science but not neatly fitting into the above cate-
gories have been classified as “special purpose coils.”
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Examples of five such coils are given in Chapters
18–22. Catheter coils for MRI-guided catheteriza-
tion and high resolution vascular wall imaging is
one example for clinical utility. Micro coils of
sub-micrometer scale for nanoliter samples are an
example of nanotechnology in coil design. Three pop-
ular approaches to preclinical probes are included
with cryogenic and superconducting coils, single and
double resonance litz probes, and millipede coils.

RF coils are of course not stand-alone devices.
They must be designed within the context of the
MRI system to which they interface. Receive coils
must interface the system receiver(s). Transmit coils
must interface the system power amplifier(s). Inter-
faces to the transmitter and receiver require close
attention to impedance matching and baluns. The de-
sign, interface, and implementation of the receiver,
transmitter, and impedance matching are covered in
Chapters 23–25.

Coil design requires rigorous modeling and eval-
uation. The engineer must be familiar with these
methods to design and build a safe and success-
ful coil. Models are heavily relied upon by MRI
technicians and physicians for predicting image qual-
ity and specific absorption rate (SAR) characteristics
of a coil for a given application. This section lists
six chapters dedicated to methods and examples of
analytical and numerically based design and eval-
uation. A standard approach to RF coil analysis is
given in Chapter 26. Chapter 27 reviews the analyti-
cal, finite difference time domain, finite element and
moments methods of coil field modeling. Chapters
28–31 contribute specific examples of how to model
fields and losses (SAR) for the birdcage and TEM
coil designs.

The final section is reserved for the foremost con-
cern for all coil designs and applications: “RF safety.”
Chapter 32 reviews the current SAR-based safety
standards by which safety practices and procedures
for coil design and use are regulated. SAR and how
to calculate SAR in the body with different coils
and implants are explained. Tissue heating is demon-
strated adjacent to implants and lead wires due to
RF–E-field coupling. Chapter 33 addresses the pri-
mary safety concern, RF heating, through design
and validation of a more accurate bioheat equation.
The electrodynamics (SAR) as well as thermody-
namics (perfusion and convective heat transfer) and

physiology (thermoregulatory reflex) must all be con-
sidered for an accurate prediction of temperature
contours in the MRI subject. Phantom, animal, and
human experimental models are described for mea-
suring systemic and local RF-induced temperature
rise.

Thirty nine outstanding authors contributed 33
chapters for this handbook on RF Coils for MRI.
Authors were invited by the editors to contribute
RF designs or design methods for which they are
best known; in many cases they are the inventors
and leading innovators of their respective technolo-
gies. In an effort analogous to collecting recipes
for a community cookbook, authors were asked to
contribute an expository account of their favorite
RF recipes. Emphasis on the materials and meth-
ods sections was requested. This was an opportu-
nity for the senior experts to teach the next gen-
eration of coil builders and users how to design,
build, and use their most effective designs. Tricks
of the trade and other “proprietary” information were
called for, information that could not be found in the
sparse and disparate literature on these topics. With
little more than copyediting, the results are before
the readers in the authors’ own words. The person-
alities of the chapters therefore vary in style and
content, but are preserved giving the reader an op-
portunity to meet the authors as well as to learn
from them. Finally, Professor Vaughan wishes to
thank his friend and colleague, Professor Griffiths
whose steadfast patience, gentle prodding, and com-
pensatory toil were necessary ingredients in baking
this cake.

Above all else, we hope that engineers, scientists,
technicians, and physicians will find “RF Coils for
MRI” to be a useful addition to their laboratory
benches and library shelves.

J. Thomas Vaughan
University of Minnesota, Minneapolis,

Minnesota, USA

John R. Griffiths
Cancer Research UK, Cambridge Research

Institute, Cambridge, UK

April 2012
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An Historical Introduction to Surface Coils:
The Early Days

Joseph J. H. Ackerman
Department of Chemistry, Campus Box 1134, Washington University, Saint Louis, MO 63130, USA
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1.4 Postscript 7
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1.1 INTRODUCTION

Before the advent of modern magnetic reso-
nance (MR) imaging scanners possessing superb
magnetic-field-gradient systems and RF pulse
shaping capabilities, it was common for objects that
were to be examined by MR to be placed inside
what are today known as RF volume transmit/receive
coils. MR magnets “back in the day” had relatively
narrow bores (few centimeters/inches) and similarly
small samples, the most common sample-containing
glass tube having an outer diameter of 5 mm.
Small-diameter RF volume transmit/receive coils
are highly sensitive on a per-unit-volume basis
and provide quite homogeneous RF fields. The
5-mm MR probes now in use, common to all
high-field, high-resolution analytical (structural

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

chemistry/biology) magnetic resonance spectroscopy
(MRS) systems, are highly evolved, offering
extraordinary sensitivity, linewidth resolution, and
multinuclide detection capabilities.

The introduction of larger bore superconducting
magnets motivated the use of MRS for study of
larger samples, in particular, intact biological sys-
tems, including small laboratory-animal models such
as mice and rats. Volume coils had two disadvan-
tages for studies such as these: they became in-
creasingly insensitive with increasing sample size
(receptivity scaling roughly as the inverse of the
coil radius) and they offered no spatial selectiv-
ity (i.e., were unable to focus on a single or-
gan or tissue of interest). Driven by a need for
greater signal-to-noise sensitivity and spatial localiza-
tion, surface coils were introduced, enabling numer-
ous MRS studies of living systems and motivating
additional engineering developments in concert with
advances in magnet, magnetic-field-gradient, and RF
technology.

1.2 BACKGROUND

Before their introduction for in vivo MRS, surface
coils had been employed—and remain so today—in
oil well logging. Oil well logging refers to the prac-
tice of interrogating the terra firma at various depths
of and immediately surrounding an oil well borehole,
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with the aim of inferring its oil carrying/producing
characteristics. While well-logging tools employ a
variety of technologies (e.g., electromagnetic, ra-
dioactive, and acoustic) to investigate geologic for-
mations penetrated by a borehole, MR logging probes
have played a prominent role.

In MR logging, a magnet designed to produce a
relatively homogeneous field at a defined distance
outside the borehole (sometimes referred to as an
inside-out magnet) is inserted down into the borehole
to the desired depth, polarizing the 1H spin popula-
tions of fluid molecules (e.g., water and oil) in the
surrounding rock. An RF receiver coil, which has
been designed to detect 1H spins precessing within
the isocenter of the inside-out magnetic field, i.e.,
external to the coil and the borehole, monitors the 1H
MR response of fluid molecules external to the bore-
hole. The well-logging MR procedure allows deriva-
tion of important geologic properties such as pore
size and fluid permeability. While a far cry from the
laboratory or clinical environment of in vivo surface
coil measurements, the key underlying principle is
the same—the MR signal is detected from a region
remote from the interior of the coil, i.e., from outside
the coil.1,2

Perhaps, the earliest in vivo MR implementa-
tion of the surface coil was reported by Morse and
Singer in their now iconic Science report in which
time-of-flight effects were employed to monitor blood
flow in the arm of a volunteer human subject.3 This
early MR angiography demonstration employed two
small surface coils separated by a distance of 1–3 cm
and placed over a vein in the arm (Figure 1.1).
The transmit RF from the upstream coil produced
a perturbation (inversion via adiabatic fast passage)
in the blood–water 1H magnetization, a perturbation
detected by the downstream receive RF coil at a tim-
ing dependent on the velocity of blood flow. This
pioneering application did not exploit high-resolution
MRS capabilities (i.e., narrow linewidth resonances).
Indeed, the sample volume, a human volunteer’s fore-
arm, was substantially greater than the homogeneous
magnetic field volume produced by the iron magnet
(pole faces separated by ∼10 cm). However, Morse
and Singer did demonstrate the principle of localized
excitation and detection of spin populations external
to the surface coil with a living subject, one whose
overall dimensions obviously far exceed that of the
surface coil(s).

Figure 1.1. A copy of Figure 1.1 from the 1970 Science
magazine article by O. C. Morse and J. R. Singer titled
“Blood Velocity Measurements in Intact Subjects”.3 This
figure shows a volunteer with her arm in the space between
the pole faces of a 0.36 T (15.4 MHz) iron magnet. Two sur-
face coils separated by 2.5 cm are visible, lying over a vein
on top of the subject’s forearm. The upstream coil served
to perturb the flowing venous blood 1H (water) magneti-
zation via adiabatic fast passage. The downstream surface
coil served to detect 1H the magnetization as a function
of time following upstream perturbation. This time-of-flight
“angiography” demonstration is the earliest known (to this
author) published use of surface coils in vivo. (Reproduced
from Ref. 3. © American Association for the Advancement
of Science, 1970.)

1.3 SURFACE COILS FOR MR
SPECTROSCOPY IN VIVO

1.3.1 First Report

Superconducting, vertical bore, magnet diameters had
become sufficiently large by the mid-1970s (e.g.,
9–10 cm) that organs of small animals such as rat
liver, heart, and kidney could carefully be excised,
continuously perfused with media supplying oxygen
and nutrients, placed within an RF coil, and sited
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in an MR magnet such that the volume of homoge-
neous field was reasonably centered about the organ.
This arrangement allowed high-resolution MRS stud-
ies of functioning, intact, mammalian organs to be
performed. By the end of the decade, such proce-
dures were being pursued to great advantage on both
sides of the Atlantic.

It was recognized that organs supported on
perfusion media, while valuable as model systems,
were not entirely representative of the in situ
blood-perfused in vivo state. Thus, in the latter part
of the decade, an invasive strategy was introduced
whereby, in a deeply anesthetized small animal,
the organ of interest was surgically exposed while
remaining fully connected to its vasculature, placed
within an RF coil, and the living subject placed in the
magnet such that the organ was in the homogeneous

region of the field.4 Although successful, such
procedures were not without technical challenges.
Indeed, it was during such attempts to monitor the
high-resolution 31P MRS signal from rat kidney
in vivo that the presence of “contaminating” signal
emanating from phosphocreatine in muscle tissue
external to the kidney-containing RF coil suggested
a new approach to MRS in vivo, the surface coil.5,6

Surface coils presented immediate and substantial
advantages for MRS studies of small animals. Pla-
nar or slightly shaped/bent coils of a few turns and
a few centimeters diameter allowed localized MRS
interrogation of rat brain and leg muscle (Figures 1.2
and 1.3). They were also compatible with the tight
space limitations imposed by vertical magnets with
9–10 cm bore diameters which, at the time, were
common in laboratories pursuing MRS of intact

(a)

(b)

(c)

30 20 10 0.0 −10 −20 −30
ppm

Figure 1.2. Photograph of early surface coil, circa 1980, designed to perform 31P MRS for study of rat leg skeletal
muscle, and resulting spectrum acquired in vivo. Subjects were oriented in a vertical position and secured in a clear,
plastic, half-cylinder housing. This enabled placement of the entire apparatus with subject up into the vertical bore (∼9
cm diameter) of the superconducting magnet. The reader’s attention is drawn to the simplicity of coil design and of the
frequency tuning and impedance matching circuit. These were important, robust attributes that led to rapid adoption by MR
laboratories focused on studies of metabolism and physiology. Spectrum (a): nonischemic muscle below the knee joint;
spectrum (b): ischemic muscle from the same area as in (a) after application of tourniquet above the knee; and spectrum
(c): muscle above the tourniquet. Chemical shift assignments are β-phosphate of ATP, −16.1 ppm; α-phosphate of ATP,
−7.5 ppm; γ -phosphate of ATP, −2.5 ppm; phosphocreatine, 0.0 ppm; and inorganic phosphate, 4.9 ppm. (Spectra adapted
from Ref. 6. © Nature Publishing Group, 1980.)
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20 10 0.0 −10 −20 −30
ppm

(b)

(c)

(a)

Figure 1.3. Photograph of early surface coil, circa 1980, designed to perform 31P MRS for study of rat brain, and resulting
spectrum acquired in vivo. Spectrum (a) original brain spectrum showing a broad baseline feature (“hump”) due to bone
and membrane 31P resonances; spectrum (b) same spectral data as in (a) but following application of strong apodizing filter
function; and spectrum (c) difference spectrum. Chemical shift assignments are the same as in Figure 1.2 with, in addition,
phosphodiesters, 3.0 ppm and sugar phosphates, 6.7 ppm. (Spectra adapted from Ref. 6. © Nature Publishing Group, 1980.)

biological systems. Soon, the introduction of signif-
icantly larger diameter, horizontal bore magnets al-
lowed surface coil experiments with larger subjects
such as humans.

Surface coils also offered a variety of other ad-
vantages. It was quickly recognized that the strong,
localized B1 field of the surface coil yielded highly
localized signal detection capability, while conferring
immunity to coil loading (noise) from regions of the
(electrically conducting) subject remote to, and thus
not interrogated by, the coil. Further, given that most
surface coils were relatively low-inductance devices
and that tissue water is an enormously concentrated
source of protons (∼80 M), the strong 1H MRS sig-
nal from tissue water provided a convenient means
to shim the static magnetic field even with the coil
tuning adjusted for other nuclides (e.g., 31P, 13C).7

Finally, MR scanners with magnetic-field-gradient
systems were rather a rarity in the early 1980s, pre-
cluding the use of localization schemes based on the
use of field gradients, making surface coil localization
much more practical. Laboratories interested in prob-
ing metabolism and physiology by high-resolution
MRS were much more likely to possess strong ex-
pertise in biological science than in MR-related en-
gineering. Thus, because the surface coil was truly
simple in design and exceptionally robust to operate,

it provided immediate entrée for biologically oriented
laboratories to employ MRS in studies of small ani-
mal models.

1.3.2 Early Developments at Washington
University in Saint Louis

Early development of surface coil techniques in our
laboratory at Washington University in Saint Louis
explored methods for making T1 measurements,8

determining absolute molar concentrations of
detected species,9 optimizing signal-to-noise and
localization,10 using a double-resonance tuning
scheme to allow 1H decoupling, while detecting
13C-labeled substrates and their metabolic products,11

selectively suppressing the large-amplitude, broad,
underlying 31P background resonance(s) from
membrane and bone tissues when examining brain,12

quantifying the consequences of using the surface
coil as a receiver in the presence of homogeneous
B1 transmission,13 electrically decoupling coaxial
transmission and reception surface coils,14 and
enhancing surface coil spatial localization with an
inhomogeneous surface gradient.15 – 17 Reviews of
these developments and their further extensions have
been published.18,19
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1.3.3 Advances in Pulse Sequences and
Designs for Surface Coils

Other laboratories developed important pulse-
sequence-related methods for leveraging the surface
coil’s inhomogeneous B1 field to improve spatial
selectivity. Depth pulses, a family of phase-cycled
pulse sequences that provided improved spatial
selectivity with surface coils, were described by
Bendall and colleagues.20 Bottomley et al. employed
magnetic-field-gradient enabled slice-selective
excitation parallel to the plane of the surface coil to
improve localization at depth, a technique referred
to as depth-resolved surface coil spectroscopy
(DRESS).21 Mike Garwood and coworkers intro-
duced the Fourier series window (FSW) method,22

a perceptive variation of the rotating-frame zeug-
matography experiment,23 to produce a localized
region of detected signal intensity at a predefined
depth from the coil plane. The FSW and depth-pulse
methods shared complementary attributes, and the
Garwood and Bendall teams collaborated to combine
the FSW approach with depth-pulse procedures to
improve performance for a number of important
MRS experiments.24 In a seminal advance, Garwood
et al. demonstrated in 1989 that adiabatic pulses
using a single surface coil for both B1 transmission
and signal reception (i.e., single-coil mode) could
overcome many of the disadvantages of the
surface coil’s inhomogeneous B1 profile, allowing
uniform excitation, refocusing, and slice-selective
inversion over a 10-fold or greater variation in B1
magnitude.25

In concert with efforts to optimize surface coil
pulse sequences, coil designs were modified to suit
various applications. Presaging today’s use of the
surface coil as an element for construction of multi-
coil arrays for parallel imaging, Hyde et al. published
a series of insightful papers describing the design
of noninteracting coil sets.26,27 These efforts led
the Hyde team to introduce the quadrature detection
surface coil,28 providing a 40% (

√
2) improvement

in signal sensitivity.29 In 1992, these and other
advances in surface-coil-related hardware designs,
pulse sequences, and applications to metabolic and
physiologic research questions were reviewed in
the three-volume Springer-Verlag compilation on
the state of in vivo MRS, edited by M. Rudin and
J. Seelig, to which the interested reader is
referred.30

1.4 POSTSCRIPT

The early use of surface coils provided high signal
sensitivity and localized detection in an era when
MR laboratories did not have access to scanners
with high-quality magnetic-field-gradient systems.
With the introduction of modern, actively shielded
magnetic-field-gradient assemblies, the role of the
surface coil evolved to complement and take advan-
tage of pulsed field-gradient methods. Today, surface
coils continue to play an important role when spa-
tially targeted, high-sensitivity MR detection is de-
sired. They are especially well suited for high-field
MRI and MRS applications with small laboratory
animals (e.g., mice and rats), where they are often
used in receive-only mode with a volume coil pro-
viding homogeneous transmit B1. When surface coils
are employed as elements of a large-scale receiver
array, prior information, in the form of sensitivity
profile maps for each array-element, allows under-
sampling of k-space with significant acceleration of
image acquisition.

Morse and Singer would surely be pleased.
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2.1 INTRODUCTION

Nuclear magnetic resonance (NMR) is now a mature
field but shows no sign of slowing down in terms of
new protocols. The associated hardware has also ex-
perienced huge strides, although much of that is due
to the spectacular development of computer technol-
ogy over the past half a century. Throughout these
changes, the NMR detection coil has remained sur-
prisingly unchanged, except for the new develop-
ments at the very high frequencies where the signal
wavelengths are getting comparable to the physical
size of the coils. This short review explores the vari-
ous coils used over the years and, in particular, exam-
ines the reasons for the longevity of the solenoid for
use at relatively low frequencies as well as other coils
that offer particular advantages for special situations.

Because NMR deals with nuclear spins that precess
in a magnetic field, the vast majority of experiments
use coils for both detection and transmission. This

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

presupposes a loose definition of coils; the dictionary
definition of a coil being “a connected series of spi-
rals . . . into which a rope can be wound”, which is
consistent with a solenoid that we are all familiar
with. Some modern coils, however, do not look any-
thing like this definition. For the purpose of this short
review, coils are taken to be the devices used to re-
ceive NMR signals, whatever their shapes may be. At
the same time, some commonly used coils, especially
those used at high frequencies, are not discussed for
arbitrary reasons. This review is not so much history
per se but a compilation of interesting ways to effect
NMR detection. Most coils not specifically referenced
here are described in the book by Lupu et al., listed
under Further Reading.

2.2 HISTORY OF COILS

We start the list with a coil having the least likely
geometry. It is known that a periodically varying elec-
tric field has a periodically oscillating magnetic field
associated with it. Gersch and Lösch1 demonstrated
in 1957 that NMR signal can be detected from sam-
ples in an oscillating electric field of capacitors. The
capacitor was placed between the pole pieces of an
electromagnet in such a way that the RF electric field
was parallel to the static magnetic field. To the au-
thor’s knowledge, this experiment did not elicit much
interest and remains an academic curiosity.
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The simplest geometry for an electric current that
can generate a magnetic field is a straight line. The
next simplest element may be that line bent into a
loop. Both these geometries are used for NMR but
do not represent the most straightforward applica-
tions due to the spatially inhomogeneous magnetic
fields generated by them. In order for the generated
magnetic field B1 (and the sensitivity per spin—to be
discussed later) to be uniform for a sample that has
significant physical extent, there must be many wires
so that they look the same, or at least similar, to the
spins located at different parts of the sample. It will
also turn out that the sensitivity per spin is enhanced,
in general, if the spin is close to more wires carrying
a certain current rather than fewer wires carrying the
same current. For these and other reasons, the most
common coil used in NMR is the solenoid, at least
for reasonably low frequencies where the inductive
reactance remains manageable.

The fact that solenoids perform extremely well is
often taken for granted but it is worth considering in
some detail. It would make sense to incorporate the
features responsible for their good performance into
other coil designs. The reciprocity theorem for NMR,
as described by Hoult and Richards,2 states that the
sensitivity to NMR signal from a sample element is
proportional to the intensity of the magnetic field at
the position of the sample element due to a unit cur-
rent in the coil. Because the magnetic field strength
drops off with distance from any source, including
coil wires, the sample needs to be close to the cur-
rent elements by some measure in order to achieve the
best signal-to-noise ratio (SNR). The solenoid works
well compared to many other geometries because it
does a good job of putting the current elements rela-
tively close to all parts of an arbitrary sample placed
within the coil, provided the coil has a reasonable ra-
tio of length to diameter and its pitch is acceptably
fine, i.e., the wire thickness is approximately equal
to the gap between the wires. Another way to look
at it is to realize that the magnetic field inside the
solenoid is caused by currents flowing in all the turns
of the solenoid, so the process is extremely efficient.
By the same token, a small solenoid is much more
efficient per spin than a large solenoid because an
average spin will be closer to the wires in the small
coil.

A counter-example would be a disproportionately
short solenoid, the extreme case being a single loop
of wire, the so-called surface coil. The surface coil,
somewhat misnamed because there are other coil

geometries that are equally or perhaps even more
exclusively suited for surface use, is simple to make
and it is likely that it was used in NMR since
close to beginning of (NMR) time. It was formally
introduced in the 1970s and 1980s primarily for
in vivo biological applications in longitudinal fields
of axial superconducting magnets for samples that are
too large for the usual solenoid coil or where there is
a need to spatially localize the signal source by the
placement of the coil.

Despite the surface coil’s simplicity and useful-
ness, the field is inhomogeneous compared to the
solenoid; the relative magnetic field strength varies
by a huge factor between a sample element at the
center of the loop versus an element at the wire. This
effect results in the most effective position of the
“surface” coil not being at the surface against which
the coil can be placed but at a distance that is com-
parable to the radius of the loop. At this separation,
there is a balance between manageability of the in-
homogeneity and making the distance from the coil
not so great that it compromises the sensitivity. Thus,
the usual “rule of thumb” is to make a coil with a ra-
dius approximately equal to the desired depth for the
region of sensitivity.

This effect is used in an NMR application having
an unusual scale: Earth’s field NMR detection of
underground water or other liquids. This application,
pioneered in Siberia more than 25 years ago, uses a
large circular or rectangular loop coil on the ground,
with a typical dimension of 100 m, to detect NMR
signals from depths comparable to the coil radius
and, in favorable cases, even the diameter. Earth’s
field NMR is notoriously insensitive because of the
weak static magnetic field of typically ∼5 × 10−5

T, which leads to a relative sensitivity compared
to 4.7 T of (10−5) raised to, say, 3/2 power, or
a factor of ∼30 million, although this estimate is
likely to be inaccurate because of the immense range
of extrapolation over five orders of magnitude in
field strength. This deficit is recovered by having
a sample that is larger than the usual sample in
linear scale by the cube root of ∼30 million or
∼300. If the usual NMR sample is taken to be
1 cm across, an Earth’s field NMR sample with large
spin density, for example water, will have to be
at least 30 m across so a loop coil that is ∼100
m across might be sufficient. This turns out to be
true in many cases, and there are now commercial
instruments by companies such as Iris in France
(www.iris-instruments.com) and Vista Clara in the

http://www.iris-instruments.com
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United States (www.vista-clara.com) based on this
principle for use in geophysical exploration without
having to use expensive boreholes. Incidentally, this
community calls its activity “surface NMR” which is
a misnomer because it looks at samples quite far from
the surface although it does make use of “surface
coils”.

This brings us back to the “surface coil” nomen-
clature. The usual surface coil is called so because
it lies on a surface, not because it is good at look-
ing at a surface. If it is desired to see NMR signals
near a surface, i.e., a flat region that is close to the
coil access, a big loop is inefficient because B1 is
acutely nonuniform across the loop coil and the tip
angle varies wildly across the plane that the coil is
placed against. The reciprocity theorem requires that
the wires be close together, so that a good compro-
mise will be to have wire spacings approximately
equal to the distance from the coil to the region of
interest. Depending on the relative orientation of the
static field and the “surface” coil, one could think of
using an array of small loops with currents alternating
in adjacent loops, a meanderline coil (a zig-zag coil
that is useful in nuclear quadrupole resonance (NQR)
detection), or parallel wires with currents flowing in
the same direction, all with characteristic dimensions
approximately equal to the depth of the sample. How-
ever, arrays of loops with radii approximately equal
to depth of interest have the problem that the com-
ponents of the magnetic field vary on the scale of the
separation of the loops so the filling factor is less than
optimal. This is also true for the meanderline, which
generates magnetic fields that alternate in direction
from one wire to the next, so the field strength and
orientation have a periodicity in the direction perpen-
dicular to the wires.

The array of parallel wires, on the other hand, can
generate quite a uniform magnetic field parallel to
the plane of the coil and perpendicular to the wires
at a distance equal to approximately the inter-rung
spacing. Therefore, such a coil can be used in a static
field that is perpendicular to the access direction, as
you might find in old-fashioned electromagnets or
permanent magnets with the static field perpendicular
to the access direction. Another suitable situation
would be Earth’s field NMR experiments in which
the static magnetic field is mainly perpendicular to a
coil that is laid on the ground, as it is in much of
the world, and it is desired to detect or characterize a
sample that has a large extent at a shallow depth. An
added feature of such coils is their ability to be used

Figure 2.1. A single-sided NMR magnet and coil built by
Southwest Research Institute showing the “pancake” coil in
the center and the electromagnet driven by the blue coils.
(Photo supplied by Armando De Los Santos, Southwest
Research Institute.)

for rotating B1 experiments by having two coplanar
flat coils with one rotated 90◦ with respect to the other
and driven in quadrature to attain an extra factor of√

2 in SNR and more efficient transmitter operation
(see Chapter 3).

As we have discussed, loop coils naturally lend
themselves to unilateral NMR geometries. One of
the earliest applications of such coils was for a uni-
lateral device built by Southwest Research Institute,
San Antonio, TX, USA, for examination of soil and
moisture in concrete as shown in Figure 2.1. It was
mounted behind a tractor to be dragged around a field,
or mounted on wheels to be moved around on the
concrete surface as measurements were made. These
instruments were the forerunners of the commercially
available NMR MOUSE.3

A saddle coil can be thought of as two loops
on opposite sides of a cylinder that provides (or is
sensitive to) a magnetic field that is perpendicular
to the axis of the cylinder.2 The pair of loops are,
first, deformed into rectangles and, second, wrapped
around the cylinder. Shaping them as rectangles al-
lows the placement of the two coils on a relatively
narrow cylinder and obtains good coverage in the ax-
ial direction. Wrapping the coil elements around the
cylinder that serves as the coil form, of course, makes
the coils compact and, more importantly, places the
coil wires closer to the sample, thereby making the
coil more sensitive to NMR signals.

As an aside, two single loop coils can be placed at
right angle to each other for circularly polarized B1
operation, i.e., the coils can be driven in quadrature

http://www.vista-clara.com
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to be sensitive to circularly polarized magnetization
rather than linearly polarized fields, enhancing trans-
mit efficiency as well as for received SNR.4 This is
easy to do with flat coils such as loops but much
harder (or impossible) with axial coils that surround
the sample, e.g., solenoids, because they get in the
way of each other. Besides the flat array mentioned
above, Helmholtz coils, saddle coils, or birdcage-like
coils can be driven in quadrature, as is commonly
done these days for coils in standard superconducting
magnets.

This is also true for a pair of coplanar but adjacent
loop coils with currents opposed so the predominant
field is in the plane of the loops. A typical applica-
tion is that of “figure 8” coils used, for example, as
large-scale surface coils for detection of underground
water. In an early application, the author participated
in setting up such a coil in Siberia. A 100 m di-
ameter loop was twisted to form a “figure 8” with
two opposed loops of diameter 50 m. Several of us
placed ourselves around one loop and pulled on it to
change its shape (and, therefore, its area) to change
the far-field noise pickup as monitored by an opera-
tor at the console. This geometry, with the resulting
useful field parallel to the plane of the coil, is ideal
for making it into one-half of a quadrature trans-
mit/receive coil by adding an identical pair of coils
with their interloop axis rotated 90◦ from the first.

There are other situations in which a normal
solenoid is not appropriate. An example is where
the solenoidal geometry is inconsistent with geomet-
rical constraints such as the shape of a magnet that
restricts access. The best known examples are the
use of transverse B1 field coils in superconducting
magnets that have static fields parallel to the bore.
This has given rise to coils such as the saddle,2

Alderman–Grant, and birdcage. Another novel solu-
tion is a tilted solenoid5 in which each loop of wire is
wound in a plane that is tilted approximately 45◦ from
the axial direction. It works quite well—comparable
to other nonsolenoidal coils—because the sacrifice in
efficiency due to its tilt is compensated by the inher-
ent superiority of the solenoid over other geometries
such as birdcage and saddle, due to the high density
of wires close to the sample, as mentioned repeatedly
in this chapter.

A relatively new development is a family of
extremely small coils that go by the label microcoils.
Despite the range of sizes of coils called microcoils,
we will arbitrarily define them as coils smaller than
1 mm in the largest dimension. The majority of such

microcoils in use are for obtaining high-resolution
spectra in strong magnetic fields of samples that are
severely limited in volume.6 Microcoils work well
because they take advantage of the reciprocity rela-
tion, already mentioned, i.e., that the sensitivity per
spin is proportional to the strength of the magnetic
field generated at the site of the spin by a unit current
in the receiver coil if it were to be used for trans-
mitting, simply by being small. Although, sometimes
thought of as a corollary to the filling factor, this ef-
fect is independent of it. It is simply a statement that
the spin should be as close as possible to the wire
in order that the sensitivity is maximized regardless
of the filling factor. The simple fact that all parts of
the sample inside the microcoil are very close to the
coil wires guarantees good sensitivity per spin, which
compensates for the relatively small size of the sam-
ple and relatively large resistance of the thin coil wire
(see Chapter 19).

Microcoils, by their nature, have extremely small
inductances, and this fact goes hand in hand with
their uses at high frequencies where both capacitance
and inductance of resonant circuits need to be small.
Therefore, the recent development of microcoils for
use at relatively weak fields7 was not anticipated.
In addition to the penalty of working in a weaker
field, microcoils at low frequencies have a practical
handicap of being difficult to tune/match because
their inductances are so small. Resonating a small
inductor in a resonant circuit at low frequencies
requires a large capacitor that will, at best, make
it inconvenient to tune because there are limits to
the range of tuning variable capacitors. Furthermore,
large capacitors tend to be more lossy compared to
small capacitors because they usually use materials
with higher dielectric constants in order to keep the
volume compact and such materials happen to be
lossy.

Low-inductance microcoils can be used at low fre-
quencies if auxiliary inductors are used instead of the
microcoil itself to define the resonant parameters.8

The microcoil, say in series with the auxiliary coil,
will represent only a small resistor and, provided
the auxiliary coil has negligible resistance so that
it does not contribute noise to the tank circuit, the
SNR is surprisingly good. This is because the micro-
coil has favorable reciprocity parameters with only
its resistance contributing to the degradation of the
performance, i.e., the sample is close to the wire,
which leads to excellent sensitivity. The presence of
the auxiliary capacitor in the circuit has no effect on
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the overall sensitivity provided it adds no noise to
the received signal. The use of an auxiliary inductor
has the added advantage of making the probe tuning
insensitive to the sample coil’s interaction with the
surroundings, including the sample.

The low-field microcoil is an example of an adap-
tation of a standard technique, i.e., of a solenoid, to
a case in which standard parameters could not be
used and some modification was required. Specifi-
cally, the inductance was too small to be tuned in the
usual manner at the required frequency. The opposite
case is more common with the push toward stronger
fields and larger samples, which results in the nor-
mal coils having inductances that are too large for
the frequency. The solution to this problem is well
known, i.e., to distribute the capacitances and reac-
tances so that resonance frequency is determined not
by the overall values of C and/or L but in smaller
subsections of the coil.

One early example of distributed coil of this type
was the pigtail coil.9 It was a solenoidal coil in which
the turns were periodically interrupted by capacitive
connections between turns that were formed by twist-
ing the free end of each turn with a free end of the
next turn, resembling pigtails. The tightness of the
twists of these insulated wires and the lengths of

Figure 2.2. A partially finished pigtail coil for human
wrist imaging. The solenoid was interrupted every two turns
with a capacitor formed by the pigtails so the resonance
condition was governed by two turns of wire resonating
with the capacitance of a pigtail which could be adjusted
by its length or tightness. The pigtails simplify the initial
setup of the resonance condition and can be replaced by
ordinary capacitors, if desired, after the capacitance values
have been determined.

the pigtails determined the capacitance. Figure 2.2
shows a more recent adaptation of this idea for a
coil under construction that was going to be too
large to be resonated as a simple solenoid, i.e., a
human wrist coil that works in a 1 T field in a per-
manent magnet where the field is transverse to the
common access direction. In this case, it was suf-
ficient to have each section of the resonant section
be two turns of wire rather than one for the orig-
inal Cook & Lowe coil. Such distributed reactance
strategies, though not in the pigtail form, are now
commonplace in clinical magnetic resonance imag-
ing (MRI) where the coil needs to be large enough to
accommodate humans in relatively strong magnetic
fields.

This scheme was also used in the late 1970s
and early 1980s in what may have been the most
powerful NMR experiment to that time or perhaps
even now. Southwest Research Institute, San Anto-
nio, TX, USA, had a contract with the Federal Avia-
tion Administration to design and build a detector for
dynamite in checked airline baggage. Their ingenious
solution was to create a pulse proton NMR system,
large enough for suitcases, to perform solid and Hahn
echoes in order to pick out samples that had very long
T1 and very short T2, characteristics nearly unique
to dynamite. The apparatus had a solenoidal coil of
rectangular cross section that was placed between the
pole pieces of an electromagnet. In order to reduce the
inductance to a manageable value, the coil was made
in six sections, three sets each of a pair of coils wound
in opposite senses, connected in parallel, and driven
between the junction and the two ends in a way simi-
lar to the semi-toroid described later (see Figure 2.3).
The entire coil, made of copper water tubing, was
enclosed in a glass sleeve containing gaseous sulfur
hexafluoride (SF6) in order to suppress arcing when
the 1.4 MW pulses were applied. (Even with a Fara-
day shield in addition to the SF6 gas, putting one’s
hand along the inside surface of the sample space
elicited sparks from the high-voltage sections of the
coil to the hand. This made it simple to find the lo-
cations of the three high-voltage feed points.) The
amplifier vacuum tube (Eimac 4CX35000C) for the
transmitter’s last stage dissipated 2 kW just in its fila-
ments. That is equivalent to a major kitchen appliance
such as an electric oven!

Other examples of a distributed component coil
are the already mentioned Alderman–Grant coil and
the birdcage coil. The latter can be thought of as a
“ladder” of inductors and capacitors (which would be
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Ground plane

Slot

To NMR circuitry

Figure 2.3. A semi-toroidal “surface” coil and the back
side of the ground plane to which the two ends are elec-
trically connected. A slot between the two holes eliminates
the eddy currents that would otherwise attenuate the field
past the ground plane. The useable field is on the front side
of the ground plane and in an orientation that is parallel to
the slot.

either a high- or low-pass filter depending on whether
the rungs—of the ladder—were made of inductors or
capacitors, respectively) that is closed onto itself in
such a way that the time delay of the signal around
the loop is one cycle of the RF field being applied
to the coil. The uniform transverse magnetic field is
generated by a longitudinal electric current density
around the cylindrical surface that is a single cycle
of a sinusoid. Thus the resonating elements are local
rather than global, i.e., basically an inductor and a
capacitor, so that the whole coil can be made much
larger at the same resonance frequency than if the
entire coil were made of one inductor to be resonated
by a capacitor, as is done with a simple solenoid. An
additional benefit of such distributed component coils
is the reduction of capacitive (or dielectric) coupling
to the sample. In short, this is due to the reduction
of the largest potential difference generated within
the coil by distributing the inductive and capacitive
reactances.10

Over the years there have been a few coils
designed and used wherein the transmit and/or
receive “coils” were placed away from the actual
sample space. The reasons for wanting to do
such things include needing the space/clearance
around the sample for optical or thermal access.
The earliest such probe to the author’s knowledge
is due to Arnold in what was called the “race

track” probe. His work is referenced by Halliday
et al.11 who published a later adaptation of Arnold’s
probe.

The downhole well-logging community uses some
unusual coils, at least as far as the rest of the magnetic
resonance community is concerned. These are some
of the earliest examples of “inside-out” NMR for
these geometries wherein the sample is not contained
within the coil but outside the coil. One such coil
used by Schlumberger as described by Kleinberg in
a special issue of Concepts in Magnetic Resonance12

is, perhaps, the simplest possible coil imaginable. It is
topologically equivalent to a single wire plus suitable
return paths that do not generate magnetic fields
that counteract the primary field. Such a “coil” that
runs longitudinally along the bore hole surface will
generate an azimuthal field just outside the borehole.
NMR signals can be generated from the surrounding
strata containing oil or water in a radial static field
that is generated by a suitably arranged permanent
magnet blocks in the bore. Several such examples
are described in Ref. 12.

We finish this review with another coil that has
not found any practical applications but may be
an instructive example.13 The simple loop coil has
already been described as a coil that is used for
looking at a sample that is outside the coil. The
field coming out of a solenoid’s end has the same
property except there is little or no gain over the
simple loop because the increase in the number of
turns is compensated by the volume of the solenoid in
which there is no sample. (It would be more efficient
to make a multiple turn loop with minimal volume
inside the loop.) Some of that loss could be regained
if both ends of the solenoid could be used and that
led to the semi-toroid that is shown in Figure 2.3.
(A toroid would be a terrific coil for a sample that
fits in the coil because it can be considered to be
a solenoid without end. However, its accessibility is
a serious handicap for most applications.) This coil
is topologically the same as the “figure 8” coil we
described earlier but with a third dimension instead
of it being a flat coil. An embellishment is the two
halves of the coil being wound in opposite senses
with the two ends of the coil connected to a ground
plane that is presented to the sample. The electrical
feed point is the junction of the two halves, far from
the sample region. So, this coil also has minimal
electrical interactions, i.e., it is not detuned by a
dielectrically lossy sample that can come in contact
with it. In addition, having the two halves connected
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electrically in parallel raises the tuning frequency for
its size. Finally, one could conceive of inserting some
material inside the semi-toroid that will amplify the
signal in an analogous fashion to what a ferrite would
do at lower frequencies.
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3.1 INTRODUCTION

The quadrature surface coil is a valuable tool
for achieving high signal-to-noise ratio (SNR) in
reception and low specific absorption rate (SAR) in
transmission. As with a single linear surface coil, a
single quadrature surface coil is typically used when
the region of interest does not include an entire
cross section through the subject, and is capable
of being used on systems with only one transmit
and receive channel. It is also possible to build
an array of quadrature surface coils for improved
performance over an array of single-channel coils
with a given number of channels. Here we discuss
the basic principles of quadrature operation, coil
design, expected field, SNR, and SAR patterns, and
then discuss some recent applications.

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

3.2 BACKGROUND

Two waveforms with a 90◦ difference in phase
are said to be in quadrature. If these are used to
drive two radiofrequency (RF) coils producing
magnetic (B1) fields that are equal in magnitude and
orthogonal to each other in space, an RF magnetic
field with circular polarization will result. Because
the RF fields in NMR are intended to interact with
precessing nuclei, this arrangement is more efficient
than using a single coil producing a linearly polarized
field, and, in principle, can result in half the RF
power absorbed in tissue during transmission, and in
a gain in SNR by a factor of

√
2 during reception.1

The use of quadrature coils can also result in a
substantial increase in B1 field homogeneity over
linear coils, especially at high frequency.

It is important to note that for a quadrature coil to
function properly in both transmission and reception,
the signal associated with the coil that leads by 90◦

during transmission must be made to lag by 90◦

during reception. An illustrated explanation for this
is given in Figure 3.1.

Compared to a volume coil, a surface coil can
provide relatively high SNR over a small region of
interest. The ability to combine this with the ad-
vantages of quadrature transmission and/or reception
makes quadrature surface coils among the most use-
ful types of RF coils used in magnetic resonance
imaging (MRI). Quadrature surface coils are used as
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Figure 3.1. Illustration of quadrature hybrid coupler
showing the need for delay on opposite channels during
transmission and reception. Note that noise is neglected in
this illustration.

receive-only coils in many applications, with the body
coil being used for homogeneous RF transmission.
At very high fields, since body coils are not yet
commercially available, surface coils are often used
in both transmit and receive mode. This is also true
for many heteronuclear (e.g., 13C and 31P) spec-
troscopy experiments. Besides, when proton decou-
pling is used in local spectroscopy, the quadrature
surface coil is very useful since it can achieve the nec-
essary decoupling in the local region of interest with
minimal sample heating over the rest of the body.

3.3 COIL CONSTRUCTION

3.3.1 Basic Coil Geometries

There are a number of different geometries that can
be used as quadrature surface coils. The two coils
usually lie in the same plane, although they can also
be placed on a curved surface for imaging the back
of the head or calf muscles, for example. Quadrature
surface coils can be formed from circular/elliptical
or square/rectangular loops, or can be combined with
a different structure such as a stripline resonator. A
selection of the most common geometries is shown in
Figure 3.2. In each case, when the two different coils
(represented by black and gray shapes) are driven
with a 90◦ phase difference, a circularly or elliptically
polarized field with the desired sense of rotation is
created in a region either above or below the coil,
where the sample is located. A shielding ground plane
can be placed on the other side of the coils if desired.

The coils must be large enough to have adequate
B1 field strength throughout the region of interest and

(a) (b)

(c) (d)

(e) (f)

Figure 3.2. Different types of quadrature surface coils: (a)
and (b) Two-loop structures with the overlap between the
two coils chosen to minimize the mutual inductance. (c) and
(d) Butterfly arrangements in which the intrinsic symmetry
of the arrangement produces isolation between the coils.
(e) A combination of single loop and stripline resonator. (f)
Two loops with a single isolation capacitor between the two
loops.

achieve the desired penetration depth, but if they are
larger than necessary, they are sensitive to thermal
noise from a larger portion of the sample, and so
the SNR is degraded. For reference, the field along
the axis of a single loop at low frequencies can be
approximated as

By = μ0I

2

a2

(a2 + y2)1.5
(3.1)

for a circular loop where the coil axis is in the
y-oriented direction, I is the coil current, a is the
coil radius, and μ0 is the magnetic susceptibility of
free space. For a desired depth d within the tissue,
the radius of the coil should be d/

√
5. For a butterfly

coil, the radius of the loops in the figure-eight coil
should be 0.6d .2

For a rectangular loop, the corresponding equation
for the magnetic field is

By = 2μ0I

π

lw√
l2 + w2 + 4y2

×
(

1

l2 + 4y2
+ 1

w2 + 4y2

)
(3.2)

where l and w are the length and width of the coil.
Similar design criteria apply as for the circular loops,
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in terms of the relationship between the values of d

and r: in the crossover design shown in Figure 3.2(d)
the angle between the crossover elements at the center
of the coil should be greater than or equal to 150◦.2

3.3.2 Coil Inductances

In order to determine the capacitance values neces-
sary to resonate the RF coil at the desired frequency,
the first step is to calculate the inductance of the coil.
For example, the inductance of a circular loop of wire
at low frequencies can be approximated as

L(nH) = π

5
dcoil

(
ln

(
8dcoil

dwire

)
− 2

)
(3.3)

where the coil and wire diameters, dcoil and dwire,
respectively, are measured in millimeters, and dcoil
is measured from the center of the conductor. For a
rectangular loop of round wire,

L(nH)

= 0.4

⎡
⎣(w + l) ln

(
4lw
dwire

)
−l ln(a + t)

−w ln(l + t) + 2
(
t+dwire

2

)
− 2(w+l)

⎤
⎦

(3.4)

where w and l are the width and length of the coil,
respectively, and t = √

(w2 + l2).

3.3.3 Conductor Lengths

As is the case with all coil designs, the length of
each conductor element has a major effect on the
coil efficiency. Following the rule of thumb that
individual segments of the coil should have a length
less than 1/10 of the wavelength at the Larmor
frequency ensures that phase shifts along the length
of the coil are kept to a minimum. In principle,
the use of several capacitors in series with these
elements, rather than a single capacitor, means that
the conservative electric field entering the patient is
kept to a minimum, and frequency shifts between the
unloaded and loaded coils are similarly minimized.
If L is the inductance of the unsegmented loop, then
the capacitance required to resonate it at the Larmor
frequency is

Cseg = nseg

Lloop
ω2

0 (3.5)

C

C

C

C C

C

CT

CMv

CMf

Figure 3.3. Photograph of the butterfly portion of a
quadrature surface coil. Shown are the segmenting capaci-
tors (C), variable tuning capacitor (CT), and variable and
fixed matching capacitors (CMv and CMf) arranged in a
balanced configuration. The conductors are 2-mm diameter
silver wires with a Teflon coating.

Balanced impedance matching should be used to
maximize sensitivity and patient safety (Figure 3.3).3

The use of cable traps and baluns also improve
the performance of the coil, and are particularly
important when the coil is used in receive mode only,
since large currents can be induced in the coaxial
cables when the volume coil transmits high-power
pulses.

3.3.4 Quadrature Isolation

From simple electrical circuit theory, if two circuits
resonating at the same frequency (f0) are brought into
close proximity, then the resonances will split, with
one frequency being shifted above f0 and the other
below f0. The coupling between the two resonators
can be characterized by the coupling coefficient k.
For MRI coils, this can often be approximated as

k = L12

L1L1
(3.6)

where the mutual inductance between the two coils,
L12, can be calculated as

L12 = 1

μ

∫
B1,coil1 · B1,coil2dV (3.7)

or with other standard equations and the self-
inductance of the individual coils, L1 and L2, can be
calculated from equations (3.3) and (3.4) or similar
ones. To first order, the two shifted frequencies can
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then be calculated as

fupper = f0(1 + k)

flower = f0(1 − k) (3.8)

Since neither circuit now resonates at f0, the com-
bined coil is highly inefficient. In addition, noise will
be coupled from one circuit into the other. There are
a variety of methods by which the coupling between
the coils can be minimized. Since the coupling is
predominantly due to the mutual inductance between
the coils (L12), this can be reduced by optimizing
the overlap between the two coils. For two circu-
lar loops, the distance between the centers of the two
loops at which the mutual inductance becomes zero is
∼0.78 times the loop diameter. For two square loops,
the distance is ∼0.86 times the linear dimension in
which the coils are overlapped. For a combination
of a butterfly coil and a single loop or a single loop
and a stripline element, in principle, the maximum
decoupling will occur when the coil centers overlap
exactly. Further decoupling can be accomplished with
the use of decoupling capacitors between the coils or
other approaches.4,5

3.3.5 Isolation of the Quadrature Surface
Coil from the Transmit Coil

In most clinical applications, surface coils are used
in receive-only mode, and must be decoupled from

Ct

Cm1 Cm2

L
RF choke

RF choke

Vdc

Figure 3.4. Simple circuit for decoupling a receive-only
surface coil from a larger transmit coil using active
PIN-diode switching. The dc current from the PIN-diode
driver passes through two RF chokes (inductor) to isolate
the high frequency and dc components of the circuit.

the transmit coil to ensure that no power enters
the receive chain during transmission, potentially
damaging sensitive electronic components. There are
a number of different designs for such decoupling,
all of which use active switching of PIN diodes.
One very simple design, shown for only one element
of the quadrature pair for simplicity, is shown in
Figure 3.4. During the transmit phase, the diode is
forward biased and forms a parallel circuit consisting
of L and Cm2. This parallel circuit, in series with
the circuit formed by the coil and Ct produces two
resonances, each of which is shifted from f0. During
receive, the diode is reverse biased, thus being
removed from the circuit, which resonates at the
desired frequency with elements Ct, Cm1, and Cm2.

3.3.6 Predicted Field and SNR Patterns

Just as any 3D field can be separated into or-
thogonal components in a Cartesian coordinate sys-
tem (i.e., x-, y-, and z-oriented components), so
it can also be separated into a longitudinal com-
ponent (B1

z) and two circularly polarized compo-
nents in the transverse plane with opposite direc-
tions of rotation (B1

+ and B1
−). It is customary

in MRI to associate the term B1
+ with the com-

ponent that rotates in the same direction as nuclear
precession and the term B1

− as the counterrotat-
ing component, rotating opposite to the direction of
nuclear precession.6 Since nuclear precession has a
left-handed rotation about B0,7 however, this requires
that B1

+ and B1
− have unconventional definitions

with respect to the direction of rotation when B0
is oriented in the positive z-direction. For B0 ori-
ented antiparallel to the z-axis, B1

+ = (Bx + iBy)/2
and B1

− = (Bx − iBy)
∗/2 where B1

+, B1
−, Bx , and

By are all complex quantities having magnitude and
phase, i is the imaginary unit, and the asterisk indi-
cates the complex conjugate.

Since it rotates in the same direction as nuclear
precession, B1

+ interacts with the nuclei during ex-
citation and is the pertinent component in producing
a tip angle when driving the coil. It can be shown that
applying the principle of reciprocity requires consid-
eration of the B1

− field distribution when determining
the receptivity distribution of the coil. While differ-
ent mathematical derivations have been presented to
explain this,6,8,9 it is useful to consider the principle
of reciprocity by driving the coil through the receive
channel of the quadrature splitter (in which case a
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primarily counterrotating field is created) or alterna-
tively to consider that circularly polarized waves trav-
eling to and from a given location must have opposite
“handedness” (with the thumb indicating the direction
of travel) in order to have magnetic fields with the
same sense of rotation at the location of interest.

The field distribution pertinent for reception is the
B1

− field produced when the coils have opposite po-
larity than that used during transmission, or when
the quadrature hybrid is driven through the receive
port. Field distributions for pertinent and nonperti-
nent circularly polarized field components in trans-
mission and reception have been described previously
for a two-loop quadrature surface coil wrapped about
a spherical sample at 300 MHz, where the sample
was near a true dielectric resonance.10 In Figure 3.5,
distributions of these components are shown for a
flat two-loop quadrature surface coil placed against
a lossy slab of muscle tissue at 64 MHz. It is clear
that when driving through either given channel of the
quadrature splitter/combiner, only one field polariza-
tion is produced efficiently in the sample. At locations
where the field is truly circularly polarized, there
are voids in the counterrotating component. Thus, if
images show significant signal voids, it is a strong
indication that the cables connected to the RF coils
must be switched to achieve the proper polarization.

As can be seen in Figure 3.5, the circularly
polarized components of the RF magnetic field, B1

+
and B1

−, are typically shifted in opposite directions
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Figure 3.5. Distribution of pertinent and nonpertinent cir-
cularly polarized components of the B1 field in transmission
and in reception. Here B1

+ is pertinent during transmission
and B1

− during reception. Distributions are calculated for a
two-loop quadrature surface coil 1 cm from a slab of muscle
tissue at 64 MHz. Each loop has a diameter of 17 cm, and
is driven with 100 V. In simulation, results for transmit and
receive channels are achieved by applying opposite polarity
in each coil.

from each other in the presence of conductive
samples.11 – 13 The electrical currents induced in the
sample by the changing magnetic fields are roughly
90◦ out of phase with the incident RF magnetic
fields and thus (at least in the absence of significant
wavelength effects) roughly 90◦ out of phase with the
currents in the coil. These induced eddy currents in
the sample produce a secondary magnetic field that is
90◦ out of phase with the primary field (produced by
the coil in the absence of a conductive sample) and, in
general, having a different orientation. When consid-
ering the vector nature and time dependence of these
fields, it can be seen that the combination of the pri-
mary and secondary fields for a given single-channel
coil will often cause a shift in opposite directions for
B1

+ and B1
− (Figures 3.5 and 3.6). When the same

coil is used for both transmission and reception,
however, fairly symmetric images can still result,
especially for low flip angles where the transverse
magnetization is roughly proportional to B1

+.

(a)

(b)

Figure 3.6. Conceptual diagram illustrating the source of
asymmetry in B1

+ and B1
− despite symmetric current

and sample. Magnetic flux density (solid black line and
arrows) at a time (a) when the electrical current coming
out of page (single black dot) is maximum in a current
element (dark gray circle) and (b) when it is maximum in
a nearby conductive sample (light gray box). The electrical
current in the sample lags that in the coil by approximately
90◦ (neglecting wavelength effects), causing an elliptically
polarized magnetic flux density with overall rotation in
the clockwise direction to the right of center and in the
counterclockwise direction to the left of center.
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It is possible to calculate an intrinsic signal-
to-noise ratio (ISNR) based on field distributions in
the sample using a variety of different methods.14 – 18

In general, the ISNR is proportional to the received
signal intensity and inversely proportional to the
square root of dissipated power. As an example,
we calculate ISNR distributions for three quadra-
ture surface coil geometries at 64 and 300 MHz us-
ing an equation for short-TR spoiled gradient-echo
imaging19

ISNR ∝ sin(γ |B+
1 |τ)(1 − e−TR/T1)|B−

1 |
(1 − e−TR/T1 cos(γ |B+

1 |τ))√Pdiss
(3.9)

where γ is the gyromagnetic ratio for 1H (42.58 MHz
T−1), τ is the effective pulse duration (3 ms), Pdiss
is the power dissipated in the sample (neglecting
coil noise), and TR/T1, the ratio of repetition time
to longitudinal relaxation time, is 0.25. Figure 3.7
shows the ISNR distribution for both a receive-only
case (with a homogeneous B1

+ and flip angle of 30◦),
and for a transmit/receive case, using calculated B1

+
and B1

− for the quadrature surface coil assuming a
target flip angle (γ |B1

+|τ ) of 30◦ at a depth of 5 cm
into the sample on a line through the center of the

coil, and the corresponding SAR distribution, all at
64 MHz. Figure 3.8 shows these same distributions
at 300 MHz. In these simulations, the diameter of
each circular loop is 17 cm, and the loop nearest
the sample is 1 cm away from the surface of the
sample.

The results in Figures 3.7 and 3.8 illustrate how
different coil geometries can give very different SNR
and SAR distributions. The butterfly/loop combina-
tion appears to have relatively homogeneous ISNR
and SAR distributions, probably due to having the
most widely distributed current and the largest over-
all size. The loop/stripline combination can achieve
higher ISNR at some locations near the coil, but,
due to its limited number of current elements and
relatively small overall size, it has a less homoge-
neous ISNR distribution and requires stronger cur-
rents (inducing greater SAR) to achieve a given
B1

+ magnitude at 5 cm into the sample. Although
quasi-static approximations would predict a 21.8-fold
increase in absorbed power and SAR from 64 to
300 MHz, for the two-loop case, the actual absorbed
power (and average SAR) increases by a factor of
28.9 while the maximum SAR in a 2-mm cubic
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Figure 3.7. ISNR distribution for both a receive-only case (a,d,g) and for a transmit/receive case (b,e,h), and the transmit
SAR distribution (c,f,i) for three different quadrature surface coil geometries, all on a transverse plane through the coil center
at 64 MHz. Results for ISNR at each frequency are normalized to the value at 5-cm depth for the receive-only two-loop
case (location of black dot in (a)), and results for SAR at each frequency are for achieving the same B1

+ magnitude at the
5-cm location, normalized to the maximum value for the transmit/receive two-loop case.
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Figure 3.8. ISNR distribution for both a receive-only case (a) and for a transmit/receive case (b), and the transmit SAR
distribution for three different quadrature surface coil geometries (c), all on a transverse plane through the coil center at
300 MHz. Results normalized as in Figure 3.7, but to values at 300 MHz. To compare with values for 64 MHz in Figure 3.8,
multiply scale here by 4.67 for ISNR and by 59.9 for SAR.

region increases by a factor of 59.9. This indi-
cates that the field distributions change from 64 to
300 MHz in such a way that decreasing penetration
depths adversely affect possible gains. This effect
is likely exaggerated here compared to that in the
human body due to use of a slab of pure muscle
tissue—one of the more conductive tissues of the
human body—as a sample. A thorough analysis of
these designs for receive-only configuration has been
published recently.2

3.4 COIL TESTING AND EVALUATION

3.4.1 Network Analyzer Measurements

Either a human subject, or a loading phantom with
size and dielectric properties similar to the particu-
lar part of the body to be imaged, should be used
for optimizing the fine-tuning of the coil. The coil
should not be placed directly next to the sample,
since this produces heavy losses from the strong

electric fields close to the coil, and also an input
impedance that is highly dependent on very small
changes in separation between the coil and the sam-
ple. Typically, a spacer of ∼1/10 of the diameter
of the loop should be used. Three measurements
are made, the S11, S22, and S12, the latter of which
measures the isolation between the two channels.
First, the S11 and S22 values for each individual coil
should be less than −20 dB using variable tuning
and matching capacitors. Then the overlap between
the two coils should be optimized by positioning
the two coils such that the S11 and S22 measure-
ments both show single peaks at the original fre-
quencies. In this case, the S12 should ideally be less
than −20 dB. Results from a single loop/butterfly pair
constructed for cardiac imaging at 7 T are shown in
Figure 3.9.

After ensuring optimal operation under loaded con-
ditions, another standard quantity to measure is the
unloaded versus loaded Q-value. A high ratio indi-
cates a relatively efficient coil, as most energy loss
is due to the generation of the RF fields in the lossy
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Figure 3.9. Example of S-parameter plots for the two channels of a quadrature surface coil placed on the chest of a
human volunteer: 2 cm of foam padding was used as a spacer between the RF coils and the subject.

sample rather than to the source electrical currents in
the resistive coil elements. Since surface coils cou-
ple tightly to the sample, a ratio of 10 : 1 or higher
for the unloaded : loaded Q-value is usually realiz-
able at field strengths of 3 T and above for proton
resonators.

3.5 APPLICATIONS

The use of quadrature surface coils in standard clin-
ical MRI setups has decreased significantly over the
past decade with the introduction of multielement
phased arrays. However, one can consider the quadra-
ture surface coil to be the basic building block for
such arrays, essentially forming a two-element ar-
ray. Currently, the quadrature surface coil finds most
use in more specialized applications, both in terms
of heteronuclear spectroscopy and high-field proton
imaging, where a body coil is not commercially avail-
able.

Single-tuned or double-tuned quadrature surface
coils are widely used in localized 31P spectroscopy
of brain, muscle,20 liver,21 and heart.22 To enable ab-
solute quantitation, adiabatic RF pulses are used to
obtain as homogeneous an excitation field as possi-
ble. Spectral localization techniques include multidi-
mensional chemical shift imaging or the single-voxel
image selection image-selected in vivo spectroscopy
(ISIS) sequence.

These coils are also very useful for localized proton
decoupling of 13C spectra to keep the SAR limits
within the International Electrotechnical Commission
(IEC) and Food and Drug Administration (FDA)
limits. An example is shown in Figure 3.10, in which
a quadrature proton coil is used in combination with
a linear 13C coil for signal detection.23

1H, 0° 1H, 90°

13C

Figure 3.10. Cross-sectional view of a half-volume
13C–1H coil. The 1H coil consists of two surface coil loops
with distributed capacitance. The geometric arrangement of
the two coils in conjunction with a quadrature hybrid gener-
ates a circularly polarized RF field over the field of view of
the smaller 13C surface coil which is placed above the inter-
section of the two 1H coils. The 13C coil overlaps partially
with each of the 1H coils, thereby minimizing the voltage
induced by the 1H coil in the 13C coil. The T1-weighted
MDEFT image of a human head is shown to illustrate the
excellent quality and relative homogeneity of the resulting
1H RF field.

Finally, at very high fields, quadrature surface coils
can be used as transmit/receive coils. An example is
shown in Figure 3.11, in which images of the heart
are obtained with a loop/butterfly configuration at 7 T,
showing the improvements in B1 homogeneity of the
quadrature coil compared to a linear coil, and also
the effects of connecting the coil up in the incorrect
configuration.24
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.11. (a,b,c) Coronal and (d,e,f) axial
low-resolution scout images acquired using different coil
configurations. (a,d) Single loop coil; (b,e) loop/butterfly
pair in quadrature configuration; (c,f) loop/butterfly pair in
an antiquadrature configuration. Sequence parameters: tur-
boFLASH sequence, TR/TR 4/1.82 ms, in-plane resolution
2.3 × 4.7 mm, slice thickness 10 mm.

3.6 TROUBLESHOOTING

The main challenges for successful quadrature sur-
face coil compared to single-surface coil include
achieving adequate decoupling (or isolation) and
ensuring the correct polarization of the quadrature
splitter–combiner.

If significant resonant splitting is observed between
the two coils (i.e., they cannot successfully be tuned
to the same frequency), better decoupling is neces-
sary. Small adjustments in coil geometry may be
adequate, but other approaches, especially the use of
decoupling capacitors,5 may also be used.

If, in an otherwise well-constructed coil, signifi-
cant signal voids appear in the image, it is possible
that the coil is not connected to the quadrature split-
ter/combiner with the proper polarization (it is in
“antiquadrature”). If so, reversing the order in which
the two coils are connected to the two quadrature
channels may resolve the problem.
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4.1 INTRODUCTION

Magnetic resonance imaging and spectroscopy
(MRI/S) are invaluable tools in the study and
treatment of disease. MRI is a basic radiological
tool used in the diagnosis of neurologic, orthopedic,
cardiovascular, and oncologic disorders. MRS, the
discipline out of which MRI developed, can be
used for noninvasive detection and quantification of
various metabolites in biological tissue. A continuing
trend in magnetic resonance is the use of higher
magnetic field strengths, with whole-body MRI
scanners having static magnetic fields of 3–7 T
and smaller bore animal MRI scanners with static
magnetic fields up to 21 T. Since the available signal

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

is proportional to the nuclear magnetization and the
resonance frequency, these higher magnetic fields
offer greater signal for any given nuclear species
and has made in vivo MRS a mainstay of medical
research. Typically, MRI and MRS are combined
into one experiment where MRI is used to shim and
obtain localized images and/or 1H spectra and MRS
is used to obtain metabolic information by acquiring
spectra of 31P, 23Na, 13C, or other nuclei. For the coil
designer, this means tuning one coil to multiple fre-
quencies, and various schemes have been introduced
in the literature. These multiple frequency solutions
can be implemented with surface coils, volume
coils, or a combination of the two. This chapter
focuses solely on the multiple frequency solutions
as applied to surface coils. The earliest approaches
to double-tuning surface coils involved quarter-wave
transmission lines to tune and match1 – 4 or variable
length lines to displace tuning components outside
the sample environment.5,6 These transmission line
schemes all suffered insertion losses that degraded
the Q of the system. Later techniques circumvented
transmission line losses by positioning all tuning
components at the sample coil, although incurring
losses elsewhere. These later techniques are the most
commonly employed on surface coils today and
can be grouped into two main categories; multiple
pole circuits and transformer-coupled circuits. This
chapter discusses the theory behind these two strate-
gies, their equivalent forms, various implementations
found in the literature, and impedance matching at
multiple frequencies.
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4.2 BACKGROUND

4.2.1 Multiple Pole Circuits

A surface coil is designed to be placed on top of
a tissue of interest, and to fit such that the size
of the coil generates a B1 field that optimally
covers the region of interest. The simplest visu-
alization of the surface coil is that of a parallel
resonant circuit whose frequency of operation is
determined by the reactances of the loop inductor
and the capacitor attached to it. To understand
the multiple pole configurations, we must explore
these reactance relationships. Figure 4.1(a) shows
the reactances of an inductor and capacitor
across a range of frequencies. The inductive
reactance XL varies as ωL and the capacitive
reactance XC varies as 1/ωC . The inductor and
capacitor can be placed in a series or parallel
configuration, with each configuration yielding a
different reactance curve across frequency, shown
in Figure 4.1(b), where the total reactance is
given by

XTseries = XL + XC (4.1)

1

XTparallel

= 1

XL

+ 1

XC

(4.2)

where XL = jωL, XC = 1
jωC

, and j = √−1.
A useful configuration of reactive components for

a multiple-pole, double-resonant coil is a capacitor
in series with a parallel combination of an inductor
and capacitor.7 This circuit and its reactance plot are
shown in Figure 4.2(a). The reactance is at first ca-
pacitive, then becomes inductive as it passes through
the pole of the parallel combination, and then is ca-
pacitive again.

If we plot the negative of the inductive reactance
on top of this (Figure 4.2b), we will find points where
the two traces intersect. These are the points where
the capacitive and inductive reactances are equal and
define the resonant frequencies of the circuit. We
now have a circuit that is resonant at two frequencies
consisting of the main coil inductor Ls and discrete
components C1, L1, and Cs.

The multipole circuit described above has several
equivalent circuits, shown in Figure 4.3. In addition,
this technique has been applied to a quadruple reso-
nant circuit.8
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Figure 4.1. Plot of reactance across frequency of (a) a
single inductor ( ) or capacitor (- - -), and (b) series (. . .)
and parallel ( . ) combinations of an inductor and capaci-
tor.

4.2.2 Transformer-coupled Circuits

The transformer-coupled circuit is based on the prin-
ciple of mutual inductance, in which two inductors
share magnetic field and induce voltages in each
other. In Figure 4.4, current I1 circulating in L1 gen-
erates flux Φ12, which links with inductor L2. The
mutual inductance in terms of flux linkage9 is

M12 = Linkages in L2 produced by I1

I1
= N2Φ12

I1
(4.3)

where M12 is the mutual inductance between L1 and
L2, and N2 is the number of turns in L2. Conversely,
M21 is the ratio of the flux linkages in L1 produced
by a current I2, to the current I2. A changing current
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Figure 4.2. Plot of reactance across frequency of (a) a
useful component combination for creating a pole, and (b)
the negative of the inductive reactance superimposed on the
pole plot and intersecting it twice (X).

in one coil will induce an open circuit voltage in
the second coil and, if the current is sinusoidal, the
voltage induced is

V2 = −jωMI 1 (4.4)

where ω = 2πf and f is the operating frequency. The
voltage is negative because, according to Lenz’s Law,
the induced voltage is in a direction to oppose the
change of current.

A coupling coefficient k with values between 0 and
1 is an indicator of the flux linkage between the two
coils and is written as

k = M√
L1L2

(4.5)

Cm Ls

Cm

Ls

Cm

Cm

Ls

Ls

Figure 4.3. Equivalent configurations of the multiple pole
circuits.

M12

V2

L2

L1

I1

F12

Figure 4.4. Flux linkage between adjacent loops of wire.

The idealized configuration above lends itself to
the straightforward mathematical description given
in equations (4.3–4.5). In reality, the variations on
this simple circuit, such as differing radii, noncircu-
lar geometries, and varying distance between induc-
tors, require special consideration for correct math-
ematical description. Indeed, entire textbooks have
been written on inductance calculations.10 But the
above analysis sets the background for the following
discussion.

For our investigation of double-tuned coils, we turn
our focus to a tuned transformer-coupled circuit,11

shown in Figure 4.5. The amount of coupling and
the value of the primary and secondary reactive
components determine the performance of the circuit.

Let us first assume that Ls = Lp and Cs = Cp such
that the resonant frequencies of the primary and sec-
ondary are equal. We know from Figure 4.3 that there
will be mutual inductance M because of flux linkage
between the coils. However, we also know that the
coupling coefficient k will depend on the value of the
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Cp CsLp Ls

Figure 4.5. A tuned transformer coupled circuit.

inductances M,Ls, and Lp. The effect of k on the per-
formance of the circuit of Figure 4.5 can be evaluated
by PSpice simulation. Figure 4.6 shows the primary
and secondary currents in Lp and Ls as k is varied.

Looking closely at the secondary current, a point
is observed where the current is maximum, as shown
in Figure 4.6(b). This is the point of critical coupling
kc, where the resistance of the secondary coupled
into the primary is equal to the primary resistance.12

When k < kc, the coils are undercoupled and
the primary and secondary currents occur at one
frequency. Alternatively, when k > kc, the coils
are overcoupled and the currents are split between
two frequencies. This is the coupling configuration
utilized by a transformer-coupled double-tuned coil,
except Cs �= Cp and Ls may or may not equal Lp.

Frequency

(a)

(b)

I s
I p

Frequency

Frequency

Undercoupled

Overcoupled

Critical coupling

Critical coupling

UndercoupledOvercoupled

Figure 4.6. (a) Primary coil currents and (b) secondary
coil currents of tuned, transformer-coupled circuits in three
coupling conditions: undercoupled, critical coupling, and
overcoupled.

Further exploration of the overcoupled case reveals
that the phase of the currents in the primary and
secondary are in phase, or co-rotating, at the lower
frequency and 180◦ out of phase, or counter-rotating,
at the upper frequency. The fields generated by the
two overcoupled inductors will add at the lower
frequency and subtract at the higher frequency.
The particular geometric configuration of the two
inductors will determine the resultant field and
efficiency of the coil pair. For a coplanar pair,11 the
low-frequency, co-rotating currents generate a field
slightly larger than a single coil alone. Conversely,
at the higher frequency, the counter-rotating currents
generate a field that is significantly lower than a
single coil alone. As a result, the signal intensity at
the low frequency is equivalent to or slightly higher
than a single coil, but significantly lower (∼50%)
than a single coil at the high frequency.

4.3 CONSTRUCTION

4.3.1 Multiple Pole Circuits

Construction of a double-tuned coil based on the
multiple pole technique (Figure 4.2b) requires special
attention be given to the value of L1 because it is a
discrete inductor with a detectable resistive loss. This
may be especially noticeable in the lower frequency
circuit because it corresponds to the lower γ nuclei
where the NMR sensitivity is inherently lower. At
the higher frequency, the losses are dominated by
the sample and the resistive loss in the inductor
L1 may be less noticeable. These losses can be
understood by evaluating the efficiency of the circuit.
In the simplest terms, it is a ratio of the power
delivered to the coil inductor to the power dissipated
in the tuning components, primarily the trap inductor.
These efficiencies can be formulated as ratios of
inductances. Assuming that the coil is loaded and
that the resistances of the inductors are proportional
to the inductances, the efficiency of the low- and
high-frequency modes7 can be written as

Elow =
√

Ls

L1 + Ls
(4.6)

Ehigh =
√

L1

L1 + Ls
(4.7)
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The low-frequency efficiency will be the best if the
inductance L1 is small compared to Ls. Conversely,
the high-frequency efficiency will be the best if the
inductance L1 is large compared to Ls. Practical start-
ing points for the ratio of Ls/L1 are 4 or 5, yielding
an efficiency of ∼90% for the low frequency and
∼45% for the high frequency. In the low frequency,
the trap resonance is above the mode frequency and
the reactance primarily inductive, with most of the
trap current flowing through the trap inductor. L1 and
Cs are the controlling reactive components and Cs can
be used to vary the low frequency. At the high fre-
quency, the situation is reversed. The trap resonant
frequency is below the mode frequency and the reac-
tance primarily capacitive, with most of the current
flowing through the trap capacitor. C1 and Cs are
now the controlling reactive components and C1 can
be used to vary the high frequency.

As an example, the circuit in Figure 4.7 can be
implemented at 2 T for proton imaging at 85 MHz
and phosphorus spectroscopy at 34 MHz with a cir-
cular loop of AWG 14 copper wire, a coil diameter of
4.5 cm (Ls), Cs = 165 pF, C1 = 180 pF, and L1 = 22
nH. L1 is chosen to be approximately one-fifth of the
inductance of Ls (110 nH). Ls can be determined by
building a single-tune loop of the same size, resonat-
ing it with a single capacitor, and then computing the
corresponding inductance using

f = 1

2π
√
LsCs

(4.8)

→ Ls = 1

(2πf )2Cs
(4.9)

The low-frequency circuit is tuned first with L1 and
Cs in the circuit and adjusting Cs. Then, C1 is placed
in the circuit and its value adjusted to tune the
high-frequency circuit. There will be some interaction

Ls

Cs

L1

C1

Ls

L1C1

Cs

Lm

Cm

Figure 4.7. Photograph and schematic of multiple pole
circuit. In this example, the circuit is inductively coupled.
The two-turn matching inductor Lm is displaced coaxially
by 1 cm. (See Appendix, Table A4.1).

between these two adjustments, and an iterative pro-
cedure of going back to the dominant low-frequency
component (Cs) and then the high-frequency compo-
nent (C1) may be required. However, there is usually
a fair amount of independence between these two
tuning adjustments. Matching this double-tuned cir-
cuit can be done inductively, capacitively, through a
single port, or through two separate ports. Inductive
matching, shown in Figure 4.7, is based on the mutual
inductance.

If a matching coil Lm is placed near the sample
coil Ls, the fields interact and the matching coil
can be moved to adjust the amount of coupling. As
the coupling changes, the impedance of the match-
ing coil changes. The coil system is matched when
the impedance looking into the matching coil has
a real part equal to 50 � and the imaginary part
equal to zero. For the circuit described above, Lm

is a two-turn, 3.5 cm diameter inductor of AWG 14
copper wire and displaced 1 cm coaxially above the
sample coil. A series capacitor in the matching in-
ductor will improve the matching capability, and in
this example Cm is 22 pF in parallel with a variable
capacitor of value 1.5–19 pF. The low frequency is
optimized when the variable is engaged ∼12 turns
(three-fourths of its total range) and the high fre-
quency when engaged ∼8 turns (one-half of its total
range).

Note that the coupling constant k depends on the
mutual inductance of the system as

k = M√
LsLm

(4.10)

where M is the mutual inductance, Ls is the induc-
tance of the sample coil, and Lm is the inductance
of the matching coil. M will change with Q and
frequency13 and require a different matching solution
for each frequency, be it the physical displacement,
axial or rotational between the two inductors, the size
of the inductors, or the value of the series capacitor
in the matching loop. The multipole circuit may also
be matched with a series reactive component (most
commonly a capacitor), as described in Section 4.3.2.
In addition, the circuit may be driven with two ports
(inductively coupled or series reactive); one port
optimized for the low frequency and the other port
optimized for the high frequency. The multipole cir-
cuit and its variations have been described exten-
sively in the literature.7,14 – 18
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4.3.2 Transformer-coupled Circuits

Construction of a double-tuned coil based on the
transformer-coupled technique relies on the split-
ting of the current distribution in the overcoupled
condition. Referring back to the circuit schematic of
Figure 4.5, we can consider the case where Cs �= Cp
and Ls ≈ Lp are circular loops of wire placed in
a coplanar arrangement,11 as shown in Figure 4.8.
For this case, the resonant frequencies of the primary
and secondary are not equal and are determined by
the degree of coupling and the value of Cs and
Cp.

In practice, one can consider the circuit as
coupled inductors with a tuned secondary, where
the secondary impedance coupled into the primary12

appears inductive at the lower frequency and capac-
itive at the higher frequency. When the secondary
impedance is added to the primary impedance,
it requires that the capacitor Cp be chosen such
that the noncoupled (k = 0) resonant frequency is
slightly above the desired low frequency and that
the capacitor Cs be chosen such that the noncoupled
resonant frequency is slightly below the desired high
frequency. When the two circuits are overcoupled,
the primary shifts down to the desired low frequency
and the secondary shifts up to the desired high
frequency. For example, the circuit in Figure 4.8 can
be implemented at 2 T for proton imaging at 85 MHz
and phosphorus spectroscopy at 34 MHz with AWG
14 copper wire, an outer coil diameter of 4.8 cm,
inner coil diameter of 4.3 cm, Cs = 60 pF, Cp = 180
pF, and Cm a variable capacitor with a range of
1.5–19 pF. The low-frequency circuit is tuned
first (Cp), and then the high-frequency circuit (Cs).
There will be some interaction between these two
adjustments, and an iterative procedure of going back

Lp

Cs

Ls

Cm

Cp

Cp

Cm

CsLp Ls

Figure 4.8. Photograph and schematic of transformer cou-
pled circuit. In this example, the circuit is matched with a
series capacitor Cm. Ls and Lp are coplanar. (See Appendix,
Table A4.2).

d

± jX

± jXm

b

c a

Z0 Z0 ± jXm

R

L

Figure 4.9. Schematic of L matching circuit. Shunt com-
ponent between a–b is chosen such that the impedance
looking into terminals a–b will be Z0 ± jX. The series
reactance between a–c is chosen such that it is equal
and opposite to the reactance between a–b resulting in an
impedance looking into terminals c–d of Z0. Z0 is the char-
acteristic impedance, usually 50 �.

to the dominant low-frequency component (Cp), and
then the high-frequency component (Cs), will be
required.

A common matching method is to use a reactive
component placed in series with the resonant coil,
shown in Figure 4.9 as a single-tuned configuration
for simplicity. The principle behind this matching
method is that the component in the parallel, or shunt,
connection to L is chosen such that the complex
impedance looking into the parallel combination be-
tween ports a–b is,

Zp = Z0 ± jXm (4.11)

where Z0 is the characteristic impedance of the sys-
tem, usually 50 �, and jXm is a positive or negative
reactance that results from picking the parallel com-
ponent to yield the real part of Zp equal to 50 �. The
value of the series matching component can then be
chosen to have the equal and opposite reactance of
the jXm in equation 4.11, so that the total impedance
looking into the network between ports c–d is

Zt = 50 + jXm − jXm = 50 � (4.12)
(capacitor as series component)

or

Zt = 50 − jXm + jXm = 50 � (4.13)
(inductor as series component)

However, the complication for the double-tuned
circuit is that this condition needs to be met at two
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frequencies. The impedance coupled to the primary
will be different at each frequency and require
jXm to change. In this example, Cm is a variable
capacitor with range 1.5–19 pF, and optimized
for the low frequency when engaged at ∼4 turns
(one-fourth of its total range) and the high frequency
when fully engaged. In practice, the capacitor can
be chosen to optimize the less sensitive nuclei at the
lower frequency while maintaining sufficient, but
suboptimal, match at the higher imaging frequency.
Because of the mutual inductance, an iterative
approach is required, returning to the low-frequency
and high-frequency circuits to achieve the desired
match.

As in the multiple pole circuits, the transformer-
coupled circuits may be matched to system
impedance using inductive coupling, but again,
different impedances exist for each frequency and
the inductive match must be adjusted for each.
The tuned transformer-coupled circuit and its
variations have been described extensively in the
literature.11,12,16,19 – 23

4.4 COIL TESTING

Evaluation of any double-tuned circuit should be
made in comparison to its single-tuned equivalent.
That means the same materials are utilized, coil sizes
are identical, and all coils are tuned and matched to
the system impedance at their respective frequencies.
Bench measurements of coil Q and magnetic field,
and magnet measurements of the signal-to-noise ratio
(SNR) and 90◦ power requirements should be made.
Bench measurements of Q are made through direct
coupling or by loose coupling of the circuit to a net-
work analyzer.24 Direct coupling refers to connecting
the coil to the analyzer through a matching circuit (as
in Figures 4.7 and 4.8). In this method, the coils must
be well matched to 50 � to avoid reflection losses,
and all cables roughly the same length so that in-
sertion losses are equivalent. In the loose coupling
method, two external probes are placed near the coil
such that the field from the source probe excites the
coil and the second probe senses the field from the
excited coil. The probes can be placed on either side
of the coil, or they can be an overlapped pair with
zero mutual inductance placed on one side of the coil.
In all cases, the Q is

Q = f0

BW
(4.14)

where f0 is the resonant frequency and BW is the
frequency span between the −3 dB points.

The field may be measured utilizing a network an-
alyzer, a thin saline phantom, and a field probe, as
shown in Figure 4.10. The coil is attached to the
reflection port on the analyzer, the phantom placed
under the coil to provide physiologic loading (∼150
mM saline), and the probe is placed approximately
one radius under the coil. The field probe is at-
tached to the transmission port of the analyzer and
records the field intensity of the coil. The phys-
ical setup is held constant for all coil measure-
ments. Again, the coils must be well matched to
50 � to avoid reflection losses, and all coil cables
roughly the same length so that insertion losses are
equivalent.

Magnet measurements can be made of optimized
pulse powers and SNR of spectra or images from
phantoms. A dual-chamber phantom of 150 mM
saline in the outer chamber and a concentrated
solution of the relevant spectroscopic nuclei in
the inner chamber will allow suitable evaluation
of SNR, pulse power, and B1 field extent at both
frequencies. The phantom should be thicker than
that used for bench measurements, extending 2–3

Reflection
port of NA

Saline
phantom

Field probe

Transmission
port of NA

Cm

C

L

Figure 4.10. The bench evaluation set. The network ana-
lyzer supplies a small voltage to the RF coil. The magnetic
field produced by the coil is coupled through the saline load
to the field probe. The RF coil is tuned and matched to 50 �

at the frequency of interest.
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radii down the axis of the coil and extending
beyond the coil conductors in the plane of the coil.
Utilizing a single rectangular pulse of constant
pulse width, spectra can be obtained from which
the SNR is measured and power for a 90◦ tip
angle recorded. Similarly, images can be acquired
to measure SNR and pulse power, and should
correlate with spectra results. Images can be
used to evaluate the extent of B1 coverage of
the sample. This is especially important for the
transformer-coupled, double-tuned coil because
the countercurrents in the high-frequency mode
reduce the B1 with respect to a single-tuned
coil.

4.5 COIL APPLICATION

Multiple frequency imaging and spectroscopy in
vivo have been practiced for over 20 years. And as
static magnetic fields have continually increased, the
sensitivity of spectroscopy has increased, making
the dual imaging/spectroscopy exam an important
scientific tool in the study and treatment of disease.
These techniques are currently being applied to many
medical challenges such as multiple sclerosis, stroke,
epilepsy, muscular dystrophy, cancer, congestive
heart failure, and thyroid disease, among others,
and to understanding the function and metabolism
of multiple organs in the body. Common nuclei
used in spectroscopy include 1H, 31P, 23Na, 19F, and
13C. Numerous permutations of coil geometries and
frequencies can be envisioned, but in the end, the
particular disease under study will dictate the coil
geometry and the nuclei, and the static field dictates
the frequencies of operation.

4.6 TROUBLESHOOTING

The greatest advantage of a double-tuned coil is the
ability to perform imaging and spectroscopy with-
out changing coils, with shimming and localization
of the area of interest achieved with the proton part
of the coil and spectra of lower γ nuclei obtained
with the lower frequency part of the coil. However,
a complication can occur if the same tuning network
is used for both imaging and spectroscopy because
adjustment will be required at each frequency. The

inductive match of Figure 4.7 requires either physi-
cal displacement of Lm, adjustment of Cm, or both.
These adjustments are difficult to make when the
coil is in the center of the magnet, and would re-
quire a long tuning wand attached to Cm or some
elaborate apparatus attached to Lm to allow physi-
cal displacement. A similar argument applies to the
capacitive match shown in Figure 4.8. The easiest
solution to this problem is to optimize the match-
ing for low-frequency operation and allow subopti-
mal matching at the imaging frequency. This is an
acceptable solution if the proton coil is used for shim-
ming and positioning. However, if the experiment
requires high-resolution proton images or 1H spec-
troscopy, the matching of the high-frequency circuit
will need to be optimized as well. Some solutions
to this problem have been proposed in the litera-
ture. Schnall et al.7 suggests a parallel LC circuit in
which L is utilized for the low-frequency match and
the resultant parallel LC reactance utilized for the
high-frequency circuit. Grist et al.21 suggests a dual
inductive match, with the matching loops placed or-
thogonally to minimize coupling between the two.
Others14,25,26 suggest a dual inductive match of fixed
position and a series capacitor in the matching loops
to adjust the match. Blocking traps may be needed
in the matching loops to minimize coupling between
the two frequencies.22,27 In the series reactive match-
ing technique (usually a capacitor), Viriot et al.18

solves the dual-frequency matching requirements by
using remote tuning boxes carefully placed at λ/2
distances from the coil. Others19 suggest a dual-port
capacitive match with blocking traps placed in the
sample inductors to reduce coupling and allow in-
dependent operation of each channel. The matching
scheme chosen by the coil designer will depend on
the experimental requirements. If the proton channel
is to be used for shimming and image placement,
then a single port optimized for the low-frequency
channel is the simplest implementation. However, if
high-resolution images or proton spectroscopy is re-
quired, optimization of the match at both resonant
frequencies will be necessary, at the cost of a more
complicated physical setup or additional circuit com-
ponents.

Finally, attention should be given to construction
techniques because a poorly built coil can sabotage
even the most exquisite theory. Soldering tech-
niques are often overlooked by the novice when
troubleshooting, but cold solder joints can cause
intermittent connections that plague the proper
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performance of the coil. Simple tutorials can be
found online (search engine keywords “soldering
tutorial” or “good soldering techniques”) that demon-
strate basic soldering skills. It is also advisable to
spend some time planning the circuit board layout
on which tuning and matching components are to be
placed. If the components are placed far apart, which
is the tendency for ease of physical placement,
large loop areas may be created that become
unwanted inductances added to the circuit. These
can cause resistive losses or unwanted resonances.
It is advisable to keep components as close to the
sample coil as possible and minimize loop areas
of current paths. High-frequency characteristics of
discrete components, such as inductors, can cause
unsuspected behavior. Large inductors can become
self-resonant and exhibit a very high impedance
or look capacitive: in short, not an inductor at all.
Shield currents on cables28 can interfere with tuning
and compromise coil performance. Baluns29,30 (see
Chapter 25) and other balanced matching schemes31

reduce voltage imbalances that can cause shield
currents. Cable traps suppress shield currents that
are present. These may be difficult to implement
on a single-port, double-tuned coil because it would
require a double-tuned balun and/or cable trap.
However, a dual-port, double-tuned coil could
easily implement both devices with low-frequency
baluns/cable traps on one cable and high-frequency
circuits on the other cable. Good construction tech-
niques will go a long way in preventing the problems
mentioned above. Awareness of these techniques will
enable the coil designer to bring theory to practice.

4.7 CONCLUSION

Double-tuned surface coils make possible the acqui-
sition of anatomic and metabolic information from a
single MRI/S exam without disturbing the coil/patient
setup. Such versatility enables good correlation
between imaging and spectral locations. The most
commonly used double-tuned circuits presented in
the literature can be grouped into two categories:
multiple pole and transformer-coupled. The multiple
pole design inserts a discrete-component parallel
resonant circuit into the sample coil, creating a pole
in the reactance curve. This pole essentially creates
a second capacitive reactance to resonate with the
sample coil. The transformer-coupled design uses
two mutually coupled, but tuned, coils with a large
coupling constant to create two modes. The position
of the two modes is controlled by the degree of
coupling, the value of the capacitances, and the
inductance of the coils. Both these double-tuning
methods are very efficient in the low-frequency
mode, but suffer losses in the high-frequency mode.
Attention to design details and utilization of good
construction techniques help minimize losses. The
reader is encouraged to take advantage of the
extensive reference list provided with this chapter
to learn the many design permutations and subtleties
already encountered by numerous researchers.

4.8 APPENDIX

See Tables A4.1 and A4.2 below.

Table A4.1. Bill of Materials for the multiple pole circuit of Figure 4.7

Component Value Part Manufacturer

Ls 1 turn, 4.5 cm diameter AWG 14 solid copper wire Local hardware store
L1 22 nH B07T Coil Craft, 1102 Silver Lake Road, Cary, IL 60013, (847)

639–6400
Cs 150 pF ATC100B Series American Technical Ceramics, One Norden Lane, Hunt-

ington Station, NY, 11746, (631) 622–4700
15 pF ATC100B Series American Technical Ceramics (see above)

C1 180 pF ATC100B Series American Technical Ceramics (see above)
Cm 22 pF ATC100B Series American Technical Ceramics (see above)

1.5–19 pF JMC55H01 Johanson Manufacturing Corporation, 301 Rockaway
Valley Road, Boonton, NJ, 07005, (973) 334–2676

Lm 2 turns, 3 cm diameter Local hardware store
Coax RG-58 C/U 8 262 Belden Inc., 2200 U.S. Highway 27 South, Richmond,

IN, 47374, 1-800-BELDEN1
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Table A4.2. Bill of Materials for the transformer coupled circuit of Figure 4.8

Component Value Part Manufacturer

Lp 1 turn, 4.8 cm diameter AWG 14 solid copper wire Local hardware store
Ls 1 turn, 4.3 cm diameter AWG 14 solid copper wire Local hardware store
Cp 150 pF ATC100B Series American Technical Ceramics, One Norden Lane, Hunt-

ington Station, NY, 11746, (631) 622–4700
27 pF ATC100B Series American Technical Ceramics (see above)
3.9 pF ATC100B Series American Technical Ceramics (see above)

Cs 56 pF ATC100B Series American Technical Ceramics (see above)
4.3 pF ATC100B Series American Technical Ceramics (see above)

Cm 1.5–19 pF JMC55H01 Johanson Manufacturing Corporation, 301 Rockaway
Valley Road, Boonton, NJ, 07005, (973) 334–2676

Coax RG-58 C/U 8 262 Belden Inc., 2200 U.S. Highway 27 South, Richmond,
IN, 47374, 1-800-BELDEN1
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5.1 INTRODUCTION

A surface coil is any radiofrequency (RF) coil placed
directly on the surface of the subject. Surface coils
represent some of the simplest coil designs used
in magnetic resonance, but are commonly used in
experiments requiring the highest possible sensitivity.

In contrast to volume coils, which are designed
to provide homogeneous sensitivity over the whole
field-of-view, surface coils sacrifice field homogene-
ity to maximize the signal-to-noise ratio (SNR) over a
limited region. Figure 5.1 shows an image of a mouse
head, acquired with a volume and a surface coil.
The volume coil gives a uniform image of the whole
head—note that the brain occupies a relatively small

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

part of that volume. While the NMR signal can be
localized using field gradients, thermal noise cannot;
coils are therefore sensitive to noise generated over
their entire field-of-view. By designing a coil with a
reduced field-of-view, for example covering only the
brain, the noise level is immediately reduced with-
out affecting the signal level. This is the principle by
which a surface coil increases the SNR.

The image shown in Figure 5.1(b) is typical for
a surface coil. It is bright close to the coil, but the
intensity falls off rapidly with increasing depth into
the sample. This is the main difficulty when using a
surface coil—the RF transmit power that produces a
180◦ nutation at one location in the sample will give
a much larger nutation closer to the coil and a lower
nutation further from it, making it difficult to, for
example, produce a spin echo. To overcome this prob-
lem, adiabatic RF pulses are routinely used with sur-
face coils, which, above a certain B1 threshold, pro-
duce the same nutation independent of B1 amplitude.1

Surface coils are usually designed for a specific
application, restricting the field-of-view to cover only
the anatomy of interest (a particular brain region,
liver, heart, etc.) to minimize the noise sensitivity.
Surface coils can be used in receive-only mode, in
combination with a suitable volume transmit coil,
or as transmit-receive coils; the latter being more
common in multinuclear applications.

Surface coils are regularly used for proton
studies, but their main application is for non-proton
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(a) (b)

Figure 5.1. Images of a mouse brain, acquired with (a) a
volume coil and (b) a surface coil.

acquisitions, especially spectroscopy, where it is
often not possible to achieve the required SNR with
a volume coil. Indeed, the first reported use of a
surface coil was to study 31P, where the increased
SNR allowed phosphorus to be investigated in vivo
for the first time.2

5.2 MULTINUCLEAR MRI AND MRS

The vast majority of in vivo magnetic resonance ex-
periments are performed using protons (1H). Protons
have a high gyromagnetic ratio (giving high NMR
sensitivity), and are present in large quantities in the
body, mostly in the form of water. However, other
nuclei can be studied in vivo, potentially giving ac-
cess to information not available from proton imaging
or spectroscopy.

After protons, the most commonly investigated nu-
clei are phosphorus (31P), carbon (13C), and sodium
(23Na).3 A comparison of the NMR properties of
these nuclei is given in Table 5.1. Phosphorus mag-
netic resonance spectroscopy (MRS) is used to in-
vestigate tissue energy metabolism. Phosphorous-31
has a relatively large gyromagnetic ratio, and 100%
natural abundance, so produces a reasonably large
NMR signal. Carbon-13 is a more challenging nu-
cleus, as it has a lower natural abundance (1.1%)

Table 5.1. Properties of some biologically interesting
NMR active nuclei3

Nucleus Spin Gyromagnetic γX/γ1H Relative
ratio MHz/T sensitivity

1H 1/2 42.58 1.00 100
13C 1/2 10.71 0.25 1.6
23Na 3/2 11.27 0.26 1.8
31P 1/2 17.25 0.41 6.9

and a lower gyromagnetic ratio. However, it can be
used to investigate almost every metabolic pathway
in the body. While phosphorus and carbon are com-
monly investigated via spectroscopy, sodium (23Na)
is usually imaged. Sodium-23 has 100% natural abun-
dance, but is present in relatively low concentration
in the body; however, its distribution is very inhomo-
geneous. Sodium is used to investigate tissue damage,
such as that caused by stroke or cancer.

It is often useful to “double tune” a non-proton
probe, enabling it to excite and detect an NMR signal
at two (or more) frequencies—commonly that of
the nucleus we wish to investigate and of proton.
There are several reasons for wanting to add a proton
channel to a non-proton coil. First, as the proton
signal is always stronger than that from other nuclei,
a proton channel is useful for quickly acquiring a
scout image. The scout can then be used to plan the
non-proton acquisition, based on the actual anatomy
of the animal or volunteer. A proton channel is also
useful for shimming the main field. A well-shimmed
B0 field is critical when attempting to detect a weak
NMR signal, but it is difficult to set up the shim
using a weak signal. As the shim is independent
of the nucleus, adding a proton channel allows the
magnet to be shimmed using the stronger proton
signal, before switching to the non-proton channel
(without moving the sample) to perform the actual
experiment.

A second RF field, at the proton frequency, may
also be used to enhance the signal on the X-channel,
via nuclear Overhauser effect (NOE), polarization
transfer, and/or J-decoupling (usually simply called
decoupling, causing much confusion for the coil
designer!). In heteronuclear spin systems, such as
13C–1H, the polarization of the observed nuclei can
be significantly enhanced by saturating the higher
γ nuclei, giving rise to the NOE.1 The maximum
enhancement available due to NOE for a partic-
ular pair of spin systems is 1 + γI /(2γS), where
γI and γS are the respective gyromagnetic ratios.
For 13C–1H, for example, the potential enhancement
is almost a factor of three. Alternatively, polariza-
tion of the observed nuclei can be enhanced via
J-coupling methods, such as INEPT, which transfer
polarization from the coupled to the observed nu-
clei by simultaneously exciting both.1 In this case,
the maximum enhancement factor is γI /γS , giving
almost a factor of four for 13C–1H. Heteronuclear
spin systems couple (in a manner analogous to reso-
nant circuits) producing a splitting of the resonance
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peaks into multiplets whose type depends on spin
multiplicity. This complicates the spectrum and re-
duces the peak height of already small resonances,
making them harder to detect. The manifestation
of J-coupling can be reduced or even eliminated
by saturating the coupled spin partner during the
acquisition with a second RF field B2 	 2πJ/γ ,
where J is the coupling between the two spin sys-
tems. The decoupling signal can be either continu-
ous wave or, to increase the decoupling bandwidth,
a series of composite pulses such as WALTZ or
MLEV.1

When the proton channel is used only to acquire
a scout image or shim the magnet, the RF coil can
be switched between proton and non-proton mode,
e.g., using PIN diodes, either to detune the inactive
coil or to switch the resonance frequency of a sin-
gle coil. NOE and polarization transfer, however, re-
quire simultaneous transmission on both the detected
and decoupling channels; J-decoupling requires trans-
mission on the decoupling channel while simulta-
neously acquiring the detected signal (Figure 5.2).
These techniques place special requirements on the
scanner hardware and the RF coil design. A scan-
ner equipped for multinuclear studies is fitted with
a complete second RF transmit and receive chain,
often called the X-channel. Unlike the proton chan-
nel, which usually has a very narrow bandwidth, the
X-channel is broadband, allowing it to be used for
a range of different nuclei. The toughest demands
on the RF system are from J-decoupling, where the

RF pulses

X
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nn
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-c
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NOE or PT

Decoupling

Time

Time
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Figure 5.2. A typical multinuclear pulse sequence re-
quires transmission on a second RF channel—for NOE or
polarization transfer during transmission and J-decoupling
during the acquisition.

decoupling transmit voltage is typically seven or
more orders of magnitude larger than the detected
NMR signal. Accurately recording this signal with-
out interference from the decoupling is clearly an RF
design challenge, requiring careful coil and system
design.

5.3 BASIC SURFACE COILS

The simplest, and probably the most common, of all
surface coils is a planar loop. The actual shape of a
planar loop makes relatively little difference to the
field it generates—circular and rectangular-shaped
loops are both common. The magnetic field generated
by a circular loop, oriented perpendicular to the
y-axis, is shown as a map in the transverse plane in
Figure 5.3(a). Surface coils are commonly curved to
fit the surface of the sample, which helps to extend the
magnetic field further into the sample. The circular
loop in Figure 5.3(a) has been curved onto the surface
of a z-oriented cylinder of twice the radius of the
loop. All subsequent coil arrangements modeled in
this chapter have been curved onto the same surface.

An alternative arrangement to a planar loop is
a butterfly, or figure-of-eight, coil as shown in
Figure 5.4(a). The generated field is concentrated
closer to the coil than for a circular loop, and thus
falls off more rapidly with increasing distance from
the coil (Figure 5.3b). This can be useful if a very
shallow field-of-view is required, for example, to
avoid coupling to another nearby RF coil.

When designing a loop coil, the coil dimensions
should be chosen to maximize the SNR of the signal
detected from a given position, rather than the raw
signal level. Consider a planar loop placed directly
onto a semi-infinite conductive load, which is a good
approximation when the load is much larger than the
coil. The magnetic field on the loop axis, generated
by the loop, is

B1 = μ0I

2

R2

(y2 + R2)3/2
(5.1)

where R is the loop radius, and y is the distance into
the sample. The signal voltage detected by the loop
is

ξ = ω0B1M0ΔV (5.2)

where M0 is the sample magnetization, and ΔV is the
voxel volume. The thermal noise voltage detected by
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Figure 5.3. Transverse magnetic field B1xy produced by (a) a circular loop and (b) a butterfly loop. Axes are normalized
to the circular loop radius, and contour levels are relative to the field at the center of the circular loop. The butterfly loop
was scaled to enclose the same area as the circular loop. The magnetic field in this and subsequent figures was numerically
modeled using the Biot–Savart law.4
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(c) (d)

Figure 5.4. Coil designs: (a) a butterfly coil, (b) an opti-
mally overlapped pair, (c) a quadrature butterfly, and (d) an
Adriany–Gruetter coil.

the probe, which also depends on the field-of-view of
the coil, is given by

N =
√

4kBTsrsΔf (5.3)

where kB is Boltzmann’s constant, Ts is the sample
temperature, and Δf is the bandwidth of the mea-
surement. The effective resistance of the sample rs,
as seen by the loop, is

rs = 1
3μ

2
0ω

2
0σR

3 (5.4)

where σ is the sample conductivity.5 Finally, the SNR
is given by

ψ = ξ

N
∝

√
R(

y2 + R2
)3 (5.5)

By differentiating equation (5.5) with respect to
R, the depth of maximum SNR is found to be R0 =
y/

√
5. Equation (5.5) is the main design equation

when planning a loop coil. A loop with a radius
smaller than R0 has insufficient sensitivity at the
required depth, while a loop larger than R0 is too
sensitive to sample noise.

Plotting coil sensitivity and SNR (equations (5.1)
and (5.5)) against loop radius clearly demonstrates
that optimizing a loop coil to maximize B1 intensity
at a particular depth is not the same as optimizing the
SNR at that depth (Figure 5.5). To stay within 90%
of the optimum SNR, a loop coil should be designed
such that 0.25 ≤ R/y ≤ 0.70, where R is the coil
radius and y is the depth of the target region.

The above analysis assumes that noise is gener-
ated only by the sample, and that the RF wavelength
is large compared to the sample size. The proportion
of noise generated by the sample, relative to that pro-
duced by the coil, may be determined by measuring
the unloaded and loaded Q factors. For large coils,
such as those used in human studies, sample noise in
dominant (typically QU/QL > 5, indicating that more



Nested Surface Coils for Multinuclear NMR 43

0 0.5 1 1.5 2 2.5 3
0

0.2

0.4

0.6

0.8

1

Coil radius (a.u.)

N
or

m
al

iz
ed

 to
 m

ax
im

um

SNR equation (5.5)

B1 equation (5.1)

Figure 5.5. Variation in SNR and signal intensity, at
unit depth, versus radius for a circular loop coil with a
semi-infinite load.

than 80% of the total noise comes from the sample).
With smaller coils, such as those used in small animal
experiments, noise from the coil, due to losses in the
conductor, capacitors and solder joints becomes more
significant.5 In this case, optimum SNR is achieved
with a loop radius slightly larger than that predicted
by equation (5.5).6 At short wavelength, relative to
the sample size, the sample has a significant influence
on the B1 field distribution, and full-wave electro-
magnetic simulations may be necessary to optimize
the coil dimensions (see Chapter 27).

For lower frequency coils, it is sometimes neces-
sary to add multiple turns to a coil, but it is important
to realize that this does not improve the SNR. Con-
sider, for example, adding a second turn to a circular
loop to form a two-turn solenoid. The coil now “sees”
twice as much signal from the sample. However, the
noise level will also increase. There are two major
sources of noise in an NMR experiment: thermal
noise from the sample, and thermal noise from the
coil. As the coil cannot distinguish between the NMR
signal and thermal noise from the sample, increasing
sensitivity to the signal also increases sensitivity to
the noise by the same factor. At the same time, the
coil now uses twice the length of wire as a single
loop, doubling its resistance, and hence doubling its
thermal noise contribution. The signal detected by the
coil increases, but the noise increases by the same
factor, and the SNR remains the same. Instead, the
number of turns should be chosen to give a reasonable
impedance at the resonance frequency, so that the

loop can be resonated and matched to 50� using
achievable capacitor values.7

The opposite problem occurs at high frequency, as
the RF wavelength approaches the conductor length
of a single-turn loop. A significant phase shift is in-
creasingly present along the length of the conductor,
and the loop approaches transmission-line, rather
than lumped-element, behavior. The current phase
progression can be reduced by splitting the loop
into two or more sections, separated by capacitors,
such that each section is shorter than approximately
a tenth of a wavelength. An added advantage of
splitting the tuning capacitance in this manner is that
it increases the required lumped capacitor values,
which are otherwise often comparable to parasitic
capacitances present around the loop, thus making
the loop resonant frequency less sensitive to coil
positioning with respect to the patient and other
nearby conducting structures.

5.4 QUADRATURE

The NMR signal is generated by spins precessing
about a magnetic field. This has an important conse-
quence for the detected signal—it rotates in only one
direction. When a single loop coil is used to detect the
NMR signal, it operates in the linear mode. That is, it
is sensitive to magnetic fields rotating in either direc-
tion about the static field. The main noise contribution
comes in the form of thermal noise from the sam-
ple. Unlike the signal, the noise is not polarized, and
is equally distributed between positive and negative
rotating components. By making a coil insensitive to
the counter-rotating field component, the noise power
detected by the coil is halved without affecting the
signal power. Because the measured NMR signal is a
voltage, this increases the SNR by a factor of

√
2.5,8

Transmitting with a quadrature coil also offers sig-
nificant benefit. Only the field component rotating in
the same sense as spin precession produces a nutation.
However, both the positive and negative rotating field
components induce RF eddy currents in the sample,
which cause Ohmic heating. An ideal quadrature coil
generates no negative rotating field, and so halves
the heating of the sample, while producing exactly
the same spin nutation.

Production of a quadrature field requires two,
ideally orthogonal, independently controllable mag-
netic fields. With surface coils, this is most commonly
achieved by combining a pair of loop coils. When the
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Figure 5.7. Inductive coupling between a pair of circular
loops vs the angle between them. At approximately 43◦

overlap, the coupling is zero.

loops are positioned perpendicular to one another, the
magnetic fields they generate are also approximately
perpendicular, and the coupling between the loops is
low. Figure 5.6 shows the positive and negative ro-
tating fields generated by this arrangement. The pair
generate a stronger positive than negative rotating
field, but the efficiency is low, largely because the
most sensitive region of one loop is in the periphery
of the other.

To place the higher sensitivity regions closer to-
gether, the loops may be overlapped (Figure 5.4b).
The loop fields are no longer perpendicular, causing
the loops to inductively couple; the degree to which
they couple depends on the size of the overlap. Out-
side the overlapped region, flux linkage between the
loops creates a positive mutual inductance. Inside the
overlapped region, the magnetic flux points in the
opposite direction, and creates a negative mutual in-
ductance. By carefully adjusting the overlap, the net
mutual inductance can be minimized, at which point
the loops are well decoupled.9

Figure 5.7 shows the mutual coupling between a
pair of loops, wrapped onto a cylindrical surface,
as a function of the angle between them. When the
angle is small, i.e., close to a complete overlap,
the coupling is very large. As the angle increases,
the coupling reduces through zero to a negative
minimum, and then increases back toward zero as
the angle approaches 90◦; in this particular case, the
critical overlap is at approximately 43◦. In practice,
this overlap is best found by adjusting the loops at
the bench, and monitoring the coupling between them
with, e.g., a network analyzer. Figure 5.8 shows the
positive and negative rotating fields generated by a
pair of critically overlapped loops. In comparison to
Figure 5.6, the intensity of the positive rotating field
close to the loops is significantly increased, while the
negative rotating field is decreased.
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Figure 5.6. Transverse magnetic field B1xy produced by a pair of perpendicular circular loops, rotating in the (a) positive
and (b) negative direction. Field strength is relative to the field at the center of a single circular loop, and distances are
given relative to the circular loop radius.
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A quadrature pair can also be formed by combin-
ing a butterfly coil with a circular loop (Figure 5.4c).
On one side of the pair, current flows in the same
direction in the circular loop and the butterfly; on
the opposite side, current in the butterfly opposes
current flowing in the circular loop. Therefore, this
arrangement is decoupled by symmetry, for any
butterfly coil dimensions relative to the diameter of
the circular loop.

It is clear from Figures 5.8 and 5.9 that surface
coils do not produce a purely positive rotating B1

field. The degree of polarization of the field may be
characterized using

β =
∣∣B+

1

∣∣∣∣B+
1

∣∣ + ∣∣B−
1

∣∣ (5.6)
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Figure 5.8. Transverse magnetic field B1xy produced by a pair of optimally overlapped circular loops, rotating in the (a)
positive and (b) negative direction. Field strength is relative to the field at the center of a single circular loop, and distances
are given relative to the circular loop radius.
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Figure 5.9. Transverse magnetic field B1xy produced by a quadrature butterfly coil, rotating in the (a) positive and (b)
negative direction. Field strength is relative to the field at the center of a single circular loop, and distances are given
relative to the circular loop radius.
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Figure 5.10. Maps showing the quadrature efficiency β = ∣∣B+
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∣∣ of (a) an optimally overlapped pair, and
(b) a quadrature butterfly coil.

where B+
1 and B−

1 are the positive and negative rotat-
ing field components.10 A value of β = 1 indicates
perfect quadrature, β = 0 is perfect antiquadrature
(i.e., the field rotates in the wrong direction), and
β = 0.5 indicates a linearly polarized field, with
equal positive and negative rotating components.
Over the region of optimum sensitivity, a surface
coil should produce 0.5 ≤ β ≤ 1. Figure 5.10 shows
simulated β-maps for a pair of optimally overlapped
loops, and for a quadrature butterfly coil. The
butterfly pair produce a larger region of highly
polarized field (β > 0.7) than the overlapped loops.
However, Figure 5.10 has to be seen in combination
with Figures 5.8 and 5.9. A highly polarized field
offers little benefit if it is so weak that noise from
other regions of the sample will dominate, as is
increasingly the case with increasing distance from
the butterfly pair.

Experimentally, the quality of a quadrature field
may be assessed by reversing the connections to the
RF coil, allowing us to detect the normally invisible
counter-rotating field. An ideal quadrature coil will
produce a bright image with the coil connected cor-
rectly, and no image with the connections reversed.
In practice, there is usually some antiquadrature sen-
sitivity toward the edge of the field-of-view, but
there should be none at the center. The sensitivity
profile of a coil can be assessed by acquiring im-
ages of a uniform phantom. This method works well
for proton coils, but less well for coils tuned to a
low-sensitivity nucleus where there is not enough sig-
nal to produce an image. One solution is to heavily

dope the phantom, giving enough signal to produce
an image. Alternatively, the coil can sometimes be
retuned to another more sensitive nucleus with a sim-
ilar gyromagnetic ratio. For example, a 13C coil can
often be retuned to 23Na to perform this test, as
γ13C/γ23Na = 0.91.

5.5 MULTINUCLEAR SURFACE COILS

The coils discussed so far are all designed to operate
at a single frequency. This section introduces a selec-
tion of coils designed to operate at two frequencies,
to enable the use of NOE and J-decoupling.

The key to a good multinuclear coil arrangement is
high sensitivity on the X-channel, and good isolation
between the different frequencies. There are essen-
tially two ways to achieve this. The first is to tune a
single coil to two frequencies.11 A drawback of this
type of design is the lack of freedom to individually
optimize the RF fields at the two frequencies; the
coil has the same field-of-view at both (this is no
longer strictly true at high static field strength, as
the wavelength at the 1H frequency approaches the
sample size; however, although the sensitivity pro-
files are different at the high and low frequencies,
they still cannot be optimized separately). The sec-
ond approach is to place two separate coils around
the sample, tuned to different frequencies but hav-
ing approximately the same field-of-view. This is the
method examined in this chapter.
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Figure 5.11. Flux line generated by a large loop (solid)
placed concentrically around a smaller loop (dashed). The
flux lines are almost parallel, producing high coupling
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Figure 5.12. Magnetic flux lines between the butterfly
(solid) and circular loop (dashed) are largely perpendicular.

A straightforward dual-coil design uses a large pro-
ton loop positioned concentrically around a smaller
X-band loop, an arrangement which gives the proton
coil a larger field-of-view than the X-coil.12 This is
often useful, as it is easier to plan the acquisition vol-
ume when more anatomy is visible, and the shimmed
region should ideally be slightly larger than the ac-
quired volume. It also ensures that the decoupling
B2 field completely covers the acquired volume. At

the same time, the smaller size of the X-coil max-
imizes its sensitivity. The problem with this design
becomes clear on examining the magnetic flux gener-
ated by the two loops (Figure 5.11); the flux lines are
almost parallel, producing strong coupling between
the coils. To decouple the coils, the flux lines gen-
erated by one coil should ideally be perpendicular to
those generated by the other coil.

The butterfly coil, described in Section 5.4
(Figure 5.4c) as a single-frequency quadrature coil,
can also be used as a dual-resonant linear coil.13

Rather than using a symmetry argument, decoupling
between a circular loop and a butterfly can be
understood by considering the flux generated by
the two loops (Figure 5.12). Flux generated by
the butterfly is perpendicular to the flux generated
by the circular loop, producing very low flux
linkage between the pair, giving this coil design
good separation between the two channels. Its
disadvantages are a shallow sensitive volume, and
that in terms of sensitivity and specific absorption
rate (SAR), the benefit from operating the coil in
quadrature mode is lost.

The Adriany–Gruetter design (Figure 5.4d)
addresses this shortcoming by adding a third coil
to the probe.14 The design principle is similar to
the double-resonant butterfly, but exchanges the
butterfly loop for an optimally overlapped quadrature
pair. Flux lines generated by the single loop, and
each loop of the quadrature pair, are shown in
Figure 5.13. In the center of the field-of-view,
where the B1 intensity is strongest (Figures 5.3a
and 5.8a), flux lines generated by each loop of the
quadrature pair are largely perpendicular to those
generated by the central loop (Figure 5.13), resulting
in low coupling between quadrature pair and the
single loop. The quadrature pair remain mutually
decoupled as discussed in Section 5.4.

The overlapped pair are usually tuned to the pro-
ton frequency, with the smaller linear loop used for
the X-band. This is important for human studies, as
it halves the SAR deposited by the decoupler chan-
nel, which is the main SAR constraint in e.g. 13C
detection experiments. The loops of the quadrature
pair are generally made slightly larger than the lin-
ear loop, to give a larger field-of-view at the proton
frequency than the X-frequency, for the reasons de-
scribed previously. The original design, built for hu-
man spectroscopy at 4 T, used 120 mm and 70 mm di-
ameter loops, respectively. For small animal studies,
where SAR is less of a concern, the overlapped pair
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Figure 5.13. Magnetic flux lines generated by an Adriany–Gruetter coil. Flux lines generated by the (a) left and (b) right
loops of the quadrature pair (solid) are almost perpendicular to the flux lines generated by the linear loop (dashed), resulting
in low coupling between the 1H and X coils.

Figure 5.14. The lower frequency loop (inner) can be
decoupled from the higher frequency loop (outer) by the
addition of parallel-resonant trap circuit, tuned to the higher
frequency. The loops are shown in a concentric arrange-
ment, but as the decoupling does not depend upon geometry,
any arrangement may be used.

can be tuned to the X-frequency, to attempt to take
advantage of the

√
2 improvement in SNR, although

the smaller field-of-view of the proton channel will
give suboptimal J-decoupling.

Geometric decoupling of coils is very effective, but
constrains the relative positions of the coils. An al-
ternative approach to decoupling uses the fact that, in
a multinuclear coil, different coil elements are tuned
to different frequencies. Coupling is strongest at the
higher frequency because, while the high frequency
coil does not resonate below its fundamental fre-
quency, the low-frequency coil can also resonate at
higher harmonics. The problem is particularly acute
for 13C–1H coils, as the proton frequency is almost
exactly the forth harmonic of the 13C coil.

Adding a parallel-resonant inductor–capacitor
(LC) trap circuit to a coil splits the loop resonance
into two peaks, an effect previously used to produce
double-resonant coils.11 More recently, the same
circuit has been applied in a different manner, to
prevent coupling at the higher frequency between
a pair of loops tuned to two different frequencies
(Figure 5.14).15,16 The trap is tuned to the higher
frequency, but inserted into the lower frequency
loop. It blocks current flow at the higher frequency,
preventing coupling between the two loops. At the
low frequency, the trap presents a low inductive
impedance, producing a slight shift in the loop
resonance frequency, which can be corrected using
the tuning capacitor. It is unfortunate that the trap
must be added to the X-coil. While some sensitivity
may be sacrificed on the 1H channel, where the
signal is stronger, the sensitivity of the X-channel
is critical; care must be taken that the introduction
of the trap circuit does not significantly reduce
the performance at the X-frequency. However,
with careful trap construction, SNR losses on the
X-channel can be kept below 5%.16

Trap-decoupling provides an extra degree of
freedom in multinuclear coil design, in that the
arrangement of coil elements for the 1H and
X-channels can now be independently optimized.
This opens up interesting possibilities such as an
X-only surface coil combined with a 1H volume
coil,17 or dual-frequency array coil design.
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5.6 FILTERS

Although careful coil design can reduce interaction
between the X- and 1H-channels, further filtering
is usually necessary to prevent significant noise
injection from the decoupling channel into the
observed channel.

RF power amplifiers are inherently noisy devices,
typically having a noise figure above 10 dB, of-
ten generating noise over a far wider bandwidth
than the amplifier’s nominal operating range. In a
homonuclear NMR experiment, the power amplifier
output is usually gated off (disabled) during acqui-
sition, to prevent noise from the amplifier enter-
ing the receiver. In a multinuclear experiment using
J-decoupling, the decoupling power amplifier must
be active during the acquisition. Placing a filter di-
rectly after the decoupling power amplifier, designed
to block signal outside the transmit bandwidth, can
reduce the noise level reaching the receive path. A
bandpass filter is placed on the proton channel, while
a low pass filter, which usually has a lower insertion
loss, is preferred for the X-channel.

A second lower power filtering stage is often
added between the receive coil and the preamplifier.
Although the decoupling signal is generally outside

the preamplifier bandwidth, a large out-of-band signal
can saturate the preamplifier input, distorting the am-
plified signal. Placing a filter before the preamplifier
can minimize this (Figure 5.15). The combination of
coil decoupling and filtering should be strong enough
to attenuate the decoupler signal down to the level of
in-band thermal noise at the preamplifier input. Note
that, as this filtering stage is placed before the pream-
plifier, its insertion loss is critical. A good filter can
have an insertion loss as low as 0.1 dB, with 70 dB
of attenuation in the stop-band.

5.7 SUMMARY

In vivo non-proton magnetic resonance is difficult
because the signals are very small. However, the
continued development of higher field systems
makes non-proton magnetic resonance imaging and
spectroscopy attractive. The RF design is further
complicated by the need to transmit a proton
signal, while receiving the nonproton signal. High
sensitivity to the non-proton signal, and very strong
decoupling between the proton and non-proton
channels is key.

1H receive

1H transmit

X transmitPower

amp

Power

amp

Filter

panel

Preamp

T/R

switch

T/R

switch

Preamp

X coil

BP filter

LP filter

1H coil

BP filter

LP filter

X receive

Figure 5.15. Filter placement for a multinuclear system. Filters directly after the power amplifiers prevent out-of-band
noise from the amplifiers entering the RF chain. Filters between the coils and T/R-switches block the coupled signal,
preventing saturation of the preamplifiers during J-decoupling.
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Surface coils are ideal for non-proton magnetic
resonance because they offer higher SNR than
volume coils, albeit over a smaller field-of-view.
Using separate coils for the different frequencies
allows the field-of-view to be individually tailored
at each frequency. However, careful design and
construction is required to maintain the necessary
decoupling between the different coils, using either
a geometric or a trapped design. Finally, while
good coil design is crucial to multinuclear magnetic
resonance, system optimization is also important.
In particular, filtering on both the observed and
J-decoupling channels must be considered.
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6.1 INTRODUCTION

High-field imaging (>4 T), while advantageous for
increased signal-to-noise ratio (SNR), is a challeng-
ing task that requires special instrumentation. Con-
structing efficient volume coils for high-field human
imaging of sufficiently large objects (body, head,
etc.,) is difficult because of low SNR and signifi-
cant power deposition associated with the large exci-
tation volume (sample volume “seen by the coil”)
of these devices. With increasing magnetic field
strength B0, the issue of radiofrequency (RF) power
deposition becomes severe. For example, as reported
by Vaughan, the power required to achieve an equiv-
alent RF magnetic field B1 was ∼4 times higher for a
head-sized transverse electromagnetic (TEM) volume
coil at 7 T in comparison to 4 T (see Chapter 26).1

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

On the other hand, surface coils, which have re-
stricted excitation volume and, therefore, higher effi-
ciency (greater B1/(P )1/2), have a strongly inhomo-
geneous B1 field. Thus there is considerable interest
in the development of alternative RF coil structures
that can reduce total power deposition while pre-
serving sensitivity and some homogeneity, such as
open or half-volume coils. A number of imaging
applications with a restricted field of view (FOV)
(smaller than the size of the object) can benefit greatly
from the use of open volume coils. The large coil
opening provides a closer fit, improving the coil’s
filling factor. This, together with the reduced exci-
tation volume, can provide a substantial increase in
transmission efficiency (reduction of the total power
deposition), as well as improvement in receiver sen-
sitivity, as compared to closed full-volume coils.
At the same time, these devices provide a suffi-
ciently large relatively homogeneous B1 field region
so as to be used as transmit coils. They also im-
prove patient comfort and accessibility, features that
are especially important in functional magnetic res-
onance imaging (fMRI), where additional stimula-
tion equipment is frequently used inside the volume
coil.

For SNR and transmission efficiency purposes,
it is desirable to operate RF volume coils in
quadrature (see Chapter 3) due to the (2)1/2

factor of improvement.2 At high field strengths,
an additional benefit of quadrature operation is
the reduction of the RF penetration artifact due
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to stimulation of the eddy currents in the large
conducting objects.3 – 7 This effect distorts the RF
magnetic field profile inside large (comparable
with the RF wavelength) objects (such as a human
body or head) and thus alters the image intensity.
These effects are most pronounced when linear
devices are used.3,5,6 Quadrature operation is
easily achieved in a conventional full-volume
coil by driving a naturally occurring degenerate
pair of modes simultaneously.8 However, for
an open half-volume coil (TEM or birdcage)
no frequency-degenerate modes naturally exist.
Therefore, to achieve quadrature operation in an
open half-volume coil, two orthogonal modes must
be selected, made explicitly degenerate, and driven
independently.

The use of half-volume open transmit/receive MRI
coils for imaging of large objects, such as human
breast and shoulder, has been explored previously
for experiments at 1.5 T.9 – 12 Various designs of open
head coils have also been reported for experiments
at higher (up to 7 T) field.13 – 18 TEM volume coils
have become a well-established alternative to con-
ventional birdcage designs for imaging at high fields
for a number of advantages. Different TEM struc-
tures based on stripline,19,20 coaxial elements,1,8,21,22

and other types23 – 25 have been reported. Because
the inductances of the elements comprising bird-
cage coils increase with the coils’ overall sizes, ca-
pacitors of unreasonably low value are required to
resonate the large (i.e., body or head sized) bird-
cage coils. Size-scaling of TEM coils is much eas-
ier, since the area of the elements comprising a
TEM coil can be controlled by adjusting the dis-
tance between the coil’s legs and its shield. Addi-
tional advantages of the TEM coils include absence
of the end ring currents producing component of
B1 parallel to B0 and not contributing to magnetic
resonance.1,8

The design concepts for open and partially open
TEM coils were first described by Adriany et al.14

and Vaughan et al.15,16 and further developed by
Peshkovsky et al.18 In this chapter, we describe the
design and construction of a quadrature half-volume
TEM head transmit/receive coil. This coil demon-
strates improved sensitivity and transmit efficiency,
as compared to full-volume coils, and can potentially
provide an alternative to high-frequency full-volume
body coils in imaging applications with restricted
FOV.

6.2 BACKGROUND

6.2.1 Comparison of Full-volume and
Half-volume Coils

Open half-volume coils, as compared with the closed
full-volume devices, can provide significantly higher
transmission efficiency because their excitation (sam-
ple) volume VS is decreased approximately by half.
The value of the RF magnetic field B1 per unit of
applied power can be obtained according to26

B1√
P

∼
√

Q · η
ω · Vs

(6.1a)

η =
∫

S B
2
1 dV∫

C B2
1 dV

(6.1b)

where P is the input power, Q is the coil’s qual-
ity factor, ω is the resonance frequency, η is the
magnetic field filling factor, and indexes S and C
imply integration over the sample and total coil vol-
ume, respectively. Thus, a decrease in the VS leads
to an increase in the transmit efficiency. Addition-
ally, since the open coils may be constructed to more
closely fit the objects to be imaged, their magnetic
field filling factors η are higher, leading to a fur-
ther increase in the B1 value [equation (6.1)]. Since
the noise is reduced and the reception strength is
increased, substantial SNR improvements can also be
achieved with these coils. The increase in reception
strength can be understood if one considers the reci-
procity principle,27 which states that the amount of
signal picked up by the coil is proportional to the
amount of the B1 field produced per unit of the in-
put current in the transmit mode. The reduction in
noise is a consequence of the smaller VS of the open
coil relative to a conventional closed volume coil,
which, when operated in receive mode, collects noise
from the areas outside of the region of interest for the
study.

A TEM coil consists of a number of identical
coupled resonant elements producing several modes
resonating at different frequencies. The number of
modes in a chain of coupled elements is equal to the
number of elements. In a closed TEM coil,8 some
of the modes become degenerate and the number of
distinct resonant frequencies is reduced. The second
lowest resonance frequency of the TEM coil cor-
responds to a frequency-degenerate pair of modes
with the relative current flowing in an element m is
given by sin(2πm/N ) for one mode and cos(2πm/N )
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for the other mode, where N is the total number of
elements. This distribution of current has been shown
to create a homogeneous B1 field inside the volume
coil.28 In a closed TEM coil, quadrature operation
is achieved by simultaneously driving these two or-
thogonal degenerate modes by connecting to two or
four resonant elements separated by 90◦, producing a
circularly polarized homogeneous B1 field.8

A partially open TEM volume coil configuration
can be constructed by removing a single element from
a closed volume coil.15,16 This type of coil, however,
cannot be considered a truly open coil for the follow-
ing reason: the orientation of the elements in a TEM
coil is such that the through-space inductive coupling
is still effective when one element of a closed,
densely spaced TEM coil is removed.29 In contrast,
in a birdcage coil with one mesh removed, the cou-
pling between the open ends practically disappears.29

Therefore, this coil’s operation is in principle the
same as that of a regular closed TEM coil, where the
current distribution patterns become somewhat dis-
torted by the removal of an element. That distortion
can be compensated by appropriate adjustments of
other elements to restore the closed full-volume coil
quadrature operation, and a quadrature driving of two
(or four) resonant elements separated by 90◦ can still
be applied (see Chapter 16).15,16 However, removal
of more than one element substantially decreases
the inductive coupling between the two terminal
elements and changes the boundary conditions
dramatically, altering the resulting resonant modes
and therefore requiring a different approach.

Analogous to a typical closed TEM, an open
half-volume TEM can also be viewed as a resonator
in which a standing wave is formed in the radial
direction. However, the mode current distributions
in the elements forming these two types of coils
are very different. In a closed TEM coil, the cur-
rent distributions are modulated sinusoidally, such
that an integral number of full periods fit for one
complete revolution. In an open TEM coil, no cou-
pling exists between the first and the last elements
in the chain, so this boundary condition changes,
requiring that an integral number of half-periods fit
between the first and the last element. Modes are
formed at different frequencies according to the num-
ber of half-periods. Thus, the lowest frequency cor-
responds to zero half-periods; i.e., the current in all
elements is in phase. The second lowest mode (sur-
face mode) corresponds to one half-period, while
the third lowest mode (butterfly mode) corresponds

Butterfly mode

1

3 5

7

Surface mode

1 2 3 4 5 6 7

Figure 6.1. Theoretical current distributions for the sur-
face (black bars) and butterfly (gray bars) modes of the
seven-element half-volume coil and the corresponding B1

field patterns.

to two half-periods or one full period. Figure 6.1
shows the theoretical current distributions and B1
patterns for the surface and the butterfly modes of
a seven-element half-volume coil. In a half-volume
TEM coil, no frequency-degenerate modes naturally
exist. Therefore, to achieve quadrature operation, the
most homogeneous orthogonal B1 fields appearing at
neighboring frequencies (the surface and the butterfly
modes) must be made degenerate and independently
driven.

6.2.2 Quadrature Driving and Tuning

In the open half-volume coil, Figure 6.1, no current
flows through the central element (element 4) for the
surface mode, while for the butterfly mode the current
in this element is large. Therefore, any adjustments
made to this element will only shift the frequency of
the butterfly mode, leaving the surface mode unper-
turbed. At the same time, frequencies of both modes
are affected when symmetrical elements on the left
and the right sides are adjusted simultaneously,
since both modes support currents in those elements
(Figure 6.1). Using these two procedures allows the
frequencies of these modes to be made degenerate
while keeping them decoupled. Similarly, connecting
of the RF source to the central element drives only
the butterfly mode and does not affect the surface
mode. The surface mode can be driven by splitting
the RF signal and connecting it to the symmetrical
pair of elements (elements 1 and 7, 2 and 5, 3 and 6)
with a 180◦ phase shift between them. Connecting
to elements 1 and 7, which carry the maximum
current, is recommended since it produces the largest
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coupling. Again, this type of connection drives
only the surface mode, which carries 180◦-shifted
currents in the these two elements (Figure 6.1).

6.3 COIL CONSTRUCTION

6.3.1 Coil Design and Materials

As an example, we consider a 4 T (170 MHz 1H
frequency), seven-element, half-volume quadrature
TEM coil previously described by Peshkovsky
et al.18 and shown in Figure 6.2(a). In this work, the
term half-volume refers to a semicircular coil design
of 180◦ of an arc. The coil measured 20 cm in length
with 20 cm inside diameter (ID) (diameter measured
at the centers of resonant elements) and 26 cm shield
diameter. The diameter measurements correspond to
the distance between legs 1 and 7, which would be
the opposite legs in a closed 12-element coil of this
size. Capacitive coaxial elements similar to those
described by Vaughan et al.8 were used to build
the coil. Copper tubes of 12.5 and 6.4 mm outside
diameter (OD) (wall thickness 0.6 mm) were used to
construct the outer shell and central conductor of the
TEM elements, respectively. The shield for the coil
was constructed from a 50 μ m polyamide film with
a 5 μ m copper layer laminated on top of it (Gould
Electronics, Eastlake, OH). The thickness of the
copper is approximately equal to the skin depth at
170 MHz. This preserves a high unloaded Q-factor
for the TEM resonator while suppressing gradient
eddy currents.8 The surface mode was driven using
a symmetrical matching network18 connected to
the elements 1 and 7, as shown in Figure 6.2(b).
To ensure 180◦ phase shift between the currents
in these elements, a virtual ground was created at
the center point between the connections by using
a balun (50 � lumped-element λ/4 transformer)
comprised of two capacitors C and two inductors L

(see Chapter 25). The 50 � impedance is ensured
by satisfying the conditions 1/ωC = ωL = 50 �. It
is also helpful to distribute the matching capacitance
by introducing fixed capacitors C2 in addition to
the variable capacitor C1. A detailed description of
how to choose values for these capacitors can be
found elsewhere.30 The butterfly mode was driven
capacitively at the central leg in a manner used in
closed TEM coils,18 using a variable capacitor C3
(Figure 6.2b). This type of matching provided an
isolation of better than −23 dB between the two

1 3 5 7C3

C1

C2C2

C

L

L

C

Butterfly mode

Surface mode

(a)

(b)

Figure 6.2. (a) A picture of the seven-element open
half-volume quadrature TEM coil. (b) Coil’s driving
schematic. Driving of the surface mode is realized using λ/4
transformer and capacitors C1 and C2. Quarter-wavelength
transformer providing 180◦ phase shift is comprised of two
capacitors C and two inductors L. Driving of the butterfly
mode is provided using the variable capacitor C3.

quadrature modes. High-voltage variable and fixed
capacitors for matching the coil were purchased
from Voltronics (Denville, NJ) and ATC (100 C
series, American Technical Ceramics, Huntington
Station, NY), respectively.

The coil’s performance was compared with a
full-volume TEM coil (27 cm ID, 20 cm length,
33 cm shield diameter) operating in the trans-
mit/receive mode.31 The smaller diameter of the
half-volume TEM coil was made possible by
tighter fit and improved access, (i.e., the patient
lies directly on the coil), whereas the full-volume
coil required a larger diameter so that it could be
slid over the patient’s head, accommodating the
subject’s face and nose. The comparison between
the half-volume and full-volume coils of different
diameter is given to demonstrate the optimal
SNR achievable with each configuration. The
transmit/receive half-volume TEM coil performance
was also compared with the full-volume TEM coil
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transmit/surface coil array-receive system, which is
an optimal configuration in terms of its SNR.21 The
four-coil array was constructed using a 6.4 mm wide
copper tape. Each coil measured 8 × 7.5 cm in size
and had four capacitors equally distributed over it.
When placed on an acrylic former of 26.5 cm ID,
the array covered an arc of 110◦. Further details of
the four-coil array have been described elsewhere.21

6.3.2 Bench Tuning Procedure

First, all the resonant TEM elements were adjusted
(by pulling the central conductors out) such that the
frequency of the surface mode was ∼170 MHz. Next,
the frequency of the butterfly mode was brought to
the same value by increasing the capacitance in the
central element (by moving the central conductors of
the elements in). In cases when the intrinsic capac-
itance of the element is insufficient, additional fixed
capacitors can be placed at one or both ends of the
central element. Since isolation between the modes
depends on the relative capacitances in the symmetric
elements, it was optimized by asymmetrical adjust-
ments in the element pairs 1 and 7, 2 and 6, and
3 and 5. This procedure was combined with bench
measurements of the distribution of RF currents in
the TEM elements, which allowed us to minimize
distortions due to element adjustments and compare
experimentally measured current distribution with the
theoretically expected values (Figure 6.1). Visualiz-
ing the current distribution also provides an easy way
to identify the correct resonance modes. Figure 6.3
shows the measured RF currents in the TEM elements
for both modes after they were made degenerate in
frequency. Measurements were performed using the
device previously described by Avdievich et al.31 The
method provides only the amplitude measurements
and is not sensitive to the current phase.31 As seen
from Figure 6.3, the theoretical current distribution
patterns became somewhat perturbed because of the
adjustments made to bring the mode frequencies to
the same value. The distribution for the surface mode
roughly follows the theoretical pattern, while for the
butterfly mode the current in the central leg was rel-
atively amplified.

Thus, the coil tuning procedure included three iter-
ative steps: (i) matching two resonance frequencies,
(ii) adjusting isolation between the modes, and (iii)
correcting distribution of currents (symmetry). In a
nine-element coil, as opposed to the seven-element

1 2 3 4 5 6 7

Butterfly mode

Surface mode

Figure 6.3. Measured values of currents squared in the
elements for both modes after they were made degenerate in
frequency. Superimposed are the theoretical current squared
distributions for the surface (black bars) and butterfly (gray
bars) modes.

coil used here, adjusting the elements 3 and 7, which
carry no currents in the butterfly mode, would affect
only the surface mode, which would simplify the
tuning procedure.

Both linear mode Q-factors were measured from
the S11 reflection coefficient as a doubled ratio of the
resonance frequency over the 3 dB bandwidth for an
unloaded coil as well as for the coil loaded with a
16 cm head-mimicking spherical phantom filled with
50 mM KCl. Ratios of unloaded to loaded Q-factors
(QU/QL) measured 520/130 and 570/50 for the but-
terfly and the surface modes, respectively. While un-
loaded Q-factors of both modes were similar, the
loaded values substantially differed as a result of
the more peripheral distribution of the butterfly mode
magnetic field profile.

6.4 COIL TESTING AND EVALUATION

6.4.1 Imaging Procedure

Imaging measurements were performed on a 4 T Var-
ian Inova system (Varian Associates, Inc., Palo Alto,
CA). RF field transmission profiles (B1 maps) were
recorded using the technique described by Pan et al.32

The power corresponding to 90◦ flip angles produced
by the half-volume TEM coil was determined by
maximizing the signal obtained from the 1 cm coronal



56 Surface Coils

slices near the bottom of the phantom where the
signal was expected to be the strongest. A similar
procedure using a central transverse slice through the
phantom was used to determine the 90◦ flip angle
power settings for the full-volume TEM coil. The
transmission power was then set to 60◦ to obtain
the B1 maps and to 90◦ to record the images. Imag-
ing parameters were as follows: repetition time = 2 s,
FOV = 20 × 20 cm with a 3 mm slice thickness, and
an in-plane resolution of 128 × 128 voxels.

For in vivo comparison, anatomic brain im-
ages were taken using both the volume and the
half-volume TEM coils. An inversion recovery
T1-weighted gradient-echo sequence was used with
the following imaging parameters; TE (echo time)
= 5 ms, TR (repetition time) = 2.4 s, TIR (inversion
recovery time) = 0.8 s, with 1.5 mm isotropic
voxels at a resolution of 128 × 128. For the IR
preparation, a hyperbolic secant inversion pulse was
used. In addition, B1 maps were evaluated for the
half-volume TEM coil as described previously.32

6.4.2 Testing Results

Figure 6.4 presents the B1 maps obtained with the
half-volume TEM coil in a spherical phantom for
the surface, butterfly, and quadrature modes. The B1
maps for the two linear modes are distorted because
of the RF penetration artifact, which is observed in
conducting objects imaged at high frequencies.3 – 7

The distortions are complementary to each other,
leading to an effective self-compensation of the arti-
fact when the coil is operated in quadrature, as can be
seen from the symmetrical B1 pattern of the quadra-
ture mode presented in Figure 6.4(c).

Figure 6.5 shows gradient-echo images collected
with the full-volume transmit/receive TEM coil
(Figure 6.5a), transmit/receive half-volume TEM
coil operating in the quadrature mode (Figure 6.5b),
and the full-volume TEM-transmit/surface four-coil
array receive-only system (Figure 6.5c). In addition,
images collected with the surface (Figure 6.5d) and
the butterfly (Figure 6.5e) modes of the half-volume
TEM coil are provided to illustrate the RF penetra-
tion artifact, which alters the image intensity. As
in the case of the B1 maps, there are “hot” and
“cold” spots in the linear surface and butterfly mode
images, which are complementary to each other.
Consequentially, the artifact is suppressed when the
modes are combined during quadrature operation
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Figure 6.4. B1 maps obtained with the (a) surface, (b)
butterfly, and (c) quadrature modes of the half-volume TEM
coil.

of the coil. It should be noted that the “hot” and
“cold” spots in the images and the B1 maps taken
with either linear mode do not coincide, but are
rather formed on the opposite sides. This relates to
the fact that, while the B1 maps follow transmission
profiles of the devices, the images collected at
high flip angles are functionally dependent on both
the receive and transmission profiles. A detailed
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Figure 6.5. Gradient-echo images recorded with (a) the
full-volume TEM coil operating in the transmit/receive
mode, (b) the half-volume transmit/receive TEM coil, and
(c) the full-volume TEM-transmit/surface array-receive sys-
tem, as well as the images recorded with (d) the surface and
(e) the butterfly linear modes of the half-volume TEM coil.

explanation of this effect is beyond the scope of this
chapter and is given elsewhere.3 – 7

The sensitivity levels given in Figure 6.5 are
normalized to the maximum level for the volume
TEM coil. To further illustrate the sensitivity differ-
ences of the three devices, the central slice profiles
through the images, shown in Figure 6.5(a–c),
are plotted in Figure 6.6. The plots represent the
sensitivities as a function of the distance from the
coils, with the origin at the edge of the phantom
(the spacers between the phantom and the coils were
approximately 1.5 cm in each case). For the depths
less than ∼5 cm (∼half of the coil’s radius), the
half-volume TEM coil shows significant advantages
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Figure 6.6. Plots of the central slice profiles through
the images recorded with the half-volume transmit/receive
TEM coil (solid line), the full-volume TEM-transmit/surface
array-receive system (dotted line), and the full-volume trans-
mit/receive TEM coil (dashed line), representing the sensi-
tivities of the devices as a function of the distance from the
edge of the phantom.

over the full-volume coil. The surface receiver
array also shows improved sensitivity with respect
to the half-volume TEM coil for depths of ∼3 cm.
Thus, significant improvement in the SNR can be
achieved by using the half-volume TEM without the
need to use separate, actively decoupled devices for
transmission and reception and multiple receivers,
as in the volume-transmit/array-receive combination.
This illustrates the capacity of the half-open volume
TEM coil to improve the SNR by both reducing
the excitation volume and increasing the magnetic
field filling factor relative to a closed full-volume
TEM coil. The homogeneous region of the device
is sufficiently large for it to be used as an efficient
“local” volume coil, while many of the conveniences
and sensitivity advantages of the surface coils
are retained. Additionally, the half-volume TEM
coil achieved the 90◦ flip angle excitation at 7 dB
lower power than the full-volume TEM coil. This
drastically reduces total power deposition into the
scanned objects, which is especially problematic for
body coils at high frequencies.

Figure 6.7 illustrates a gradient-echo human brain
image obtained with the half-volume TEM coil
together with the B1 map, obtained at the same
anatomic location. The figure shows the applicability
of the device as an efficient transmit/receive volume
coil, which provides significant RF penetration
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Figure 6.7. (a) Inversion recovery T1-weighted image in
brain using half-volume TEM coil. (b) Corresponding B1

map at the same imaging slice.

from the cortex well into deeper structures such
as the thalamus. Both the image and the B1 map
maintain sufficient left–right symmetry.

6.5 APPLICATIONS

6.5.1 Functional Magnetic Resonance
Imaging (fMRI)

One of the potential applications of the open TEM
volume coil is functional imaging. Figure 6.8 demon-
strates results of a visual fMRI study obtained with
the half-volume TEM coil.18 Figure 6.8(a) shows
the anatomic location imaged with the conventional

V1

V5

(a) (b)

Figure 6.8. Functional MRI results for visual activation.
(a) Anatomic image using conventional TEM coil. (b)
Thresholded t-map (Bonferroni-corrected statistical signifi-
cance of p < 0.01) from echo planar fMRI acquisition with
half-volume TEM coil overlaid on corresponding anatomic
image. Activation in primary visual cortex V1 and middle
temporal visual cortex V5 are shown.

TEM coil, and Figure 6.8(b) demonstrates the fMRI
results for approximately the same slice obtained
with the half-volume TEM coil. In these experi-
ments, visual stimulation at 4 Hz was delivered by
LED goggles (Grass telefactor). Gradient-echo pla-
nar imaging (EPI) images were collected from four
axial slices intersecting the calcarine fissure, which
defines the visual cortex. Imaging parameters were
as follows: echo time = 30 ms, repetition time = 400
ms, FOV = 19.2 × 19.2 cm with a 3 mm slice thick-
ness, and in-plane resolution 64 × 64 voxels (3 mm
isotropic voxels). The stimulus paradigm consisted
of two repetitions of 40 s stimulus duration fol-
lowed by 40 s of rest. Images were Gaussian-filtered
with linear baseline correction. Activation maps were
generated using a paired Students t-test with a
Bonferroni-corrected activation threshold at a signif-
icance level of p < 0.01.33 It is clear that significant
activation can be seen throughout the primary visual
cortex V1 both at the surface and well into deeper
cortical structures. For example, significant activation
is also observed in the middle temporal gyrus of the
visual cortex V5, which is located several centimeters
from the cortical surface and is responsible for higher
level processing of motion in the visual system. The
ability to detect activation from such distinct areas of
the visual system would be difficult to achieve with
a standard surface coil. This demonstrates the unique
capability of the half-volume TEM coil to obtain high
SNR images in a more open environment with sig-
nificant spatial coverage.

6.5.2 Parallel Imaging (SENSE)

Another example of half-volume TEM coil applica-
tions includes sensitivity encoding (SENSE) paral-
lel imaging. Typically, SENSE parallel imaging34 of
large objects, such as the human torso, is performed
using receive-only arrays of multiple decoupled sur-
face coils35,36 or microstrip detectors.37 Transmission
is commonly provided by a larger body coil. To
optimize SNR for SENSE imaging, the spatial dis-
tributions of the receive coils must not only have
minimal noise correlation but also differ substantially
in both amplitude and phase.35 Alternatively, the
same transmit/receive volume coil can provide multi-
ple receive channels if the signals from two or more
of its degenerate modes are digitized separately.38,39

However, certain limitations still apply. For example,
two intrinsically degenerate homogeneous modes of
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Figure 6.9. Schematic of SENSE parallel imaging using
linear modes of the half-volume TEM coil as independent
receive channels.

a full-volume coil do not provide sufficient differ-
ence in amplitudes for g-factor minimization. On the
other hand, the modes of the half-volume coil have
very different spatial profiles18 and, consequently,
can be utilized for SENSE parallel imaging.39 By
eliminating the need for additional hardware (a sep-
arate set of receive coils), the coil design and the
SENSE experimental setup is substantially simpli-
fied. Figure 6.9 shows a block diagram of the setup.
During transmission, the circularly polarized RF field
was generated using the two modes of the coil by
combining them in quadrature. For SENSE imaging,
the signals from each mode were acquired simul-
taneously but through separate independent receive
channels (Figure 6.9).

Figure 6.10a and b show the g-factor maps ob-
tained using the measured sensitivity profiles for a
human head with R = 2 and the FOV reduced in the
x- and the y-directions, respectively. Human head
images recorded with the linear modes of the coil
were used to calculate the g-factor maps. Table 6.1
summarizes these results as well as data from the
phantom. The noise correlation measured for a hu-
man head and a head-mimicking phantom was less
than 5% due to intrinsic isolation of two orthog-
onal modes of the half-volume coil. The spatially
averaged g-factor values obtained for the FOV reduc-
tion in the x- and the y-directions were very similar
(Table 6.1). Although the average g-value with the
FOV reduced in the y-dimension was slightly higher,
the reduction of the FOV in this direction may be
preferable because of the better peripheral g-factor
distribution.

(a)

(c)

(b)
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Figure 6.10. G-factor maps with reduction (R = 2) of
FOV in (a) x- and (b) y-directions using mode sensi-
tivity profiles obtained experimentally from human head
gradient-echo images. (c) The geometry of the SENSE ex-
periments.

SENSE images with R = 2 for both the x-
and the y-directions of FOV were acquired from
a 2.0 L phantom and a human head. As an
example, Figure 6.11, which was acquired with
a T1-weighted gradient-echo inversion recovery
sequence, shows human brain image obtained using
the half-volume TEM coil in the transmit/receive
quadrature mode (Figure 6.11a), images with FOV
reduced in x-dimension recorded by each receive
channel (Figure 6.11b and c), and a final SENSE
reconstructed image (Figure 6.11d). On the basis
of the experimental evaluation of the g-factor
distribution (see Table 6.1 and Figure 6.10), no
significant difference in the SNR was observed
between the full FOV image (Figure 6.11a) and

Table 6.1. g-Values obtained at an acceleration factor
R = 2, using experimentally measured sensitivity profiles
for a spherical phantom and a human head

Direction
of the FOV Phantom Head
reduction (Average) (Maximum) (Average) (Maximum)

x 1.03 1.78 1.04 1.69
y 1.04 6.60 1.04 2.54
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(a)

(d)

(b) (c)

Figure 6.11. Axial brain images obtained using
half-volume TEM in (a) conventional quadrature trans-
mit/receive mode. (b) and (c) Twofold reduced FOV images
recorded using surface and butterfly modes, respectively.
SENSE-reconstructed images with reduction factor R = 2
and FOV reduced in (d) x-direction. T1-weighted inversion
recovery gradient-echo sequence were collected with
TR = 2500 ms, TIR = 900 ms, a 90◦ excitation pulse, and
a slice thickness of 1.5 mm with 128 × 128 resolution over
a FOV of 19.2 × 19.2 cm.

the SENSE reconstructed image (Figure 6.11d)
after correction for the difference in scan time.
The SENSE reconstructed image with R = 2 in the
y-direction (not shown) did not reveal any difference
in the scan-corrected SNR as well.

To increase the acceleration rate above 2, the
number of the degenerate modes could be increased.
Decoupling elements from each other and separate
driving of each individual element can potentially
provide a way of producing a half-volume TEM
resonator with a larger number of degenerate modes.
Alternately, a combination of two half-volume coils
could be used, which would increase the number of
available channels to four and extend the coverage
to the full-volume. Thus SENSE acquisitions using
half-volume coils can be useful in rapid imaging
applications, such as EPI-fMRI, allowing increased
spatial resolution to be achieved without an increase
in readout times. Finally, patient access for stimulus
presentation can also be improved.
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7.1 INTRODUCTION

From the earliest days of MRI, researchers have
sought ways to improve the signal-to-noise ratio
(SNR) of the experiment. For any given MRI se-
quence, the SNR is fundamentally determined at
the output of the receiver “coil”, which detects the
time-varying magnetic field produced by the sam-
ple. Evolving from magnetic resonance spectroscopy
(MRS) in which the sample was placed inside a
coil that encompassed the sample, early MRI was
similarly done using a “volume” coil that essen-
tially viewed the entire sample. A significant break-
through occurred when Ackerman demonstrated that
improved SNR could be obtained by placing a small

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

coil on the surface of the sample, close to the re-
gion of interest.1 Two somewhat parallel paths toward
improving the efficiency of the MRI experiment fol-
lowed: one focusing on manipulating gradients to
make MRI faster, and the other attempting to opti-
mize RF technology. Improved gradient technology
and pulse sequence design have brought dramatic ad-
vances in efficiency and methodology, and RF coil
technology has similarly brought significant improve-
ments in SNR, enabling the use of faster imaging
methods.

A convergence of sorts is taking place in the field
today. As resolution is pushed toward theoretical
limits, the SNR provided by coil arrays becomes of
increasing importance. Similarly, as imaging speed
is pushed toward hundreds of frames per second,
the localization provided by coil arrays is playing a
key role in advancing dynamic imaging. Research in
RF coil array technology should continue unabated
for many years, as high-field magnets continue to
bring challenges for which RF coil arrays will play a
significant role.

Interestingly, arrays of loops were first suggested
as a means of reducing imaging time by using their
ability to spatially localize the MR signal.2 – 5 A num-
ber of early researchers proposed using arrays of
switched loop elements to adjust the sensitivity pat-
tern of an array of loop coils, optimizing the array
configuration for use with a single receiver.6 – 9 Soon,
Roemer used multiple receivers, each responsible for
a single loop element, and demonstrated that array
coils could obtain an “optimal” SNR over the entire
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region covered by the loop array.10 This demonstra-
tion generated tremendous interest in RF loop arrays,
which has only increased over the subsequent years.
This chapter is intended for researchers interested in
understanding the basic principles of loop arrays and
how they can be used to provide improved SNR. For
those interested in the analysis of arrays, basic meth-
ods of estimating the sensitivity patterns of loops and
how to combine the signals for “optimal” SNR will
be reviewed. Practical issues, such as the implemen-
tation of the arrays and matching networks, are left
for other chapter.

7.2 SIGNAL-TO-NOISE RATIO IN LOOP
ARRAYS

7.2.1 Signal-to-noise Ratio from a Uniform
Sample

The derivation of the SNR for a uniform sample
is widely available,11 – 16 and will only be summa-
rized here for convenience in what follows. Hoult and
Richards introduced the use of reciprocity to include
the sensitivity of the coil explicitly in the expression
for the SNR of an MRI experiment.11 The electromo-
tive force (EMF) produced at the terminals of a coil
is found through reciprocity as

v(t) = − ∂

∂t

∫
v

�B1 · �Mxy dv (7.1)

where �B1 is the magnetic flux density produced by the
coil by 1 A of current at a reference point defined as
the coil terminals, and �Mxy = Mxy(âx cosωt −
ây sinωt) is the transverse magnetization per unit
volume producing the signal being detected, which
is obviously dependent upon the pulse sequence, the
magnetic field strength, and the properties of the
material. With rare exceptions,17 we can consider
the polarization of the coil to be constant and the
time variation of the magnetization to be dominated
by the rotation around the static magnetic field and
the gradients. Thus, for purposes of analyzing the
detected voltage we can ignore the relaxation effects
when taking the derivatives. This in turn allows us
to use phasor notation for convenience, and write
the “steady state” detected signal as

Vsignal = −jω

∫
v

�B1 · �Mxy dv (7.2)

We recover the time form of the voltage by v(t) =
Re{Vsignale

+jωt }, and the time derivative has been
replaced by jω, where ω = γB. While more general
derivations are available, to simplify we consider the
SNR at a single voxel with volume ΔV. Assuming
that the fields of the coil and the magnet are constant
over this voxel, we can write �Mxy = √

2Mxy · p̂,
where p̂ = (âx + j ây)/

√
2. In this equation, Mxy

remains complex to allow for the phase imparted by
the pulse sequence, magnetic field inhomogeneity, or
other causes. Thus, equation (7.2) becomes:

Vsignal =
√

2ωΔVMxyBt (7.3)

Bt is the “effective coil sensitivity”, Bt = �B1 · p̂.
The effective coil sensitivity is different for the coil
as a receiver or transmitter due to the conjugation
required in the two cases.18 This can be achieved
by conjugating the sign of the magnetization vector
p̂ depending on whether optimizing a transmit or
receive array.

The noise output by the coil scaled to the band-
width used in detecting the signal, Δf , is character-
ized by Rin, the resistance of the coil at the terminals
where the 1 A is specified in equation (7.1):

Vnoise =
√

4kTΔfRin (7.4)

where T is the effective temperature, ordinarily but
not always room temperature, and k is Boltzman’s
constant. Thus, the detected SNR, i.e., SNRk , of a
free induction decay (FID) or echo, expressed as the
ratio of the peak detected signal voltage to the rms
noise level is

SNRk =
√

2ωΔVMxy |Bt |√
4kTΔfRin

(7.5)

We can use equation (7.5) to determine the mini-
mum detectable volume of water for a given coil and
field strength given the details of a particular exper-
iment. The symbol SNRk is used to distinguish this
quantification of SNR from that of the image or the
“coil” SNR, SNRc, to be described below.

7.2.2 Coil SNR, SNRc

While a great many factors determine the SNR avail-
able in an MR experiment, two can be optimized
independently of the particular imaging parameters.
The properties of the coil and sample contribute to
determining the SNR through the sensitivity pattern
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of the coil, B1(�r), and the resistance seen at the coil
terminals, Rin. It is useful to separate from equation
(7.5) the “coil SNR or coil efficiency”, i.e.,

SNRc =
√

2|Bt |√
Rin

(7.6)

The coil SNR makes it clear that we can improve
the SNR of the MR experiment either by increasing
the flux density produced by the coil or reducing the
resistance, or noise, produced by the coil.

7.2.3 SNR Improvement with Surface Coils

Early work in MR imaging and spectroscopy relied
on coils that encompassed the sample, or at least
some part of the sample—such as a coil surrounding
the head or abdomen. While gradient methods can
be used to localize the source of the signal to a
desired slice, or, if desired even a region contained
within a slice, the noise comes from the entire region
within the sensitive region of the coil. In most MR
experiments, the noise is predominantly contributed
by broadband thermal radiation from the sample,
unaffected by image localization. Researchers quickly
recognized that, if the region of interest was known,
say a left kidney, a small RF coil could be designed to
fit over the region of interest. The “local” or “surface”
coil acts as a spatial filter, eliminating noise detected
from outside the region of interest. Ackerman may
have been the first to use a surface coil, using one
to improve the SNR in 31P spectroscopy of a rat.1

An early, perhaps the first, surface coil is shown in
Figure 7.1. In its simplest form, a surface coil is
simply a loop of wire placed as close as possible
to the region of interest in the object to be studied.
Figure 7.2(a) and (b) illustrates a simple loop coil,
and its spatially variant magnetic field.

The immediate difficulty in designing a surface
coil is optimizing the loop size and shape. Defin-
ing the “optimal” coil has remained an active area
of research, as the interplay between the signal and
noise can be quite complex when designing a coil.
As an example, Figure 7.3 shows the SNR along a
line at z = 0, y = 1 cm, over a set of four concen-
tric rectangular coils in the xz plane (y = 0). The
“spatial filter” nature of the coil is evident, with the
1.5 cm coil giving a significantly higher SNR di-
rectly in front of the coils at this height. However,
at a greater height, or even simply further off axis
at the same height, the larger coil will provide the

Figure 7.1. An early surface coil experiment by Acker-
man et al. The surface coil, placed over the brain of a rat,
acts as a spatial filter, preventing noise contribution from
outside the area of interest immediately beneath the coil.1

higher SNR. Figure 7.4 compares the SNR for the
same four coils at a distance of 12 cm from the coil
plane, showing that the smallest coil now suffers a
significant SNR loss in comparison to the larger coils.
Figure 7.5 compares the relative SNR of the four
coils on axis, and demonstrates that, at any particu-
lar distance, one would choose a different “optimal”
coil size. This optimization is discussed further be-
low, but requires knowledge of the coil resistance and
sensitivity maps.

7.3 SNR IMPROVEMENT WITH LOOP
ARRAYS

A single surface coil improves the SNR only over
a limited region. Additionally, with few exceptions,
a simple loop surface coil is sensitive to only one
component of the rotating magnetization. Stated an-
other way, a simple loop has a linear polarization.
It is clear that adding a second loop to detect the
other component of magnetization, properly com-
bined, could improve the SNR, a technique called
quadrature detection.19 Adding additional elements,
properly configured to form an array, can improve the
SNR even further. Each loop provides a high relative
SNR over a small region, but properly combined, the
signal from the array provides high SNR over the
entire field of view covered by all eight individual
elements. There are a number of methods to combine
the signals from the loop array. While in practice
hardware combiners may be used for subsets of ele-
ments, we can consider each element to have its own
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Figure 7.2. (a) Magnetic flux due to a simple loop element. The magnitude and direction of the magnetic flux line
determine the magnitude and phase of the signal received by a surface coil at each point. (b) A vector field plot indicating
the relative magnitude and direction of the magnetic flux on a grid of 11 × 11 points in a plane parallel to and above a
simple loop. In a straightforward reconstruction of an image detected by this coil in this plane, this would result in a slowly
varying modulation of the brightness and phase.

receiver, which digitizes the complex signal and the
associated noise. Then our challenge becomes one
of properly “weighting” the signals from each coil
for optimal SNR at each point. This chapter only
addresses the optimization of SNR in conventional
imaging. To illustrate the problem of determining the
optimal combination of signals, Figure 7.6(a) depicts
the relative direction and intensity of the flux density
from two coils at three points in a plane perpendic-
ular to the coil plane, and Figure 7.6(b) depicts the
intensity of the two coils over a plane parallel to the
coils. The intensity of the detected signal is propor-
tional to the magnitude of the flux density, and the
phase proportional to the direction of the flux density
in the xy plane. Clearly, to obtain maximal SNR at
each point the signals from each coil would have to

be weighted differently at each point. For example,
at a point where only one coil contributes signifi-
cant flux density, the other coil will still contribute
noise and should not be included in the reconstruc-
tion. At points where both contribute, the signals need
to be brought back in phase (to first order). The am-
plitude and phase corrections required are referred
to as weighting coefficients. There are a number of
methods to obtain these weighting coefficients. The
simplest is a rather intuitive technique called sum
of squares (SOS), which can easily be applied to
a set of magnitude images with no knowledge of
field patterns or noise levels from the coils. However,
Roemer and others have derived the general solution
for the optimal currents, or weighting functions, in
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Figure 7.3. Relative SNR of four concentric square coils
along a line parallel to the coil plane and 1 cm above the
coils. The line is at z = 0 cm, y = 1 cm; the coils are in
the xz plane at y = 0. The 1.5 cm coil provides the high-
est SNR at the center of the FOV, but suffers reduced
SNR in comparison to the other coils several centimeters
off axis. The coils have lengths of 12, 6, 3, and 1.5 cm
(center to center), modeled as constructed from a 0.375 cm
copper tape. Coils are modeled using quasistatics at
63.5 MHz, and are located 1 cm from a load with conduc-
tivity 0.72 S m−1, with dimensions 30 × 30 cm in x and z,
and 10 cm in y.
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Figure 7.4. Relative SNR of the four concentric square
coils from Figure 7.3 along a line parallel to the coil plane
and 12 cm above the coils. At this distance from the coils,
the SNR of the 1.5 cm coil is the lowest due to the small
field of view of that coil. The 12 cm coil provides the highest
SNR.
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Figure 7.5. Relative SNR vs distance (on coil axis) from
a plane containing the four surface coils described in
Figure 7.3. The optimal coil size is a function of the imag-
ing depth, with the smallest coil providing the highest SNR
close to the coil and the largest coil providing the highest
SNR far from the coil.

an MRI array problem, and it will be summarized
first.10,20

7.3.1 Expression for Loop Array Efficiency

Equation (7.6) described the voltage SNR of a receive
coil in terms of the flux density it would produce as
a transmit coil. This is consistent with a well-known
principle that the relative SNR of two coils can be
compared by finding the input power required to
create a given tip angle, essentially a measure of the
efficiency of a coil. The transmit coil efficiency is,
of course, closely related to equation (7.6). One can
define the “coil efficiency” as the ratio of the effective
power density delivered to the observation point to
the total power absorbed by the coil, Pabs. Noting that
only the transverse power density is of importance
in MRI and MRS, and once again ignoring fixed
constants, the coil efficiency can be defined as

ηc = |Bt |2
Pabs

= B∗
t Bt

1
2 |I |2Rin

(7.7)

As the transverse magnetization Bt was defined
with I = 1 A, equations (7.6) and (7.7) provide the
link between the coil efficiency as a transmitter and
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A

B
C
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(a)
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Figure 7.6. (a) Two overlapped loop coils depicting the flux lines from each. At points A, B, and C, along a line
perpendicular to the array, the flux lines would be approximately opposed (A), 90◦ apart (B), or aligned (C). In order to
“combine” the signals from these two loops for optimal SNR, the appropriate phase shifts would be different at each point.
(b) A vector field plot indicating the relative magnitude and direction of the magnetic flux from two loops, on an 11 × 11
grid in a plane parallel to and above the two loops. Red vectors correspond to the red coil, blue to the blue coil. At each
point, different “weightings” would be required in a combination for optimal SNR.

the SNR it produces as a receiver: i.e.,

ηc = SNR2
c = |Bt |2

Pabs
(7.8)

This is particularly useful in trying to analyze dif-
ferent array coil configurations. Consider a simple
array of loop coils. In practice, one would connect
each element to an independent receiver channel.
Conceptually, however, for every voxel we need to
find properly the weight of the signals from the dif-
ferent elements before combining them. The weight-
ing coefficients would be implemented with variable
gain amplifiers and phase delays, as illustrated in
Figure 7.7(a). For the analysis here, we consider the

reciprocal problem, i.e., finding the weights to create
the maximum coil efficiency, as defined by equation
(7.7) and illustrated in Figure 7.7(b).

To find the coil efficiency, we need the effective
flux density of the array, Bt,array. This is obtained by
a summation of the effective flux density of each coil,
Bti , weighted by the current into each coil:

Bt,array =
Ncoils∑
i=1

BtiIi = 〈BtI 〉 (7.9)

To evaluate the coil efficiency, we need the squared
magnitude, |Bt,array|2:

|Bt,array|2 = B∗
t,arrayBt,array = 〈I ∗BI 〉 (7.10)
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Figure 7.7. (a) Illustration of an N element loop “phased”
array, with weighting functions represented by amplifiers
followed by N phase delay units. In reality, this is im-
plemented in software because the amplitudes and phases
required for optimal SNR at each point are different. (b) An
alternative view for optimizing the weighting coefficients of
the array by maximizing array efficiency. Just as the SNR of
two coils can be compared by measuring the power required
for a 90◦ tip, we can optimize an array coil by determining
the weighting factors that create the highest effective flux
density for a given input power. Just as in receive mode,
the weighting functions are represented by N amplifiers and
N phase delay units. Assuming 1 A out of the divider,
the weighting factor for each coil is simply the desired
current.

where I 〉 is a column vector of the array currents, 〈I ∗
is a row vector (the conjugate-transpose of I 〉, and B
is a square matrix obtained as the outer product of
the column and row vectors with the effective fields

of each coil at the observation point:

I 〉 =

⎡
⎢⎢⎢⎣

I1

I2
...

IN

⎤
⎥⎥⎥⎦ B = B∗

t 〉〈Bt

=

⎡
⎢⎢⎢⎣
B∗

t1Bt1 B∗
t1Bt2 · · · B∗

t1BtN

B∗
t2Bt1 B∗

t1Bt2
...

. . .

B∗
tNBt1 B∗

tNBtN

⎤
⎥⎥⎥⎦

〈I ∗ = [I ∗
1 I ∗

2 · · · I ∗
N ]

(7.11a–c)

The real power absorbed by a two port circuit is easily
found to be

Pabs = 1

2
(|I1|2R11 + |I2|2R22 + (I ∗

1 I2 + I ∗
2 I1)R12)

(7.12)

which can also be expressed in matrix form as

Pabs = 1

2
〈I ∗RI 〉 (7.13)

where R is the matrix comprised of the real com-
ponents of the impedance matrix Z, with elements.

R =

⎡
⎢⎢⎢⎣

R11 R12 · · · R1N

R21 R22
...

. . .

RN1 RNN

⎤
⎥⎥⎥⎦ (7.14)

As with Rin, the elements of the R are referenced
to the same terminals at which the current for Bti

is 1 A. In the absence of coupling between coils,
Rii is the same as the input resistance of the ith
coil, Rin,i . These values are used for the analysis
and design of the coil arrays, but in practice, as they
represent the noise levels and noise correlation, R is
often determined by measuring noise statistics from
data obtained from the scanner with the transmitter
blanked.

Equations (7.10) and (7.13) give the effective flux
density and the power absorbed by the array. Sub-
stitution into equation (7.8) obtains the efficiency of
a coil array, or equivalently, the square of the array
SNR:

ηc = 〈I ∗BI 〉
1
2 〈I ∗RI 〉 (7.15)
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Equation (7.15) is a ratio of quadratic Hermitian
forms, commonly found in optimization problems.21

The solution is the eigenvector (the set of currents,
[I ]) that maximizes the coil efficiency. Equivalently,
with no loss of generality, we can assume that the
splitter provides 1 A to each coil so that the currents
input to the coils simply become the applied gain
and phase shifts, or “weighting functions”, [w], where
[w] = [I ], as is commonly used in the literature.

Solving equation (7.15) for the currents that maxi-
mize the coil efficiency at any spot requires the effec-
tive flux density for each coil as well as information
on the self- and mutual resistances from each coil (or
the noise statistics as discussed above). For purposes
of analysis, we can calculate these quantities with a
variety of methods, as is discussed below. In practice,
however, there are a number of approaches that can
simplify the solution that are commonly used.

7.3.2 Optimization of Array Signal-to-noise
Ratio or Efficiency in MRI

We need to optimize the coil efficiency, which we
can write as

ηc = Pdel

Pabs
(7.16)

where

Pdel = 〈I ∗BI 〉
and
Pabs = 〈I ∗RI 〉

(7.17)

The current vector that optimizes ηc can be ob-
tained by writing the quadratic forms as double sums
and taking the derivatives explicitly.

ηc =

N∑
i,j

I ∗
i Bij Ij

N∑
i,j

I ∗
i Rij Ij

(7.18)

Taking the derivative with respect to each of I ∗
i

leads to a set of N equations:

∂ηc

∂I ∗
i

= 1

P 2
abs

⎡
⎣Pabs

∑
j

Bij Ij − Prec

∑
j

Rij Ij

⎤
⎦ i=1, N

(7.19)

Setting each equation to zero and rewriting the
equations, we have

BI 〉 = ηcRI 〉 (7.20)

Substituting for ηc from equation (7.15) above, we
have

BI 〉 = 〈I ∗BI 〉
〈I ∗RI 〉RI 〉 (7.21)

But, since

B = B∗
t 〉〈Bt (7.22)

the scalar 〈BtI 〉 is eliminated, and this can be
simplified to

B∗
t 〉 =

{ 〈I ∗B∗
t 〉

〈I ∗RI 〉
}
RI 〉 (7.23)

The term in the braces is also a scalar, and does
not impact the overall efficiency, as discussed below.
Denoting this quantity as 1/λ, as done by Roemer, we
have an expression that can be solved for the optimal
current vector:

B∗
t 〉 = 1

λ
RI 〉 (7.24)

The excitation currents needed for optimal antenna
efficiency, or SNRs, are

I 〉 = λR−1B∗
t 〉 (7.25)

The scalar λ does not affect the SNR, as it is
applied to each element of the current vector. How-
ever, it can be selected to maintain constant absorbed
power for all observation points (equivalent to con-
stant noise power in the reconstructed image) or,
alternatively, to maintain a constant effective flux
density at all observation points (equivalent to nor-
malizing the array sensitivity pattern to be uniform
over the image). Constant noise power is the approach
generally used, and is achieved by substituting the
current vector given by equation (7.25) into equation
(7.13), differentiating the expression, and setting the
result to zero. This results in

λnoise = {〈BtR
−1B∗

t 〉}−
1
2 (7.26)

which is denoted λnoise because it forces the denomi-
nator of the SNR expression to be constant. Alterna-
tively, solving for constant effective flux density in
equation (7.10) results in

λsignal = {〈BtR
−1B∗

t }−1 (7.27)
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Given the optimal current vector from equation
(7.25) and the vector of pixel values from each coil,
the combined data at each pixel, Pc, is

Pc = 〈PI 〉 (7.28)

Many practical questions remain, such as decou-
pling the coils to enable them to operate indepen-
dently (maintaining the sensitivity pattern of each
loop element), computing or measuring the sensitiv-
ity pattern matrix B, and computing or measuring the
noise correlation matrix R. The latter two are dis-
cussed in Section 7.4. First, it is worth pointing out a
simplified reconstruction technique that remains com-
monly used, the SOS technique.

7.3.3 Signal Combination with the
“Sum-of-squares” Technique

For designing a loop array, the generalized method
above is quite straightforward to use. In practice, one
generally measures the noise correlation matrix, R,
by obtaining noise measurements from each channel
with the RF transmitter off or set to transmit zero
power. A number of techniques are available to
measure the coil sensitivity patterns, and, as these
may be required for parallel imaging, a number of
techniques are available, often built into the software
on clinical scanners. For older systems, or animal
scanners, however, accurate sensitivity patterns may
not be readily available. In this case, a simplified
combination method known as the SOS technique can
be used. In most cases, this method will not result
in significant SNR loss, as compared to the more
general technique. Taking the magnitude of the image
effectively aligns the signals at each point. Thus, no
phasing is required. As to the relative magnitude of
the weighting functions for each image, it should be
clear that, if there is no signal at that point, either
there is no information at that point (air) or the
loop provides no signal. A reasonable approach is to
simply weight the data from each coil at each pixel
by the pixel value. Denoting the pixel value from the
elements as Pi , the reconstructed voxel, Pc, becomes

Pc =
√∑

i

P 2
i (7.29)

The square root is taken to maintain the original
intensity (consider a point at which only one coil
contributes signal).

Obviously, the SOS method should follow from the
generalized approach. If we assume that there is no
noise correlation and all the noise levels are equal,
then R becomes the identity matrix (any constant
affects only the overall image intensity and can be
ignored). If we assume that the image intensity is
proportional to the sensitivity pattern, then equation
(7.25) becomes

I 〉 = λR−1B∗
t 〉 = λP 〉 (7.30)

Using a constant noise approach,

λnoise = {〈BtR
−1B∗

t 〉}−
1
2 = {〈PP 〉}− 1

2 (7.31)

Using these values, a combined data point becomes
simply

Pc = 〈PI 〉 = 〈PP 〉
{〈PP 〉}− 1

2

(7.32)

which agrees with equation (7.29) above, which was
arrived at heuristically.

7.4 QUASISTATIC ANALYSIS OF LOOP
ARRAY ELEMENTS

Many methods are available to model coils and
coils systems. In theory, the calculation of mutual
impedances and flux densities of coil arrays over
lossy samples is mildly complex. A highly accu-
rate calculation would need to include the inhomo-
geneities and physical extent of the sample, the cur-
rent distribution on the coils and their perturbations
by the presence of the other coils and the load, and
of course the shielding effects on the electric and
magnetic fields due to eddy currents introduced in
the lossy sample. Several approaches are available
that can include some or all of these complications.
Examples include analytical solutions for canoni-
cal geometries, finite element approaches, integral
equation solvers, and finite-difference time-domain
approaches.

For a great many applications, a simple approach
based on quasistatics will provide good results. The
quasistatic method uses statics to compute the mag-
netic flux density and the magnetic vector potential,
but then assumes a time-varying magnetic field (sim-
ply adding an e+jωt time variation) to allow one
to obtain an electric field. The losses in the sample
are computed from the electric field. The impedance
matrix for the array can then be approximated, as
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described below. While this is an approximate tech-
nique that does not enforce all boundary conditions
on the fields, it is considered to be a good approxi-
mation for many cases of interest in MRI and MRS,
where dimensions of the coil (or at least individual
copper segments) and sample dimensions are gener-
ally small compared to the wavelength. Additionally,
the method can be extended to handle multiply con-
nected structures, such as birdcage coils, and even RF
shields. An excellent discussion of the basic approach
can be found in the text by Smythe,22 particularly
Chapters 6 and 16, or nearly any introductory elec-
tromagnetics text. Obviously, the technique can break
down for high-field magnets, where more accurate
methods may be required.

7.4.1 Fields, Fluxes, and Vector Potentials

The quasistatic form of Maxwells’ equations are
obtained by setting the frequency variation ω = 0 in
Ampere’s law, but leaving it nonzero in Faraday’s
law. This gives the following set of equations:

∇ × �B = μ �J
∇ × �E = −jω �B

∇ · �B = 0
(7.33a–c)

Assuming a known current distribution, the mag-
netic vector potential �A(�r) and the magnetic flux den-
sity �B(�r) produced by a known current distribution
I (�r) can be obtained in a straightforward manner:

�A(�r) = μ

4π

∫
coil

�J (�r ′)dv′

R
(7.34)

�B(�r) = μ

4π

∫
l

I (�r ′)d�l × âR

R2
(7.35)

where r ′ is the magnitude of the vector �r ′, the vector
from the integration point on the conductor to the
observation point �r, d�l is the differential path length
along the conductor at the point of integration, and
âR is a unit vector in the direction of the vector
�R = �r − �r ′, which is the vector from the source point

to the observation point. R is the magnitude of the
vector �R, as illustrated in Figure 7.8. The current
distribution I (�r) is generally known to a high degree
of accuracy for practical well-performing coils, such
as simple loops, planar pairs, and birdcage designs.

r ′

R

r

dl

Z

X

YObservation point

→

→

→

→

Figure 7.8. A loop in the xz array, with the vectors dis-
cussed in the text depicted.

Once the current begins to substantially diverge from
being constant over a given segment, performance
of the coil, as well as this model, begins to suffer.
The flux density and the magnetic vector potential
are related by the fact that the divergence of the flux
density must be zero (Gauss’s law for the magnetic
field), which leads to the following equation:

�B = ∇ × �A (7.36)

We obtain an approximation for the electric fields
by assuming that the static magnetic flux density is
time varying with an ejωt time variation. Then, we
use Faraday’s law

∇ × �E = −jω �B (7.37)

and equation (7.2) to obtain

∇ × �E = −jω∇ × �A (7.38)

from which we can conclude (approximately, since
we have assumed a static vector potential)

�E(�r) = −jω �A(�r) (7.39)

7.4.2 Coil Self- and Mutual Impedances

One can show using the reaction theorem that the port
open-circuit impedance parameters can be expressed
in terms of the electric fields and currents as23

Zij = −1

IiIj

∫
v

�Ej(�r) · �J i
coil(�r)dv (7.40)

where �Ej(�r) is the electric field due to the assumed
constant current distribution on coil j , and �J i

coil is the
assumed current distribution on coil i. The vector �r
is from the origin to the integration point. Both the
self-impedances Zii and the mutual impedances Zij
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are obtained from equation (7.40), which is exact if
the current distributions are known and the proper
Green’s function for the media is used. In this case,
the actual current on coil i is complex, due to the
loss from the coil and the sample. However, one
can obtain approximate results by using equivalent
sources �J i

s (�r) to account for the lossy medium. The
equivalent sources are the currents induced in the
sample by the electric field of the coil:

�J i
s (�r) = σ(�r) �Ei(�r) (7.41)

We obtain the electric field from equations (7.34)
and (7.39). Additionally, with a single simply con-
nected conductor, such as a loop, equation (7.34)
becomes

�A(�r) = μ

4π

∫
coil

I (�r ′)d�l
|�r − �r ′| (7.42)

At this point, the integral in equation (7.40) can
be expressed in two parts, one forming the reaction
of the electric fields of coil j with the equivalent
sources representing the lossy sample, and the other
the reaction between the fields of coil j and the
assumed current on coil i.

Zij = −1

IiIj

⎧⎪⎨
⎪⎩

∫
sample

�Ej(�r) · �J i
s (�r)dv

+
∫

coil

�Ej(�r) · �J i
coil(�r)dv

⎫⎬
⎭ (7.43)

Using equations (7.39) and (7.41), and noting that
one can assume an input current in both coils of 1 A,
leads to the expressions for the resistive and reactive
coupling terms:

Rij = Re{Zij } ≈ Re
∫

sample

�Ej(�r) · J i
s (�r)dv

= σω2
∫

sample

�Aj(�r) · �Ai
s(�r)dv

Xij = Im{Zij } ≈ Im
∫

coili

�Ej(�r) · J i
s (�r)dv

= ω

∫
coili

�Aj(�r) · J i
s (�r)dv (7.44a, b)

Note that the copper loss has been ignored. For
coils systems that are not heavily dominated by
sample loss, one would need to include the copper

loss terms, which are widely available. Additionally,
any perturbation in the inductive coupling due to
the sample is ignored. Sample effects will always
be present, but are essentially impossible to include
analytically due to the variation from study to study.

Only in a very few cases can these quantities
be evaluated analytically, such as in the case of
the flux on the axis of a circular loop or solenoid,
each of which is discussed below. In general, the
integral is performed numerically, by discretizing
the loop into a number of straight segments and
summing the flux densities created by each straight
segment. Fortunately, a great many experiments are
done with variations of three simple coils, the circular
loop, solenoids, and “birdcage” coils. Approximate
formulas exist for the fields and impedances of these
coils. Although not accurate in all cases, particularly
as the coil dimensions approach a significant fraction
of a wavelength, these formulas are accurate enough
for most applications.

7.5 EXAMPLES AND DISCUSSION

Three examples will be considered to illustrate the
performance improvement possible by the use of loop
arrays: a two-loop quadrature coil, a set of arrays of
decreasing loop size but constant overall dimension,
and a 16-channel volume coil array. Quadrature coils
may be the earliest form of array coils.19,24 In the
simplest form, a quadrature coil is an array of two
identical coils, one rotated by 90◦ about the static
field axis (z). If the coils are volume coils, with
uniform fields throughout the sample, and ignoring
asymmetries in the load, the two coils provide equal
sensitivity but with magnetic fields rotated by 90◦.
A quadrature combiner recovers a

√
2 improvement

in SNR. The quadrature combiner is equivalent to
weighting the two coil signals by w1 = 1∠0

◦
and

w2 = 1∠90
◦
. If the quadrature coil does not provide

uniform fields, but a quadrature combiner does not
provide optimal weights at all locations. For example,
consider the case illustrated in Figure 7.9, where two
6 cm loop elements are centered and 1 cm away from
two faces of a cubic phantom centered at the origin
and 6 cm on a side. Despite a commercial program
rendering, each coil was modeled with the quasistat-
ics techniques described above. All modeling in this
section assume a Larmor frequency of 63.5 MHz.
Figure 7.10 displays the ratio of the SNR obtained
by a true array combination to that obtained using a
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X
Z

Y

Figure 7.9. Two 6 cm diameter loops positioned at 90◦

around a 6 × 6 × 6 cm phantom. The loops are 1 cm away
from the phantom face, with the axis crossing the origin. In
this case, at the origin (center of the phantom), the SNR gain
should be 1.4 for the quadrature combiner and for an array,
but using the two loops as a true array with two receivers
would provide improved SNR at all other locations.

simple quadrature combiner. The data is shown for
an axial slice (xy plane) at z = 0. In the center, where
the fields of the two coils are expected to be equal
in amplitude but oriented 90◦ apart, the quadrature
combiner works as well as the array combination.
Away from the center, the SNR of the array combi-
nation is better. In particular, near each element there
is a 30–40% improvement—essentially the more re-
mote element is providing only noise. At the corner
of the plot, near both coils, the orientation of the coil
flux lines is not favorable for the use of a quadrature
combiner, and the array combination provides even
more SNR improvement. For display purposes, the
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Figure 7.10. Relative SNR between a true array combina-
tion (general method) and using a quadrature combiner with
the array illustrated in Figure 7.9. In the center, the two
methods provide equal SNR. Close to either coil, adding
signal from the other coil adds predominantly noise, and
therefore the true array combination provides a

√
2 improve-

ment in SNR over the quadrature combiner. In the corner
close to both elements, the quadrature combiner does not
work well because of the phases of the coils at those points,
so the array combination provides significant improvement.

plot has been truncated at 2.0 in Figure 7.10. This
example illustrates that even with a simple two ele-
ment array, unless they are volume coils with very
close to homogeneous fields, the array combination
is worthwhile.

As a second example, a single 12 cm square loop is
compared to 2 × 2, 4 × 4, and 8 × 8 element arrays
all with the same overall (12 cm) outer dimension.
The dimension 12 cm is measured from the center of
the conductors, which is modeled as 0.375 cm wide.
The 12 cm coil and one element of the 2 × 2, 4 × 4,

z

x

Figure 7.11. A single square element, 12 cm on a side (center to center of conductors), and three arrays with the same
outer dimensions as the 12 cm coil. All conductors are modeled as 0.375 cm copper strip (copper losses are included in the
model). A single element from each case corresponds to the elements used in Figures 7.3–7.5. The coils were considered
to be perfectly decoupled using ideal noiseless isolating preamplifiers.
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Comparison of 12 cm loop to coil arrays at y = 1 cm
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Figure 7.12. Relative SNR of a single 12 cm square loop
compared to three arrays with the same overall dimension
as the 12 cm loop, along a line parallel to the coil plane
and 1 cm above the coils. The line is at y = 1 cm, z = 0.75
cm to avoid proximity to array element conductors. The
coils are in the xz plane at y = 0. The 8 × 8 element array,
consisting of 64 1.5 cm coil elements, provides the highest
SNR over the entire 12 cm, not suffering the limited field of
view of the isolated element. The coils have lengths of 12,
6, 3, and 1.5 cm (center to center). Coils are modeled using
quasistatics at 63.5 MHz, and are located 1 cm from a load
with conductivity 0.72 S m−1, with dimensions 30 × 30 cm
in x and z, and 10 cm in y.
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Comparison of 12 cm loop to coil arrays at y = 12 cm
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Figure 7.13. Relative SNR of a single 12 cm square loop
compared to three arrays with the same overall dimension
as the 12 cm loop, along a line parallel to the coil plane and
12 cm above the coils. The line is at y = 12 cm, z = 0.75
cm. All cases provide essentially the same SNR, with the
SNR provided by the 8 × 8 element array reduced by less
than 5% from that of the single 12 cm loop, due to copper
losses in the 64 element array.
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Figure 7.14. Relative SNR of a single 12 cm square loop
compared to three arrays with the same overall dimension as
the 12 cm loop, along a line normal to the arrays and parallel
to the axis of the 12 cm loop. The line is at z = 0.75 cm, to
avoid conductors. Unlike the case with individual elements,
the SNR using small elements does not suffer, as the array
“synthesizes” the large loop far from the array. Hence, the
array obtains the benefit of the small elements close to the
array and retains the advantage of the larger elements at
distance.
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Figure 7.15. Comparison of the relative SNR for the ar-
ray coils in Figure 7.12 using two different combination
techniques, the general method and the “sum-of-squares”
method. Solid lines are using the “sum-of-squares” method,
and are identical to the results in Figure 7.12. The dashed
lines use the general method, requiring the complex coil sen-
sitivity patterns and the R matrix for the array. In this case,
relatively little improvement is obtained using the general
method.
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Figure 7.16. Individual element patterns from a 16 channel head coil array described in detail elsewhere.27 The individual
elements have very little sensitivity at the center, yet the combined image (not shown) has an SNR comparable to that of
a conventional quadrature volume coil in the center.

and 8 × 8 arrays are identical to the coils used for
Figures 7.3–7.5. For purposes of modeling, all el-
ements were located 1 cm from the bottom surface
of a 30 cm × 30 cm (x and z), 10 cm high (y) phan-
tom with conductivity = 0.72. The array plane was at
y = 0. Figure 7.11 illustrates the single 12 cm loop
and the three arrays. Noise correlation from the sam-
ple and the copper loss was included, but no pream-
plifier noise was included in the model. Additionally,
the coils were considered to be perfectly decoupled,
or operating as ideal isolating preamplifiers. In the ar-
ray, the conductors overlapped one another. As stated
before, all conductors, even in the 8 × 8 array, were
0.375 cm wide. Thus the individual elements for the
2 × 2, 4 × 4, and 8 × 8 arrays were square loops of
6, 3, and 1.5 cm width, as measured from the center
of the conductors. These loops match the elements
used in Figures 7.3–7.5. Figure 7.12, which corre-
sponds to Figure 7.3, shows that along a line parallel
to the array face (at z = 0.75 cm, y = 1.0 cm), the ar-
rays obtain the SNR benefit of the individual smaller

elements, but there is no loss in field of view as was
the case with the individual elements (Figure 7.3.)
Importantly, Figure 7.13 shows that, even remote
from the element, at a distance of 12 cm, the SNR of
the array matches or exceeds that of the large 12 cm
loop. For the 8 × 8 element array, the SNR is re-
duced marginally from that of the other arrays simply
due to the increased copper loss in the 64 elements.
Figure 7.14, which compares directly to Figure 7.5
for the single elements, illustrates that the array coil
SNR exceeds or matches that of the individual coil at
all depths, even when using the 1.5 cm loops in the
8 × 8 array. The data is offset along a vertical line
from the origin by 0.75 cm in both x and z, in order
to avoid the conductors in the array, as was done in
Figures 7.12 and 7.13. One can understand these re-
sults by considering that the weighting functions are
all very nearly 1 for a spot far from the elements. In
this case, all the elements would have nearly iden-
tical currents (again, returning to the transmit case
for physical intuition). The current on all “inside”
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Figure 7.17. Comparison of measured (solid) and calcu-
lated (dashed) relative SNR from a 16 channel array coil,27

a conventional quadrature volume coil, and a single ele-
ment of the array coil. The array was optimized for SNR at
the outside of the head by making the overall array shorter
than the volume coil, resulting in somewhat smaller SNR in
the center of the volume. The array combination provides
nearly a factor of three improvement at the outer region,
and recovers nearly the same SNR as the volume coil in
the center. The measured and calculated SNR were both
normalized so that the volume coil had an SNR of 1 at the
center for purposes of comparison.

conductors would be canceled by the current on the
adjacent loop element, leaving the only effective cur-
rents being those on the outside of the array. Thus,
for positions far from the array, the optimized cur-
rents form, in effect, the original 12 cm loop. Even
though the “inner” conductors do not radiate because
of this cancellation, they would still dissipate heat
and lower the coil efficiency (and reciprocally, SNR).
However, for a coil dominated by sample loss, this
effect is small. All the array combinations used in
Figures 7.12–7.14 used the simple SOS combination,
where only the magnitude of the sensitivity patterns
is required. It is interesting to compare the results
from a general combination, requiring the magnitude
and phase (direction) of the sensitivity patterns and
the resistance or noise correlation matrix are required.
Figure 7.15, which repeats the SNR calculations of
Figure 7.12, 7.1 cm above the array, shows that in this
case there is relatively little improvement obtained by
the more complicated general reconstruction. How-
ever, since the sensitivity maps and noise matrices

are often obtained directly from the scanner, there is
little reason not to use the general approach. In cer-
tain special cases, there may be far greater gains to
be made by using the general method.25,26

A final example reinforces the principle that the
array synthesizes the “optimal array”, even far from
the array where the optimal coil may be a single large
element or volume coil. In this example, described in
detail in Ref. 27, a 16 channel array of rectangular
loops was designed and constructed for comparison
with a conventional quadrature head coil. The over-
all length of the array was smaller than that of the
head coil to provide higher SNR at the periphery,
potentially sacrificing some SNR in the center of the
volume. Figure 7.16 shows the individual receive pat-
terns from the 16 elements in a phantom, showing
the highly localized patterns, with each element de-
tecting a little signal from the center of the volume.
Figure 7.17 compares the measured and calculated
relative SNR from the array, the quadrature volume
coil, and a single element. The measured and calcu-
lated datasets were each normalized to the SNR of
the quad volume coil at the center of the volume to
allow direct comparison. As expected, the individual
element shows significant SNR boost at the periphery
but very little SNR at the center of the volume. The
array, although designed to sacrifice SNR in the mid-
dle by making it shorter, as shown in the calculated
data, does a bit better than expected in the middle,
nearly equaling the volume coil. At the periphery, the
array SNR is nearly a factor of three higher than the
volume coil SNR.
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8.1 INTRODUCTION

Parallel MRI techniques accelerate image acquisi-
tions by extracting spatial information from the sen-
sitivity patterns of radiofrequency (RF) coil arrays
and using that information to substitute for a por-
tion of the data that would normally be acquired us-
ing sequentially applied magnetic field gradients.1 – 3

These strategies have been embraced clinically and
exploited in order to reduce the duration of lengthy
imaging examinations, increase temporal resolution
in time-critical studies, enhance spatial resolution,
expand anatomical coverage, reduce image artifacts,

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

and increase patient comfort. The effectiveness of
any parallel image reconstruction technique is fun-
damentally limited by the amount and distinctiveness
of spatial information contained within a coil array.
Therefore, a careful choice of coil array design is
critical for the effective use of parallel MRI. This
review is intended to provide an introduction to the
basic principles of coil array design for parallel MRI.

Even when accelerated imaging is not required,
detector arrays are ubiquitous tools in MRI because
they provide images with a high signal-to-noise ratio
(SNR) across a large field of view (FoV).4 This
SNR advantage arises because each detector in an
array responds to magnetization from local regions
while ignoring magnetization (and noise) from the
rest of the sample. Parallel MRI methods similarly
take advantage of the local nature of each coil’s
reception pattern in order to extract additional spatial
information about the sample.

The use of coil arrays for spatial encoding leads
to design considerations not present for sequential,
gradient-based applications. One manifestation of
these new considerations has been an expansion
of the number of coil elements found in a typical
array. Largely as a result of developments in
parallel MRI, commercial MR systems with 32 or
more independent receiver channels have become
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routinely available, and prototypes with as many
as 128 receiver channels are poised to enter the
market. Moreover, a similar trend toward parallelism
in the transmit chain is now under way, and the
development of techniques and technologies for
parallel RF transmission5,6 is on the rise.

Accompanying the expansion in the number of
available receiver (and transmitter) channels on many
systems, there has been a remarkable diversity in the
coil arrays that have been created specifically for par-
allel MRI. In an effort to tailor coil arrays’ spatial en-
coding properties, researchers have sought new ways
of customizing the sensitivity profiles of individual
detectors, and they have also explored novel geomet-
rical arrangements for those coil array elements. The
present review is not intended as an enumeration of
all of the coil arrays that have been proposed for
parallel MRI to date, nor does it presume to make
pronouncements about “good” or “bad” design ideas.
Rather, a group of basic principles and intuitive tools
is introduced that coil array designers can apply to
new designs. These principles and tools are illustrated
with practical examples of many-element head coil
arrays. Details of the construction and evaluation of
these sample arrays are provided, along with some
troubleshooting tips, in order to highlight the kinds
of concrete decisions that a designer of coil arrays
for parallel MRI may be called upon to make. Ad-
ditional general design examples and elaboration on
certain basic principles may be found in a review arti-
cle from 2006,7 which we have distilled, reorganized,
amplified, and updated here.

8.2 BACKGROUND

8.2.1 Principles of Spatial Encoding with Coil
Arrays

The goal of parallel imaging is simple: to replace
sequential spatial encoding steps traditionally
performed using magnetic field gradients with spatial
information derived from the simultaneous operation
of arrays of RF coils. This general definition is broad
enough to cover parallel transmission as well as
parallel reception. However, while many tantalizing
analogies and related principles connect these two
domains, we will focus in the remainder of this
chapter upon parallel reception. From time to time,
we will briefly address challenges related to RF
transmission, otherwise leaving questions of parallel

transmit coil array design for a more dedicated
treatment elsewhere.

The mechanisms of spatial encoding with RF coil
arrays may be viewed from several complementary
perspectives, each of which offers potentially
valuable insights for coil array design. Many of these
perspectives have been embodied in distinct algo-
rithms used to reconstruct parallel MR image data.

8.2.1.1 Emulation of Spatial Harmonics

Coil arrays can provide spatial information about a
sample by emulating the spatial modulations pro-
duced by the magnetic field gradients. This idea
is the basis of the SMASH (SiMultaneous Acqui-
sition of Spatial Harmonics) technique.1 From this
perspective, one approach to designing coil arrays
is to choose detectors that have linear combinations
that approximate spatial harmonics as well as pos-
sible. This procedure is illustrated schematically in
Figure 8.1(a) for a coil array with three component
coils. In this example, the array is placed parallel
to and above a coronal image plane. The top panel
of Figure 8.1(a) shows the real and imaginary parts
of each coil sensitivity, calculated along the central
frequency-encoding line. The bottom panel shows
how these coil sensitivities may be combined to ap-
proximate the real and imaginary parts of the first
spatial harmonic.

8.2.1.2 Unfolding of Aliased Data

When data are acquired on a Cartesian k-space grid
and then undersampled by a factor R, the recon-
structed image is aliased. Each reconstructed voxel
represents the sum of R equally spaced voxels across
the FoV. The process of aliasing is shown schemat-
ically in Figure 8.1(b), where two pixels from each
of three component coil images (top row) are folded
into a single pixel within the aliased images (bottom
row). It is possible to reconstruct a fully sampled
image from the aliased data because each coil is
differentially sensitive to distinct aliased pixels. The
image-domain formulation of Cartesian SENSE (sen-
sitivity encoding)2 operates using an unfolding prin-
ciple in image coordinate space. When the parallel
MR image reconstruction is viewed as an unfold-
ing of aliased pixels, it is clear that coil arrays with
component coil sensitivities that are spatially selec-
tive for different aliased regions will be effective at
reconstructing undersampled data.
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Figure 8.1. Schematic illustrations of several useful perspectives on coil array spatial encoding (a–d), and examples of
noise amplification in parallel image reconstruction (e). Each illustration was generated by simulating a three-coil linear
array located parallel to and above a coronal image plane. (a) The real (solid lines) and imaginary (dotted lines) parts of
coil sensitivities along the central frequency-encoding line are shown in the top plot, color-coded by coil number. The
bottom plot illustrates the least-squares fits of the real (solid black line) and imaginary (dotted black line) parts of the
coil sensitivities to the first spatial harmonic over the field of view (solid and dotted gray lines). (b) Three simulated
component-coil images (top row) are undersampled to generate three aliased images (bottom row). Two pixels in the fully
encoded images fold onto a single pixel in the aliased images. Spatial information is available because each component coil
sees the two aliased pixels with different relative signal intensities (indicated by the widths of the arrows). (c) Convolution
of the sample’s underlying k-space distribution (top graph, black curve) by a single component coil’s spatial frequency
response function (gray curves). In this figure, the convolution process is explicitly shown at the k = 4 and k = 30 lines.
Each point in the acquired component coil k-space (bottom curve) is a weighted sum of several surrounding frequency
components from the sample magnetization. (d) Each acquired k-space point from each component coil gives a generalized
projection through the sample, which is known as an encoding function. The real (dark curves) and imaginary (light curves)
parts of nine illustrative projections through the central line of simulated sample are shown. (e) Noise amplification with
increasing acceleration. The three-element array is shown at the left with its component coil sensitivities. Surface plots of
g-factor for acceleration factors R = 1–3 using this array are shown above simulated images. Peaks in the g-factor map
correspond to areas of increased noise, and hence decreased SNR, in the images. The particular location and shape of noise
peaks and valleys are influenced by the choice of coil array geometry, image plane, and acceleration factor.

8.2.1.3 Broadening of the Acquired k-Space
Data

The Fourier transform of the product of a coil sen-
sitivity distribution and a magnetization distribution
can be written as the convolution of the two func-
tions’ Fourier transforms. This process is shown
graphically in Figure 8.1(c) for one coil element
within a three-coil array. Because of the convolution

by the coil array frequency-response function, each
spectral component of the surface coil data contains
information about several surrounding spatial fre-
quencies within the sample magnetization. Combina-
tion of multiple component coil signals may therefore
be used to fill in missing spatial frequency informa-
tion (as was already demonstrated for the case of
spatial harmonic generation). Since the spectral width
of typically smooth coil sensitivities tends to be rather
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limited, the contribution of distant k-space positions
to any given missing k-space position is small. A
number of parallel imaging techniques,8 – 10 includ-
ing the frequently used GRAPPA (generalized auto-
calibrating partially parallel acquisitions) technique,3

take advantage of this k-space locality to limit the
reconstruction to a modest kernel around each miss-
ing k-space position, in an approach which may be
viewed as a hybrid between SMASH and SENSE.10

8.2.1.4 Generalized Spatial Projections

Instead of privileging either the image domain or the
k-space domain, one may treat coil sensitivities and
gradient-induced harmonic modulations on an equal
footing, considering both as components of gener-
alized modulations against which objects are pro-
jected in the generation of MR signals. From this
perspective, each acquired datapoint represents a dis-
tinct “generalized projection” through the sample.2,10

Examples of these projections for a three-coil array
are plotted in Figure 8.1(d). Coil array sensitivities
can be tailored for parallel imaging such that they
lead to overall projection functions that are as spa-
tially orthogonal as possible. This perspective on spa-
tial encoding is particularly powerful because it is
easily adapted to various encoding schemes. Indeed,
while much focus is placed on designing coil sensitiv-
ities to complement the gradient-encoded Fourier har-
monics, it is also possible to implement non-Fourier
gradient encoding techniques that complement the
coil sensitivities.

While a more detailed discussion of particular par-
allel MR image reconstruction techniques is beyond
the scope of this chapter, we briefly review a general
formalism for parallel image reconstruction which is
useful for the understanding of key concepts in coil
design and evaluation. The most important design
principle for parallel MRI detectors is based on the
recognition that, while gradient-induced spatial har-
monic functions are orthogonal to each other over
a chosen FoV, the sensitivity-modulated harmonics,
also called “encoding functions”, generally are not
orthogonal. This lack of orthogonality is responsible
for amplified noise in the final reconstructed image,
and an analysis of these noise amplifications forms
the basis for most quantitative assessments of ar-
ray performance. In a general parallel MR image
reconstruction, the MR signal received from coil l

at k-space position km, in response to precessing
transverse magnetization that has density M(r), is

discretized and written as2,10

Sl(km) =
∑

voxel j

Cl(rj )M(rj )eikm·rj + nl(km
)

(8.1)

In equation (8.1), Cl(rj ) represents the spatial sensi-
tivity of the lth detector at the position rj of the j th
voxel, i = √−1 is the imaginary unit, and nl(km)

is the noise that is recorded along with the signal
in the lth detector at the mth k-space point. If the
acquired signal and noise, together with the magne-
tization density, are written as column vectors, then
the signal equation becomes

S = EM + n (8.2)

where the encoding matrix E is given by

E(lm),j ≡ Cl(rj )eikm·rj (8.3)

Within this formalism, reconstructing an image
amounts to finding a matrix F such that FE is equal
to the identity matrix. In general, E is a rectangular
matrix, and there are many possible choices for F.
It has been shown2 that the minimum-norm solution
of equation (8.2) that leads to a reconstructed image
with the least possible noise is given by

Fmin norm = (EHΨ−1E)−1EHΨ−1 (8.4)

Here, the superscript H indicates a Hermitian conju-
gate or conjugate transpose operation, and Ψ is the
coil array’s noise covariance matrix, which describes
the noise statistics of the ensemble of coil elements.
Formally, Ψ can be written as

Ψ ≡ 〈(n − n̄)(n − n̄)†〉time (8.5)

where the angled brackets indicate a temporal aver-
age, and n̄ is a vector containing the time-average of
each noise channel (for white noise, this is generally
zero). We can also define a noise correlation matrix,
which is a normalized version of Ψ:

Ψ corr
ll′ = Ψll′√

Ψll Ψl′l′
(8.6)

Here, the matrix indices l and l′ identify the coils
whose noise correlation or covariance is specified.
The noise correlation matrix is useful because it
represents intrinsic correlations between the noise
signals of various coils, and is independent of both
the overall amplifier gain in each channel and the
absolute amount of coil loading. It is important
to note, however, that for the purposes of image
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reconstruction [equation (8.4)], the unnormalized
noise covariance matrix is the relevant quantity.

Because noise from separately acquired
points in k-space is generally independent, Ψ is
block-diagonal. The diagonal elements of Ψ are
equal to the total noise power received by a given
coil, and the off-diagonal elements of Ψ represent
correlations in noise between multiple coils. The
mere presence of correlated noise does not, by itself,
reflect poorly on a given coil array. In fact, for any
array with a nonsingular noise covariance matrix,
a linear transformation may always be found such
that the noise from all of the combined channels
is uncorrelated.11 The predominant criterion for
judging a coil array is the SNR of the final image.

8.2.2 Noise Propagation and SNR Behavior
in Parallel MRI

As mentioned earlier, one of the chief distinctions
between parallel MRI and fully gradient encoded
Fourier imaging is that the encoding functions used
for parallel imaging [equation (8.3)] are generally
not spatially orthogonal. As a consequence, the re-
construction matrix [equation (8.4)] is typically not
unitary, and there is a spatially varying increase in
noise throughout the image.2,12 The total amount
of noise amplification that is introduced by the re-
construction is strongly dependent on the choice of
array design. Because the image reconstruction used
in equation (8.4) is a linear transformation, the noise
power of an R-fold accelerated reconstruction can be
calculated from the encoding matrix2

(σR
j )2 ∝ [(EH

R Ψ−1ER)
−1]j,j (8.7)

where ER is the encoding matrix corresponding to
an R-fold accelerated acquisition. Using the same
array in the absence of parallel imaging, the encoding
matrix is Efull and the noise power is given by

(σ FULL
j )2 ∝ [(EH

fullΨ
−1Efull)

−1]j,j (8.8)

The SNR at any given voxel position j is defined
as the ratio of the reconstructed signal (FS)j to the
noise standard deviation σj . Therefore, the change in
SNR that occurs as a consequence of parallel imaging
can be written formally as(

SNRR
j

SNRFULL
j

)2

=
(
σ FULL
j

σR
j

)2

=
[
(EH

fullΨ
−1Efull)

−1
]
j,j[

(EH
R Ψ−1ER)

−1
]
j,j

(8.9)

In the special case of an image with uniform
Cartesian sampling, equation (8.9) can be written in
the compact form

SNRR = SNRFULL√
R[(EH

R Ψ −1E
R
)]

j,j
[(EH

R Ψ −1ER)
−1

]
j,j

(8.10)

The factor of
√
R in the denominator of equation

(8.10) reflects the fact that, for Fourier sampling,
[EH

fullΨ
−1Efull]j,j = R[(EH

R Ψ−1ER)]j,j . This factor
represents an overall loss in SNR that occurs simply
because there are fewer acquired k-space points.
Changes in coil array design have very little impact
on this effect. The second term in equation (8.10)
describes a spatially dependent amplification of
noise, which has become known as the geometry
factor, or the “g-factor”2:

gj ≡
√

[(EH
R Ψ−1ER)]j,j [(EH

R Ψ−1ER)
−1]j,j

(8.11)

The g-factor is (by definition) always greater than
or equal to 1, and it quantifies the fractional loss in
SNR that occurs due to the non-orthogonality of the
array coil sensitivities. While the compact expression
for the g-factor in equation (8.11) applies strictly
to images with uniform Cartesian k-space sampling
patterns, the more general expression in equation
(8.9) can still be used for arbitrary sampling patterns.

In Figure 8.1(e), the g-factor maps for a range
of accelerations using a simulated three-element ar-
ray placed parallel to and above a coronal image
plane are shown. The locations of the coil array ele-
ments and their corresponding sensitivity patterns are
shown at the left. Note the increase both in the mean
value and in spatial heterogeneity of the g-factor
with increasing acceleration. SENSE-reconstructed
images in which noise has been added to sim-
ulated component-coil data are shown below the
g-factor maps, confirming that SNR decreases wher-
ever g-factor increases.

When evaluating coil arrays for image recon-
structions other than SENSE, it is straightforward to
derive an analytical formula for the geometry-related
SNR changes that is analogous to equation (8.9),
as long as the overall reconstruction procedure
represents a linear transformation. Analytical SNR
formulas are more complicated, however, for re-
constructions that involve nonlinear transformations
such as sum-of-squares coil combinations, or for
combined reconstructions that include expressly
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nonlinear algorithms such as compressed sensing.13

An alternative method for predicting the SNR
effects of using a particular coil array in a parallel
reconstruction involves adding simulated noise to a
sample image, and measuring the pixel-by-pixel SNR
of the reconstructed data. This simulation-based
technique is particularly valuable for parallel
reconstruction methods for which analytic SNR
formulations are cumbersome, or for reconstructions
that require iterative matrix inversions.

Because many of the sequence-dependent determi-
nants of SNR have been removed from the expression
for the g-factor in equation (8.11), this parameter has
become an attractive figure of merit for assessing the
performance of coil arrays for parallel MRI. While
the g-factor is a generally useful measure, it does
have several limitations. For example, changes in coil
geometry will likely alter a coil array’s baseline SNR
[equation (8.8)] together with that array’s g-factor.
Naturally, improvements in g-factor are not valuable
when they come at the cost of severe degradations
in the overall performance of an array. In addition,
the g-factor is a function of both the coil sensitivities
and the pattern of acquired k-space lines. Therefore,
the g-factor will, in general, be different for different
undersampling factors, object sizes, phase-encoding
directions, and image planes. Finally, it is important
to recognize that, while the g-factor is predominantly
dependent on the acquisition pattern and the coil sen-
sitivities, there is still a second-order dependence of
g on the noise covariance matrix Ψ. Drastic changes
in an array’s baseline noise power can also affect the
array’s g-factor.

8.2.3 Computational Analysis of Prospective
Coil Array Designs

Equations (8.9–8.11) are analytical tools for evaluat-
ing coil array performance for parallel MRI. In order
to make use of these expressions, it is necessary to
know (i) the coil sensitivities Cl(r), (ii) the noise co-
variance matrix Ψ, and (iii) the pattern of the k-space
acquisition. The k-space acquisition pattern is deter-
mined by the desired image plane geometry and pulse
sequence. The coil sensitivities and noise covariance
matrix can, of course, be measured empirically at the
time of imaging. However, for understanding and de-
signing coil arrays, it is useful to have methods for
predicting Cl(r) and Ψ computationally.

The spatial sensitivity pattern Cl(r) of each
coil within an array can be calculated using the
well-known principle of reciprocity.14 – 17 The
principle of reciprocity states that the magnetic flux
induced through a coil by precessing magnetization
can be written in terms of B̂coil, which is the
magnetic field that would be generated by a unit
current flowing around that coil. Accordingly, the
complex spatial sensitivity function can be written
in terms of the two transverse components of B̂coil:

Cl(r) = [B̂coil
x (r)]l − i[B̂coil

y (r)]l (8.12)

The noise covariance matrix can similarly be com-
puted in terms of Êcoil, which is the electric field
created by a unit current flowing around the conduc-
tor path of the coil4,18,19

Ψll′ = 4kTΔf

∫
σ(r)Êl (r) · Ê∗

l′(r)d
3r (8.13)

In this expression, σ(r) is the sample conductivity,
T is the absolute temperature, k is Boltzmann’s
constant, and Δf is the receiver bandwidth.

The field definitions of Cl(r) and Ψ permit the
theoretical evaluation of any prospective coil array
design. For sufficiently low magnetic field strength
and Larmor frequency, the Biot–Savart law may be
used to derive field patterns. At higher frequencies,
full-wave solutions, such as multipole expansions,
dyadic Green’s function techniques, or finite differ-
ence/finite element approaches, are required. System-
atic and detailed coil array design examples that
illustrate these principles have been presented for
cardiac20 as well as for head21,22 and abdominal23

imaging, among other applications.

8.2.4 Limits of Performance: Ultimate
Intrinsic SNR

Though the general fitness of a prospective coil ar-
ray design for parallel imaging applications may
be evaluated using the computation techniques just
described, in order to assess the true impact of
a prospective design it is often desirable to com-
pare its performance to that of a known reference
design. In view of the vast range of coil array de-
signs that have been explored for parallel MRI, how-
ever, the choice of a suitable reference design can
be challenging. Furthermore, even a time-consuming
comparative evaluation of multiple designs does not
give a solid indication of exactly how much further



Coil Array Design for Parallel Imaging 87

room for improvement there may be. It would be
advantageous, therefore, to compare against an ab-
solute reference representing the best possible coil
performance.

Fortunately, such an absolute reference exists, in
the form of the ultimate intrinsic SNR ratio (uiSNR).
This quantity is defined as the highest SNR compat-
ible with the constraints of Maxwell’s equations on
one hand (i.e., fields/currents must be physically re-
alizable) and spatial encoding on the other (i.e., the
reconstructed image must achieve a desired level of
accuracy). The behavior of uiSNR for parallel MRI
in particular has been studied using various compu-
tational approaches.24 – 26 In each approach, a basis
set of coil sensitivities (and corresponding noise cor-
relations) is derived from a complete basis of either
field24,25 or current26 modes for a defined object ge-
ometry, and the optimum SNR linear combination is
determined from this basis set. Any prospective new
coil sensitivity distribution that might be hypothe-
sized to improve SNR must be able to be represented
as a superposition of these modes, and must therefore
fall short of or at best match the optimum. Analo-
gous studies of ultimate transmit performance have
also been performed using related techniques.27

Figure 8.2 summarizes some of the lessons that
may be learned from a study of ultimate intrinsic
limits of performance. The top row of the figure il-
lustrates numerically and graphically the approach
to the uiSNR as the number of coils surrounding a
spherical volume is increased. For an 8-element and
a 64-element array, the ratio of computed SNR to
uiSNR at the center of the sphere at 7 T is shown
above a depiction of the SNR-optimizing current pat-
tern in each array. The ideal current pattern corre-
sponding to the uiSNR, computed using a dyadic
Green’s function approach,26,28 is shown at right.
(A single temporal snapshot is displayed—the pat-
tern precesses at the Larmor frequency over time.)
The plot at the bottom left of Figure 8.2 compares
central SNR for the same 8- and 64-element arrays
with uiSNR as a function of field strength. Even in
the presence of simulated coil-derived noise contribu-
tions (curves labeled with diamond and triangle), cen-
tral SNR increases with increasing number of coils,
even as the size of individual coils decreases below
the expected optimum diameter for single-coil SNR.
Baseline SNR increases as field strength increases,
but at the same time the approach to ultimate per-
formance is slower at the higher field, with a larger
number of component coils and/or more complex

current patterns required to reach the limiting SNR
value. At the bottom right of Figure 8.2, plots of
1/g (i.e., geometry-related SNR decrease, neglect-
ing the square root of acceleration factor due to
undersampling) as a function of acceleration along
a single phase-encoding dimension are shown for
various magnetic field strengths. 1/g falls off more
slowly with acceleration at higher field strengths,
demonstrating an improved capability for spatial en-
coding with increasing Larmor frequency and de-
creasing wavelength. Although the results shown in
Figure 8.2 are all derived from simulations, coil
performance evaluation as compared with ultimate
limits may be carried out experimentally as well.26

Ultimate current patterns such as those shown in
Figure 8.2, moreover, may be used as a guide for
intuition about which classes of coil designs might
be expected to be most effective, and, eventually,
as concrete targets for new coil designs.28 Given
that any particular value of uiSNR will apply only
for a fixed object geometry and composition, not
to mention a particular spatial region and in some
cases a particular k-space trajectory, translation of
ultimate current or field patterns into concrete array
designs remains a nontrivial proposition. However,
certain general insights may be gleaned immedi-
ately, for example regarding the increasing contri-
bution to ideal array performance of electric as op-
posed to magnetic dipole components as field strength
increases.28

8.3 COIL CONSTRUCTION

8.3.1 Essential Principles of Good Coil Array
Design for Parallel Imaging

As is evident from the preceding theoretical discus-
sion, coil arrays designed with parallel imaging in
mind must combine at least two key features: (i)
good baseline SNR and (ii) effective encoding ca-
pability. In meeting the second requirement, it is
important not to forget the first. Although certain
aspects of parallel imaging arrays set them apart
from arrays not designed for acceleration, most of
the venerable principles of good coil array design
continue to apply (see Chapter 7). In other words,
the loaded-to-unloaded Q of each element must be
considered, as must the coupling of signal and noise
between elements, the match circuitry, the pream-
plifier behavior, etc. The additional requirements of
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Figure 8.2. Lessons from ultimate intrinsic SNR. Top row: Approach to ultimate SNR as the number of coils surrounding
a spherical volume is increased. Ideal surface current patterns associated with the best possible SNR at a voxel in the
center of the sphere are compared, at 7 T, with SNR-optimized current patterns for an 8-element and a 64-element array
at a single time-point. The corresponding SNR, normalized to the ultimate intrinsic SNR, is reported for both coils above
the current plots. Bottom left: Central SNR as a function of magnetic field strength for the same 8- and 64-element arrays,
computed both with and without coil-derived noise contributions, as compared with the ultimate limits. Note the increased
baseline SNR as well as the slower approach to ultimate performance as field strength increases. Bottom right: Central
SNR behavior as a function of acceleration (along a single phase-encoding dimension) for various magnetic field strengths.
Plots of 1/g (i.e., geometry-related SNR decrease with acceleration, neglecting the square root of acceleration factor due to
undersampling) demonstrate a slower reduction and therefore improved spatial encoding capability at higher field strength.

spatial encoding amount to tailoring the shape and
distribution of coil sensitivities to maximize acceler-
ation while minimizing the corresponding noise am-
plification. Note that the result may depend strongly
upon the target application. Note also that the strin-
gency of the constraints of spatial encoding may also
vary with the number and distribution of elements.
For example, at low channel count, careful attention
must generally be paid to g-factor optimization and
to questions such as the detailed spacing between el-
ements, whereas a sufficient number of channels may

allow performance that begins to converge toward ul-
timate limits independent of some of the fine details
of element geometry and placement.

8.3.1.1 Element Composition and Arrangement

Some of the first decisions facing any coil de-
signer involve what basic geometries and materi-
als to use for array elements, and where to place
elements with respect to one other. These decisions
take on additional importance when one is designing
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arrays for parallel imaging. Generally speaking (and
ignoring certain perturbations at high field strength),
the element geometry determines the shape of in-
dividual coil sensitivity patterns, and the element
arrangement determines the mutual information con-
tent of those sensitivities. While it is not practical to
survey each parallel imaging array design that has ap-
peared in the literature or that has been developed for
routine use, we will identify certain basic classes of
designs in order to highlight the degrees of freedom
that are available to coil designers when developing
a new coil array.

Conducting loops are still most commonly used as
fundamental element geometries, but effective par-
allel imaging arrays may also be constructed from
striplines,29 – 33 or even from encircling coupled struc-
tures such as birdcages34 or transverse electromag-
netic (TEM) coils. In terms of coil arrangement,
loop or strip elements can be arranged in straight
lines,35,36 2D grids,37,38 or wrap-around arrays21,22

that surround the sample axially. One of the basic
principles of coil array design for parallel MRI is
that the coil elements should be arranged so that
they have sensitivity variations that are principally
aligned with the direction of undersampling. From
the perspective of emulating spatial harmonics, ele-
ments must be aligned so that they can reproduce the
missing k-space lines. From the perspective of resolv-
ing aliased pixels, coils must be located so that they
can be sensitive to different aliased regions of the
image. For a fixed number of array elements, linear
arrays provide for the maximum amount of spatial in-
formation in a single direction. Grid-type arrays and
wrap-around arrays provide fewer elements in any
specific direction, but their multidimensional char-
acter allows simultaneous undersampling in several
directions at once. The ability to encode spatial infor-
mation in multiple directions is important for several
reasons. First, many imaging protocols require the
acquisition of multiple studies with different image
plane orientations, and it is clearly not desirable to
use a different coil array every time the image plane
orientation changes. Furthermore, there are applica-
tions such as cardiac imaging where oblique image
planes are chosen to match the patient’s anatomy, and
it is impossible to predict the exact image plane ori-
entation beforehand. Finally, it has been shown that
simultaneous undersampling along two (or more) di-
mensions at once leads to a smaller geometry factor
than would an equivalent amount of net acceleration
along one dimension.24,39 The preceding discussion

highlights one of the most significant differences
between coil array design for parallel MRI and coil
array design for conventional gradient-encoded MRI.
In conventional gradient-encoded MRI, coil array de-
sign is largely independent of the choice of acquisi-
tion strategy. In parallel MRI, on the other hand, the
direction of sensitivity variation needs to be carefully
coordinated with the direction of k-space undersam-
pling.

In considering the optimal placement of elements,
it is important to remember that coil sensitivities are
complex-valued functions of position, and the phase
as well as the magnitude of the sensitivities can
play an important role in spatial encoding. One com-
mon attribute of simple loop-based array designs is
that spatial encoding is largely accomplished by hav-
ing surface coil sensitivities with varying magnitudes
across the FoV. However, concentric looping struc-
tures such as a crossed butterfly coil and a loop coil
can be used effectively as independent elements.40,41

Even though the magnitudes of these coils’ sensitivi-
ties have similar basic shapes, the phase distributions
are quite different, and thus the two coils can be
used effectively to encode spatial information. Vari-
ous other crossed coil designs taking advantage of the
phase of coil sensitivities have also been proposed.

Even more complex element structures and
coil sensitivity patterns may be achieved through
hardware-based combination of multiple individual
coils. Generally speaking, when a sufficient number
of receiver channels are available, the greatest
flexibility is attained by maximizing the number of
independent elements and performing all combi-
nations in software following data acquisition.
However, for a number of reasons it may be
desirable to allow hardware combinations to smaller
effective numbers of elements. For example, some
coil array designers have sought to develop scalable
arrays that work well on different MR platforms
with varying numbers of receivers, allowing
combinations of array elements in certain fixed
ratios when fewer receiver channels are available.
Adaptive combinations of coil array elements are
also useful when multiple anatomical regions are
to be imaged with the same coil array.42 Perhaps,
somewhat paradoxically, rapid growth in the number
of commercially available receive channels has also
led to the investigation of various adaptive “array
compression” approaches, which seek to limit the
raw data load by finding coil combinations that pack
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the greatest possible encoding information into a
reduced number of physical channels.43,44

8.3.1.2 The Impact of Coil Coupling, and
Decoupling Strategies

For a long time, the elimination of inductive coupling
has been considered an important part of designing
RF coil arrays for MRI. When coils couple induc-
tively, they resonate as a single structure, and it can
be very difficult to match the impedance of each el-
ement simultaneously to the input impedance of the
receiver circuitry. When this match is non-optimal,
the preamplifier noise figure can be seriously de-
graded, leading to an image with a poor SNR. The
development of parallel MRI techniques has led to
renewed emphasis on removing coupling and main-
taining coil isolation. As mentioned earlier, parallel
MRI techniques require a coil array’s component-coil
sensitivity profiles to be as distinct as possible in
order to encode spatial information. When coils cou-
ple inductively, they become sensitive to the same
regions of the sample, and it has been feared that
coupled coils might contain less distinct spatial infor-
mation than uncoupled coils, yielding lower quality
parallel MRI reconstructions.

Several strategies have been proposed for remov-
ing the effects of mutual inductance. First, the overlap
of adjacent coil elements (or overlying elements in
concentric designs41) may be carefully adjusted so
that the shared flux between adjacent coils is zero.4

This strategy has the disadvantage that it may restrict
the geometrical layouts of the coil elements. Alter-
natively, capacitive or inductive connections or even
networks45 may be built between coils that are able to
exactly cancel the mutual inductance between them.
Additionally, shielded array designs have also been
suggested.46 Finally, specialized preamplifiers can be
designed that present a large impedance to current
flow at the input of each coil.4 Because very little cur-
rent can flow in response to the sample magnetization,
the interactions between coil elements are limited.

Despite the strong practical incentive for effective
decoupling, some studies have suggested that the
mechanisms of parallel image reconstruction itself
may allow for more leeway than one might at
first imagine. In particular, if coupling is viewed
as a linear transformation of signal and noise
together, then—in principle—it should be possible
to compensate for the effects of coupling by
undoing that linear transformation. Of course,

this linear compensation may be complicated by
noise originating in preamplifiers.47 Phantom-based
experiments that introduced small amounts of
coupling did result in modest SNR changes, but the
small magnitude of these changes, taken together
with the decoupling strategies described above,
suggest that coupling is not likely to be a prohibitive
barrier to array design for parallel MRI.48

8.3.2 Case Studies: Many-element Head
Arrays for High-performance and/or
Highly Parallel MRI

Numerous other practical considerations attend
the design of high-quality many-element arrays—
considerations such as effective cabling and cable
decoupling strategies, high-performance preamplifier
design, etc. These considerations are perhaps best
illustrated through concrete examples, which we
provide below. In particular, we examine design
issues and coil performance for a number of
experimental head coils that have been constructed
for operation at 3 and 7 T. These designs range
from 32 to 96 elements, and comparisons with
lower channel count product coils serve to highlight
the challenges and opportunities of many-element
designs.

A 32-channel 3 T head coil was constructed on a
close-fitting helmet.49 The motivation for placing the
coils as close as possible to the head was to achieve
a good unloaded-to-loaded Q ratio (and thus ensure
that the dominant noise source is the sample rather
than the coil). Helmet shape was based on the Euro-
pean standard head norm EN960/1994 for protective
headgear.50 This shape will accommodate 95% of Eu-
ropean adult male heads. Its dimensions were 222 mm
anterior–posterior (AP), 181 mm left–right (LR), and
220 mm superior–inferior (SI).

Simulations have shown that, for channel counts
of 16 or higher, overlapped arrays generally achieve
higher SNR than gapped arrays, even with high paral-
lel imaging acceleration rates,51 so optimum overlap
to null mutual inductance between all neighboring
coils was targeted. To create a continuous overlapped
array that covered the entire dome of the head, it
was necessary to adopt a “soccer ball” tiling pattern
incorporating pentagonal centers of symmetry,52 as
shown in Figure 8.3. Coil elements were fashioned
from Pyralux flexible circuit board material (Dupont,
Durham NC, USA) cut with scissors into the desired
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Figure 8.3. Element geometry for the 3 T, 32-channel
head coil. A soccer ball geometry was used incorporating
pentagonal and hexagonal tiles. Surface coils placed at
hexagonal tile positions had a larger diameter (blue, 85 mm
inside diameter) than those at pentagonal tile positions (red,
60 mm inside diameter). The array is continuous over the
entire crown of the head.

shapes. Gaps were cut in the copper with a small
grinding tool to allow insertion of capacitors and
other components into the loop. Each loop was sized
and positioned to optimize the overlap with all neigh-
boring coil elements. With the array loaded by the hu-
man head, coupling between neighboring overlapped
coil elements was −12 dB or less. The coil elements
positioned over hexagonal tiles were approximately
85 mm inside diameter with 5 mm track width, while
those over pentagonal tiles were approximately
60 mm inside diameter. The unloaded-to-loaded Q

ratio QUL/QL was about 11 for the larger coils and
7 for the smaller coils, which was high enough to
ensure that sample noise would be the dominant noise
source for these coils. Each coil element incorporated
a PIN diode detuning circuit and a fuse for safety.

Cables were lifted up away from the surface coil
elements to reduce interaction with other elements in
the array. Thirty-two low-input-impedance preampli-
fiers (Siemens Healthcare, Erlangen, Germany) were
arranged on stacked circuit boards behind the helmet.
In order to achieve preamplifier decoupling,4 it is
necessary to transform the impedance of the preamp
input to a virtual short circuit at the coil element
detuning circuit. In general, this can be done through
the choice of the appropriate cable length and adjust-
ments to the input tank circuit of the preamp, though
it is also possible to use lumped element phase
shifters to reduce the cable length needed. Some
caution is needed when adjusting the input tank
circuit of the preamp, as there is an optimum setting
for this circuit that allows the preamp to achieve
its optimum noise figure, and deviations away from
this will degrade the preamp performance. However,
the noise figure varies gently for small deviations

away from optimum, so this can be a useful tool,
particularly for fine-tuning the position of the preamp
decoupling minimum in the coil element response.
For the preamps used in this coil, it was found
that a cable length of approximately 700 mm was
needed to achieve preamp decoupling, but such long
cables are likely to interact strongly with the body
coil transmit field, creating coil performance and
safety problems. A series of tests were performed
to determine how much the input tank circuit of the
preamp could be adjusted to shorten the cable length
needed without degrading the SNR significantly,
and a cable length of 370 mm was chosen. Even
this cable length is large enough to interact with the
transmit RF field at 3 T, so once each coil element
had been connected to its preamp, any remaining
slack in the cable was taken up by folding it back
on itself and tying it with cable ties. A coaxial cable
trap was placed in front of each preamp to control
induced current on the cable shields.

An identical helmet-shaped former was used for a
96-element head coil array.53 As was the case with
the 32-channel coil described above, an overlapped
array was desired, so incorporation of centers of pen-
tagonal symmetry was required to cover the whole
dome of the head. In this case, the underlying ge-
ometry was not that of a soccer ball, but rather that
of the carbon molecule C240 (Figure 8.4). This is a
spherical molecule containing 240 carbon atoms that
form a lattice in which there are 12 pentagonal rings
and 110 hexagonal rings (compared to 12 and 20 pen-
tagonal and hexagonal rings, respectively, in the full
soccer ball shape). Using just one half of the C240
shape resulted in six pentagonal tiles over the dome

Figure 8.4. Element geometry and component placement
for the 3 T, 96-channel coil. The geometry of a C240
carbon “buckyball” molecule was used as the basis for
the coil arrangement, incorporating 6 pentagonal tiles and
90 hexagonal tiles covering the entire dome of the head.
Wire coil elements were 50 mm in diameter, except over
pentagonal tiles, where they were 42 mm in diameter.
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of the head, connected by a tiling pattern of small
hexagons. The tiling pattern was propagated continu-
ously onto the lower cylindrical section of the helmet
using only hexagonal tiles, resulting in a pattern that
had 96 separate tiles.

Covering the same area with a larger number of
coil elements necessarily requires using smaller coil
elements, so coil loading becomes a primary concern.
An initial 96-channel prototype was constructed using
machined circuit board elements with 48 mm inside
diameter and 5 mm track width and six capacitor
positions for distributed capacitance.54 With half of
the elements completed, the coil was tested and the
sensitivity was found to be very low compared to the
32-channel coil. Two factors were found to contribute
to the poor performance—a poor QUL/QL for the
coil elements and weak preamp decoupling.

Several design changes were implemented, each
of which provided incremental gains in QUL/QL.
The use of six capacitors proved to be unnecessary
and also decreased the unloaded Q of the coil
elements because of the effective series resistance
of the capacitors. By switching to a design with
only two capacitors (one for matching and one for
tuning), the unloaded Q was increased by 29%. It
was also found that the sheer amount of copper in
the array (which exceeded 50% surface coverage of
the helmet) lowered the unloaded Q of an element
compared to when it was in free space by as much
as 26%. To minimize this effect, the coil elements
were constructed from 18 AWG tinned copper wire.
With an effective track width of 1.15 mm, the effect
on unloaded Q due to all the other conductors
in the array was reduced to 2.5%. With all these
modifications, the final QUL/QL was 4.0 for the
element surrounded by the rest of the array.

In the original poorly performing prototype, the
strength of the preamp decoupling effect was smaller
than normal. This was characterized by using a
double-decoupled probe to measure the response of
a single active coil element, first with the preamp
replaced by a 50 � load and then with the powered
preamp in place. The preamp decoupling strength
is characterized by the change in S12 across the
double probe between the two conditions. For the
32-channel coil, this had been −24 dB, but for the
initial 96-channel prototype it was only −18 dB. This
was traced to the use of a single capacitor to meet
competing constraints of matching, detuning, and
preamplifier impedance transformation. In tests with
eight-element prototype arrays, it was found that the

preamp decoupling strength could be increased to
−23 dB, and the resulting SNR increased, by using
a two-stage match.

In the final design of the 96-channel coil, new
preamps (Siemens Healthcare, Erlangen Germany)
were used that were optimized for placement at
the coil terminals, rather than some distance away
at the end of a coax. The new preamp included
a bi-filamentary common-mode filter and built-in
bias-T for passing current through the PIN diode
for active detuning.55 It also required that the sam-
ple load be transformed to 200 � (rather than the
usual 50 �) at the preamp input for optimum noise
performance. This could be achieved with a single
82 pF capacitor, and there was no longer a need for
a two-stage match. Preamp decoupling with this ar-
rangement was −25 dB. The preamps were mounted
radially, perpendicular to the surface of the helmet, so
as to further minimize the amount of copper near the
array (Figure 8.4, right). Thirty-two channels were
connected to the scanner through sockets in the pa-
tient table, while the remaining 64 channels were
connected to a separate set of receivers via cable bun-
dles that were passed through the bore of the scanner.

8.4 COIL TESTING AND EVALUATION

8.4.1 General Principles and Good Practices

As described in the previous sections, the major crite-
ria for evaluating coil array performance for parallel
MRI are based on the SNR of the reconstructed im-
ages. However, measuring the SNR of an image that
has been reconstructed by combining data from mul-
tiple coil elements is significantly more complicated
than it is for single-channel data, and more com-
plicated still if accelerated imaging techniques are
used. Traditionally, the image SNR in MRI has been
measured by choosing two regions of interest (ROI):
one region inside the sample, and the other in the
background noise. The mean of the region within the
sample is used as the signal, and the standard devia-
tion of the region outside of the sample is used as an
estimate of the noise.

This traditional approach to measuring SNR is
problematic in the context of parallel MRI for several
reasons. The first reason is related to the use of mag-
nitude data, rather than complex image pixels. The
magnitude operation is nonlinear, and it introduces a
bias into regions of the image that have low SNR.
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Even without using parallel MRI, this noise bias can
introduce measurement errors.56 The SNR analysis of
magnitude reconstructions becomes even more chal-
lenging when multichannel data are combined be-
cause the SNR for every pixel (and thus the noise
bias) is generally different. Because of these com-
plications, it is nearly always advisable to perform
SNR analyses on complex-valued data, ideally com-
plemented by a separate acquisition with no RF ex-
citation to provide information about noise statistics.

Another difficulty encountered when measuring
the SNR of an image obtained with accelerated
parallel imaging occurs even when complex-valued
data are used for the measurement. Because the
g-factor varies spatially, a noise estimate taken
in one region (e.g., outside of the sample) is not
reflective of the noise in other regions. Furthermore,
the noise at various pixel positions in parallel MRI
is generally correlated (although, to be fair, the
noise is typically not correlated between adjacent
pixels), and the statistical analysis of an ROI does
not reliably correspond to an equivalent temporal
sampling. Finally, many implementations of parallel
MRI perform a masking or other nonlinear operation
on regions outside of the sample, which can further
complicate noise measurements from those regions.

With these complications in mind, and with an eye
toward rigorous coil performance evaluation rather
than routine clinical use per se, we discuss two practi-
cal approaches to evaluating the SNR of parallel MRI
data. The first method involves combining carefully
calibrated measurements with simulations to gener-
ate voxel-by-voxel maps of predicted SNR. This ap-
proach has been used in various forms,20,21 but is
perhaps best described in a 2005 article57 describing
image reconstruction in SNR units, which is becom-
ing a de facto standard for SNR measurement. If the
noise covariance matrix Ψ and the coil sensitivities
Cl(r) of the array have been measured, then equation
(8.8) (or related equations for alternative linear re-
construction approaches) can be used to calculate the
noise power in each reconstructed pixel, and equation
(8.11) (or its equivalents) can be used to calculate
the g-factor of each pixel. The ratio of the signal
to the noise power in each pixel gives the SNR in
each pixel. The advantage of this approach is that it
is simple to implement while avoiding the pitfalls of
traditional ROI-based approaches. The disadvantage
is that the SNR of the image is, in some sense, being
calculated from a calibrated theoretical model and not
measured directly in any particular region.

An alternative approach to SNR analysis involves
the use of an imaging phantom.12,48 A repeated set
of fully sampled or undersampled acquisitions is
performed and reconstructed using a parallel MRI
technique of choice. The mean and standard deviation
over the set of replicas for each (complex-valued)
pixel in the image is measured, creating an SNR map.
The average values over different regions of the SNR
map are then reported. Because of the number of
repetitions involved, this approach is not practical for
in vivo imaging. Furthermore, in this approach, both
thermal noise and intrinsic system instabilities will
contribute to the measured noise. The long-term
system instabilities might have various causes,
including variations in the RF transmitter power or
temperature changes in the components that make up
the receiver circuitry. The relative contributions of
system instabilities to the measured noise (compared
to thermal noise) can be minimized by using pulse
sequences with relatively low baseline SNR. Some
balance is necessary when using this strategy
because, if the SNR is too low, more samples will be
required to measure each pixel’s mean and standard
deviation. The resulting increase in scan time may
potentially increase the influence of the long-term
system variations.

We note briefly that performance measures other
than SNR, such as assessments of the level of
artifact in reconstructed images, may be pertinent for
assessment of coil designs, but they tend to be more
difficult to quantify, and they can depend strongly
upon the reconstruction algorithm selected. It is
known, for example, that sharp intensity gradients,
though in many ways useful for spatial encoding,
can also lead to an increased incidence of residual
aliasing artifacts since, if even small portions of
high-intensity edge regions alias into comparatively
low-intensity central regions, image quality in
the central regions may be significantly degraded.
Other reconstruction errors may occur when coil
sensitivities, e.g., for multiple, small coil elements,
become difficult to calibrate accurately.

8.4.2 Case Studies: Performance Evaluation
of Many-element Head Arrays

The 32- and 96-channel coils described in
Section 8.3.2 were compared to a standard
12-channel head coil (Siemens Medical Solutions,
Erlangen, Germany). One caveat is that the
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12-channel coil is significantly larger in overall
dimensions (270 mm AP, 250 mm LR, 270 mm SI),
and thus is not expected to perform well especially
in superficial brain regions near the tight-fitting
many-element array formers. SNR maps were
derived from gradient echo (GRE) acquisitions
(TR/TE/Flip/BW/Slice=200/3.92/20/300/3 mm, Ma-
trix 256 × 256, FoV 220 × 220 mm). Separate
signal and noise scans were acquired, and the
raw k-space data were saved. The product coil
was operated in “Triple” mode where all signals
from all 12 channels were recorded and recon-
structed. SNR was calculated on a pixel-by-pixel
basis according to the “SNR units” method.57

Noise covariance and noise correlation coefficient
matrices were calculated from the noise acquisi-
tions. Estimates of the individual coil sensitivity
profiles were generated by low-pass filtering
the reconstructed images from the individual
coils.

Unaccelerated data were combined using an opti-
mum SNR combination,4 incorporating noise covari-
ance and coil sensitivities, and corresponding to a
SENSE reconstruction with an acceleration factor of

100
12 Ch32 Ch96 Ch

80

60

40

20

0

Figure 8.5. SNR maps from a 20◦ flip angle gradient echo
acquisition. The SNR is calculated for optimum matched
filter SNR reconstruction on a pixel-by-pixel basis using a
standard acquisition and a noise reference scan with no RF
excitation. The utility of placing coils on top of the head
can be seen, despite the nulls in their individual sensitivity
profiles.

1. SNR maps for the three coil designs are shown
in Figure 8.5. For the 96-and 32-channel coils, the
SNR in central regions of the brain is almost iden-
tical, and is significantly higher than for the com-
mercial 12-channel coil. At some point, moving to
larger and larger numbers of smaller elements around
the head does not improve central SNR, and in fact
can decrease it once coil noise becomes a signifi-
cant factor with poorly loaded small elements. The
main SNR advantage of having 96 elements com-
pared to 32 is increased SNR in peripheral regions.
SNR in the cortex is up to 40% higher with the
96-channel coil and, if we were interested in imaging
the skin, we would benefit from a greater than twofold
SNR increase there. In the comparison of these coils,
we see the demonstration of an important principle:
A well-constructed array does not have low SNR
in the center or “poor penetration”. Rather, at the
center of the head it should match the performance
of any lower channel count array or volume coil
of equal dimensions, and offer substantial gains in
SNR in the periphery. In practice, arrays can offer
a small boost in central SNR compared to conven-
tional volume-coil designs because an array can be
constructed to wrap closely around the anatomy of
interest, while a conventional volume resonator such
as a birdcage does not perform well in close prox-
imity to tissue, which can create uneven loading and
loss of circular polarization.

The performance of the arrays in accelerated
imaging was compared by using a 170 mm
spherical phantom containing a fluid with εr = 81
and σ = 0.97 S m−1. Raw k-space data were
saved from GRE acquisitions in a transverse
plane with the FoV set tight on the phantom
(TR/TE/Flip/BW/Slice = 200/3.6/20/300/3 mm, mat-
rix 128 × 128, FoV = 175 × 175 mm). SENSE
g-factor maps were calculated directly from the
analytic expression in equation (8.11).

Maps of 1/g, representing the percentage of SNR
retained in the SENSE reconstruction, are shown in
Figure 8.6. Here, the benefit of increasing the number
of elements is clear. The overall g-factor values and
the peak g-factor values are significantly reduced
by increasing the channel count. For example,
the maximum g-factor at acceleration rate 5 with
96 channels is the same as that for acceleration
rate 4 with 32 channels. For 3D acquisitions, it
is often possible to accelerate also in the through
plane or partition direction. The additional g-factor
penalty for accelerating in the second direction is
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Figure 8.6. Maps of the inverse g-factor (1/g) for the
96-channel coil (top row), the 32-channel coil (middle row),
and the commercial 12-channel coil (bottom row), measured
in a spherical “Braino” phantom. Peak g-factor values are
shown below each map (with the peak g-factor for 4 × 4
acceleration in the 12-element array being undefined, as
the maximum total acceleration factor for 12 elements is
12). All maps are rendered with the same color scale for
comparison, where low values (blue) show areas with high
g-factor.

comparatively small, so that very high combined
acceleration rates such as 3 × 3 = 9 or 4 × 4 = 16
are possible. Of course, these high acceleration rates
still incur the square root of acceleration factor SNR
loss associated with undersampling.

Figure 8.7 shows a direct comparison of the ex-
perimental performance of the 32-channel head array
with ultimate intrinsic SNR.26 This absolute perfor-
mance mapping approach has the benefit of using a
consistent absolute reference, independent of partic-
ular coil array design. Note that, with fourfold accel-
eration, performance is reduced as compared to the
unaccelerated case, indicating that more elements are
needed to approach ultimate limits in the presence of
acceleration. Note also that central regions approach
ultimate performance more rapidly than peripheral re-
gions of the FoV.

8.5 COIL APPLICATION

8.5.1 General Principles

By now, coil arrays tailored for a broad spectrum of
clinical and research applications of parallel imaging
have been described, including body areas ranging
from head to toe. The design process for a par-
ticular application or body area typically involves
specifying the desired volumetric coverage, common
image plane orientations, and level of acceleration,
and arranging array elements accordingly to encircle
the anatomy of interest or tile key body surfaces.

Scaling factors

Absolute coil performance maps

Max = 85% Max = 59%
100%
80%
60%
40%
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(32–element head array, 3 T)

X

Z

Y

B0

Figure 8.7. The procedure for, and results of, ultimate intrinsic performance mapping for the 32-element, 3 T head array.
Ultimate intrinsic SNR is independent of coil geometry and can be used as an absolute reference against which any coil
can be evaluated. Absolute coil performance maps are generated by dividing the experimentally measured SNR by the
corresponding ultimate intrinsic SNR, calculated using the electrical properties of the scanned phantom and appropriately
scaled by pulse-sequence-specific factors. This example shows that 32 coils are sufficient to capture a substantial fraction
of the optimal performance for unaccelerated acquisitions, but that more elements would be needed to achieve comparable
performance for larger accelerations. Note also that central regions of the field of view approach ultimate performance more
rapidly than peripheral regions, where the ultimate intrinsic SNR is quite high.
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Here we will focus on two current trends in the
development of high-performance parallel imaging
coil arrays: the development of “high-density” ar-
rays of many elements, and the design of arrays
for operation at high or ultrahigh magnetic field
strength.

Designs similar to the 32-element head array de-
scribed in Section 8.4.2 have now made their way
into the clinical and commercial coil array reper-
toire. The 96-element array, on the other hand, re-
mains principally a research tool, e.g., for highly
accelerated imaging applications.58 In describing the
performance of both arrays in Section 8.4.2, we com-
mented that a well-constructed many-element array
is not expected to have poor penetration at depth.
This point is perhaps worth amplifying, as it has
traditionally been subject to certain misconceptions.
Indeed, as large-scale coil arrays are constructed
with increasing numbers of independent elements,
and as the individual elements become smaller in
size, there has been some concern that the shal-
lower depth penetration of the individual elements
might adversely affect the overall performance of
the coil array. As is evidenced by the conver-
gence of finite arrays toward the ultimate intrinsic
central SNR in Figures 8.2 and 8.7, and as has
also been validated in other theoretical studies,59

this is not the case in principle (at least when
coil/circuit-derived noise sources are negligible). In
fact, relatively straightforward geometrical construc-
tions, in which large elements are progressively sub-
divided, may be used to show that superposition
of multiple elements in tightly packed arrays over-
comes the limitations of individual elements. That
said, when coil- or circuit-derived noise sources be-
come significant in comparison to body-derived noise
sources, the move to larger numbers of small ele-
ments can begin to degrade SNR performance. To
some extent, non-body-derived noise sources may be
controlled by judicious use of coil materials, careful
design, and even coil cooling if necessary. The bal-
ance of noise sources is also improved at high field
strength, where coils may be made smaller before
they become coil-noise-dominated.

Given the broad clinical adoption of 3 T scanners,
and the increasing worldwide prevalence and promise
of scanners at field strengths of 7 T and beyond, sig-
nificant attention has been given to the design of
coil arrays for parallel MRI at high and ultrahigh
field strengths. Two principal features distinguish
high-field arrays from arrays designed for lower

fields: (i) potentially significant perturbations of coil
sensitivities at high field/frequency based on propa-
gation effects and tissue electrical properties, and (ii)
the need to balance transmit and receive considera-
tions, given safety concerns and the increasing diffi-
culty of achieving uniform transmit fields over large
FoVs. These challenges are balanced by the apprecia-
ble benefits of parallel reception and transmission at
high field strength. On the receive side, these benefits
include improvements in the ultimate intrinsic SNR,
reductions in the ultimate intrinsic g-factor, and the
ability to reduce energy deposition by limiting the
length of RF pulse trains. The benefits of parallel
transmission will be addressed elsewhere, but it is
clear that parallel transmit array designs are poised
to undergo a ferment similar to that experienced for
parallel reception.

8.5.2 Case Studies

A 32-channel head coil for operation at 7 T60 was
built on the same helmet-shaped former used for
the 32- and 96-element arrays described in Section
8.4.2. The details of its design will not be elab-
orated here, but the receive array was built with
the same element geometry as the 3 T, 32-channel
coil and was mounted inside a detunable birdcage
coil that provided transmit excitation. This 7 T ar-
ray offers an interesting validation of the predic-
tions of ultimate g-factor calculations, which have
shown that g-factor should decrease with increas-
ing field strength.24,25 This is generally understood
to be attributable to the increased field focusing that
becomes possible as the wavelength of the RF in
the tissue becomes shorter. Comparing g-factor maps
obtained on a head-shaped tissue equivalent phan-
tom using 32-channel coils built on identical helmets
at 3 and 7 T (Figure 8.8), we see that the g-factor
maps for acceleration rate 5 at 7 T are almost the
same as those for acceleration rate 4 at 3 T, and
similarly for rate 6 at 7 T and rate 5 at 3 T. Given
that coil loading also increases with increasing fre-
quency, enabling the use of smaller coil elements
before coil noise becomes significant, there is in-
creasing motivation and justification for exploring
higher channel count arrays at ultrahigh field, if the
concomitant problems of cable interactions, preamp
oscillations, and coil coupling can be successfully
addressed.
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Figure 8.8. Maps of the inverse g-factor (1/g) for the 7 T
(top row) and 3 T (bottom row) versions of the 32-channel
head coil, measured in a head-shaped tissue equivalent
phantom. Peak g-factor values are shown below each map.
Although the two coils have identical element geometries,
the g factors are significantly lower for the 7 T coil. This
behavior is consistent with ultimate intrinsic SNR behavior,
indicating that the increased distortion and focusing of RF
fields at high magnetic field strength leads to improved
orthogonality of coil sensitivities and an improved capability
for spatial encoding.

8.6 TROUBLESHOOTING

With any “home-made” coil, we recommend that
the first scan on each subject be performed with
the body coil receiving (for 3 T and lower) or
with a volume transmit coil (if available) used in
transmit–receive mode. If there are any unexpected
bright or dark regions in the first localizer, the scan
should be stopped until the coil is checked, as this
could indicate a fault in the receive array. The most
common fault is a failure of the active detuning
in a coil element. With rigorous design principles
incorporating a fuse and a passive trap in each
element, it should never be possible for the receive
element to be resonant during transmit, but errors are
possible, and a resonant receive element can focus
RF locally and potentially injure the patient. With
fuses present in the coil, the most likely outcome
of active detuning failure is that the fuse will blow.
You can determine which element has failed either
through running a scan and saving the uncombined
images from each channel, or through bench tests.
When you find the fuse that has blown, you must
not only replace it but also try to find out why it has
failed. The most common cause of detuning failure is
a broken bias wire. When current flows through the

wire during active detuning, there is a Lorentz force
on the wire since it is immersed in the magnetic
field of the scanner, and it displaces sideways. As
the sequence runs, the wires can dance back and
forth with remarkable vigor, and eventually metal
fatigue will cause a wire to crack and fail where it is
soldered to the interface board. Therefore, it is good
practice to glue or tape down these wires near where
they are soldered to prevent this problem.

8.7 CONCLUSIONS

Parallel MRI techniques place unique demands upon
coil array performance. The construction and the ar-
rangement of detector coils must be chosen not only
to maximize the SNR of the (unaccelerated) recon-
structed data but also to provide spatial information
about the magnetization within the sample. These de-
mands have led to a tremendous expansion of the
potential design choices for coil arrays. This rapid ex-
pansion has become particularly manifest in the num-
ber of available receiver channels on MR systems.
There is little doubt that the widening range of par-
allel MRI applications, together with the progress
toward ever higher magnetic field strength, will lead
to array designs that combine and perhaps surpass the
strategies that have been presented here. It is hoped
that this brief review will provide a helpful starting
point for coil designers, and that it will also serve to
place into context the innovations that will undoubt-
edly arrive in times to come.
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9.1 INTRODUCTION

For the last 20 years, the principal focus of
development in RF coils has been the receive
characteristics of arrays of loop coils. This has been
more than justified by the gains in signal-to-noise
ratio (SNR) and the increase in resolution per unit
time obtained through sensitivity encoding (SENSE)1

and generalized auto-calibrating partially parallel
acquisition (GRAPPA)2 techniques. Although some
transmit/receive local coil arrays are currently
available on clinical MR systems, most coil arrays
are receive-only and utilize the built-in body coil for
excitation. The few transmit/receive coils available
typically utilize a separate transmit coil that is
designed for high uniformity (such as a birdcage)
plus separate receiver loops. As far as the author
is aware, the only true clinical transceiver loop
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array, in which the same elements are used for both
transmit and receive, is the four-channel head coil
array for the GE 0.7 T OpenSpeed MRI system.
This coil uses large, relatively uniform elements for
transmit with power flow split optimally to the four
elements. The primary motivation for the use of
this design is to provide a uniform excitation with
high-peak RF magnetic field. Transmit/receive coil
arrays have become much more common at 7 T and
on other research platforms; however, these often
use a variety of RF designs because of the relatively
short wavelength at the Larmor frequency.

Loops have been the fundamental building block
of RF coils in MRI since its origin, because the sig-
nal received is inherently a magnetic field effect. The
varying magnetic field passing through the loop pro-
duces a voltage in the loop according to Faraday’s
law of induction. The maximum SNR from a partic-
ular point within the human body has been found to
be related to the size of the loops in relation to the
depth within the body.3 The use of arrays4 allows
virtually all depths to be optimized for SNR. There
is a strong duality of SNR in receive and power effi-
ciency in excitation. For one loop or quadrature pair,
the maximum SNR at a point would be produced
by a coil that would also produce maximum excita-
tion field for a given power. This reciprocity has been
thoroughly discussed in the literature.5 The difference
is that receive arrays allow for the relative amplitudes
and phase to be adjusted for each voxel after recep-
tion and thus allow maximum SNR everywhere. For
a transmit coil, some choice has to be made because
only one set of relative phases and amplitudes can be
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Figure 9.1. Block diagram of transceiver loop array sys-
tem with detail on one channel only.

selected (except, of course, in the use of TX-SENSE
or similar techniques).

A block diagram of the elements of the transceiver
loop system is shown in Figure 9.1.

The lack of clinical transceiver loop arrays is ac-
tually a reflection of the difficulty associated with
producing devices that have the desired performance
with present technology. Numerous publications deal-
ing with transmit/receive systems are available, with
most of this work motivated by the lack of a large ef-
fective exciter. For example, few 7 T preclinical MR
systems have a body coil for general excitation and
thus all work must be performed with local trans-
mit and receive coils, although not necessarily with
transceiver loops. The bulk of this chapter covers
the difficulties associated with designing and utiliz-
ing transceiver loop arrays and the advantages that
can be obtained if these difficulties can be overcome.

9.2 MOTIVATION FOR THE USE OF
TRANSCEIVER ARRAYS

A strong motivation for moving toward local
transceiver arrays is that specific absorption rate
(SAR) often limits the effective SNR on 3 T clinical
MRI systems – either because the flip angle or the
number of slices is limited to maintain safe power
levels in the body. Additionally, the properties of
the body often result in nonuniform excitation that
also results in lower effective SNR than would be
optimal. RF shimming6 can help considerably but
cannot overcome all nonuniformity, especially at
higher field strengths.

One reason that transceiver loop arrays are not
more ubiquitous is that the inherently varying in-
tensity of the local magnetic field of a loop has a
profoundly different result in transmit mode than in
receive mode. During receive, the strong local recep-
tivity of a loop means higher SNR, but in transmit,
the high local field means a concomitantly high flip
angle. Since pulse sequences are optimized for max-
imum SNR for a single flip angle (unless adiabatic
pulses are used), the variation of flip angle inherently
implies loss of SNR, whether the flip angle is higher
or lower than planned.

A more recent driver for transceiver loop arrays
is the advent of transmit SENSE7 and other parallel
transmit algorithms. By changing the pulse wave-
forms in loops with different spatial sensitivities, the
length of time for a selective pulse can be shortened
by a factor of 2 or more. The use of selective pulses
that are matched to the desired excitation profile is
varied, but includes correction of inherently nonuni-
form RF fields, inner volume excitation, and SAR
minimization given some constraint.

9.3 CHALLENGES OF LOCAL
TRANSCEIVER ARRAY COILS

While there are clear advantages to the use of
transceiver loop arrays, there are significant chal-
lenges to making the most beneficial use of these
advantages. These are, for the most part, practical is-
sues of control, safety monitoring, and calibration.
The question of whether loops are optimal com-
pared to strip lines or some other form of resonator
will remain open for debate because each approach
has advantages for certain applications and frequency
ranges. The geometry of a given design from the re-
ceive side is typically driven by obtaining the highest
SNR from a given region, which in reciprocal terms
is equivalent to the highest rotating B1 field for a
given power.

High local magnetic field is necessarily associ-
ated with a relatively high local electric field. In
receive mode, the electric field reciprocally translates
to the sensitivity to noise from that region. In transmit
mode, the electric field is the driver for local power
delivery. Since the electric field spatially varies,
the power deposited in the tissue varies similarly.
This causes extra difficulty in the calculation and
monitoring of the local SAR. A high local SAR can
result in heating of local tissue, and potentially in RF
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burns. Any safe monitoring system must accurately
estimate both local SAR and global SAR or, alterna-
tively, local/global in vivo temperature.

There are three approaches to dealing with the
nonuniformity of the electromagnetic fields around
a local transmit coil. The first is exemplified by
the built-in body coil. In this approach, the coil is
made large and currents are distributed to produce
an intrinsically uniform field. The second approach
is, perhaps surprisingly, the opposite extreme. The
individual elements must be small, smaller even than
typically used in clinical receive arrays. The reason is
that it must be possible to take a linear combination
of the “unit” coils to produce the desired level of
uniformity. A “unit” coil that is on the order of
typical arrays, say 8–10 cm in diameter, will not,
in all situations, be able to produce enough local
uniformity to avoid local heating. This is one reason
that there are few clinical coils using this approach. If
we take a unit size of, say 4 cm diameter, then many
elements would be required – over 200 elements
for a cardiac coil array, for example. In principle,
such a system is quite capable of high uniformity
and low SAR; however, because of the small unit
size the system can also be used for TX-SENSE or
similar applications of spatially selective excitation.
It should also be noted that using a single-pulse
sequence for all channels still gives considerable
degrees of freedom. The typical constraint is likely
to be a certain minimum field variation over a region
of interest (ROI) with minimum power and no more
than a certain safe, local SAR. The third approach is
the use of adiabatic pulses in which the relative field
strength is much more weakly related to effective
excitation; however, SAR limits the utility of this
approach in many cases.

While the small element size described above has
the potential to produce relatively uniform (or con-
trolled nonuniform) excitation, in the event of failure
there is the possibility of very high local electric
fields, i.e., if much more power than anticipated en-
ters a single loop. Additionally, when used for spa-
tially selective excitation the maximum local SAR
will generally increase in comparison to the uniform
case. No matter what, the constraints provide for a
wide range of possible total and local SAR. The log-
ical approach to this problem is robust local power
monitoring. Each unit loop could have a built-in cur-
rent sensor that is monitored by the system for ex-
treme values. Alternatively, a reflected power sensor
can be used for a similar purpose. A third approach

to the problem is simply a fail-safe device such as
a fuse that would fail if the current reached some
extraordinary level.

Complete characterization of the external fields
generated by the local coil arrays can be determined
by measurement of the electric and magnetic fields
with resolution adequate to span the space of possible
electromagnetic (EM) fields. Sensors built into each
coil would provide such resolution. A figure-eight
current sensor that monitors the current in a given
loop can be used with premeasured field maps to scale
the electric and magnetic fields associated with each
loop. It should be noted that measurement of the field
outside the body does not completely define the field
within the body. The electrical properties of the tis-
sues modify the EM fields compared to free space
conditions.8 The variation generally increases with
frequency because the wavelength is shortened with
respect to the body size. Because the tissue proper-
ties are constant, it is possible that if the in vivo fields
are measured initially (i.e., through prescan field map-
ping), they may be able to be scaled via the sensor
values, assuming that enough degrees of freedom
were provided from the prescan variation. For large
numbers of channels, as proposed above, it is likely
that a minimal set of basis fields would be used for
prescan measurement. This basis set might be used
directly in the transmit process, but in any case should
approximately span the space of possible excitations
proposed in the scan. It is likely that a safety margin
will still be employed in any clinical setting.

The preceding discussion centers around the vision
of future transceiver loop systems for clinical MRI.
The advantages include the ability to produce uniform
excitations over defined ROIs with minimal power
and SAR and the ability to execute TX-SENSE or
TX-GRAPPA sequences with low wasted power lev-
els. The requirements for these advantages include
many small field sources, control of currents in such
a way as to produce effective field currents that span
the necessary field basis elements, and monitoring of
currents to maintain safety and ensure accuracy.

9.3.1 Shared Impedance in RF Coil Transmit

One central problem with this vision is the practical
difficulty of how to drive the desired current pattern
given variable loading associated with different pa-
tients, coils, and coil placement. To understand the
problem, consider the following. If one could drive
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Figure 9.2. Two coaxial coils and bottle phantom.

each loop individually in a prescan procedure, then
the current (and thus B1 field) could be determined
for a given voltage. Although time consuming, this
procedure is clear in a conceptual sense. It would
seem that after this prescan, one could then proceed
with the determination of the desired fields using the
individual coils as basis elements that are scaled to
produce the desired net fields.

Unfortunately, this approach is a gross oversim-
plification of the true story. Specifically, the above
approach ignores the shared impedance between
elements. In general, there is both shared reactance
and shared resistance between every pair of loops.
Thus, driving two loops simultaneously would
provide a different effective load impedance to each
amplifier. This load would vary with the relative
amplitude and phase of the drives, thus making the
prescan data only a rough estimate of the actual
behavior of the array. To make matters worse, if
different pulse shapes are driven into these two
loops, the dynamic impedance would vary through
the pulse duration, thus changing the actual pulse
shapes of the resultant magnetic fields. The degree
of perturbation will be related to the total shared
impedance, but in an array with a large number of
loops, significant shared impedance is unavoidable.

A simple analysis can be used to demonstrate the
problem associated with shared impedance. If two
coupled coils are driven simultaneously with differ-
ent pulse waveforms, it is interesting to look at the
extremes of their behavior. Assume that at a spe-
cific point in time, the two waveforms have the same
amplitude. At this moment in time, the currents are

in phase. Perhaps, at a later time the waveforms are
such that the amplitude of one is the negative of the
other. The effective load impedance of coupled coils
would vary dramatically between these two points in
time.

To demonstrate how significant shared impedance
may be, an example system of two coupled coils was
constructed. As shown in Figure 9.2, the two circular
loops of diameter 15 cm were spaced coaxially from
one another by 11 cm. Each of the loops was tuned
and matched to approximately 50 � at 63.8 MHz (the
approximate Larmor frequency for protons on 1.5 T
MRI systems) with the other loop open.

Measurements of S11 for the two loops are shown
in Figure 9.3. When used as receive elements with de-
coupling preamplifiers, the impedance varies little be-
cause the impedance mismatch caused by the pream-
plifiers makes the shared impedance relatively small
compared to the impedance from the preamplifier.4

This masks the effect of shared impedance.
Figure 9.4 shows the reflection coefficient looking

into port 2 when coil 1 is active. The plot of reflection
from port 1 with coil 2 active looks essentially the
same and is not reported. This shows the coupling that
is masked when loop 1 is open and when preamplifier
mismatch is employed. When these two loops are to
be used for transmit, the shared impedance is not so
easily hidden, as has been discussed in the preceding
sections.

To observe the effects of shared impedance, a
Butler matrix for this two-channel system was con-
structed. Bilateral symmetry of two coils implies that
the two modes of the system are currents in phase
(0◦) and currents out of phase (180◦). The Butler
matrix is then a four-port, 0/180 splitter/combiner.
A 50 �, discrete component version of the standard
ring combiner9 was designed and built.

Figure 9.5 shows the reflection coefficient looking
into the 0◦ port of the hybrid when attached to the
two coils. Note that the frequency at which the
system is matched has moved down. This represents
the so-called Helmholtz pair-like mode. Because the
mutual inductance responds in-phase, the total induc-
tance is higher and the resonant frequency is lower.
Figure 9.6 shows the reflection coefficient looking
into the 180◦ port of the hybrid when attached to the
two coils. This curve represents the counter-rotating
current (CRC) mode and similarly, the cancellation
of the shared impedance reduces the effective
inductance and increases the resonant frequency.
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Figure 9.3. Reflection coefficients for loop 1 and loop 2, with the other loop open.
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Figure 9.4. Reflection coefficient for loop 2 when loop 1 is active.

Note that these plots represent pure modes with lit-
tle or no coupling to the other mode as is suggested
by the single resonant frequency in each. This is the
essence of the Butler matrix approach – to produce
modes that are independent. Note that matching net-
works on each port could be added to produce 50 � at
the frequency of interest. This would allow amplifiers
to drive each mode with little interaction and little

reflected power. The limitation of this approach is that
in reality the system is not fixed, shared impedance
varies with patient load and sometimes with the shape
of flexible coils. Additionally, considerable power
would be dissipated in these devices.

Perhaps, the most important point of this example
is that the port impedances looking into the coils
change depending on the relative amplitude and phase
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Figure 9.5. Impedance of in phase drive of the two coupled loops.

−2.00E + 01

−1.50E + 01

−1.00E + 01

−5.00E + 00

0.00E + 00
5.50E + 07 6.00E + 07 6.50E + 07 7.00E + 07

Frequency

S
11

 (
dB

) 
18

0°
 p

or
t

Figure 9.6. Impedance of out of phase drive of the two coupled loops.

of the drives. Unless the ports are well isolated, this
will result in nonlinear amplifier behavior and thus
variation of the pulse shapes from those that were
intended. It has been recently shown that preampli-
fier mismatch does not provide noise figure behavior
that is independent of shared impedance10 and, by
analogy, excitation amplifier mismatch would not be
expected to provide power delivery that is indepen-
dent of shared impedance.

9.3.2 Methods of Controlling Shared
Impedance in Transceiver Loop Arrays

In the receive case of array elements, the shared
impedance is masked using mismatched preampli-
fiers. Research has been carried out for the last
several years to try to utilize similar philosophies
to prevent varying load impedance from affecting

the desired current waveform to be produced in
a given loop. These approaches include Cartesian
feedback,11,12 mismatched amplifiers,13 class D
amplifiers,14 circulators, impedance matrix mea-
surement with pre-emphasis, and Butler matrices.
Each approach is briefly explained in the following
sections.

The fundamentally important step in Cartesian
feedback systems is that the output signal is fed
back to the input but before and after mix-up and
mix-down. The effect is to increase the efficiency
and linearity of the amplifier with respect to load
dependence. This approach is currently being imple-
mented in telecommunications systems and is an area
of active research in MRI transceiver coil arrays.

Class D amplifiers are analogous to switching
power supplies. The device is more like an on/off
switch. The swing from maximum to minimum power
rail voltages means that the current is not based on
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the load impedance of the coil. Furthermore, the
efficiency can be very high with almost all of the
power being delivered to the load. The plausibility
of MRI-compatible on-coil Class D amplifiers has
been demonstrated.15 Difficulties with this approach
include higher order harmonics of the switching that
may affect the MR spin system, and generate excess
power loss if not filtered.

The circulator has the interesting property of non-
reciprocal behavior, which is unusual among passive
devices. By converting the energy passing through it
into polarized EM signals, it is possible to make the
device favor power flow in one direction. This en-
ables an amplifier to deliver power to a load, but not
receive reflected power from that load. This means
that the amplifier is unaffected by an impedance mis-
match. At present, the problem with circulators for
the purpose at hand is that they utilize a static mag-
netic field and a ferromagnetic material, neither of
which is compatible with the high static magnetic
field of MRI systems. This implies that the circulators
must remain outside of the magnetic field. Addition-
ally, the reflected power from the coil flows to a load
resistor that will have to dissipate the power associ-
ated with this effect.

The Butler matrix approach is to produce a split-
ter/combiner that corrects for the shared impedance of
a coil matrix. This means that the ports that would be
presented to the amplifiers ideally have zero shared
impedance. For the two-channel case previously de-
scribed, the Butler matrix device is a 0◦

/180◦ hy-
brid; however, the general n-dimensional case can be
constructed of building blocks of this type of hy-
brid or a 90◦ hybrid. The two limitations of this
approach are that the matrix may present a size-
able power loss (and therefore heating) and that the
shared impedance matrix varies with patient loading,
so the correction for shared impedance is only ap-
proximate unless the device is adjustable to load, or at
least the impedance matrix is measured and followed
by pre-emphasis correction. This adjustment would
be challenging for a high channel count system but
plausible.

Of course, the conceptually simplest approach is
to isolate each coil element from all others, so as
to make multipole elements isolated from one an-
other. For example, a loop–butterfly combination is
a simple example of a magnetic dipole and magnetic
quadrupole that are inherently isolated. However,
the isolation fails slightly with a nonsymmetric load
(such as the human body). A further complication of

this approach is that if it is taken to the extreme, then
there are many coil traces that are overlapping and
“unnecessary”. A four-element version of this idea
would have 10 loops (4 + 3 + 2 + 1), whereas the
same effect from a Butler matrix would have four
elements.

Finally, if the impedance matrix is measured with
the array in situ, then a pre-emphasis set can be
calculated from the known shared impedances and
the characteristics of the amplifiers. A table would be
created during the production step of the MR system
using measurements of the power amplifiers given a
range of impedance values that would be available
on the fly to correct for any set of measured values
of impedance. The impedance matrix can be rapidly
measured utilizing essentially a network analyzer
switched between all of the ports. This is a feasible
approach, if no other adequate solution is determined.

In summary, it is clear that a variety of approaches
can produce near-optimal pulse shaping, given an
array of real transmit elements driving power into
the human body. The preferred solution is yet to be
determined, but on the basis of prior experience, the
author predicts that early deployments in the clinical
arena are likely to utilize remote amplifiers with a
Butler matrix and/or circulators and further correction
in software as necessary.

9.3.3 Practicalities of Local Transceiver
Systems

A purely practical problem in the design of
transceiver elements is the high voltages associated
with excitation. In receive elements, typically only
the traps that are used to produce high impedance
(and thus limiting the current for safety reasons)
during transmit require high-voltage components. In
transmit loops, all components are subjected to high
voltages. As an example, 500 W peak power into
a particular coil may be expected. Since the loop
resistance in the tuned state may be on the order of
2 �, the current is therefore on the order of 16 A.
The voltage across a reactance of 50 � would be
800 V, higher than the typical ratings for standard
capacitors. Components are certainly available that
will reliably handle the voltages expected, they just
are a little larger and more expensive. Additionally,
the maximum voltage expected (in failure mode)
must still ensure patient safety. The housing must
therefore be designed to prevent possible arcing to
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the patient in the event of this high voltage. The
body coil within a conventional system is well
insulated from the patient, but local coils generally
require more care because of housing seams and
in engineering the thickness and quality of the
insulating shell.

Grounding, cables, and shields are always a prob-
lem in the design of RF coil arrays. One of the major
difficulties is that the shield of a coaxial cable is an
antenna that is placed in near proximity to coil arrays,
with each shield being physically attached to at least
one coil element. This means that there is an opportu-
nity to produce unwanted current flow on shields and
to modify the desired current distribution in the coils
of interest. At present, there is no magic bullet for
this issue, but rather the careful design of the place-
ment of cable shields and the use of baluns and cable
traps.16 One advantage over receive arrays is that,
for the transceiver case, some cables can be removed
from the excitation field of coil elements, thus reliev-
ing the need to limit cable currents to safe levels.
When using a body coil for transmission, the receive
cables are always passing through high-transmit field
areas and must have limiting of cable current. Thus,
with local transmitters, it is likely that many of the
large cable traps seen on receive-only coils can be
eliminated.

9.3.4 Calibration of the Magnetic Field

The development of accurate, fast methods for cali-
bration of B1 for excitation is an area of very active
research at present. In 2010, an entire session of
the International Society of Magnetic Resonance in
Medicine (ISMRM) was dedicated to this problem
and many approaches were presented. The crux of
the matter is that parallel excitation is different from
parallel reception with regard to calibration. The re-
ceive profiles in conducting samples are not the same
as transmit profiles at the frequencies used for modern
MRI, as has been thoroughly described in the litera-
ture. Because of the effect of the human body on the
EM fields, it is currently assumed that calibration is
necessary for each patient. Furthermore, because the
return signal is coming from receiver coils, the rel-
ative receptivity of one coil compared to others can
be determined by a simultaneous acquisition. Thus,
the acquisition time for a parallel receive calibration
for 100 channels is the same as for two channels.

On the other hand, the time for transmit field calibra-
tion would be 50 times longer for the same two coil
systems. Clearly, for many channels to be practical,
substantial accelerations must be employed. Possible
approaches to this challenge include the following:
limiting to fewer specific transmit modes that span the
likely space to be used with different pulse shapes; us-
ing compressed sensing to accelerate the acquisition
of prescan data; utilizing the receive profiles as guid-
ance for transmit profiles; and using other information
to estimate transmit profiles; or, perhaps, some cur-
rently unknown approach. In any case, transmit field
calibration of many channels is an open and important
problem.

9.4 CONCLUSIONS

While transceiver loops are common in experimental
settings, the promise of the use of dense transceiver
loop arrays is high (but unrealized) for clinical MRI
at 3 T and above. There are considerable challenges
that must be faced, but there are also considerable
potential benefits. At 3 T, SAR is often responsible
for limitation of the effective SNR and this is worse
at higher field strengths. In order to obtain high uni-
formity, but at the same time high variable fields for
optimization of transmit SENSE applications, many
small elements are required. This implies further dif-
ficulties in calibration, monitoring, and design com-
plexity.

The ultimate goal is to design local transceiver
loops for all parts of the body that would allow
maximum benefit of SAR and controlled excitation
profiles. If complete success is obtained with local
transmit coils, the outcome is that the body coil
can be eliminated from clinical systems. This gains
significant bore space that is extremely valuable,
as the superconducting material for the magnet is
very expensive and the amount required is strongly
dependent on magnet size.

Many opportunities for research into the challenges
associated with many-channel transceiver loop array
design exist today and the successful outcome of
these projects has high significance for the advance-
ment of clinical MRI in the future.
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10.1 INTRODUCTION

In almost any modern MR scanner in use today, the
factor that defines the quality of the results more than
any other is the RF coil. Thus a huge amount of
time, energy, and money are dedicated every year

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

to designing optimized coils for specific applications.
However, in order to accomplish this task, one must
know which coil is the best among many potential
solutions. While it is clear that the final determination
of the quality of a coil will happen in the magnet, this
is typically an expensive proposition that can waste
the precious resource of time on the scanner. This
is particularly difficult when testing multichannel
arrays, since the complexity of the arrays can be
quite large, and troubleshooting in the magnet can
be prohibitively time consuming. The purpose of this
chapter is to present the fundamentals of how one
can almost fully characterize an RF coil array on the
benchtop using a set of relatively simple tools. A key
focus will be on methods to characterize and isolate
coupling issues that are often the root cause of almost
all problems in multichannel arrays.

10.2 THE PLAN

At this point in the development of MRI, the con-
struction of single channel, and even quadrature coils,
is relatively well developed (see Refs 1, 2 and other
articles in the Encyclopedia of Magnetic Resonance
for examples). In general, one can construct a coil,
connect it to a cable and a preamplifier if needed
and it will usually work fine. The naı̈ve approach
then would be to take a set of single coils built in
isolation and put them together in hopes of making
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an array. Unfortunately, this rarely works in practice
since the coils, cables, preamplifiers, decoupling net-
works, etc., all couple together, and destroy all of
the potential gains of the multichannel array. These
couplings can be incredibly complex and can lead to
situations in the middle of array construction that are
completely unstable, and can leave the novice builder
with no apparent route back to stability other than
starting over. This is a situation we want to avoid at
all costs.

Our experience has also shown us that the most
successful array builders are the ones who start with
a clear plan of how they will approach the con-
struction of the array, including each step of coil
construction. Before anything is actually assembled,
the builder will make a plan as to how each step
will be characterized to ensure that it is functioning
as expected. In this way, the buildup of the array
always moves from one stable setup to another to-
ward a final end goal. If problems are encountered at
any step along the way, one can always more easily
revert to the last stable state, and the cause of the
instability can more easily be identified. Through-
out this process, the goal will be to keep every
coil acting as if it is in isolation. If we are suc-
cessful in this process, then we will have hopefully
constructed the best array possible for a given de-
sign.

While every plan should be customized based on
the individual array design project, as an example,
we will follow a typical plan through the rest of this
chapter. Our goal will be the simple four-channel ar-
ray for a 1.5 T clinical system originally presented
by Roemer et al.2 with a few modifications. This is
a relatively straightforward array to build, and will
demonstrate many of the key points of array char-
acterization along the way. In this array, we will
have four flat coils arrayed in the head–foot direc-
tion (see Figure 10.1). The cable for each coil will
originate at the center of each coil in the left–right
direction, and will traverse the other coils toward
the feet. The preamplifiers will be located approxi-
mately 50 cm away from the coil on one common
board. Each coil will have a separate active decou-
pling network, and this decoupling signal will be
passed to the coil through dedicated signal wires.
With this setup, we would typically plan at least
seven stable stages of construction. At each stage,
we will cover some basics of what metrics one is
interested in measuring on the benchtop, and how
these can be practically measured with standard RF

Shield traps

Tuning/
matching

Active
detuning Coil 1

Coil 2

Coil 3

Coil 4

RF cables DC cables

Figure 10.1. Schematic representation of the four-channel
array discussed in this chapter.

laboratory equipment. This is meant to be a rather
general plan of how to approach the construction of
an array. It is clear that some of these steps can be
done in completely different ways based on experi-
ence or on the particular problem at hand. As always,
it is best to consult someone with experience before
embarking on the construction of an array. The orig-
inal NMR phased array paper by Roemer et al.2 is
still a fantastic resource for those building their first
array.

10.3 NETWORK ANALYZER BASICS

The workbench tool that will be used most throughout
this construction is a network analyzer. This is typi-
cally a two-port device, and can be used to measure
both transmission between the ports and/or reflection
from the ports. We normally characterize these effects
through scattering parameters, or S-parameters. In
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Port 1 Port 2

S 11

S21

S 22

Figure 10.2. A schematic view of a network analyzer
with two shielded-loop probes. The parameters S11 and S22

measure the reflection down either one of the individual
ports, while S21 measures the transmission of RF power
between ports 1 and 2. These measurements form the
basis of the majority of measurements made during the
construction of a multichannel array.

general, the S-parameters are normalized transfer co-
efficients and are denoted by Smn, which corresponds
to the power received on port m normalized by the
power output on port n. As shown in Figure 10.2,
the parameter S21 corresponds to the power received
on port 2 as a function of the power output on port
1. This is a transmission mode measurement. One
could also examine S11 to observe the reflection from
a given impedance back into the same port. This is
especially critical in matching a coil or amplifier to a
50 � system. In this case, a perfect match would cor-
respond to zero reflected power, which would mani-
fest itself as an S11 with very small magnitude (e.g.,
−70 dB), while a large S11 (approaching 1 or 0 dB)
would correspond to a value far from 50 �. Both of
these measurements are useful at various times, and it
is critical for the RF coil builder to understand when
to use each one as well as understanding each of their
limitations.

A key tool for every coil builder to have is a set of
various broadband probes that can be used to lightly
couple into coils without making a direct connec-
tion to the coil. We always have at least three setups
at every one of our stations. The basic unit of the

(a) (b) (c)

Figure 10.3. Three variants of probes used to interact with
multichannel coil arrays. (a) A single shielded-loop probe
made from semirigid cable. This kind of probe is useful
for interacting with a single coil in reflection mode or in
transmission mode when used as one unit of a pair. (b) A
set of two shielded-loop probes positioned such that their
coupling is minimal. In this case, a screw adjustment is
provided to ensure accurate adjustment of this coupling.
This kind of probe is very useful when examining sin-
gle coils of the array in transmission mode. (c) A small
5 mm hand-wound inductor at the end of a coaxial cable
can serve as a broadband pickup loop to adjust small ele-
ments in detuning circuits and to search for small leakage
currents.

first two is a shielded-loop probe. We typically make
these from semirigid cable with a BNC connector
on the end (Figure 10.3a). The loop size should be
about 1 cm in diameter for most applications. The
first setup is a pair of these connected through coax-
ial cables to the two ports of the network analyzer (as
shown schematically in Figure 10.2). Each of these
probes can be used alone to make a reflection mea-
surement and can be used together for a transmission
measurement. The second configuration is a pair of
these shielded loops that are overlapped to minimize
their coupling to each other (Figure 10.3b). These can
be used to very efficiently measure a single coil’s
tuning, coupling, and quality factor (or Q-factor) for
example. The final setup is a very small inductor at
the end of a coaxial cable. Figure 10.3c shows an
approximately 5 mm loop at the end of the relatively
thin RG316 coaxial cable. This is particularly use-
ful for characterizing small leakage currents around
shield traps, detuning circuits, and preamplifiers.
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10.4 INDIVIDUAL COIL TUNING AND
CHARACTERIZATION

The first stage of construction for our four-channel
array will be to tune each of the individual coils
of the array. At this point, we want to ensure that
each of the elements is tuned in isolation, so we
must minimize interference from the other channels.
The actual process used during this step depends
heavily on the mechanical form of the coils and
the housing that will be used to hold them. In the
next steps, we will be finding an ideal overlap of
the coils to ensure optimal geometric decoupling.
A simulation (or even an experienced guess) can
help provide an initial positioning of the elements.
However, this is typically only an approximation.
During the next stages, the coils, or some component
of them, will likely be displaced from their initial
position. Regardless of this, the initial tuning of each
coil should be performed with the coils as close
to their final position as possible, to ensure that
their tuning is as accurate as possible in the final
array configuration. If the array elements do move
significantly, the tuning of each element should be
rechecked to ensure optimal performance.

Once the initial positions are determined, each coil
will need to be tuned individually. We normally posi-
tion all of the elements in their approximate location,
and then open all of the coils except for one by either
removing a tuning capacitor or by physically open-
ing a conductor in the loop. Our preferred method
for measuring the coil tuning is to use an S21 (trans-
mission) network analyzer measurement with two de-
coupled shielded-loop probes. Depending on the size
of the array elements, one can use either a set of
overlapping probes or two widely separated probes.
Alternatively, one can use an S11 (reflection) mea-
surement with a single probe, but we have found this
method to be inaccurate in some cases because of
the need to more tightly couple the probes to the coil
elements. Whatever method is used, one should use
some form of shield traps on the cable connected to
the probes, to ensure that they do not interfere with
these measurements. Ferrite beads can also be used
in this situation since the probes will not be used in
the magnet.

Using an S21 measurement, the goal is to tune the
coil so that its peak S21 is at the frequency of interest
(see Figure 10.4). We always ensure that the level of
S21 transmission for all of these measurements is less
than −40 dB to ensure that the probes themselves do

S21

Frequencyf0

S11

Figure 10.4. Schematic representation of a tuned coil as
examined by a pickup coil in both reflection (S11) and
transmission (S21) modes.

not interfere with the measurements. At this point, it
is also useful to measure the Q-factor of each coil,
which is normally available on any modern network
analyzer using the same S21 measurement. Knowing
the isolated Q for each coil at this stage may be
useful for finding subtle coupling later on in this
process, especially for arrays with high numbers of
elements. It will also ensure that the elements are
intrinsically equal at this stage. As a note, we will
almost certainly be detuning each coil circuit during
the matching stage of development, but we have
found that it is significantly easier for beginners to
continue this process with the elements tuned at the
resonant frequency until the later stages, even though
it may require modifying a few capacitors twice.

10.5 COIL POSITIONING FOR
GEOMETRIC DECOUPLING

At this point, we should have four equal elements,
each tuned to approximately 64 MHz. The next step
in this process for this specific plan is to adjust
the position of each of the elements to ensure that
neighboring elements are maximally isolated. This
is a process that should be applied pairwise. Two
adjacent coils (e.g., coils 1 and 2) are closed so that
they would normally be tuned at the required resonant
frequency. In general, this will no longer be the case
since the coils couple together. In order to cancel
this coupling, we must displace the coils or some
component of the coils. We normally construct coils
such that they can either be positioned individually
as a whole unit, or such that one conductor segment
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Figure 10.5. Two methods of estimating the decoupling between two adjacent coils. (a) A set of overlapped, decoupled
probes can be used in transmission mode to examine one single coil of the array. (b) Alternatively, two widely separated
probes can be used both to measure the splitting of a single coil (measurement 1) and to demonstrate the coupling between
two different coils (measurement 2). When using two separated probes, it is essential to use ferrite beads and/or shield traps
on the cables connecting to the probes. It is also useful to repeat each measurement twice with the position of each probe
exchanged.

of each coil can be moved or modified to adjust
the coupling between the elements. The goal of this
step is to find the position of the coil or conductor
such that the coupling between neighboring elements
is minimal. While there is no theoretical threshold
where we would say the coupling is acceptable or
not, we have found that one should aim for as perfect
decoupling as possible, since the later stages will only
make the coupling worse, and it is best to start from
a stable, uncoupled state.

There are multiple ways to monitor the cou-
pling between coils, and we find ourselves constantly
switching between the different approaches depend-
ing on the situation at hand, so having a basic under-
standing of all of them may be useful. The primary
difficulty lies in the fact that these measurements are
often asymmetrical because of the direct coupling of
the probes and their cables to the array, especially
through electric field coupling. Here, we will discuss
two transmission mode measurements, with the pri-
mary difference between the two being the position
of the probes.

The simplest way to observe the coupling is to
use a set of decoupled loops (as in Figure 10.5a) po-
sitioned over one of the coils, with the total S21 level
at about −30 to −40 dB. If the coils are coupled
together, one will observe that the resonance splits
into two disjointed peaks, as shown in Figure 10.6.
The target is to return the situation to one where there
is only one peak at the target resonance frequency,
represented by the dotted line in Figure 10.6. Owing

S21

Frequencyf0

Too much overlap Too little overlap

Figure 10.6. A schematic representation of peak splitting
observed in a single coil when there is either too much
overlap or too little overlap. It is very difficult to tell which
direction one must go from a single measurement. However,
worse coupling will result in a wider split, so we want to
move to the situation where the peaks collapse into one peak
(as shown by the dotted line).

to the potential asymmetries in the measurement, it
is useful to alternate between the two coils to ensure
that the situation is the same at each one. Special
attention should be paid to the absolute tuning of
each individual coil. When using this method, one
must ensure that the frequency of the two coils stays
consistent. If the modification of the position of the
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coil or conductor causes a frequency shift, this must
be corrected as in the previous step before continuing
with the decoupling steps. It should also be noted
that this method is somewhat limited if one desires
a very high level of decoupling, since the situation
with very low coupling can be very difficult to visu-
alize. This is where a previous measurement of the
Q-factor of the coils may be useful, since coupling
can effectively decrease the apparent Q-factor.

Another way of performing this measurement is
with two widely separated probes also in transmission
mode (Figure 10.5b). This is particularly useful in
arrays where the elements are larger. In this case, one
can alternate between two measurements. In a first
measurement, one puts both probes on opposite ends
of a single coil. This gives a view of the tuning state
of that particular coil including any splitting of the
resonance. This mode is particularly useful during the
early stages of decoupling where the coupling level
is strong. One can then alternate between the coils
to ensure that the situation is symmetrical. Again,
we want to achieve the situation where we have a
single resonance in both coils at our target frequency.
Once the decoupling is close to optimal, one can then
position the probes on opposite sides of the two coils
(one coupled to each coil, but minimally coupled to
each other). In this case, we want to see a minimum
of power transferred between the two coils, so in this
case, we are looking for a minimum of S21. This
measurement is very prone to asymmetries, so it is
recommended that one performs this measurement
twice by exchanging the position of the probes, and
by testing the measurement in at least two different
locations on the coils.

This process is then repeated for each pair of neigh-
boring coils until all neighboring coils are decoupled.
At each stage, one must open one coil and close an-
other coil to ensure that only two coils are active at
any one time. One cannot expect to use the array as
a whole unit until much later in the process when
the cables, detuning networks, and preamplifiers are
attached and adjusted.

10.6 PREPARATION OF ACTIVE
DETUNING NETWORKS

At this point, it is useful to address any active
detuning networks on the coils. These are resonant
switches that detune the coils during transmission.
Thus these circuits are a critical safety component of
the array, both for the patient and the MR system.

These circuits are often an afterthought for novices,
and can cause significant restarts and headaches if
not appropriately dealt with at the right time. For
this reason, we recommend adjustment of these
circuits at this point in the construction process,
when it is easy to monitor and adjust them while still
maintaining a stable configuration when complete.

We usually perform this adjustment in two stages.
Our circuits for prototype/noncommercial coils are
typically designed with a fixed capacitor and a
hand-wound air-core inductor. In the first stage, we
open all of the coils directly on both sides of the
detuning circuits and work on each detuning circuit
individually, isolated from any interference from the
coils. These circuits are resonant switches typically
formed by an inductor in parallel with one of the ca-
pacitances of the coil, with a PIN diode to switch
the circuit between on and off states. There are also
usually RF chokes and DC blocking capacitors to
properly route the DC currents required for switching.
To adjust these components, we typically take an S11
measurement using a very small pickup loop lightly
coupled to the inductor. In this case, one is looking
for a dip in the S11 measurement that should corre-
spond to the target resonant frequency (as shown in
Figure 10.4). As long as the frequency is close to our
target frequency, we can slightly bend the inductor to
achieve the final tuning.

Once this is achieved for all of the coils, we
then work individually on each coil using an S21
measurement and the set of overlapping decoupled
probes. One at a time, we close a coil, which should
make the coil resonant at our target frequency as
before. If the decoupling circuit has detuned the
coil, it should be retuned to the correct frequency
at this stage. We then alternatively switch the PIN
diode in the decoupling circuit on and off using an
external DC bias. If correctly adjusted, we should
observe the resonant peak turn into a resonant valley
as shown in Figure 10.7. Ideally, the floor of this
valley should be at our target frequency. If this is
shifted to either side, an adjustment should be made
to either the capacitor or inductor of the detuning
circuit to bring this into the correct tune. The other
measurement to make at this point is the amount of
detuning provided by the detuning circuit. This is
the difference between the peak height when tuned
compared to the depth of the valley. The actual level
required depends heavily on the application, the size
of the coils, etc. However, a good rule of thumb is
to adjust until this level is at least −35 dB. This is



Multichannel Coil Arrays on the Benchtop 117

S21

Frequencyf0

Tuned

Detuned>
35 dB

Figure 10.7. Schematic representation of the transmission
curves observed in the tuned and detuned states from a sin-
gle coil. A typical measurement is to estimate the difference
between the peak in the tuned state and the valley depth dur-
ing the detuned state. For detuning, a difference of 35 dB
is a target for clinical coils. A similar effect happens when
attaching a low-input impedance preamplifier, although the
depth may be as small as 15 dB depending on the size of the
coil, the frequency being used, and the actual characteristics
of the preamplifier.

especially critical for high field clinical coils. If one
circuit is not able to provide this level of decoupling,
it may be necessary to include an additional detuning
circuit in the loop to ensure adequate detuning. It
may also be useful at this point to search for any
additional resonances that may occur when these
detuning networks are switched on. We typically scan
the probes over the whole coil surface to ensure that
there are no unforeseen resonances that develop as a
function of these switching networks.

This entire process is then repeated for each of
the coils in the array. At this point, we should have
returned to having four equal coils, all tuned to
the same frequency, and all with properly adjusted
detuning networks.

10.7 CABLE PREPARATION

Another critical step that is often overlooked by
novices is the preparation of the cables that connect
to the coils, both RF and DC, including specific
planning for routing of the cables. These cables are
typically the largest source of frustration in array
building if the potential problems are not adequately
dealt with up front. A first stage of planning for the
cables is to determine their length, since we will

require a specific phase relationship between the coils
and the low-input impedance preamplifiers used in
arrays (see Refs 2 and 3). In general, this impedance
will generate a very high reflection coefficient.
Most preamplifiers in use today will have a small
real impedance with some small inductive offset to
maintain stability of the preamplifier, though this is
highly variable between different preamplifiers at
different frequencies. Whatever the input impedance
of the preamplifier, its phase will play an important
role in the design of the matching network for the
coil. For optimum performance, one goal is that the
preamplifier and matching network when coupled
together should generate an open circuit at the coil
terminals, in order to exclude coupled currents on
the coil. Thus we must effectively transform the
near-short-circuit at the input to an open circuit at the
coil terminals. In general, this can be accomplished
through a phase shifter. Since the cables themselves
induce a phase change dependent on their length,
we must effectively include the cables into the
matching networks of the coils, even if that
choice is as simple as choosing a half-wavelength
cable (which would effectively eliminate the
effect of the cable from the matching network).
Because of this, and because cables are almost
never exactly of the correct length, we always
recommend using a matching network that allows
for a phase-shifter-like adjustment.

Once the cable length is determined, one must then
also consider whether common-mode currents will
be an issue, and if so, how they will be dealt with.
Common-mode currents are a typical source of frus-
tration in clinical-sized coils, since they can cause
significant coupling between coils mediated by ca-
bles that may not even be connected to either coil.
As a rule of thumb, if the cable length is larger than
1/10 wavelength, then one should probably use a
common-mode shield trap as described in Chapter 25.
As described there, one typically adjusts these shield
traps using an S21 measurement between two sepa-
rated probes coupled to the outside of a coaxial cable.
As with the detuning circuits, the goal is to adjust the
traps until a minimum transmission occurs between
the two probes.

Ideally, this step can be performed with each cable
in isolation, since the shield traps should be designed
in such a way that they do not directly couple to
anything. This is a good point to confirm that this
is in fact the case. Any leakage of the resonance
from these circuits should either be shielded or taken
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into account in the routing of these cables. As with
the adjustment of the detuning networks, an S11
measurement using a small pickup loop is very useful
in searching for these leakage currents.

DC cables should be dealt with in a similar fash-
ion. Coaxial cables used to bring DC currents into
the array should have the same kind of shield traps
as those cables carrying RF signals. Another op-
tion for DC currents is to use a twisted pair of
wires with occasional large capacitors between the
ground and signal wires. In some cases, this may
be adequate for rejecting common-mode currents.
However, oftentimes, it is still necessary to construct
shield traps around these twisted pairs to fully re-
ject the common-mode interference. As in the coax-
ial case, a set of separated probes should be used
to confirm that there is minimal current induced
along the cables from the external field from the
probes.

10.8 INPUT MATCHING AND
CONFIRMATION OF
CABLE PERFORMANCE

At this point, we should have four equal coils and four
equal RF cables of appropriate length, each with the
required shield traps in place and tuned to the correct
frequency. We are now ready to connect the cables to
the coils. As before, we do this on a coil-by-coil basis,
with all the other coils opened. In an array, the pream-
plifier plays two roles: receive the signal and amplify
it, and provide a high impedance at the coil termi-
nals to exclude coupled currents. These two actions
are completely different and require adjustment using
different measurement techniques. We always begin
with matching the coil to the preamplifier to provide
maximal gain and signal-to-noise ratio (SNR) perfor-
mance. For almost every amplifier used in MRI, this
requires that the impedance at the preamplifier termi-
nals be matched to 50 � when the coil is connected
to the other end of the cable. This kind of measure-
ment is typically done using an S11 measurement.
In general, we always prefer to use a Smith chart
for these purposes, since one always knows which
element of the matching network to adjust at every
stage of the matching process. (Refer to Chapter 25
for more information on this topic.)

Once a 50 � match is obtained at the input to
the preamplifier, the cable can be connected to the
preamplifier. At this point, we need to check that the

phase transformation, from the low-input impedance
at the preamplifier to an open circuit at the coil
terminals, has been successful. The easiest way to
estimate this is to use an S21 measurement between
an overlapped, decoupled probe set. As before with
the detuning networks (as shown in Figure 10.7), one
should see what was previously a peak now turned
into a deep valley. If the valley is not centered on our
frequency of interest, then in general, we must adjust
the phase shift of the matching network to correct
for this shift. In most cases, if designed correctly,
one can make this adjustment without significantly
altering the actual match of the coil. However, it
is always advisable to recheck the impedance at the
preamplifiers before moving onto the next coil. The
actual level of this valley will normally be less than
that from the detuning circuit, but >15 dB down from
the resonant peak is a typical target value.

While one could potentially move onto the next
coil while leaving a finished coil in its tuned state
with a connected preamplifier, we typically advise
beginners to again reopen the finished coil before
moving onto the next one, to truly prohibit any resid-
ual coupling from interfering with the adjustment of
the neighboring coils. This again ensures that the pro-
cess always moves from one stable setup to another.
When all coils are finished, then we can finally have
them all tuned and active at the same time (assum-
ing everything has gone correctly up to this point!).
Once this step is finished, we should have four coils
connected to preamplifiers, each one of which should
be nicely decoupled from all of the other coils in the
array.

10.9 CONFIRMATION OF ACTIVE
DECOUPLING NETWORKS

Since this is the first time that we have something that
looks like a completed array, one might be tempted
to run to the MRI scanner just to see how it works.
Unfortunately, this can lead to utter disaster if a few
final checks are not performed. The single most im-
portant step to recheck is the performance of the
detuning networks before going to the magnet. The
potential problem is intrinsic to any set of coupled
systems tuned to the same frequency. If we think
very generally about both the detuning circuits and
the preamplifier front end, the mechanism is essen-
tially the same—we very tightly couple two resonant
systems that are tuned at the same frequency. One can
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even relatively easily mathematically prove that the
one frequency where there will be a minimal current
in such a setup is at the frequency where both cir-
cuits were tuned in isolation. This is the action that
we want, and this is all that we have checked up to
this point. However, this situation can dramatically
change as soon as a third or fourth circuit tuned to
the same frequency is introduced. In almost any sit-
uation of more than two circuits, there is now the
possibility of having a strong resonance at the origi-
nal frequency. This is especially easy to see with four
coupled circuits. Imagine the first two circuits split
to f0 ± 10 MHz when coupled together. This could
be as simple as one coil and its active detuning cir-
cuit. At the same time, another coil and its detuning
circuit could also split to the same two frequencies,
f0 ± 10 MHz. If these four circuits are then coupled
together, their resonant frequencies would then split
again. One of the potential resonant frequencies can
clearly be directly at the original frequency. If this oc-
curs while the coil is in the magnet, the array would
be completely unprotected from the multiple kilowatt
RF pulses used in a typical scanner. This will kill all
of your hard work (and maybe your RF receiver front
end too) in less than 1 ms! On multiple occasions, we
have seen this happen in practice, where the detuning
circuits become coupled together through either a coil
coupling or through an unrecognized cable coupling.
Thus it is highly recommended that a special effort
is made to recheck the performance of each detuning
circuit before moving any further. This will ensure
that the coil will at least be safe when it is used in
the magnet.

10.10 FINAL ARRAY CHECK WITH ALL
SIMULTANEOUS ELEMENTS

At this point, the array is very close to being able
to be tested in the actual scanner. However, it may
be useful and more efficient to perform a few final
checks on the workbench to ensure that everything
is functioning properly. One very useful check is to
confirm that the signal from each coil is actually be-
ing amplified by each preamplifier and that the signal
level is the same for each coil. This is a relatively
easy check to perform using an S21 measurement.
We typically very lightly couple one probe to the coil
while observing the output signal from the preampli-
fier directly connected to the network analyzer port
2. One must ensure that the input signal level does

not saturate the preamplifier, so we recommend re-
ducing the RF power from the network analyzer port
1 by approximately 30 dB using either a built-in at-
tenuator or a separate one attached directly to the
port.

Another useful process is to check for oscillations
in the preamplifiers with the cables attached and with
the coils in both tuned and detuned states. We have
seen multiple cases where the impedance presented
to the preamplifier when the coil was detuned created
an unstable situation in the preamplifier, resulting in
oscillations. This check can be performed relatively
quickly with the small coupling loop and either an
oscilloscope or a spectrum analyzer, and can save a
serious headache down the road.

10.11 SUMMARY

The construction of an array for MRI can be a chal-
lenging endeavor. Approaching the construction with
a clear plan for characterization of the array at each
step becomes more and more critical as the array
complexity increases. This chapter has shown a basic
plan. However, many of these measurements should
be tailored to the specific construction project at
hand. These specific modifications may take years
of experience to learn and apply, but the gains
in image quality and performance offered by array
coils should hopefully make it all worth it in the
end!
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11.1 INTRODUCTION

Birdcage coils are a class of resonators invented
in the early 1980s to produce circularly polarized,
highly uniform, transverse radiofrequency (RF) mag-
netic fields within a cylindrical volume. These mag-
netic fields are the result of currents on longitudinal
legs, or rungs, that are arranged at equally spaced an-
gular intervals on the surface of a cylinder and joined
at both ends to their immediate neighbors to form
the coil’s end rings (Figure 11.1a). In the nineteenth
century1, it was found by analyzing the fields of a
uniformly magnetized cylinder that a current density
distributed sinusoidally on the surface of a cylin-
der yields a uniform transverse magnetic field. This
sinusoidal current density is approximated by discrete
rung currents in the birdcage coil, and circular polar-
ization is achieved by rotating the current pattern at
the Larmor frequency of interest. The intensity of the

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

nth rung current can therefore be written in phasor
notation as

In = I0e
i2πn/N (11.1)

where the explicit temporal dependence is omitted
and N is the number of rungs, i is the imaginary
unit, and I0 is the maximum current.

The currents in the above equation occur as a
result of the electromagnetic resonance properties of
the ladder (or recurrent) network that consists of N

equal sections, each of which contains one inductive
rung, sections of the two end rings, and capacitors
connected in series (Figure 11.1c). The network is
planar (Figure 11.1b) and shares features with that
of the magnetron,2 such as its periodic, or cyclic,
nature that allows it to support azimuthal waves. The
periodicity of these waves, or modes of resonance
(see Section 11.4), is an integer between 1 and N

and determines the field pattern and frequency of
operation. Only modes of periodicity (order) equal
to 1 give rise to homogeneous fields.

The most general implementation, shown in
Figure 11.1(c), contains all capacitors and is
commonly referred to as the “hybrid” or band-pass
birdcage topology.3 Omitting the end-ring capacitors
(i.e., replacing them with short circuits) results in
the original low-pass version,4 while omitting the
leg capacitors results in the high-pass version. We
note that these three topologies are not strictly
those of the corresponding typical textbook filter
sections but rather are types of “m-derived” filter
sections5 (respectively, band pass, low pass, and
band pass). In addition to the circuit elements that
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(a) (b)

(c)

C1 C1 C1

C1 C1 C1
C2 C2 C2 C2

Jn+1Jn−1 Jn In+1InIn−2 In−1

Figure 11.1. (a) Mechanical structure of the hybrid birdcage coil (cylindrical shield cut out for clarity). (b) Planar electrical
topology showing typical locations of tuning elements (arrows) and coupling ports. (c) Three sections of the ladder network
showing reactances and currents.

are explicitly shown, mutual inductances are present
between all nonorthogonal branches of the network
due to magnetic coupling through space. The effect
of these numerous mutual inductances is significant
and complicates analysis of the network beyond the
abilities of standard filter design theory.

The birdcage resonator is placed coaxially within
the bore of a magnetic resonance (MR) scanner, and
thus will interact with metallic parts it contains, such
as the gradient/shim coils and the cryostat’s shell.
The birdcage is thus often fitted with a cylindrical
metallic shield (Figure 11.1a) to prevent unknown or
uncontrolled interactions with the bore components
of the scanner. It also provides stable RF grounding
to which connections can be made while reducing
radiation losses and sensitivity to external sources of
noise and interference. The shield may also include
a conductive cap or RF mirror at one end to improve
homogeneity and sensitivity.6

11.2 DESIGN CONSIDERATIONS

11.2.1 Field Homogeneity

Field homogeneity in the empty birdcage coil is
readily analyzed in the quasistatic limit by using
the Biot–Savart law.7 This approach allows general
design guidelines to be established, although at high
frequencies or in the presence of a biological load
the field patterns may be sufficiently distorted to
require laborious numerical simulations using the full
Maxwell equations.

11.2.1.1 Coil Length

Coil length affects mostly the field homogeneity in
the axial direction. Consider a coil of length l and
diameter d , with a large number N of rung cur-
rents that are assumed to be filamentary and equally
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Figure 11.2. (a) Amplitude contours at 10% intervals of the circularly polarized transverse magnetic field in a longitudinal
plane (N = 8 rungs of length l equal to 1.5 times the diameter d). (b) Axial length (2ζ ) of the region of uniformity (field
amplitude within 1, 3, and 10% of that at isocenter) normalized to the rung length, plotted as a function of rung length
normalized to the diameter. Dashed line indicates the common asymptote at infinite rung length.

spaced around the circumference. If the effect of
the end-ring currents is neglected, the magnitude of
the transverse, circularly polarized field component
is shown in Figure 11.2(a) for l = 1.5d . We observe
that the largest field inhomogeneity in the axial di-
rection occurs along the axis itself. Figure 11.2(b)
shows the relative axial extent within which the field
strength is maintained within 1, 3, and 10% of its
value at isocenter, as a function of the ratio l/d . The
10% curve indicates that the region of uniformity is
mostly shorter than the rung length except for unusu-
ally short coils (l/d = 0.2). For l/d close to unity, the
region of 10% uniformity is approximately one-half
the length of the rungs. Increases in l/d result in
a slightly better than proportional increase in length
of the region of homogeneity. However, increasing
beyond l/d = 2–3 can negatively impact sensitivity
(signal-to-noise ratio, SNR) when used with lossy
samples that extend over the full length of the coil
(see Section 11.2.3).

11.2.1.2 Number of Elements

The number of coil elements affects the field homo-
geneity mostly in the transverse plane. By modifying

the analysis above for a coil of infinite length, with
realistic values of N in the range 4–32 (typically
a multiple of 4 to ensure fourfold symmetry), we
observe that there is an approximately circular re-
gion (Figure 11.3) where the field magnitude remains
within 1, 3, and 10% of its value at the isocenter. The
relative diameter of this region is plotted as a function
of N in Figure 11.4. The diameter of the 10% curve is
also plotted at various rung lengths in Figure 11.4(b),
where it is readily observed that inhomogeneity due
to finite coil length becomes dominant when N is
sufficiently large.

11.2.2 RF Shield

The presence of a cylindrical shield enclosing the
birdcage resonator can be analyzed, with some ap-
proximation due to its finite length, using the method
of images.7 A shield of diameter D reduces the field
amplitude by the factor 1 − d2

D2 relative to an un-
shielded coil carrying the same currents. The shield
also has the overall effect of reducing transverse
field homogeneity compared to the unshielded coil
(Figures 11.3 and 11.4). The impact is strongest for
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Figure 11.4. (a) Diameters (normalized to those of the coil) of the circular regions of Figure 11.3 as a function of the
number of elements N , for the unshielded long coil (solid lines), shielded long coil (dotted), and unshielded short coil
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closely fitting shields, but can be compensated for by
increasing the number of elements.

11.2.2.1 End Rings

The end rings must carry the currents that allow those
in the rungs to form closed loops and can therefore
be larger than those in the rungs (Figure 11.5). To
calculate the maximum end-ring current, we can

choose, without loss of generality, an instant in time
in which the rung currents are given by

In = I0 sin

(
2π

N
n − π

N

)
(11.2)

The maximum current in the end rings occurs at a
location that is at 90◦ from that of the rung currents,
and is obtained by summation over one quadrant of
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Multiple rung currents
flow on end ring

Figure 11.5. Rung currents of the birdcage coil forming
closed loops through the end rings where the current intensi-
ties consequently add. Line thickness indicates qualitatively
the instantaneous current magnitude.

the coil:

IER = I0

N/4∑
n=1

sin

(
2π

N
n − π

N

)
= I0

2 sin π
N

(11.3)

where the summation simplifies according to
tables of known sums.8 For all practical values of
N ≥ 8, the end-ring currents are greater than those
in the end ring. While end-ring sections are typically
short and oriented azimuthally, they can still generate
transverse magnetic field components that modify the
field intensity and homogeneity calculations above.
For standard end-ring geometries, such as those in
Figure 11.1(a), the effect is a slight improvement in
axial homogeneity. In the presence of a shield, the
effect of end-ring currents cannot be analyzed using
the method of images.

11.2.3 Sensitivity

Sensitivity is the proportionality constant that relates
field magnitude in a specific location of the resonator
(and, reciprocally, its sensitivity in reception) to the
currents flowing in the coil or to the square root of the
power at its input terminals. These relationships are
useful, respectively, to specify the maximum current
and voltage handling abilities of the coil’s capacitors,
and to compare its SNR performance to that of
other designs. The link between the two sensitivities
requires knowledge of coil and sample losses and for
the birdcage coil does not have a simple expression.9

11.2.3.1 Relative to Currents

Using the Biot–Savart law, the sensitivity at the coil’s
isocenter relative to the end-ring current is expressed
as9

H1

IER
= N

πd
sin

π

N

×
(

1 − d2

D2

)(
l√

l2 + d2

)(
1 + d2

l2 + d2

)
(11.4)

where the terms in parentheses represent the effects
of the shield, finite rung length, and approximate
end-ring contributions, respectively. Similar to saddle
coils, the maximum sensitivity boost due to the end
rings occurs for l/d = √

2 in an unshielded coil, and
for lower values in the presence of a shield.10

11.2.3.2 Relative to Input Power or SNR

Sensitivity relative to input (transmit) power is a
parameter that is readily measured9 and, unlike the
sensitivity of Section 11.2.3.1, allows comparison
of the SNR performance of different coil designs.
A volume coil such as the birdcage produces
both electric and magnetic fields over an extended
volume of the sample. Electric fields (both the
conservative component due to charges and the
solenoidal component due to the time-varying
magnetic field) generate losses in a conductive
sample during transmission and, reciprocally, pick up
thermal noise from the sample during reception. In
in vivo MR, the sample is typically larger than the
birdcage coil and the fields are confined approxi-
mately within the length of the coil. Longer coils
will therefore require more input power, and yield
lower SNR, than shorter coils of similar diameter.

11.2.4 Optimal Length

As was shown previously, the field homogeneity
improves with increasing birdcage coil length,
while SNR gets worse. Consequently, the practical
choice of coil length will be a compromise between
these conflicting goals. For example, a short coil is
preferred for imaging axial slices near the isocenter,
while a long coil should be used to cover a field of
view with a large axial extent and when homogeneity
is important (e.g., MR using hyperpolarized nuclei).
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an excessively long volume coil is used. If the axial mag-
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Bottomley et al.11 have determined that a coil with
l = d will optimize SNR at the coil’s isocenter at
25.9 MHz assuming a uniform cylindrical sample of
diameter = 0.71d and dominant sample losses.

Another practical constraint to birdcage coil length
is determined by the spatial profiles of the static
B0 field and the z-gradient field. A spatial aliasing
situation can occur (Figure 11.6) if the z-gradient
field is shorter than both the birdcage and the region
of uniform B0, such as when a head gradient insert
is used in a whole-body magnet. Since the gradient
field must return to zero at some point along z,12

there will be two locations that correspond to a
given frequency: the one intended and one further
out along z whose signal will overlap with that of
the intended location if RF transmit and receive
sensitivity are sufficiently large.

11.2.5 Choice of Topology

The choice of topology can depend on numerous
considerations such as given below:

• Cost of capacitors: The low-pass coil has a
minimum number of capacitors that is half of that
of the high-pass coil (or one-third of that of the
hybrid coil) and therefore can be assembled at a
lower cost.

• Capacitor values: The low-pass coil uses lower
capacitance values and is therefore preferred at
lower operating frequencies since capacitors with
large values are typically lossy; conversely, the
high-pass coil uses higher capacitance values and
is preferred at higher frequencies where small ca-
pacitances can be greatly affected by the presence
of stray capacitances due to the sample.

• Rung length: If the rung length exceeds the λ/20
guideline, they must be capacitively split into two
or more sections, resulting in either a low-pass
or hybrid topology.

• Sensitivity to loading (electromagnetic balance):
With a lossy dielectric load, the resonant fre-
quency will tend to be reduced in a low-pass
birdcage (due to the presence of stray capaci-
tances through the sample in parallel with those
on the coil), while in a high-pass birdcage the
frequency will tend to increase because of a re-
duction of the rung inductances. A hybrid design
with a carefully chosen C1/C2 ratio can therefore
offer reduced frequency sensitivity to loading by
canceling the two effects.

• Power deposition (specific absorption rate, SAR):
Electric fields in low- and high-pass coils are
fundamentally different because of the different
locations and orientations of the capacitors. Total
losses and the distribution of power deposition
(SAR) in the patient can therefore be different
depending on topology and should be modeled
(see Chapter 28).

• Drive port connection: The low-pass topology is
convenient for a feed connection at the central
transverse plane, while the high-pass topology
favors end-ring connections; the hybrid topology
allows both options.

11.3 CONSTRUCTION

Constructing a typical birdcage coil requires the ma-
terials listed in Table A11.1. Details for each item are
described in the following sections.

11.3.1 Mechanical

The 3D birdcage network must be rigidly supported
to avoid changes in geometry which would adversely
impact tuning and field homogeneity. Axial access to
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the central region is typically as free of obstructions
as possible. Some manufacturers have developed
elaborate two-piece versions that separate into two
shells to allow better patient access to regions such
as the head. In such designs, the reliability and series
inductance of the connections must be carefully
managed.

Typical materials used to support the conduc-
tors include glass-reinforced plastic (GRP) or poly-
mers such as acrylic (poly(methyl methacrylate),
PMMA), polycarbonate, or polytetrafluoroethylene
(PTFE). Some polymers can emit short-lived NMR
signals from protons and other nuclei,13 and therefore
for some applications such as ultrashort-echo-time
imaging the choice of former material may need to be
given careful consideration. Some applications may
also require the use of medical-grade hypoallergenic
materials on surfaces that can come into contact with
the body. Owing to the sometimes large transmit
powers that are used (10 kW or more in the case
of body coils) low-flammability materials (typically
with at least a UL 94 rating of V-0 or equivalent)
should be used in case of a malfunction that causes
arcing or overheating. Materials should also have low
RF losses (measured by the loss tangent of the com-
plex permittivity) to minimize heating in transmission
and maximize SNR in reception. Close contact be-
tween tissue and conductors must always be avoided
to prevent coil detuning and to reduce the potential
for RF burns. Therefore the rigid former is typically
supplemented with a sufficiently thick layer of foam
padding if it must also support the patient’s weight.

The basic methods of constructing birdcage
coils can be classified depending on how the rung
conductors are made and supported, including
thin copper strips attached to a cylindrical support
or copper bars supported at regular intervals or
self-supporting rods (Figure 11.7). In all cases, the

space between the rungs can be opened to allow
access to the sample or patient; this is particularly
important for head coils in which air circulation and
visual access for stimulation, entertainment, etc. are
standard practical requirements.

Fabrication using thin copper strips (several tens
of micrometers thick) requires either self-adhesive
copper tape (e.g., that used for artwork or electro-
magnetic shielding) or strips etched onto flexible
circuit board material (substrates such as flexible
FR4 fiberglass or polyimide). The latter approach
is more stable and reliable but requires additional
design and fabrication effort. In both cases, the
conductors or circuit boards are rigidly fastened to
the outside of a cylindrical former with as much
geometric accuracy as possible to avoid asymmetries
that will perturb the operation of the coil. An
advantage of thin copper conductors is that soldering
the capacitors is straightforward.

Thick copper bars can be used for larger coils and
where the resistance of thin strips becomes an issue
(see Section 11.3.2.1). The bars are usually supported
by high-voltage insulators attached to a rigid frame.
Soldering is more challenging because of the bars’
ability to transport heat, therefore mechanical fasten-
ing using screws may be preferred.

When using self-supporting rods, they must be
attached to flanges that have sufficient mechanical
strength to maintain the coil’s shape. The rods are
usually not split along their length (e.g., to create
a gap for capacitors) because of the complexity of
maintaining mechanical strength. If necessary, series
connections can still be accommodated at the points
where the rods attach to the end rings. For example,
the end rings can be made of circuit board material
(supported by sturdy flanges) in which both end-ring
and rung capacitors can be accommodated.14

(a) (b) (c)

Figure 11.7. Typical construction methods utilizing (a) copper strips and chip capacitors, (b) copper rods for the legs and
circuit board end-rings, and (c) copper bars and capacitors with ribbon leads.
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11.3.2 Electrical

11.3.2.1 Conductors

The birdcage coil’s conductors affect its operation
through their resistance and inductance. Resistance
reduces the SNR and should always be minimized by
using conductors of appropriate material, shape, and
cross section. At radio frequencies, the skin effect7

distributes the current mostly on a thin layer at the
conductor’s surface instead of uniformly over the
cross section, thus increasing the resistance. The final
resistance is proportional to the square root of the
frequency and depends on the shape of the outer
contour of the conductor. Angular, high-curvature
contours concentrate the current density and increase
resistance, while rounded contours offer lower re-
sistance and demonstrated improvements in perfor-
mance especially in low-field applications.15 Copper
has a conductivity that is second only to that of sil-
ver at room temperature, but is preferred owing to
its lower cost and greater mechanical reliability. At
high frequencies, silver-plated copper is a common
solution. Superconducting birdcage designs have also
been proposed, but implementation is a significant
technical challenge while the payoff is likely marginal
in most situations.

A conductor’s inductance describes its ability to
store the magnetic energy required for electromag-
netic resonance. Similar to resistance, inductance is
also a function of the length and cross-sectional shape
of the conductor.16 For birdcage coil design, con-
ductors should be designed with inductances that fall
within a favorable range, avoiding excessively large
or small values. The range of acceptable values de-
pends on frequency and topology of the coil.

Inductances are too large when the capacitors re-
quired for resonance are small (typically less than 10
pF at current imaging frequencies), resulting in large
voltages across all reactances. The large electric fields
(see Section 11.2.3.2) will contribute to noise in re-
ception and power deposition in the patient (SAR)
during transmission. On the bench, the effect will
be observed as a resonant frequency that is sensitive
to the presence of dielectric loads (i.e., changes in
parasitic capacitances). The solutions are to shorten
the conductors, increase their cross-sectional dimen-
sions, or smoothen the cross-sectional shape (e.g.,
change from flat strips to circular rods). End-ring
conductors are usually as large as practical; how-
ever, for the rungs, very wide strip conductors (widths

approaching one-half of the spacing between rungs)
should be used with care since the rung current will
be concentrated at the edges of the strip rather than at
its center, with possible degradation of field unifor-
mity. The shielding effects of the rungs themselves
will also block some of the RF magnetic fields that
the resonator is intended to produce and detect, thus
decreasing sensitivity.17

Inductances are considered too small when the
necessary capacitors are large enough to contribute
significant losses in the resonator. Within a specific
manufacturer and capacitor series, as capacitance
increases the capacitors’ equivalent series resistance
(ESR) increases more rapidly than the reactance (i.e.,
the quality factor decreases), leading to an overall
increase in resonator losses. In summary, inductances
should be as small as possible while still avoiding the
use of large, lossy capacitors.

11.3.2.2 RF Shield

Bench tests of the birdcage coil can be performed
using RF shields made with inexpensive aluminum
foil used for cooking. During imaging, however, the
high conductivity of foils made of copper or alu-
minum will support significant eddy currents during
switching of the gradients, resulting in image artifacts
and distortion. The shield must therefore present a
high impedance in the frequency range up to several
tens of kilohertz while still being a good conductor at
radio frequencies. Segmented or overlapped shields
can be designed with this high-pass characteristic,
but can introduce significant losses because of the
increased path length that the RF currents must take.
A common solution is to use foil made of phosphor
bronze or another non-ferromagnetic metal with mod-
erate conductivity (e.g., titanium) where the thickness
is chosen to be a few skin depths7 at the Larmor fre-
quency of interest. Similar behavior can be obtained
using a fine mesh made of stainless steel, brass, etc.

11.3.2.3 Capacitors

Discrete capacitors used in the birdcage coil’s net-
work must be chosen carefully in order to obtain
the best performance from the coil. The technical
documentation provided by the manufacturer should
list several parameters such as ESR, voltage and
current ratings, thermal coefficient, and series res-
onant frequency. As indicated above, the ESR of
the capacitors should be as small as possible. Lossy
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capacitors not only introduce noise on reception, but
will also generate heat during high-power transmit
pulses. Increased temperatures are a safety hazard
for the patient and can lead to coil failure, as well
as to observable thermal drifts of the resonant fre-
quency if the thermal coefficient is not sufficiently
low. The maximum voltage rating must also be suf-
ficiently high to prevent breakdown during transmis-
sion. Consequently, capacitors usually have a ceramic
or porcelain dielectric with a low loss tangent, high
thermal stability, and high dielectric strength.

The maximum currents and voltages to which the
capacitors will be subjected for a given transmit
power is difficult to predict a priori without detailed
simulations to estimate losses in the coil and sam-
ple. However, since the bandwidth and flip angle
of transmit pulses are typically specified in MR se-
quences, it is the maximum B+

1 required from the coil
(e.g., a 0.5 ms hard 90◦ pulse requires B+

1 = 12 μT
or H+

1 = 9.2 A m−1) that is specified rather than
the power. The B+

1 field is directly related to the
birdcage currents according to equations (11.2–11.4),
from which the voltage magnitude across each capac-
itor is calculated using Ohm’s law for its reactance:

V = I

ωC
(11.5)

For example, a long, unshielded head coil with
28 cm diameter and 16 elements will require end-ring
and rung currents of 2.7 and 1.1 A, respectively. For a
high-pass version operating at 128 MHz using 33 pF
capacitors, the maximum voltage on the capacitors
will be 101 V.

The tolerance in the capacitance values is very im-
portant in the birdcage coil since any asymmetry will
degrade quadrature performance and field uniformity.
It is not necessary, however, to go to the expense of
buying capacitors with the best tolerance, which in
any case is usually not better than 1%, because it is
not the absolute capacitance that needs to be accu-
rately controlled, but rather the differences between
capacitors that are more important to maintaining
symmetry. Fine-tuning of the coil frequency can be
accomplished by other means, such as with variable
capacitors at the coil’s ports (see Section 11.3.2.7). It
is possible to reduce random variations in a given set
of capacitors by buying more than necessary, mea-
suring their capacitance at a frequency near that of
operation, if possible, and sorting them into groups
having sufficiently close values. An impedance ana-
lyzer or capacitance meter, if available, usually gives

more accurate capacitance measurements than a net-
work analyzer. Another method is to connect sev-
eral capacitors of the same nominal value in parallel,
thereby reducing the standard deviation of the com-
bined capacitance by the square root of the number
of capacitors.

Capacitors made for surface mounting are usu-
ally preferred over those for through-hole mounting
on printed circuit boards. The latter have wire leads
that make measuring and soldering operations easier,
but they introduce a series inductance that cannot be
neglected, especially at frequencies above 100 MHz,
and is tricky to model and account for at the design
stage. A coil whose leaded capacitors are replaced by
surface-mounted “chip” capacitors of the same nomi-
nal value may indeed resonate at a different frequency
because of the reduced inductance. It is therefore im-
portant, if leaded capacitors are to be employed, to
keep the leads as short as possible and to keep the
length consistent within groups of capacitors. Some
manufacturers do offer chip capacitors with ribbon
leads, which have much lower inductance than tradi-
tional leads.

Series inductance is also present within the ca-
pacitor body itself and, with the capacitance, leads
to series resonance at the frequency where the reac-
tances cancel. Series resonance frequencies are also
provided in capacitor data sheets and become impor-
tant when high-capacitance, physically small capaci-
tors are used at high frequencies.

11.3.2.4 Tuning and Balancing

Once a birdcage coil is assembled, coarse tuning
may be required to get the order-1 modes within
a few percent of the Larmor frequency of interest.
It should be performed in a way that maintains
electrical symmetry, i.e., the same change must be
executed in the same way at all sections of the
coil. Possible methods include changing or adding
capacitors in parallel to those previously on the coil;
adding rung or end-ring capacitors to a previously
high-pass or low-pass coil, respectively; adjusting the
rung length by moving one of the end rings (including
“trombone” designs18); changing the width of rungs
and/or end rings by soldering or cutting away copper
strips (including cutting notches to locally increase
inductance); and changing the diameter or position
of the RF shield.19

After coarse tuning, the two order-1 mode
frequencies may be split as a result of electrical
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asymmetries, or imbalance, in the birdcage coil’s
meshes. If mechanical asymmetries can be ruled out,
the origin of imbalance is usually the differences
in capacitor values due to tolerance (see Section
11.3.2.3). In cases where measuring fixed capacitors
and selecting a subset with matched values is
impractical or insufficient, electrical symmetry can
be achieved by tuning individual meshes to the
same frequency by adjusting individual capacitors
(e.g., using variable capacitors). Care must be
taken to isolate a single mesh by disconnecting as
much of the rest of the network as possible. The
presence of isolated conductors can still perturb the
single mesh’s resonance if the frequency is high
enough. This laborious method is therefore limited
to lower frequencies and number of elements N .
A more practical approach devised by Tropp20

uses a first-order perturbation approach to correct
imbalance using only two capacitors at appropriate
locations on the birdcage network.

11.3.2.5 Matching

Matching is required to connect the coil to the MR
system using coaxial cables. These connections must
transfer power efficiently to and from the coil (i.e.,
there must be no reflections) without perturbing the
electrical balance of the coil. For example, a node
that normally has a fluctuating voltage should not be
connected to the coaxial cable’s ground conductor
through a low-impedance path because the resonance
frequency and current distribution will change.

Early birdcage coil designs maintained electrical
balance by using inductive coupling with a cou-
pling loop facing one of the meshes at each port.9,21

This arrangement provides good electrical isolation
between the birdcage and coaxial cable, but effi-
cient power transmission requires a large coupling
loop whose currents significantly degrade the field
homogeneity.

The more common approach is to couple electri-
cally, i.e., through coupling capacitors or through a
direct galvanic connection. The most common cir-
cuits are found in Refs 9, 14, 22, and 239,14,22,23.
When possible, coaxial cable shields should be con-
nected to the coil’s RF shield at the virtual ground
that exists at the central transverse plane.14,23 This ap-
proach avoids the need for baluns (see Chapter 25) to
block the common-mode currents that can be induced
with other grounding arrangements. In the absence of
a convenient method to connect the coax shield to

ground, a separate ground ring is sometimes used,24

although its electrical length can easily exceed the
recommended maximum of 1/20 of a wavelength (see
Sections 11.2.5 and 11.4).

11.3.2.6 Quadrature Operation

Quadrature operation requires making connections to
the birdcage network at two ports that are separated
by 90◦ (e.g., the locations shown in Figure 11.1b).
Each port is coupled to one of the two linearly po-
larized modes, and circular polarization is achieved
by driving (or receiving) with a 90◦ phase shift, of-
ten using a quadrature hybrid. The ports must be
sufficiently isolated (by at least 20 dB) to prevent the
creation of inefficient elliptical polarization. Isolation
is very sensitive to asymmetries and can be optimized
using an adjustable element (typically a variable ca-
pacitor) installed at a location which is at 45◦, 135◦,
or 225◦ between the coupling ports (Figure 11.1b).
At higher frequencies or with highly asymmetric
loads, it may be beneficial to use a four-port driving
arrangement.25,26

11.3.2.7 Fine-tuning

Fine-tuning may be needed on a day-to-day basis to
adjust for frequency changes due to loading or to
compensate for asymmetries that lead to splitting of
the two order-1 mode resonances.17 Such adjustments
can be achieved by installing variable capacitors in
parallel with the fixed capacitors of the network at
two locations that correspond to those of the two
ports (Figure 11.1b). The maximum difference in
capacitance between that on the tuned meshes and
those without tuning should be kept below 8% to
avoid introducing significant field inhomogeneities.20

11.3.2.8 Detuning

Most birdcage coils used in clinical systems are
integrated into the system bore and used to provide
excitation, but are rarely used for reception, which
is typically performed by arrays of surface coils to
achieve higher SNR or parallel image encoding. In
this application, the birdcage coil must be detuned
during reception to avoid detuning the receiver coils
and to prevent signal and noise coupling. Detuning
is best accomplished by introducing at each rung or
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end-ring section an actively controlled switch (usu-
ally based on PIN diodes) which will create an open
circuit and block current flow.27 Additional current
paths must be provided for the DC control signals
that operate the switches, and must be separated
from the RF current paths using RF chokes.

11.4 THEORY

Lumped-element networks are accurate RF circuit
models if the maximum dimension of each conduc-
tor is kept below approximately 1/20 of a wavelength,
i.e., λ/20. With this restriction, the birdcage network
of Figure 11.1(b) can be analyzed using either the
nodal or mesh methods. The latter method is valid
only for planar networks and is preferred since it
leads to more compact expressions (Figure 11.1). Fol-
lowing the matrix treatment by Leifer,28 the circuit
equations for the N mesh currents Jn yield the eigen-
value equation M−1EJ = λJ where λ = (iω)2 is the
eigenvalue of the mode, and ω and J are the corre-
sponding angular frequency and eigenvector whose
elements are the mesh currents. The leg currents
are related to the mesh currents by In = Jn+1 − Jn,
n = 0, 1, . . . (N − 1). The capacitances and induc-
tances are arranged as follows in matrices that con-
tain, respectively, the electric (see Figure 11.1c) and
magnetic parameters of the network:

E =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−2(C−1
1 + C−1

2 ) C−1
2 0 . . . 0 C−1

2

C−1
2 −2(C−1

1 + C−1
2 ) C−1

2 0 . . . 0

0 C−1
2

. . . C−1
2 . . . 0

...
...

0 0 . . . C−1
2

. . . C−1
2

C−1
2 0 0 . . . C−1

2 −2(C−1
1 + C−1

2 )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

M =

⎡
⎢⎢⎢⎢⎢⎣

M0 M1 M2 . . . MN−1

MN−1 M0 M1 . . . MN−2

MN−2 MN−1 M0 . . . MN−3
...

. . .
...

M1 M2 . . . MN−1 M0

⎤
⎥⎥⎥⎥⎥⎦ (11.6)

The inductance matrix M contains the mesh
self-inductance M0 and the mutual inductances Mn

between meshes that are n meshes apart. Symmetry

also ensures that Mn = MN−n. These inductance
terms are calculated by summing the individual
self and mutual inductances around each mesh, i.e.,
Mn = 2Mleg,n−Mleg,n−1−Mleg,n+1+2(Mer,n−Mo

er,n),
where Mleg,n is the mutual inductance between rungs
n meshes apart, and similarly Mer,n and Mo

er,n are the
mutual inductances between end-ring segments in
the same and opposite ends of the coil, respectively.
When n = 0, each term represents the segment’s
self-inductance. Losses are assumed to be negligible.

Since both matrices are real and symmetric, the
eigenvectors of M−1E, which correspond to the dis-
tribution of mesh currents of the various modes of
resonance, form an orthogonal basis. Orthogonality
ensures that the modes can be excited independently
of each other, even if they are degenerate, i.e., if they
resonate at the same frequency.

If the coil is carefully constructed to achieve ro-
tational symmetry (i.e., a rotation of 2π/N does not
change the coil), the matrices will also be circulant,
and the N eigenvectors will be the columns of the
matrix whose elements are the coefficients of the dis-
crete Fourier transform.29 There will be (N /2 − 1)
degenerate pairs of eigenvectors (i.e., corresponding
to the same eigenvalue and spatial frequency), plus
the Nyquist mode whose elements have the same am-
plitude but alternate in sign (N /2 phase rotations for
one physical rotation around the coil). The two de-
generate modes having a spatial frequency of 1 are
of interest in probe design because the eigenvectors

are the desired current distributions of equation
(11.1). The meshes created by the end rings give
rise to two additional modes that have currents only
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in the end rings: the Helmholtz mode in which the
end-ring currents circulate in the same sense; and,
at a slightly higher frequency, the Maxwell mode in
which the currents circulate in the opposite sense. If
C1 is not present (i.e., in the low-pass configuration),
the natural frequency of the end-ring modes is zero
and therefore they can support undesirable eddy cur-
rents induced by the switching of the gradient fields.
This effect is eliminated in practice by splitting the
end rings and shorting each gap with a capacitor that
has a low impedance at the coil’s desired operating
frequency, but whose capacitance is low enough to
resonate with the inductance of the end rings at a
frequency well above the typical frequencies present
in the gradient waveforms (tens of kilohertz). By ap-
propriate choice of C1, the Helmholtz mode can be
tuned to the Larmor frequency and used to design a
quadrature “birdholtz” coil for systems in which the
patient axis is orthogonal to the B0 field.30

The resonant frequency of the remaining modes
are readily calculated from the properties of circulant
matrices28:

ωk = −
√
λ = −

√
Ẽk

M̃k

=
√

2

M̃k

[
1

C1
+ 1

C2

(
1 − cos

2πk

N

)]
(11.7)

where

M̃k =
N−1∑
n=0

Mne
−i2πkn/N (11.8)

and

Ẽk = −2

[
1

C1
+ 1

C2

(
1 − cos

2πk

N

)]
(11.9)

can be interpreted, respectively, as the modal induc-
tances and inverse capacitances. Since these func-
tions are periodic, we can choose k ∈ [−N/2 +
1, . . . N/2], in which case |k| is the spatial order of
the respective mode. Since M̃k is typically a mono-
tonically decreasing function of |k|, the frequencies
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Figure 11.8. (a) Resonance spectrum from a 12-rung low-pass birdcage tuned to 64 MHz, illustrating five degenerate
modes of order that increases with frequency, ending with the Nyquist mode (6) just below 140 MHz. (b) Spectrum from a
16-rung high-pass birdcage tuned to 128 MHz, illustrating seven degenerate modes of order that decreases with frequency,
ending with the Nyquist mode (8). An end-ring mode (ER) is visible above the order-1 mode frequency.
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of a high-pass birdcage (1/C2 = 0) decrease with
increasing mode order, while those of a low-pass
birdcage (1/C1 = 0) increase (Figure 11.8). The hy-
brid birdcage has intermediate frequency behavior
with varying degrees of mode compression as a func-
tion of the C1/C2 ratio.3 Specifically, there exists a
C1/C2 ratio that minimizes (but does not completely
eliminate) the differences in mode frequencies and
allows the birdcage to be used similar to a surface
coil array.31

11.5 CONCLUSION

The birdcage coil has become the “gold standard”
volume resonator in clinical MRI systems because of
its excellent field uniformity, sensitivity, and natural
ability to operate in quadrature. The method of anal-
ysis presented in this chapter is accurate for unloaded
coils in the lumped-element regime. However, with
some empirical adjustments, body-sized coils can
readily operate at frequencies up to 128 MHz and
head-sized versions up to 300 MHz. In these situa-
tions, the electromagnetic field is strongly influenced
by the presence of biological tissue, and accurate pre-
dictions of resonant spectrum and field distributions
can be obtained only by full-wave simulation.

11.6 APPENDIX

Table A11.1. Typical bill of materials

Material Quantity

PMMA tube (coil former) 1
PMMA tube (shield former) 1
PMMA flanges (join coil and
shield)

2

Adhesive copper (rungs and
end rings)

1–2 rolls

Metal foil (shield) πdl (m2)
High-voltage nonmagnetic
variable capacitors (tuning/
balance)

3 minimum

High-voltage nonmagnetic chip
capacitors (coil)

Depends on N , topology
(see Section 11.2.5)

High-voltage nonmagnetic chip
capacitors (matching)

2 minimum

Matching inductors Depends on circuit
Nonmagnetic coax connectors 2
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12.1 INTRODUCTION

Methods for multiply tuning coils for MRI originated
from coils designed for high-field NMR spectrome-
ters, which by the 1970s could routinely excite and
detect three different nuclei in a single sample. It
was only when MRI was developed that quadra-
ture coils were introduced and became widely used
in magnetic resonance. The quadrature birdcage coil
was introduced by Hayes and coworkers,1 and it was
quickly accepted as one of the most sensitive and
homogeneous volume coils for proton imaging of the
head and the human body. For the human head, the
low-pass (LP) configuration of this coil was found
to operate well for field strengths below about 1.5 T,
while the high-pass (HP) configuration2 was found to

RF Coils for MRI
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© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

work better at higher fields. Thus, for the frequencies
of low-γ nuclei and for coils smaller than that of
the head coil, the LP configuration was the con-
figuration of choice at 1.5 T. Both the LP and HP
configurations of the head size birdcage coil have
approximately the same sensitivity at 1.5 T. For con-
stant impedance, the product of the field strength and
the coil diameter should remain approximately con-
stant.

Subsequent development of localization methods,
such as chemical shift imaging,3 and double reso-
nance techniques, such as proton decoupling,4 drove
the need to obtain both images and spectra together,
so that high-sensitivity spectral data could be regis-
tered with anatomy. Early methods for double-tuning
NMR coils5 – 7 used Foster-type networks8 for repli-
cating impedances at multiple frequencies. Birdcages
that are double-tuned in this way create homogeneous
quadrature modes at two frequencies for a total of
four independent modes.9 In addition to the birdcage,
which typically consists of two end-rings connected
with an even number of legs or struts, there are other
coil geometries that can support birdcage modes at
two frequencies. While some of these geometries may
seem complicated, a goal here is to show that all bird-
cage modes have the same sinusoidally distributed
voltages and currents and that they can be tuned
in the same way. The main problem with quadra-
ture modes is that they require a high degree of
coil symmetry to maintain isolation between them.
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So the main focus here is to explain how to main-
tain this symmetry and to restore it if it becomes
degraded.

12.2 BACKGROUND

As indicated in Figure 12.1, early methods for
double-tuning a birdcage coil used Foster-type net-
works to replace single-tuning capacitors. For the
three-element network, the series capacitor is larger
and is used to tune the low-frequency mode. For
the high-frequency mode, this capacitor has a low
impedance and has little effect. The parallel capaci-
tor, on the other hand, is smaller and can be used to
tune the high-frequency mode. The impedance of the
inductor is somewhere in between them and therefore
can strongly affect tuning. It is important, therefore,
that the three-component networks in each capaci-
tor gap be replicated carefully so as to maintain coil
symmetry.

Another method for double-tuning birdcage coils
is to tune every other leg or strut of a coil for
one of the desired frequencies,10 – 13 as indicated
in Figure 12.2. This method relies on strong mu-
tual coupling between meshes to ensure that cir-
cularly polarized waves can propagate at both fre-
quencies. This type of coil was analyzed by Amari
et al.11 and the analysis takes into account the mu-
tual inductance of not only neighboring meshes
but also second neighboring meshes, since the re-
peating unit of the double-tuned birdcage is now
made up of two meshes rather than one. Practical
implementation of this coil was reported by Mat-
son et al.12 However, because of the difficulty of
maintaining coil symmetry at the proton frequency,
the alternating design was modified by placing a
trap for the 1H frequency in the low-frequency
struts to eliminate their effect on tuning of the 1H
modes.

Other investigators suggested constructing entirely
different conductor geometries to produce birdcage
modes at two frequencies. One such geometry,
suggested by Fitzsimmons and Beck,14 was a
two-birdcage configuration that placed a smaller
diameter birdcage concentrically within a larger
one. Once the strong inductive coupling between
them was taken into account, the larger birdcage
was tuned to the higher frequency while the smaller
birdcage was tuned to the lower frequency. One of
the strongest sources of inductive coupling between

(a) (b)

Figure 12.1. Use of a three-element network to
double-tune the (a) high-pass and (b) low-pass birdcage
coils. The parallel LC circuit has its resonance between the
high and low frequencies of the coil.

End-ring

Tune for X

Tune for X

Tune for X

Tune for H-1

Tune for H-1

End-ring

Tune for H-1

Figure 12.2. The two-ring birdcage resonator double-
tuned by alternating the impedances of the struts.

the birdcage units comes from the proximity of their
end-rings. Tuning of this coil is complicated by any
“wobble” in the orientation of the end-rings with
respect to one another, and misalignment of the
end-rings can cause splitting of the linear modes at
both frequencies. However, methods such as printing
the end-rings on the same printed circuit board
(PCB) can address this problem, as well as improve
the compactness of the coil.

Another geometry that displays good circuit isola-
tion between frequencies is the four-ring birdcage,15

shown in Figure 12.3(a). This coil can be viewed
as three birdcage structures merged together onto a
single cylinder. The inner structure of this coil has
a LP configuration which shares its rings with two
outer structures. Identical outer structures can be ei-
ther LP or HP, and in each case, the outer structures
couple inductively through the inner structure to pro-
duce two new pairs of quadrature modes. One of these
quadrature modes is a homogeneous mode, and it
is tuned for the higher proton (1H) frequency. The
RF field patterns for the modes of the inner struc-
ture and the coupled outer structures are illustrated
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Figure 12.3. (a) The LP–HP configuration of the four-ring birdcage. (b) B1 flux pattern for the inner (31P) structure. (c)
Flux pattern for the outer (1H) birdcage structure in a longitudinal cut through the coil. Reprinted from J. Magn. Reson.
B, 103, J. Murphy-Boesch et al. “Two configurations of the Four-Ring Birdcage Coil”, 103–114 (1994), with permission
from Elsevier.

in Figure 12.3(b) and (c), respectively, in a longi-
tudinal cut through the coil. Because the currents at
different frequencies flow substantially in different
conductors, circuit interactions between frequencies
are relatively small. This makes the four-ring bird-
cage relatively straightforward to construct and tune.
While the remaining sections of this chapter are fo-
cused on implementing this coil, the methods of tun-
ing and aligning birdcage modes are quite general
and applicable to all birdcage coils.

12.2.1 Birdcage Modes and Birdcage Tuning

Before assembling and tuning a birdcage coil, it is
essential to have a good understanding of birdcage
modes and the mode distributions associated with the
two configurations. The modes of the birdcage coil
are a consequence of two things: its periodic struc-
ture and the characteristic that the periodic structure
wraps back on itself. This periodicity limits the modes
to a finite number of discrete frequencies. These dis-
crete modes are the frequencies of standing waves
that are permitted by a single transit around the coil.
In a symmetric coil, there are two standing waves for
each frequency, each oriented 90◦ about the coil axis
with respect to the other. These quadrature modes
are the linear modes, and each can be represented
as the superposition of two circularly polarized (CP)

waves propagating in opposite directions about the
coil. Quadrature linear modes and CP modes are not
different modes. Rather, they are the same modes in
two different representations: as two linear modes ori-
ented quadrature, which is convenient for describing
electronic connection to the coil, or as two CP modes,
which is useful in understanding their function in
NMR and for tuning issues related to propagation.

In the NMR application, the objective of coupling
to the coil is to excite only a single circular polariza-
tion while suppressing the other. The birdcage coil
is a periodic structure, comprising a series of identi-
cal resonant loops or meshes. A wave at frequency ω

propagating in a single direction on a periodic struc-
ture such as the birdcage will experience successive
delays of Δφ with each passing mesh. Indexing the
meshes of a birdcage coil as n = 0, 1, 2, 3, . . . , N−1,
where N is the total number of meshes in the coil,
the accumulated phase delay for the nth mesh, will be
φn = nΔφ. Because the N th mesh of the coil is con-
nected back to the first, the phase delay for one transit
around the coil for a mode must be a multiple of 2π.
This is the Bloch condition for a periodic structure;
it means that only discrete modes are allowed and
that the mode must meet the (spatial) condition that
N ·Δφ = k·2π, where k is the mode index of the coil
(k = 1, 2, . . . , N/2). The first mode (k = 1) is the
homogeneous mode of the coil, and it accumulates
2π radians (one cycle) in one transit about the coil.
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Figure 12.4. (a) External connections for coupling to the
quadrature linear modes of a birdcage coil and (b) placement
of variable tuning capacitors on the end-rings for tuning
the HP birdcage. For the LP birdcage, the tuning capacitor
locations are reversed and the capacitors are located on the
legs or struts of the coil.

Currents for modes propagating in the right-hand and
left-hand directions at frequency ω can be written in
complex form as

IRn = IR0 ej (ωt−2πnk/N) and ILn = IL0 ej (ωt+2πnk/N)

(12.1)

and similar expressions hold for the voltages in the
coil. The currents produce the CP RF fields, BR

1 and
BL

1 . The CP modes can also be represented as the
superposition of two linear modes, �B1,A and �B1,B,
according to

�BR
1 = �B1,A − j �B1,B and �BL

1 = �B1,A + j �B1,B

(12.2)

The linear modes are useful in describing the port
connections to the coil, as indicated in Figure 12.4(a),
and are labeled accordingly. In this complex represen-
tation of the field amplitudes, j (j = √−1) indicates
a 90◦ phase shift of �B1,B with respect to �B1,A. Each
port is also oriented 90◦ with respect to the other,
so in a symmetric coil each port drives only a single
linear mode. Linear modes can likewise be expressed
as sums of the CP modes according to

�B1,A = 1

2

[
�BR

1 + �BL
1

]
and �B1,B = 1

2
j
[

�BR
1 − �BL

1

]
(12.3)

It is apparent from equation 12.2 that, if B1,A and
B1,B are driven with equal amplitude and if B1,B is
phase shifted by 90◦ such that B1,B = jB1,A, then
the left-hand circulating field BL

1 will be suppressed.
In Figure 12.4(b), the locations of variable tuning
capacitors are shown for tuning each linear mode.
When the linear modes are properly aligned, the
port connections, as the figure indicates, one will
measure a high degree of isolation between the two
ports using a network analyzer.

12.2.2 Mode Distributions

How the frequencies of birdcage modes are dis-
tributed depends on the configuration of the birdcage,
i.e., whether it is LP or HP. Expressions for the mode
frequencies have been derived in earlier works.16,17

In Figure 12.5(a) and (b), one can find expressions
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Figure 12.5. The modes of (a) the LP configuration and (b) the HP configuration for birdcage coils with N = 16 legs.
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for the mode frequencies and representative mode
distributions that one might encounter for a 3 T
birdcage coil using a network analyzer. For the LP
configuration, the frequencies of the modes increase
with mode number, whereas for the HP configuration
they decrease. For the LP–HP four-ring birdcage
described here, both configurations are used, and
the mode distributions can overlap. For a coil tuned
for 1H and 31P, all modes of the HP coil are well
above the 31P frequency. The high-order modes of
LP structure, on the other hand, extend well above
the 1H mode and can cause an issue with overlap.
In the original implementation of the four-ring head
coil, the 1H mode occurred conveniently between
modes 3 and 4 of the LP structure.15 Nuclei other
than 31P tend to resonate at lower frequencies, so
that overlap should not be a problem.

12.3 CONSTRUCTION AND INITIAL
TUNING OF AN
LP–HP FOUR-RING BIRDCAGE

Construction and tuning the four-ring birdcage in-
volves assembly and tuning of the three separate
birdcage structures.15 Using a cylindrical former, the
diameter of a head coil is 25.7–28 cm (10.5–11 in.),
and the length is approximately the same. As a start-
ing point, an inner birdcage structure is always con-
figured as an LP birdcage so that it can be tuned
for a lower frequency nucleus. The length of this
structure should be about half the total length of the
coil. A dual-tuned leg coil suitable for imaging and
spectroscopy of the calf would have a diameter and
length of about 15.2 cm (6 in.). Next, two identical
outer birdcage structures are added at each end of the
inner birdcage. These outer structures can be either
LP or HP. For a head coil operating at 1.5 T or 3 T,
HP outer structures have impedances more suitable
for use at the 1H frequency, so this discussion is lim-
ited to implementation of the LP–HP configuration
of this coil. Use of more legs or struts in the coil will
provide better RF field homogeneity: 8 is usually the
minimum, while 16 provides excellent homogeneity
out almost to the conductors.15

As for any birdcage, the conductors of the four-ring
geometry should be fixed mechanically to maintain
coil symmetry. Early research coils were machined
from copper sheet and mounted on plastic cylinders.15

While an acrylic cylinder is often used to mount bird-
cage coils, PVC and G-10 fiberglass materials offer

superior strength. The locations of the end-rings and
the connecting struts should be measured carefully
on the cylinder to maintain symmetry. There should
be some space at the back end of the coil to accom-
modate circuitry that will be used to couple to it.
Knowing the precise dimensions, the coil conductors
can be etched into flexible PCBs using single-clad 2
oz copper mounted on 0.010 in. FR-4 material. Alter-
natively, adhesive-backed copper tape can be applied
over coil markings to build the conductor geome-
try. Location of the capacitor gaps should also be
marked, and the copper tape can be gapped with a
sharp tool. Both the rings and the legs should be
equally spaced, and capacitor gaps can be centered
on their respective segments. Maintaining the sym-
metry of the coil conductors will reduce the work
required during coil tuning to compensate for con-
ductor irregularities.

For tuning the four-ring birdcage, one can begin
with the LP inner coil, leaving the two outer struc-
tures unpopulated with capacitors. The inner structure
of the original 16-leg 1.5 T head coil used 68 pF
ceramic capacitors for tuning the 31P frequency at
25.7 MHz.15 For constant coil size, capacitors can
be scaled for frequency. For a different size of coil,
the inductance will scale approximately with a single
dimension of the coil, such as the birdcage diame-
ter. Alternatively, there are other published data and
online tools such as Birdcage Builder (Penn State
University, Center for NMR Research) to solve for
capacitor values. Finally, one can begin with inexpen-
sive leaded capacitors and replace them with higher
voltage types once their values have been determined.
Initially, the inner birdcage should be tuned to a fre-
quency slightly higher than will be needed. Once
populated, the outer structures will tend to shift the
31P mode of the inner birdcage to a slightly lower
frequency. When possible, one should use the same
value of capacitor in each gap, typically capacitors
with 2% tolerance. If more than one value of fixed
capacitor needs to be used, capacitors can be alter-
nated on the legs. Alternatively, one can use slightly
larger or smaller capacitors on legs that are fourfold
symmetric, such as at the two-port connections and
the locations opposite them.

For tuning, one can use two coupling loops and a
network analyzer configured for an S21 or through
measurement. One loop can be used to drive the
coil near one end-ring and the other can be used to
sense the coil field further away. For a well-tuned
coil, the two linear modes will be tuned to the same
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frequency, and only one mode will be observable. If
there is an abnormal capacitor or some other defects
in one location, the linear modes will likely split in
frequency. One of the modes will generally align with
this location, which aids in locating the problem.
Once the coil is repaired, mode tuning should be
restored. Over a wider bandwidth, one should observe
the typical LP mode pattern shown in Figure 12.5(a),
albeit an S21 measurement will display positive peaks
rather than the negative ones.

Having performed a preliminary tuning of the inner
birdcage, the two end-rings can now be populated
with equal value capacitors. For the original LP–HP
coil, a total of 137 pF was required in each end-ring
segment to tune the outer HP structures for the 1H
mode.15 If the LP structure is tuned for 31P, which
has a relatively high frequency for a “low-γ ” nucleus,
the high-order modes of this structure may appear
close to the H-1 frequency. So, one may wish to
temporarily short the capacitors on the inner legs in
order to identify the correct 1H modes that couple
through them. For a 16-leg coil and ring conductor
spacings of 25%–50%–25% of the total length, the
H-1 mode appears between modes 3 and 4 of the
LP structure. For other spacings, one may have to
experiment if one runs into this problem. Increasing
the length of the inner birdcage will increase the
inductance of the legs and decrease the frequencies of
the high-order modes, and vice versa. In principle, the
high-order modes of the inner birdcage are orthogonal
to the proton mode and should not couple, but in
practice two-port coupling and other effects can break
the coil symmetry and cause couplings. Coupling to
these modes may then cause some shading in proton
imaging, so it is better to separate the modes.

Within the four-ring birdcage, shown in more de-
tail in Figure 12.6, the two outer birdcages couple
strongly through the inner legs and cause the funda-
mental (k = 1) mode to split into two new modes.
These new modes have co- and counter-rotating
current distributions, with the co-rotating mode ap-
pearing at somewhat higher frequency. Since all
high-order modes, k = 2 and above provide no RF
field along the central axis of the coil, the co- and
counter-rotating modes can be identified using the
two-loop method. By placing the stimulating loop
near an end-ring and the pickup loop on the coil
axis, only the co- and counter-rotating modes of the
k = 1 mode can be detected. Furthermore, since the
counter-rotating mode has null in its field at the center
of the coil, it can it distinguished from the co-rotating
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Figure 12.6. The LP–HP four-ring birdcage indicating
port connections and placement of variable capacitors for
tuning and for adjustment of mode isolation.

or homogeneous mode. Tuning of the outer bird-
cages uses many capacitors, so it is recommended
that capacitors be added in a manner that maintains
fourfold symmetry of the coil. For example, one can
add eight capacitors at a time to the tuning locations
(0◦

, 90◦
, 180◦

, 270◦) and then to the isolating loca-
tions (45◦

, 135◦
, 225◦

, 315◦). If too much capacitance
accumulates in these positions, it can be distributed
symmetrically to the remaining locations. Just as for
the single-tuned birdcage, the co-rotating mode has
two quadrature linear modes, and tuning and careful
alignment of these modes are required to obtain true
quadrature operation.

12.4 MATCHING OF THE BIRDCAGE
FOR A RANGE OF
HEAD SIZES

A common question is, “For which head size should
the coil be tuned and matched?” For high field, the
Q’s of a head coil are low enough that tuning is not
as critical, since both signal and noise will rise and
fall together during modest tuning shifts. Matching,
however, can have a stronger effect. Obviously, one
should match the coil to a particular head size if there
is only one head size being investigated. In general,
though, one will want to match for a range of head
sizes, and tuning of the coil needs to be fixed. In
this case, it is preferable to match the coil to the
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Figure 12.7. (a) Direct connection to the end-ring using balanced capacitors. (b) Inductive coupling to a single coil mesh.
(c) A half-wavelength scheme for capacitive coupling to opposite sides of the birdcage.

loading of the largest size head and allow smaller
head sizes to be mismatched. The reason for this
is that for smaller head sizes, the Q of the coil is
higher, and this compensates for the mismatch effect.
In the transmit mode, the coil may reflect power,
but less power is needed for a smaller head size.
Similarly, in receive mode the higher Q of the coil
provides more signal, compensating for the mismatch
to the NMR receiver. Consequently, transmit power
and signal-to-noise ratio (SNR) of the coil will be
roughly flat for a wide range of head sizes.

Connection to the coil can be either a direct ca-
pacitive connection or via inductive coupling. Di-
rect connection is often preferred because it may
require less mechanical hardware and take up less
space, but neither method provides a special advan-
tage as far as SNR or transmitter power is con-
cerned. Figure 12.7(a) shows coupling to the coil
using balanced capacitors18 and Figure 12.7(b) with
a series-tuned coupling loop. Cable baluns are gen-
erally required in both cases to isolate the coil from
the system cables (see Chapter 25). Additional ca-
ble baluns may be required if cables must be routed
past the coil to the system connections. The ca-
pacitors and inductors used for matching should be
chosen to be as small as possible to minimize ef-
fects on tuning. For capacitive coupling, the end-ring
capacitor can be reduced in value by the series com-
bination of the matching capacitors, as indicated in

Figure 12.7(a). For very high frequencies, four-port
coupling is recommended,19 and a simple four-port
scheme is shown in Figure 12.7(c). There are two of
these networks, one for each quadrature port, so that
the scheme maintains the fourfold symmetry of the
coil and avoids the skewing problem associated with
two-port couplers (see below).

12.4.1 Tuning and Alignment of the Linear
Modes

The quadrature linear modes are sensitive to pertur-
bations to coil symmetry caused by variation in ca-
pacitor values and misalignments of coil conductors.
Tropp16 has analyzed these variations and found that
an excess or deficit of capacitance or inductance lo-
cated somewhere between the port/tuning orientations
will cause the linear modes to rotate away from these
positions and reorient in the direction of the “distur-
bance” in impedance, as indicated in Figure 12.8(a).
The linear mode oriented in that direction will be de-
tuned by this reactance, and the detuning might be
enough to split the frequencies of the linear modes,
which can be detected with pickup loops. For linear
modes that are aligned with their port connections,
an S21 measurement will yield a high value of iso-
lation between the ports, typically −20 dB or better.
Port 1 of the network analyzer will drive the mode



144 Volume Coils

A B A B

(a) (b)

Figure 12.8. (a) A local perturbation in impedance caus-
ing the linear modes to become aligned with it and mis-
aligned with the coil ports. (b) Alignment restored using
variable capacitors at the 45◦ locations.

oriented predominantly with Port A of the coil and
not the other mode, so very little signal will find its
way to Port B. Misalignment of the modes will cause
stronger coupling with the second mode and conse-
quently to Port B. Correction of mode rotation and
reduction of this coupling can be accomplished with
additional variable capacitors placed at the 45◦ posi-
tions between the port connections,15 as illustrated in
Figure 12.8(b). These capacitors introduce additional
positive and negative “perturbations” that counter the
effect of perturbing reactances elsewhere on the coil.
The 45◦ locations of these capacitors maximize their
rotational effect, and capacitors located 90◦ apart ro-
tate the linear modes in opposite directions. Because
they are located midway between the tuning points,
these capacitors will tune both linear modes by about
the same amount, so that use of two capacitors 90◦

apart can compensate for one another. Increasing one
capacitor has the same effect on mode rotation as
decreasing the other.

12.4.2 Mode Skewing and Its Correction

The second effect of a perturbing reactance, espe-
cially if it is strong, is to cause the linear modes
to rotate toward or away from one another, as il-
lustrated in Figure 12.9(a). This can be explained
by taking another look at the circularly polarized
waves as they propagate around the coil. As men-
tioned earlier, each mesh introduces a certain amount
of delay as a wave propagates past it. But if, for
example, the wave encounters some additional ca-
pacitance in a mesh or a series of meshes, the wave
will be slowed down. The opposite will be true in

Mode skewing Correction for skewing

A B A B

(a) (b)

Figure 12.9. (a) Excess capacitance near the tap points
causing the modes to skew. (b) The skewing corrected by
moving capacitance to the other side of coil.

the remaining meshes. Consequently, the modes will
skew away from one another in the fast meshes
and toward one another in the slow meshes. This
skewing was observed with inductive couplers that
were used with the original 1.5 T four-ring birdcage
coils.15 Tuned couplers were used to couple to the
coil, and they were also used to obtain isolation
between the ports by rotating the couplers slightly
above the coil. It was found that the best isolation
was achieved when the couplers were rotated to-
ward one another by about 10◦. In the wave view,
the waves propagating around the coil were slowed
by the couplers. Because the waves spent more time
on coupler side of the coil, the linear modes were
skewed toward one another, causing loss of isolation
when they were no longer aligned with the coupling
ports.

One solution to this particular problem is to
move some tuning capacitance from the coupler
side of the coil to the opposite side, as illustrated
in Figure 12.9(b). The CP waves experience less
delay as local capacitance is reduced, the linear
modes skew apart, and they then begin to align
with the 90◦ orientations. During this process, the
total capacitance is unchanged, so that coil tun-
ing does not change appreciably. As capacitance
is redistributed, the modes may become rotated, so
that the isolation (45◦) capacitors may need ad-
justment to realign the modes with their respective
ports. But with each redistribution of capacitance,
port-to-port isolation should improve. One can see
that fixed connection to the coil is more difficult to
align than with inductive couplers, but fixed capac-
itive coupling generally requires less space and is
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Figure 12.10. Connection of the dual-tuned birdcage to separate RF channels for acquiring images and proton-decoupled
spectra from a low-frequency (X) nucleus.

now the most commonly used method of connec-
tion.

The skewing adjustment shows that it is impor-
tant to maintain azimuthal symmetry to a birdcage
coil, both in the coil conductors and in the distribu-
tion of capacitance. Fortunately for head coils, the
Q’s at high field (1.5 T and 3 T) are low enough that
coil perturbations are not overwhelming. But the Q’s
are high enough that coupling of the coil to the hu-
man head can cause rotation of the linear modes and
measurable reduction in isolation. Finally, we have
seen that the external coupling networks can cause
perturbations and loss of coil isolation. One means
of mitigating this problem is to use four-port cou-
pling, which restores symmetry to the coil.19 One net-
work for implementing four-port coupling is shown
in Figure 12.7(c). For this network, two-port connec-
tions, each matched for 100 �, are combined at the
other end of half-wavelength cables to provide a 50 �

connection for a single quadrature port. The circuit
for the other quadrature port of the coil is identical.

12.4.3 Coil Application: Proton Decoupling

If a dual-tuned volume coil has no PIN diode or
other switching circuitry to disable the coil, it can
be used to simultaneously transmit and receive at
two frequencies. One such “double resonance” ap-
plication is proton decoupling.20 For this experi-
ment, an excitation pulse is first delivered to the

lower frequency or “X-nucleus”. Then, simultane-
ous with signal acquisition from this nucleus, a rela-
tively low-power decoupling waveform is transmitted
to the coil at the 1H frequency. A representative
hardware scheme for accomplishing this is shown
in Figure 12.10. In this scheme, additional RF fil-
ters are placed between the dual-tuned coil and the
low-frequency receive channels to prevent the 1H
signal from saturating and injecting noise into the
preamplifiers. Filters are also placed in the 1H chan-
nel to filter noise and prevent the high-power pulse
from the low-frequency electronics from damaging
the 1H receiver. The linearity of the preamplifiers is
maintained, and out-of-band noise is filtered from the
passbands of each channel.
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13.1 INTRODUCTION

TEM body coils are a good design choice for transmit
body coils at any field strength, but offer a num-
ber of advantages over other designs for 3 T and
above. TEM or “transverse electromagnetic” is the
most general term for “transmission line”. Any cir-
cuit capable of propagating a TEM wave including
coaxial lines, strip lines, microstrips, waveguides,
and cavities are by definition, “TEM” coils.1,2 A
rule-of-thumb in the electronics industry is to choose
distributed, TEM circuit design over lower frequency
“lumped element” circuit design when the signal
wavelength on the circuit exceeds 0.1λ. This is to
preserve the efficiency of the circuit by minimizing
radiation losses. Currents on distributed transmission
line elements are also more easily controlled as will

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
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be taught in this chapter. For these reasons and more,
the TEM approach to body coil design is strongly
recommended.

13.2 BACKGROUND

More than most radiofrequency (RF) coils, the high-
frequency body coil challenges the limits of design
and performance. Body coils tuned to 128 MHz (3 T)
and above are required to operate efficiently and ho-
mogeneously at unprecedented, full wavelength di-
mensions. The present industry approach to build-
ing body coils makes use of shielded birdcage type
structures.3 The rung currents of birdcage coils gener-
ate a homogeneous field transverse to the cylindrical
coils’ axes. These rung currents depend on end rings
for a “return path”. Refer to Figure 13.1(a). End rings
can be problematic. The inductance and resonance
frequency of birdcage coils are dependent on (lim-
ited by) the dimension of the end rings which in turn
define the diameter of the coil. When the diameter
is very large, as is the case for body coils, the ax-
ial length of the coil must be sufficiently shortened
to achieve resonance at the desired operational fre-
quency. Significantly reducing the length of the body
coil, however, can limit the coil’s efficiency and ho-
mogeneity over the desired field of view (FOV). End
ring currents generate a B1 field component coax-
ial with the B0 field. The axial “z” component of the
end ring generated field is therefore nonproductive for
NMR excitation, and can result as a source of ohmic
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(a) (b)

Figure 13.1. The resonance of a birdcage coil (a) is de-
pendent on and limited by its end rings. Independent of the
large, inductive, end ring circuits, the TEM resonator (b) can
efficiently achieve the highest frequencies for body coils.

loss to induced conduction currents in the tissue load
conductor. End rings can be used, however, to limit
the axial extent of the coil’s field, to prevent signal
from beyond the gradients from folding back into the
desired FOV.

To solve the efficiency, homogeneity and fre-
quency problems associated with the end ring de-
pendent birdcage coils, the transmission line (TEM)
resonator is a good candidate.4 The TEM design
achieves the birdcage’s highly homogeneous, rung
current generated transverse field without the coun-
terproductive end ring currents (Figure 13.1b). The
TEM coil’s return path follows the shield rather
than the end rings. The inductance and self reso-
nance of the TEM coil are therefore independent of
the diameter of the coil. A TEM coil of a given
length can be built to arbitrarily large diameters,
without significantly changing the frequency of the
coil. The basic TEM design derives from the first
NMR coil, the coaxial cavity resonator of Pound
and Purcell.5 Schneider and Dullenkopf used the
design for a high-resolution probe head.6 Norbert
Krause first developed a TEM-like design for hu-
man imaging.7 Röschmann and Bridges advanced re-
lated structures.8,9 The TEM design was improved for
modern imaging and spectroscopy applications over
the decade following by Vaughan et al.1,2 In recent
years, a variety of executions have extended the use-
fulness of the TEM design.10 – 13

It is useful to view the segmented TEM volume
coil as a toroidal array of independent transmission
line elements (see Figure 13.2). The resonant fre-
quency of the larger TEM coil structure is dependent
on the resonant frequency of the independent line
element, modified slightly by its reactive coupling
with neighboring elements in the coil. The reactance
of the individual elements can be tuned in alternating
patterns to effect multiple tuning for the larger

Shield section

Current element

(a) (b)

e

Figure 13.2. The segmented TEM volume coil (a) can be
described as a toroidal array of transmission line (TEM)
elements (b), formed by current elements parallel to cav-
ity wall or shield sections. These TEM elements are the
building blocks of the TEM volume coil. The impedance
of these independent RF current elements can be passively
or actively controlled for detuning, retuning, multiple tun-
ing, phase shifting, amplitude modulation, transmission, and
reception.

coil structure.2 The reactance between individual
elements can be controlled to decouple the elements
for parallel imaging applications.14 Any number
of individual elements can be driven in transmit
and/or receive mode. The individual elements of the
volume coil can be actively controlled to tune the
coil for transmit and detune the coil for reception
with local receivers such as surface coils, phased
arrays, or parallel arrays. The amplitude and phase
of the elements can be modulated to effect corrective
RF-field shimming or volume selection.15 Many of
these advantages of the segmented TEM body coil
are demonstrated in this chapter.

13.2.1 Calculated Coil Losses

The choice of the TEM body coil design com-
pared to other potential designs is demonstrated
in circuit efficiency calculations. To numerically

(a) (b) (c)

Figure 13.3. Body coil models for finite difference time
domain (FDTD) calculations of frequency limits and radi-
ation resistance for shielded and unshielded (not shown)
body coils. The coil rung counts and physical dimensions
are equal in all models. (a) Shielded low pass birdcage. (b)
Shielded high pass birdcage. (c) TEM resonator.
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Figure 13.4. In the FDTD calculations for the Figure 13.3, coil structures, self resonance, and radiation losses are shown
to limit the use of birdcage body coils to 3 T (128 MHz) and below, whereas the TEM body coil may be useful to 8 T. The
plots for the low pass body coils in (b) are limited by the maximum resonant frequencies of the coils. (a) Capacitance vs
frequency. (b) Radiation resistance vs frequency.

calculate the operational frequency and efficiency
ranges for high-field volume coils, five unloaded coils
were modeled by the finite difference time domain
(XFDTD) method16 (see Figure 13.3). Equivalent to-
tal capacitance and radiation resistance were calcu-
lated versus the transverse mode resonant frequency
for high pass and low pass, shielded and unshielded
birdcages, and a transmission line (TEM) resonator.
All five coils had identical dimensions (58 cm i.d.
× 33 cm long), and all were open on both ends. The
birdcage shields and the TEM cavity were 1.0 m long
and spaced 2 cm from the coil rungs. These models
were in their “classical” forms; the low pass bird-
cage included 24 capacitors in center positions on
the rungs, the high pass birdcage (HPBC) included
24 capacitors in each ring for a total of 48 in the
structure, and the TEM resonator included 48 capac-
itors in rung positions. Capacitor positions in these
models appear as gaps in the circuits of Figure 13.3.
While the models faithfully reproduce the configura-
tion of the TEM body coil tested, all three models
might be improved with more highly distributed ca-
pacitances.

The capacitors shown in Figure 13.3 were assigned
values to tune the resonant frequencies of the coil
models, as in realized coil circuits. To determine the
point at which a coil reached self resonance, the
equivalent added capacitance of the structure versus
the resonant frequency associated with the transverse
B1 field mode was calculated for each of the mod-
els as shown. The coil approached self resonance as
the equivalent added capacitance approached zero.

The results were plotted in Figure 13.4a. According
to the results displayed in Figure 13.4, a 1 pF ca-
pacitance will resonate the low pass birdcage body
coils at slightly higher than 64 MHz (1.5 T), with the
shielded coil reaching a higher frequency than the un-
shielded birdcage. HPBCs reach 128 MHz (3 T) for
the same 1 pF capacitance added, again the shielded
version resonating higher. The TEM coil of the
same dimensions and capacitance reaches 342 MHz
(8 T).

To quantify the amount of energy lost to radiated
fields, the radiation resistance “Rr = 2Pr/Im

2” versus
resonant frequency was calculated for each coil struc-
ture and plotted in Figure 13.4(b). Pr is the radiated
power and Im is the maximum current in the coil.15,17

The model shielded HPBC body coil resonating at
128 MHz radiates energy to the patient load and to
the magnet bore at a rate equivalent to the energy
lost to a 20 � resistor in the coil circuit. By the same
model, the TEM coil would incur approximately half
this loss at 3 and 4 T Larmor frequencies. Because
the TEM coil is less radiative and less inductive than
the birdcage, its useful range as a full-sized human
body coil approaches 350 MHz (>8 T). This predic-
tion agrees with empirical results (Figure 13.23c).

13.3 SPECIFICATION

Specification of a TEM body coil depends on its
application. TEM coils for imaging the body can be
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divided into three types: surface coil, body coil, and
Torso coil. Any of these may be driven in single or
multichannel mode.

13.3.1 TEM Surface Array

The TEM surface array is often chosen when trans-
mit efficiency is a top priority. Early examples of the
coil (Figure 13.5) have demonstrated six times the
efficiency of a whole body coil (Figure 13.6). The
TEM surface array transceiver is an array of electro-
magnetically decoupled TEM elements independently
driven by a parallel or “multichannel” transmit and
receive system. This coil type is often configured as
a pair with each half placed respectively anterior and
posterior to the body. The number of elements used
in the coil of course is dictated by the number of
transmit and receive channels in the MRI system.
B1 shimming is typically employed with these mul-
tichannel arrays to maximize signal-to-noise (SNR)
and uniformity, and to minimize specific absorption
rate (SAR) over the ROI. In Figure 13.4 example,
the TEM surface array was operated as a 16-channel
transceiver to acquire the heart image (Figure 13.5c).
High transmit efficiency and receive sensitivity are
reasons for using closely fitted TEM surface coils

for body imaging applications.18,19 These close coils,
however, severely limit VCG lead and receiver ar-
ray placement near the heart, and can be heavy and
restrictive to the patient, all significant compromises.

13.3.2 TEM Body Coil

The TEM body coil is selected when a large, uni-
form excitation field, and patient comfort are priori-
ties (Figure 13.6a). This body coil is typically paired
with local receiver arrays for high SNR image acqui-
sition (Figure 13.6b). These factors make the TEM
body coil the coil of choice for most clinical applica-
tions. The coil with inductively coupled elements can
be driven with a single high power amplifier divided
into four 90◦ phased channels at four, 90◦ spaced
ports. In this configuration, the coil is compatible with
and can be retrofitted to conventional MRI systems.
Alternatively, the elements of this coil can be de-
coupled and driven independently with multiple RF
transmit lines, and received by multiple, parallel re-
ceiver channels. Figure 13.6(a) depicts a multichannel
TEM body coil for 7 T. Like commercial body coils
for field strengths of 3 T and lower, this coil was
built to fit into the extremely limited space between
the system gradients and the magnet bore liner. This

(a) (b) (c)

Figure 13.5. Multichannel transceiver surface coils. (a) One of a pair of eight channel transmission line (TEM) arrays.
With one coil atop and the other below the subject’s torso (b), cardiac images are acquired (c).

(a) (b) (c)

Figure 13.6. Body coil (a) with half of receiver pair (b) used to acquire image (c) with 16 channels transmitting and 32
channels receiving.
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(a) (b) (c) (d)

Figure 13.7. Torso transceiver coil halves (a) with multichannel receiver pair (b). (c) The coil in place about its builder
and (d) the image acquired with 16 transmit channels and 32 receiver channels.

60 cm i.d. coil is composed of 16 equally spaced,
TEM transceiver elements, each being independently
tuned and matched as evidenced by the 16 pairs of
fiber-glass stems projecting from the coil. Electronic
means of tuning and matching these elements have
more recently been developed to facilitate the util-
ity of the coil.20 – 23 Sixteen-channel dedicated 1 kW
power amplifier modules are also shown mounted on
the end of the coil body as a demonstration of future
technology.17 Together with this 16-channel body coil
a pair of 16 loop receiver arrays (32 total) was placed
anterior and posterior to the subject’s chest.24 Af-
ter B1 shimming on the cardiac region, 16 body coil
transmit channels were used to excite a relatively uni-
form ROI. Thirty two channels were used to receive
the heart images (Figure 13.6c). This body coil option
provides the closest approach to current clinical imag-
ing on 3 and 1.5 T systems, where a large body coil
provides uniform excitation and local arrays increase
sensitivity of reception.4,25

13.3.3 TEM Torso Coil

The Torso coil may offer a compromise between
the transmit efficiency and receive sensitivity of the
TEM surface array of Figure 13.5, and the uniform
excitation, local reception, and ergonomic space of
the whole body coil approach shown in Figure 13.6.18

In Figure 13.7(a), a 46 cm id, 16-channel TEM torso
coil is mounted on a patient table and split for
easy access.26 This actively detuned transceiver coil
can be used with loop arrays such as shown in
Figure 13.7(b). The torso coil and receiver array
(eight loops above, eight beneath the torso) are shown
in place about the subject in Figure 13.7(c). High
signal, relatively uniform B1 shimmed cardiac images
were acquired with 16 transmit channels and 32

receive channels (16 receiver channels + 16 TEM
transceiver channels). While more efficient than a
whole body coil, this arrangement provides more
B1 field uniformity than the surface coil transceiver,
and allows room for cardiac lead placement and
additional local coils, including receiver arrays and
multinuclear coils. A lack of arm and shoulder space,
however, is a major limitation with this choice.

13.4 COMPUTER-AIDED DESIGN

Once the coil type is specified according to its appli-
cation, design begins with the numerical simulation of
RF coil circuits and fields. To a large degree, a chosen
coil design can be designed, characterized, and evalu-
ated by simulations based on finite difference time do-
main (FDTD), finite element method (FEM), method
of moments (MOM), or other commercially available
EM solvers. Examples of insightful 7 T body coil de-
sign simulations follow.

13.4.1 Field Calculations for the Unloaded
Body Coil

First body coil design objectives are to make certain
that the FOV of the coil will efficiently and uni-
formly cover the desired ROI. An acceptable body
coil FOV should vary less than 3 dB over a 35–45 cm
diameter spherical or cylindrical volume. To deter-
mine this criterion, the EM field of a coil such as
shown in Figure 13.3 should be calculated over the
desired FOV in three dimensions. The 3D Maxwell
B1 field contours for a TEM body coil are shown cal-
culated by the FDTD method in Figure 13.8.27 The
central transaxial field (Figure 13.8b) is highly ho-
mogeneous, not varying by more than 1 dB over an
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ated along the z axes of the Figure 13.3 models is shown
for the Larmor frequencies shown (approximately 4 T). Coil
elements (rungs) for the birdcages and the TEM resonator
are 33 cm.

80% diameter FOV. This transaxial homogeneity is
typical of birdcage coils as well. To compare the ax-
ial field profile of the TEM body coil to birdcage
profiles, the B1 field contour was calculated along
the z-axis of the models shown in Figure 13.3 (refer
also to Figure 13.9). The relative B1 magnitudes were
normalized to respective peak B1 fields generated by
equal currents on the coil elements. Defining the ax-
ial field length of each coil as the points on the ±z

axis at which the B1 magnitude falls to 3 dB below
the peak value reached in the coil center, the three
equal length coils modeled are shown to have differ-
ing axial field lengths. In the Figure 13.9 example,

the unshielded birdcage axial field length of 25 cm
compares to the shielded birdcage field of 33 and the
TEM axial field length of 38 cm. Satisfactory FOV
coverage, however, cannot be determined by simu-
lating the empty coil alone. Coil fields can change
dramatically when a human body load is introduced,
especially for higher frequencies.

13.4.2 The Loaded TEM Body Coil

In addition to loading the Q and shifting the fre-
quency of the coil, introduction of a human body
into the bore of the body coil results in significant
changes in the B1 and E field contours through the
volume of the coil and the human anatomy. These
changes are primarily due to shortwave interference
patterns of the fields generated by multiple coil ele-
ments. Owing to the dielectric constant of high water
content tissues, the Larmor wavelength within the
human body is significantly shortened from its coil
circuit and air wavelengths. At 7 T, for example, a
1 m wavelength on the coil is nominally 12 cm in
the body. By this measure, the human trunk is about
3 × 6λ in dimension. As predicted in Figure 13.4, at
300 MHz a conventional, birdcage body coil would be
highly inefficient if it could be built at all. TEM coils
comprised of arrays of short transmission line ele-
ments are still easily tuned to and are efficient at such
high frequencies. Accordingly, the first successful 7 T
body coils are of multichannel TEM design.25,28 – 30

An efficient coil circuit solves only part of the high
field problem. If the 300 MHz TEM coil or other
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Figure 13.10. B1 contour calculations of human body in body coil at 7 T (300 MHz). Note the strong destructive
interference in the heart region (dark blue). Note also the extent of B1 field propagating along the coil and body axis,
beyond active coil elements.

multielement structure were excited with the circu-
larly polarized RF field employed at clinical field
strengths, B1

+ contours spanning 60 dB would result
(see Figure 13.10). Conventional MRI with simple
circularly polarized (CP) excitation cannot generally
be used for human body applications and does not
work well at 3 T. Multichannel TEM designs used
together with B1 shimming offer a solution to an ef-
ficient body coil with a “manageable” field.4,28,30

13.4.3 Field Calculations for the Human
Loaded Body Coil

Coil losses, be they from conserved or radiated fields
in the coil, are mostly spent as RF losses to the tissue
conductor and to the tissue dielectric in the human
body.2,31 RF field propagation and loss in a body
loaded coil can be modeled as below by the FDTD
method,27 using the National Library of Medicine’s
Visual Human Project atlas or other models. In these
models, anatomic boundaries were assigned tissue,
temperature, and frequency dependent permittivity
and conductivity values.32 Then, relative RF mag-
netic vector potential (B1

+) field contours were cal-
culated for a circularly polarized, body loaded, 16
element TEM coil at 300 MHz in the Figure 13.10
example. This first model is not to demonstrate a
working design, but rather to emphasize the need for
a departure from conventional methods of coil design
and operation. With color contours assigned 20 dB in
these log scale plots, the interference patterns span
80 dB of RF field gradient. While not as severe at
3 T or lower, the B1 field contours at these fields are
still highly nonuniform.

Figure 13.11 similarly shows E and B1 field con-
tours propagating from the CP coil elements through

0dB
−70
dB

(a) (b) (c) (d)

Figure 13.11. B1 and E field calculations for TEM body
and body array coils. (a, b) Calculated 300 MHz E fields
propagating through the bore of a TEM body coil within
a Faraday shielded magnet bore, for a TEM body coil and
TEM surface array, respectively. (c, d) 300 MHz B1 fields
generated by the coil elements, “traveling” through the coil
and magnet bore for the body coil (c) and local surface array
pair (d).

the body-loaded bore. It is easy to see the “travel-
ing waves” excited by the coil elements propagating
through the bore of the 1 m long coil cavity and
longer Faraday cage of the magnet bore.25,31 While
the TEM array is closer to the body and therefore
couples more efficiently to the body for MR imag-
ing, it is clear to see that neither design is immune
to significant radiative losses by this mechanism.

Efficiency and B1 uniformity are not the only
criteria for successful body coil design. Refer to
Figure 13.12. The coil and its application to human
patients must also be safe. E and B1 field losses to
the tissues as SAR increase heating ΔT and elevated
temperature, T . These quantities can and should be
modeled as well when designing a body coil. While
the present safety practice relies heavily on SAR
models, numerical predictions of heating (ΔT ) and
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Figure 13.12. Calculated relative RF magnetic field (B1
+), RF electric field (E), specific absorption rate (SAR), all on

log scale (dB), and absolute temperature (◦C) for 133 ◦W RF input into a 72 kg human body from a 60 cm i.d. × 1 m long
TEM body coil centered on the chest at 7 T.

temperature contours (T ) must be included. Tempera-
ture and not SAR, causes thermal stress, pain, and tis-
sue damage, and is therefore the proper safety metric.
Temperature is equated to SAR through six or eight
additional thermodynamic and physiological param-
eters, depending on the bioheat equation used. SAR
removed from this equation does not give the magni-
tude or location of true hot spots or systemic temper-
ature rise. Thermal models must be accurate and pre-
cise to 0.2 ◦C. The accuracy and precision of SEM-
CAD X, an FDTD solver, (Zurich, CH)33 has been
corrected by our bioheat equation,34 and validated in
whole body experiments with porcine models.35

13.4.4 Body Coil Structure and B1 Shimming

Multichannel TEM coil elements can be arrayed over
three dimensions on the surface of a cylinder or other
form to facilitate better control over the B1 excitation
field in x, y, and z. These 3D array arrangements
give an additional approach that can be used alone
or in combination with other approaches to max-
imize B1 excitation uniformity and efficiency, and
to minimize SAR (see Figure 13.13). The high pass
birdcage (HPBC) coil and the 16 channel TEM coils
show more traditional, “2D” designs. The 2 × 16
(two coaxial rings of 16 elements each), with both

16-ch TEMHP BC Coil
2 x 16 TEM

In-line elements

2 x 16 TEM
Interleaved
elements

2 x 8 TEM
In-line elements

Figure 13.13. Various multichannel TEM body coil design options, referenced to the industry standard high-pass birdcage
on the far left.
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Figure 13.14. 3D body coil B1
+ field calculations in transaxial, sagittal, and coronal, center slices. The three reference

coils on the left are circularly polarized but unshimmed. The three on the right are not circularly polarized but are B1

shimmed. Table values are B1 field measurements averaged over the slice in units of microtesla, for a normalized SAR
power input.

in-line and interleaved arrays, give three dimensions
of multichannel B1 dependent criteria optimization
over an ROI. Proficient and prodigious modeling
again is the only way to step through the many per-
mutations possible to find and optimal coil configu-
ration with this design approach. A few examples of
the field simulations for these coils, with and without
B1 shimming follow in Figure 13.14.

In Figures 13.14 and 13.15, B1 and SAR were cal-
culated in a 72 kg male loading two, same-dimension
variations of a 16 channel TEM body coil, a “2D”
coil with single ring of sixteen, 35 cm long TEM ele-
ments, and a “3D” coil with two rings of eight, 17 cm
elements with 1 cm spacing between the rings. All
results are normalized to a global SAR. The models
clearly predict significant B1 uniformity and damp-
ened SAR peaks achieved with B1 shimmed, 3D coils
over non B1 shimmed 2D coils. Note the signifi-
cant improvement in B1 uniformity predicted over
the body for the pair of 3D, B1 shimmed coils on
the far right, while maintaining high efficiency and
low peak SAR as measured by the coil B1 values
normalized to a common SAR value.

13.5 HARDWARE DESIGN

As mentioned previously, TEM coils for imaging
the body can be broadly segregated into a whole
body volume coil (Figure 13.16a) or a surface array
(Figure 13.16b). The trade-offs were discussed above.
Considering these, one coil must be specified. The
functional design and use of both coils is similar,
with both coils being based on arrays of transmission
line or TEM elements. For brevity and simplicity, the
whole body TEM coil will continue to be used for the
design example.

13.5.1 Construction Materials and Methods

Construction of a TEM body coil typically begins
with a fiberglass tube with enough strength (1 cm
thick) for support and of the right dimension for
mounting within the bore of the magnet. This tube
may serve as the i.d. or o.d. packaging of the coil. It
will ideally be attached and supported to stanchions
on each end of the magnet bore, allowing room so
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Figure 13.15. SAR calculations for the coil structures and operational conditions (CP, or B1 shimmed) of Figure 13.13.
Each column presents a center-slice transaxial, sagittal, and coronal SAR contour map for each coil. Because all models
are normalized to a common SAR value, the contours show the magnitudes of localized “hot spots”.

TEM elements

Receive array

Piezo motors

Preamps

(a) (b)

Figure 13.16. Two variations of TEM coils for body imaging are shown, (a) the TEM body coil and (b) the TEM body
surface array. The TEM body coil shown is a 2 × 16, 3D configured transmit coil. A separate 2 × 16 loop receiver array
is shown on the patient within. The TEM surface array includes 16 transmit channels (8 top, 8 bottom), and 32 receiver
array (16 top, 16 bottom). The receiver array also includes piezo motors for remote, auto-tuning, and matching of each
TEM coil element.22

that the coil assembly does not contact the gradient
bore at any point. When this is not possible, add a
thin rubber or foam pad between the body coil and
the gradient bore tube on which the body coil may
rest. An ideal source of the fiberglass tube is from
the manufacturer of the system, in the form of the
bore tube liner already installed in the MRI system.

If this is the tube used, however, there will be very
little space between this bore liner and the gradient
tube. Manufacturers rarely leave enough room for a
shielded body coil, almost never more that 2–3 cm
radial space between the bore liner and the gradients.
Building a shielded body coil with such a thin profile
usually costs the coil in efficiency or mechanical
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(a) (b) (c)

Figure 13.17. The plan for the TEM body coil is shown.
(a) The freestanding, packaged body coil without the inner
bore liner. In (b), the outer package/cavity support is re-
moved to reveal the slotted TEM cavity wall. Inside and
connected to the cavity wall are the current elements shown
in (c). A network of two 180 ◦ hybrids and 90 ◦ quadrature
hybrids with cabling is shown driving the coil at four el-
ements 90 ◦ apart. The transmit and receive cables for the
coil structure are seen projecting from the bottom of the
coils.

isolation from the gradients. The coil could possibly
be built on the inside of the bore liner tube, but this
is often not possible because of limited space and or
mounding brackets and other hardware between the
bottom of the patient table and the magnet bore liner.
Figure 13.17 gives an example of three layers of a
TEM body coil that can be slid onto the o.d. of a
standard industry bore liner tube

Shown in Figure 13.17(a), an outer package is re-
quired to support double-sided, 5 μ thick copper on a
polyimide substrate, which is used for the coil cavity.
A distinction is made between “cavity” and “shield”
here, the cavity being integrated into circuit of the
coaxial coil structure. A shield by contrast is sepa-
rate from the coil circuit and is designed to separate
signals between two sources, the gradients and the
coil in this case. The TEM cavity wall copper is one
skin depth thick for low frequency, switched gradient
induced eddy current attenuation. The TEM shield is
slotted in straight lines along the cylinder to allow
the conductive shield to serve as a return path for
the coil center conductors (rungs), but to break up
circular eddy current paths induced by the gradient
coils. An overlapping pattern is etched in the dou-
ble clad matrix, with enough capacitance to allow
strong RF conductance but to serve as a block to
gradient-induced currents.36 This double-sided, over-
lapping, capacitive shield can also be “tuned” to
balance and cancel mutual inductance between coil
elements for strong decoupling without parasitic and
field perturbing capacitive bridging for multichannel
coils37 (see Figure 13.18).

The innermost layer of the TEM body coil is the
circle of stripline, microstrip, or coaxial line elements.
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Figure 13.18. Decoupling transmission line elements. (a)
A pair of TEM elements decoupled by a bridge capaci-
tor C, creating a parasitic circuit loop that increases loss
and local field perturbations in the coil. (b) Two TEM ele-
ments with mutual inductance M decoupled by cavity wall
capacitance C.

These are capacitively terminated at both ends of
each element, to the slotted cavity wall, typically
with one element per wall segment. Over the band
of MRI body coil frequencies, the most efficient
coil will have at least 2.5 cm of air between coaxial
elements and the cavity wall segments. The coaxial
element is a shielded structure, shielding E field from
the patient. A body coil with coaxial elements will
measure higher Q and 1–2 dB more B1 field per
watt input, compared to a coil built with unshielded
stripline or microstrip elements. However, a low loss
coaxial element will add an additional 1.5 cm or so to
the profile of a coil. While the most efficient coil has
a radial profile of 4 cm, packaging not included, most
MRI systems allow about half of this space. This is
why stripline or microstrip on a Teflon dielectric core
are frequently used for the thin although less efficient
body coils that will fit most industry systems. Nylon
makes a good structural material for the rings and
other structural material in the coil. Although a bit
“slippery” to machine, it does not crack like many
plastics and it has virtually no NMR signal.38

The body coil element can range in length from 45
to 14 cm. A longer coil would generate an unneces-
sarily long field that will often create a signal wrap
artifact from signal received from beyond the gradient
coils. Elements shorter than 12 or 14 cm become in-
efficient. The author prefers to work with elements of
22–18 cm length for a 60 cm i.d. coil with an 80 cm
× 120 cm long cavity when possible.

13.5.1.1 Body Coil Control

A TEM body coil is more than a passive resonator.
Depending on the application, there are many op-
tions for mode of operation and control for this
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Figure 13.19. The actively detunable TEM body coil (a), with a four port quadrature drive circuit and TR switch interfacing
the coil to the RF transmitter and receiver paths in the MR system. (b) Shows how a coaxial signal cable can be connected
to a driven element, and how this element is tuned via the stub and detuned by the actively switched diode.

structure. For conventional, clinical (0.5–3.0 T) MRI
systems with a single channel power amplifier, a
TEM design with 16–32 inductively coupled ele-
ments is a very efficient body coil. In this application,
this structure prefers to be driven in circular polar-
ization at four points as shown in Figure 13.19(a).
Figure 13.19(b) shows how the drive cable is at-
tached to the end of a coaxial element with a tun-
ing stub. These stubs are adjusted in concert to tune
the frequency of a coil, or differentially to shim the
RF field of the coil to optimize the coil’s unifor-
mity at a fixed position in response to image signal
feedback.

As a body transmit coil, the TEM body coil
must be actively detuned during the receive period
when used with receiver coils. This is standard clin-
ical protocol. Actively controlled PIN diode circuits
(MA4Pk2002, M/A-COM), tune and detune the body
coil for transmit and array receive functions, respec-
tively. While the detuning diodes are shown in the
shunt position, series diodes may be alternatively
used to meet the requirements for many modern sys-
tems. Positive DC bias signals for the diodes are
supplied with a single wire epoxied along each cavity
segment from a manifold at the end of the coil. Stud
mounted diodes are threaded into a copper washer,

TEM body coil with elements exposed Packaged TEM body coil with system components

a

b

e

h f

c

d

g

Figure 13.20. The constructed TEM body coil is shown together with the complementary front-end equipment required
for implementation and application of the active body coil and multi-channel receiver system. Included in the system are the
homogeneous transmit coil (a), the multichannel receiver coil (b), the coil power supply and control unit (c), the optically
triggered, nonmagnetic PIN diode driver unit (d), the nonmagnetic, multichannel preamplifier (e), and all of the necessary
fiber optic control lines (f), power supply lines (g), and RF signal cables (h).
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(a) (b)

Figure 13.21. B1 Shimming. (a) Includes an unshimmed B1 map and image at 7 T. (b) Shows a B1 map and image
following B1 shimming, using a TEM surface coil at 7 T.
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Figure 13.22. Parallel transceiver RF front end. This system capable of controlling phase, magnitude, frequency, space
and timing of transmit, and/or receive signals, interfaces to a multichannel TEM coil.

or an old penny, which is in turn soldered to the
cavity wall segment. This gives ample heat sink for
the diodes that are operated at 100–200 mA each. De-
tuning every element by this approach provides for
robust detuning.

13.5.1.2 Body Coil System

An actively detuned TEM body coil system together
with its RF front-end interface components is
shown in Figure 13.20. This complete RF front-end
system employed the actively detuned TEM body

coil for NMR signal excitation together with local
receiver coils of the phased array and parallel array
type. Not shown are the high power, nonmagnetic
transmit/receive (TR) switches that completed the
RF front end.39

In addition to improved RF circuit efficiency,
dynamic control of RF currents and generated B1
fields is a reason to choose TEM or other coil
arrays over conventional monolithic resonator cir-
cuits. By controlling coil circuit currents at the
individual coil element level, the B1 transmit field can
be manipulated or “shimmed” over five degrees of
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freedom, namely magnitude, phase, frequency, space,
and time.36,40 Individual coil element currents are
typically controlled by injecting a modulated transmit
signal at each element, resulting in multiple transmit
(and receive) channels driving the multielement or
multichannel coil. B1 shimming, whether interactive
or algorithmic, is required to optimize the B1 transmit
field for B1-dependent NMR parameters (uniformity,
SNR, SAR, etc.) over a localized region of inter-
est in the human head or body at high frequencies.
Figure 13.21 gives an illustrative example of how ad-
justing relative phase angles in a simple eight channel
TEM coil can be used to improve a heart image at 7 T.

Multichannel TEM body coils require a multi-
channel system to drive the coils. Figure 13.22
is a first example of such a system,designed and
built in 2003 for the first 9.4 T human imaging
experiments.36,41,42 From left to right in the figure,
this 16 channel, parallel transceiver system was de-
signed to convert a single power amp into 16 trans-
mit channels by mean of a 1 × 16 power split-
ter. New research systems are now offered with
eight or more programmable frequency synthesiz-
ers directly feeding channel dedicated RF power
amps, 2 kW each. Frequency can be adjusted at
this stage. Next in line for each channel are the
programmable phase shifters and programmable at-
tenuators for programmable phase and gain con-
trol. Moving along each channel to the right of
Figure 13.22, we reach the TR switch, capable of
controlling space and time. With the TR switch and
active detuning in the coil, different coil elements
can be switched in and out to control spatial field
patterns about the body. All of the elements from
the frequency synthesizer to a pulse programmer,
phase and gain controller, and TR switch can be
used to modulate an RF signal in time. Such a
flexible and versatile RF front end facilitating so
many degrees of freedom for RF field manipula-
tion at the coil is bringing new approaches to MR
imaging. Combined with the parallel receive chain
makes for an even more powerful MRI system–coil
interface.

13.6 BENCH TESTING AND EVALUATION

Examples of bench tests for actual TEM body coils
follow. A 56 cm i.d. TEM body coil was tuned and
evaluated at 128 MHz (3 T), 170 MHz (4 T), and at
347 MHz (8 T+) on the electronics test bench. A

network analyzer was used to measure the S11 re-
flection and S12 transmission characteristics for each
coil. The S11 spectra shown (Figure 13.23) demon-
strate that each body coil was easily tuned and well
matched at the respective operational frequencies in-
dicated. The characteristic transverse field mode for
number N runged TEM coils is the second lowest
in a spectral field of N/2 + 1 resonant modes for
the coil.2 Relative coil circuit efficiency was deter-
mined by measuring Q ratios and B1 gains with
a field probe. Tuned and matched to 128 MHz, the
unloaded to 75 kg subject loaded coil Q ratio was
Qu/Ql = 740/50, and at 170 MHz the ratio was
720/40. The Q measurements for a single coil at
344 MHz were Qu/Ql = 520/30. The high Q val-
ues for the unloaded TEM body coil can be observed
as the narrow line widths of the S11 spectra below.
The lines are too narrow in fact to show the full
−50 dB impedance match conditions reached by the
resolution allowed by the full spectral bandwidth of
the S11 plots. The relative B1 gain of each coil was
determined by the S12 measurement obtained by driv-
ing the body coil with a calibrated transmit power
input and receiving the B1 field generated with a cal-
ibrated field probe placed in the center of the body
coil, and aligned with the field for maximum signal.
It is significant to note that the B1 gain was pre-
served for the TEM body coil, from 128 MHz (3 T)
to at least 342 MHz (8 T). Also notable is the fact
that B1 field contributions from resonances adjacent
to the transverse field mode are negligible. Accord-
ing to these network measurements, the full-sized
TEM body coil is efficient and well behaved up to
8 T.

13.6.1 Test and Evaluation

Before a coil or array is put into service, it is rigor-
ously tested, evaluated, and characterized both on the
bench and in the magnet. Coil resonance, Q, and iso-
lation, in both the loaded and unloaded condition as
well as dynamic detuning are verified on the bench. In
the magnet, coil coupling, image homogeneity, trans-
mit efficiency, and SNR are characterized. Unfortu-
nately, for high-field coils these conventional metrics
are often insufficient to completely characterize and
describe the transmit degrees of freedom, spatially
varying characteristics of the coils, and the potential
synergy of RF coil fields and imaging methodology.
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Figure 13.24. The noise covariance matrix. The loaded coil is computed from the collected noise data. B1
+ shimming

calibration data is then acquired.

More characterization is needed. The noise covari-
ance matrix,43 Figure 13.24, of the loaded array is
computed from the collected noise data. B1

+ shim-
ming calibration data is then acquired.44 Individual
receiver data is used to calculate receiver-sensitivity
maps and geometry-factor maps,43 The magnitude
of the B1

+ is mapped with two fully relaxed gra-
dient echo images collected with excitations nomi-
nally set to 60 ◦ and 120 ◦ (double angle method).45

Additionally, the 60 ◦ excitation gradient echo im-
age is carefully post-processed so that the result is
in SNR units.46 Using the B1 map, the SNR im-
age, and acquisition parameters, the SNR image is
converted into intrinsic SNR units, which describes
receiver performance independent of transmit perfor-
mance (Figure 13.14d).47 By combining the above
data, single-channel transmit field maps can be syn-
thesized to predict the transmit efficiency for any
B1

+ shim. The transmit efficiency versus transmit
homogeneity can then be calculated for a region and
reported for the constraints of 90%, 80%, and 70%
transmit homogeneity. EM modeling is used to pre-
dict the SAR, change in temperature, and absolute
temperature, (Figure 13.12). Imaging five volunteers
for each coil would be sufficient to report a coil’s
characteristics statistically. However, optimizing a

coil prototype is an iterative process often requiring
additional volunteers per coil. This coil character-
ization provides the information needed to predict
parallel acceleration performance, transmit efficiency,
transmit homogeneity, and the SNR for an arbitrary
imaging sequence.

13.7 SAFETY

13.7.1 Testing and Evaluation

Before a body coil is used in human studies, it should
be verified “safe” on live, anesthetized, human adult
sized pigs. In this experiment, an anesthetized pig is
placed within an RF body coil. Fluroptic temperature
probes are inserted into model directed hot regions
of the pig. An RF pulse protocol is applied to the
pig-loaded coil, and temperature vs time is recorded
and correlated. In the body coil safety power cali-
bration experiment, RF power is gradually increased
until the Food and Drug Administration (FDA) tem-
perature guideline (2 ◦C above core for body) is iden-
tified. With temperature correlated to SAR, the RF
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Figure 13.25. In the model above, (a) shows a pig’s head rendered from MR images. (b) A FDTD model of the pig head
with segmented anatomy in a TEM coil. (c) The center slice B1 fields, E fields, and SAR in 3D.

Figure 13.26. This Fast Low Angle SHot (FLASH) data set was acquired with the 16 channel, whole body TEM Coil
shown in Figure 13.6. Each image was acquired with a single, different coil element: 16 unique images for 16 unique
elements. A data set like this is acquired to assure all coil elements are operational.

power output of each transmit channel can be mon-
itored for temperature safety compliance. The farm
pig is recommended by the World Health Organi-
zation for hyperthermic studies because of relative
similarities between human’s and pig’s mass, skin,
and physiology. RF heating (the actual safety issue)
can be calculated and measured in porcine models
of adult human weight to identify the RF power

level limit that can be safely transmitted from a
particular body coil (see Figure 13.25). The FDA
has specified guidelines for RF energy dosimetry to
the human body in two ways: (i) average and local
SARs as discussed above or (ii) RF-power deposi-
tion must not create a core temperature increase in
excess of 1 ◦C or localized heating to greater than
38 ◦C in the head, 39 ◦C in the torso or 40 ◦C in the
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Figure 13.27. A full 3D data set is shown here with five transaxial, five coronal, and five sagittal images from the length
of the torso. These were also acquired with the Figure 13.6, 16 channel TEM body coil in transmit and receive mode
with B1 shimming and by the following protocol: GRE, Res = 1 × 1 × 5, repetition time (TR)/echo time (TE) = 60/5,
Nom flip = 120, acq = 14 s, FOV = 300 × 440, Nex = 2, SAR < 2 W kg−1. The images are quite uniform with the main
artifacts being from susceptibility gradients around the bowel and lungs.

R = 2 R = 3

R = 4 R = 5

Figure 13.28. The heart is perhaps the toughest organ
to image and this one is from the most challenging field
strength tried, 7 T. These cine frames at increasing R values
are gradient echo images acquired with the 16 channel TEM
body coil of Figure 13.6, with B1 shimming, and the 32
channel receiver also shown in Figure 13.6.

extremities. Equating the power loss density or SAR
to temperature through the bioheat equation, predic-
tive temperature contours can be calculated for 3D

body models as well.48 It is realized that many coil
builders reading this chapter will not have access to
or regulatory approval for animal studies. Phantom
testing should be performed instead to characterize
the electro dynamic and thermal safety qualities of a
coil.

13.7.2 Safety Assurance Implementation

To assure human safety with body coil use, system
power monitors must be set using either (i) FDA SAR
guideline limits for head and body or (ii) measured
SAR values correlated to FDA temperature guideline
limits, whichever is the lower value. In this manner,
the more conservative practice will be applied. RF
power can be monitored per channel in multichannel
transceiver coils. To monitor forward and reverse
power for an 8 element coil will ideally require a 16
channel power meter although fewer meters could be
switched between channels. Any such safety system
should be hardwired into a fail-safe feedback loop
within the MRI system. A priori information can
be determined from SAR and temperature modeling
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and measurement, and used to establish and set RF
power limits, per coil, load, and power setting for
a given experiment. Additionally, when any preset
limit is exceeded on single or multiple elements, a
redundant failsafe will blank RF power input and will
disconnect the power supply to all power amplifiers.

13.8 BODY COIL APPLICATIONS

This chapter ends with Figures 13.26–13.28 demon-
strating the safe and successful application of the
first and to date only whole body, multichannel body
coil at 7 T. These results should give confidence
to the reader that these coils operate safely and
successfully, even at the most extreme 7 T limits.
Most design approaches and considerations presented
for body coils in this chapter are equally defective
for head coils and may pave the way for human
head imaging at the highest fields contemplated. For
example in wavelength dimension, a 7 T body coil
scales to a head coil at 15 T.
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14.1 INTRODUCTION

Transverse electromagnetic (TEM) resonators and ar-
rays are aptly named, as they are any coil or res-
onators that excite a TEM mode. There are many
different implementations of the TEM coil and ar-
ray, with common examples being named microstrip
or stripline arrays,1 TEM arrays,2 transmission line
arrays,3 planar strip arrays,4 and lumped-element pla-
nar strip arrays.5 TEM arrays can also include such
structures as coplanar strips, two-wires, or coax-
ial resonators.6 These arrays are important because
they have been used extensively for head,3 cardiac,7

prostate,8,9 endometrial,10 and liver11 imaging at
ultra-high fields.

Since the microstrip array is one of the easiest
and most common TEM arrays to design and
implement, microstrip arrays are discussed exclu-
sively. In this chapter, we discuss the theoretical and
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practical/experimental aspects of designing a singular
microstrip coil and how to incorporate an optimized
microstrip coil into a multichannel microstrip array.

14.2 THEORETICAL CONSIDERATIONS

14.2.1 General Configuration

Figure 14.1(a) shows the TEM microstrip resonator.
It consists of a center conductor with width (wc), sep-
arated from the ground plate with width (wg) by a
dielectric of height (h). The dielectric between the
center and ground conductors has a relative permittiv-
ity (or “dielectric constant”) εr. The overall resonator
length is (l). Both the center conductor and the ground
plate have a certain thickness (t); however, it is as-
sumed to be negligible (t/h < 0.005).

Figure 14.1(b) shows the electric and magnetic
fields (E- and H-fields, respectively) when the
microstrip resonator is propagating in the TEM
mode. The sketch of the field lines shows that
the majority of the E-field is localized inside the
dielectric, whereas the H-field propagates beyond,
outside of the strip. If the relative permittivity of the
dielectric is greater than 1, then the microstrip will,
strictly speaking, propagate a quasi-TEM mode.
The quasi-TEM mode or hybrid TM–TE mode
propagation occurs because the phase velocity above
the center conductor, in free space, will be the speed
of light c, whereas the phase velocity below the
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h

t

wg

wc t I

E-field
H-field

Figure 14.1. The basic microstrip structure. (a) wc is the
conductor strip width; wg is the ground conductor width; t is
the conductor thickness; h is the dielectric height; and l is the
length of the resonator. (b) shows the electric (E-field) and
magnetic field (H-field). Note that how most of the electric
field is contained within the dielectric, while magnetic field
extends both above and into the dielectric.

center conductor, in the dielectric, will be c/
√
εr.

This discontinuity in the phase velocity between free
space and the dielectric can create longitudinal E-
and H-fields, (Ez �= 0;Hz �= 0). These longitudinal
fields are small relative to the transverse fields and
the overall phase velocity of the microstrip is c/

√
εe,

where εe can be approximated as

εe = εr + 1

2
+ εr − 1

2

⎛
⎜⎜⎝ 1√

1 + 12
(

h
wc

)
⎞
⎟⎟⎠ (14.1)

14.2.2 Characteristic Impedance

Microstrip resonators can only propagate a TEM or
quasi-TEM mode when the characteristic impedance,
Z0, is between 20 and 120 �. Impedances lower than
this propagate higher order modes and impedances
higher than this in MRI coils will most probably

violate the microstrip assumption that the transverse
dimensions are much less than half the wavelength
in the dielectric. The characteristic impedance of a
microstrip is

Z0 = 60√
εe

ln

(
8
h

wc
+ wc

4h

)
when wc/h < 1

(14.2)
or

Z0 = 120π√
εe

[wc
h

+ 1.393 + 2
3 ln

(wc
h

+ 1.444
)]

when wc/h> 1 (14.3)

14.2.3 Resonance Condition

In order to reach resonance, a microstrip needs to be
either λ/4 or λ/2 in length and can be either open-
or short circuited. Practically, λ/2 open-circuit res-
onators provide the greatest B1 field and sensitivity
at the center of the coil and are, therefore, predom-
inantly used for all MR imaging and spectroscopy.
λ/4 and short-circuited resonators are only employed
when an asymmetric field is wanted or necessary.

While Lee4 has previously shown the use of true
λ/2 microstrip resonators, their long lengths (∼2.35
m at 1.5 T or 0.5 m at 7 T with an εr = 1) are
impractical to implement. While the use of dielectrics
with high relative permittivities has been proposed in
order to reduce the length of the microstrip resonator,
it is more practical to use shunt capacitors to reduce
the electrical length.

14.2.4 Tuning and Matching Conditions for
the Capacitively Shunted Microstrip
Resonator

The input impedance of the capacitively shunted
microstrip shown in Figure 14.2 is

ZIN = ZC1Z0(ZC2 + jZ0 tan(βl))

Z0(ZC1 + ZC2) + j (ZC1ZC2 + Z2
0) tan(βl)

(14.4)
where ZC1 = 1/jωC1, ZC2 = 1/jωC2, and β is the
phase constant.

β = ω0
√
εe

c
(14.5)

where c is the speed of light and ω0 = 2πf is the
angular Larmor frequency.
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Figure 14.2. The voltage and current distributions along the length of a microstrip resonator for (a) a short-circuited
microstrip, (b) an open-circuited microstrip, and (c) a capacitively shunted microstrip. Owing to the current distribution
along the short-circuited microstrip (a) the magnetic field generated from this resonator will be asymmetric, while the
open-circuited (b) and capacitively shunted (c) microstrip will generate a symmetric field along the length of the resonator.

In the case of the microstrip resonator, both dis-
crete capacitors should be equivalent (ZC1 = ZC2 and
CT = C1 = C2). Different capacitive values will lead
to an asymmetric magnetic field, along the length of
the resonator with the region of the greatest magnetic
field strength being shifted toward the capacitor with
the lower impedance.

By applying the resonant condition of a parallel
resonant circuit to equation (14.4), the value for the
two shunt tuning capacitors, CT, for a microstrip of
a given length and phase velocity is

CT = cos(βl) + 1

ω0Z0 sin(βl)
(14.6)

14.2.5 Quality Factor of Microstrip
Resonators

The unloaded quality factor, Qu, of the transmission
line resonators is

Qu = π

2αl
(14.7)

where α is the attenuation constant due to losses in
dielectric, αd, and the conductor, αc

α = αd + αc = k0εr(εe − 1) tan δ

2
√
εe(εr − 1)

+ Rs

Z0wc
(14.8)

where k0 is the radial wave number, tan δ is the
loss tangent of the dielectric, and Rs is the surface
resistivity of the conductor.

The loaded quality factor, QL, of the transmission
line resonators is

QL = RL
π

2αl
(14.9)

where RL is the resistive loss of the load.

14.3 PRACTICAL CONSIDERATIONS

Mircostrip resonator optimization, similar to that of
any other array, is highly dependent on the applica-
tion and the field strength in which the array will be
used. However, with that being said, there are sev-
eral known parameters that affect the performance of
the microstrip resonator regardless of application or
field strength. The three most frequently adjusted pa-
rameters for microstrip optimization are the dielectric
height (h), dielectric permittivity or constant (εr), and
the conductor width (wc). The length (l) of the array
is also considered in optimization studies and while it
does influence the performance of the array, in prac-
tice, the length of the array is often determined by
the dielectric used and the field of view necessary
for the application. The length of the array should
not be longer than necessary, especially at ultra-high
field strengths, as the extra inductance adds to radia-
tive losses and reduces the self-resonance frequency
of the resonator. A fourth parameter that is very rarely
considered but can have significant consequences to
the microstrip design is the ground plate.
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14.3.1 Dielectric Height

Figure 14.1(b) shows the field lines for a microstrip
resonator and explains how the dielectric height af-
fects the behavior of the coil. If the dielectric height
between the center conductor and the group plate is
very narrow, the field will be concentrated and con-
fined near the coil, creating a strong B1 field very
close to the coil, but it drops off rapidly. Conversely,
a microstrip resonator with a wide dielectric height
will not confine the B1 field as much and will allow
for greater penetration of the B1 field into the sample,
but have less sensitivity near the coil.

14.3.2 Relative Permittivity

Dielectrics with low relative permittivity should be
preferred over dielectrics with high relative permit-
tivity; optimizations of single element microstrip res-
onators at low field strengths have shown that air
(εr = 1) yields the highest SNR.12 Dielectrics with
high permittivities should only be used when it is
necessary to reduce the circuit length. They can also
be used to reduce the coupling between TEM ele-
ments in an array. Regardless of the permittivity of
the dielectric, it is crucial that the dielectric does not
have a high loss tangent (δ).

14.3.3 Center Conductor Width

Optimizing the center conductor width is similar to
optimizing the dielectric height, in that there are
compromises involved in choosing a narrow strip
over a thick strip. A thin, narrow conductor strip
generates a very strong B1 field near the conductor,
but the field falls off rapidly and consequentially
does not couple to the sample very well. Wider strips
generate a weaker B1 near the coil but couple better
to the sample.

Recently, interesting work has been performed on
changing the strip’s impedance by changing its physi-
cal geometry in order to improve both the penetration
and homogeneity of the profile.13

14.3.4 Ground Plate

The ground plate, which is usually a forgotten pa-
rameter, is essential to an efficient microstrip array.

If designed incorrectly, the ground plate can decrease
the transmit efficiency, perturb and reduce the B1
fields, generate eddy currents, and increase mutual
inductance between resonators. To avoid this, the
ground plate needs to be sufficiently wide (wg � wc
and wc � h) such that it does not perturb the field
lines. If the ground plate width is too narrow, the
resonator will perform more like a parallel plate res-
onator or a two-wire loop. In addition, if the ground
plate is too narrow or discontinuous, there will be
RF “leakage” behind the resonator, which can lead to
reduced efficiency and possible image artifacts. Con-
versely, an RF ground plate that is too wide may
increase eddy currents during the imaging experi-
ment; a double-sided slotted shield is the best way
to compensate for this.14 The ground plate should be
thicker than 2 skin depths at the frequency of inter-
est to reduce resistive losses in the resonator, but not
thicker than 5 skin depths as it increases the risk of
eddy currents.

The individual microstrip resonator is the building
block of a microstrip array, and once the individual
coil is optimized for the specific application, it can
be replicated into an array. Just as the individual
coils have parameters that need to be optimized, the
array also has parameters that need to be optimized.
The channel count number and decoupling strategies
between coils are considered below.

14.3.5 Coil Number

A recent 7 T study has shown that doubling the coil
number (from 8 channels to 16 channels) improves
the transmit efficiency by 22%, improves the SNR by
22%, improves the parallel imaging performance, and
decreases the local and global SAR in the prostate.15

It was also shown that increasing the channel count
significantly increased the coupling between channels
and aggressive methods were needed to decouple the
elements; however, despite this, it is always beneficial
to increase the channel count, if the channels can be
decoupled efficiently.

14.3.6 Decoupling Strategies

Owing to its complexity, an analytical closed form
solution for the mutual inductance and capacitance
between two microstrip resonators, based on physical



TEM Arrays, Design and Implementation 173

dimensions, is beyond the scope of this chapter. The
full analytical solution for the mutual inductance and
capacitance between coupled microstrips is described
by Gupta et al.16

As with any array, decoupling TEM coils within
an array is important for B1 shimming, increased
SNR, possibly decreased SAR, and improved image
homogeneity. Owing to the smaller width of the
TEM element (when compared to loop elements),
these coils can be packed tightly together, which
also increases coupling. In addition, because of
the topography of the coils, means of decoupling
remain limited, with capacitive decoupling being
predominant. Fortunately, although there are several
proven methods of capacitive decoupling that can
provide excellent decoupling for a given load, for
moderately coupled TEM elements (∼12 dB of
isolation or greater), a single decoupling capacitor
bridging the neighboring elements is sufficient. As
with loop arrays, the reactive impedance of the
decoupling capacitors,17 Cd, is equal to

Cd = 1

ω2M

where M is the mutual inductance between the coils.
However, when the isolation between two neigh-

boring elements is less than 12 dB, more aggressive
decoupling strategies are usually required. In this
case, a second decoupling capacitor bridging the two
neighboring ground plates is required. Here, the two
capacitors are tuned in concert to provide the greatest
decoupling possible.15

Using a distributed capacitor along the ground
plate has recently been suggested as a novel method
for decoupling TEM elements.18 This method is el-
egant because it simultaneously creates a continuous
RF shield along the ground plate while decoupling
two neighboring elements; however, it can be prob-
lematic to construct. Small changes to the physical
geometry of the distributed capacitor can create sig-
nificant changes in the impedance between the two
neighboring elements. Therefore, it is important to
have a good understanding of the loading conditions
a priori before installing this decoupling method.

Decoupling capacitors are lossy, and can create
parasitic current loops and field perturbing loops,
potentially destroying the desired field profile of
the coil; therefore, the least amount of decoupling
possible to achieve greater than 18 dB of isolation
between nearest neighbor channels should be used.
Finally, during transmit, due to the B1

+ shim,
significant current and voltage drops across the

decoupling capacitors are possible, the magnitude
and distribution of which can vary with B1

+
shimming. Depending on the phase set, following
B1

+ shimming, it is possible that the voltage drop
across the decoupling capacitor can be nearly
twice the output voltage of the amplifiers, with the
current through the capacitor being proportional to
reactive impedance of the capacitor. This needs to
be considered when determining the appropriate
power rating of the decoupling capacitors.

14.4 CONCLUSION

Here, we have discussed the TEM array, more specif-
ically the microstrip array. Both the theory and prac-
tical implementations of a singular element and how
to replicate the singular element into a multichannel
array were discussed.
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15.1 INTRODUCTION

At ultra high fields (since the associated 1H frequen-
cies are in the ultra high frequency (UHF) range,
which is defined to be between 300 MHz and 3 GHz),
there is a considerable interest in multielement trans-
mit array systems that are capable of supporting a
high number of independent channels for RF trans-
mission. This interest comes from the fact that high
and ultra high field MR is performed in a frequency
regime, where the wavelength is on the order of, or
smaller than, the dimensions of the human anatomy
under investigation. This leads to prominent wave be-
havior, nonuniform B1 field patterns, and a significant
difference between transmit and receive B1 fields.1 – 5

While the principle of improved B1 homogeneity
at very high fields by means of individual resonance
element adjustments in volume coils has been
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demonstrated by Vaughan for the head and body,6,7

extension of these principles toward transmit array
coils with decoupled individual resonance elements
has not been pursued until fairly recently. With the
current strong interest in ultra high field MR systems,
the MR engineering community has a renewed in-
terest in addressing these questions through develop-
ment of coils and RF front ends with true multichan-
nel transmit capability.8 – 16 Recently, it has also been
demonstrated that because of the more complex sen-
sitivity profiles of each coil element and the increased
signal-to-noise ratio (SNR), high magnetic fields
significantly improve the maximal achievable parallel
imaging performance.17 – 19 This, along with the intro-
duction of MR transmit systems that allow for control
of the RF waveform on multiple channels, opens up
exciting new research directions.20 – 23 Such complex
systems can be used to support more refined RF
shimming methods to mitigate sample-induced RF
nonuniformities for particular subjects and regions
of interest (ROI).24 – 28 It is expected that body appli-
cations upward of 3 T and head applications above
7 T, in particular, will benefit from the capability for
control of the transmit B1 fields on multiple channels.

Since transmit arrays can, of course, still be com-
bined with additional receive-only arrays, it is ex-
pected that such combinations will maximize pos-
sibilities both to influence the transmit B1

+ and to
acquire with optimal SNR and parallel imaging signal
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reception B1
−. These complex RF systems hold much

promise in providing the MR research field with
novel solutions to many of the problems encoun-
tered with B1 homogeneity, specific absorption rate
(SAR), and fast image acquisitions at high magnetic
fields.29 – 35

There are a number of RF-coil-design-related
challenges that need to be addressed when building
transmit coil arrays at ultra high fields. The coil
dimensions are no longer small compared to the
wavelength; thus, coil current phase effects have to
be considered. At high fields, sample losses clearly
dominate but radiation losses cannot be neglected
and should be reduced.2,36 Various coil decoupling
methodologies have been proposed37 – 41 and have
shown to yield excellent transmit coil separation.
Other challenges relate to the need of fast B1 mapping
techniques for multiple RF coils; it has been shown
that relative transmit B1 phases can be obtained in a
very short time in a transmit array,42 allowing for fast,
efficient, local B1 phase shimming; and fast magni-
tude B1 mapping methods have also been introduced.

One promising design approach that addresses
many of the mentioned issues simultaneously is the
use of stripline transmission lines as building blocks
for transceiver arrays.14,15,43 – 47 Most importantly,
such arrays make use of the fact that at very high
frequencies, radiation losses and coil coupling are
best addressed by coil designs that incorporate a
ground plane or an RF shield into the resonance
structure. Ultra high field surface coils can simi-
larly be built with an RF ground plane in close
proximity48,49 or a ground plane as an integral part
of the resonant structure in the form of transmission
line elements.43,44,47,50 – 52 Furthermore, the broad-
band decoupling characteristic of transmission line
elements39,43 built with dielectric materials with a
low-loss tangent δ such as polytetrafluorethylene
(PTFE, “Teflon”) reduces the difficulties of decou-
pling near neighbor elements. Indeed, the short wave-
length at high fields aids the use of arrays of short
transmission lines, which in turn permits coil arrays
with a very higher number of transmit elements for
increased possibilities to affect the B1

+ in all three
spatial dimensions.27,53

15.2 PRACTICAL CONSIDERATIONS

TEM-type coils rely on efficient inductive coupling
between the individual elements of the coil. In order

to gain the ability to decouple the individual resonant
elements in a TEM-type volume coil—which is
desired for a TEM transmit array—two significant
design modifications can be pursued. First, the
strong coupling has to be reduced by increasing the
distance between resonant elements and counteract-
ing remaining mutual coupling through capacitive
decoupling—for circumscribing coils, this effec-
tively leads to a reduction in the number of elements.
Examples of this approach are decoupled TEM body
coils at 3 T and 7 T.54,55 A second approach is to
introduce a minimal dielectric loss material such
as Teflon between conductor and RF shield. This
results in a shortened wavelength and an increase in
the ability to contain magnetic and electrical fields
between shield and conductor. This supports a de-
crease in the distance between conductor and shield
without the significant B1 transmit performance loss
usually associated with closely shielded structures.
The reduced shield distance, in turn, will allow for
tighter spacing between elements. Particularly for
head arrays, this allows a more desirable distribution
of the overall RF power and gives reduced local
SAR (see Chapters 30 and 31). In the following
sections, various related considerations are discussed
when pursuing the path of decoupled head TEMs.

15.2.1 Length of the TEM Striplines

A number of practical considerations have to be
taken into account in the construction of coils for
a stripline TEM transceiver array. The major design
considerations are the overall coil geometry (circu-
lar/elliptical/flexible), the number of coil elements,
and the design parameters for the individual coil
elements. Assuming a quasi-TEM mode of propa-
gation, the wavelength in the stripline is given by
λ = λ0/

√
εeff, where λ0 is the free space wavelength

and εeff is the effective relative dielectric constant.56

With a typical PTFE dielectric constant of 2.1 and
λ/2 resonator, this would indicate a maximal res-
onator length to achieve, for example, an ∼300 MHz
resonance (7 T) in the order of 34 cm. However, in
practice, the associated B1 field profile of a pure λ/2
resonator with the maximal B1 in the center of the res-
onator and fall-off to null current toward either ends
is not desirable. Realistic stripline lengths for head
coils are between 8 and 20 cm. In order to achieve
resonance in such shortened striplines, capacitors on
either ends between the stripline conductor and the
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shield are required. Typical values of these capacitors
for 7 T coils are between 3.3 pF (18 cm) and 10 pF
(8 cm). Further details regarding placement and cal-
culation of the exact capacitor values are described
by Snyder (see Chapter 14) and in the literature.

15.2.2 Choice of Material

The choice of material utilized between conductor
and shield in a stripline-type resonant element, is
foremost driven by the desire to achieve high me-
chanical stability with minimal dielectric loss tan-
gent δ and permittivity. Teflon is a good choice
for head coils with eight and more circumscrib-
ing elements. For head coils with up to eight el-
ements, however, alternative materials or combina-
tion of materials—including no dielectric material
(air)—can be considered because of the reduced next
neighbor coupling. Brunner,57 for example, utilized
a sandwich construction of PTFE sheets and poly-
methacrylimide closed-cell foam.

To reduce gradient-induced eddy currents, it is im-
portant to reduce the thickness of the copper shielding
material to about the skin depth for the given op-
erating frequency. In practice, this leads to an RF
shielding copper thickness of around 4–5 μm for op-
erating frequencies of ∼300 MHz. A good choice of
material currently on the market is a product that
uses a flexible polyimide film laminate as the carrier
for a 5 μm copper film (Sheldahl, Northfield, MN,
Novaclad®). Industrial strength adhesive tape (3 M™,
St Paul, MN, adhesive transfer tape 467 MP) can be
used to securely bind such materials to the Teflon
dielectric.

15.2.3 Distance Between Elements

For dielectric materials such as PTFE (εr ≈ 2.1) and
material thicknesses between conductor and ground
plane of 12–15 mm, a minimum distance between ad-
jacent elements in the order of ≥5 cm is acceptable
and good capacitive decoupling (∼−12 to 15 dB) can
then be achieved. This allows the building of head
arrays with up to 16 circumferentially arranged el-
ements (Figure 15.1). The value of the decoupling
capacitor required between the elements for such a
coil is in the order of 1.5–2.5 pF. For eight-channel
head coils, this distance will naturally increase and, in

Figure 15.1. An example of a 16-channel stripline head
array.61 The coil allows for task presentation due to short-
ened transceiver stripline elements in the front.

practice, eight-element stripline-type head arrays can
be built with minimal decoupling capacitor values
of 1.2–1.5 pF or even without decoupling capac-
itors. Examples of this approach are eight-channel
centrally fed head arrays presented by Brunner and
Orzada.57,58

15.2.4 Decoupling Option

While either inductive decoupling41 or capacitive
decoupling59 schemes are in principle possible, for
stripline-type arrays, the most straightforwardly
implementable decoupling option is clearly capaci-
tive decoupling between neighboring coil elements
(Figure 15.2). Particularly for eight or a lower
number of transmit element arrays (higher RF power
per channel compared to 16- and 32-channel coils),
it is important to use a variable decoupling capacitor
with a high-voltage rating, ∼2.5 kV or better. A
good choice for head applications is nonmagnetic
high-voltage PTFE trimmers, which are available in
a small package size and range from 1 to 10 pF.

15.2.5 Choice of Coaxial Cable, Connectors,
and Capacitors

For head arrays, coaxial cables such as RG 223, RG
316, and RG 400 are excellent choices in terms of
cable insertion loss and flexibility. From a practical
point of view, the potential appeal of RG 400 vs other
choices is that the coaxial cable dielectric is PTFE
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CM1
CM2

CD1-2

Figure 15.2. Basic capacitive decoupling circuitry be-
tween neighboring coil elements. The capacitor CD12 is
connected directly at the feedpoint between neighboring
conductor strips. RF shields are kept separate for the indi-
vidual elements and connected, as indicated in Figure 15.3,
through the common coaxial cable grounds in λ/4 distance.

based and heat resistant, which simplifies soldering
of the inner conductor or shield to the capacitors and
circuit boards.

For transceiver head coils, both BNC and QMA
connectors are suitable in terms of size, convenience
of use, and RF power handling capacity. QMA is
a newer type connector family specifically designed
to allow for a quick-connect. Use of QMA jack
bulkhead connectors, for example, allows for denser
connectorization as compared to BNC bulkhead—an
example is shown in Figure 15.3.

Multilayer high Q ceramic chip capacitors with a
high peak voltage rating of at least 2.5 kV are a good
choice for all fixed value capacitors—examples are
Johanson Technology E series, American Technical
Ceramic (ATC) 100 C series capacitors, and Voltronic
25 series. Since most manufacturers offer these types
of capacitors also with an MR-incompatible magnetic
barrier termination (Nickel), it is important to ex-
plicitly specify a nonmagnetic termination code. A
good choice for variable capacitors is nonmagnetic
PTFE trimmers with a peak voltage rating of at least
2.5 kV and a 1–10 pF capacitance range—examples
are Voltronic NMNT 10-6. Since the package sizes
increase with voltage ratings, it is impractical for head

Common ground point 
circuit board and connectors

Length long
l/4

Figure 15.3. Illustration of a common RF ground point
implementation for a 16-channel head array.

applications to utilize capacitors beyond a 6 kV with-
standing voltage.

15.2.6 Cable Traps

In practice, for stripline elements with individual
ground conductors, finding a common ground point
for the individual array elements can be very diffi-
cult without cable traps. For a head array, there is
however a simple, yet very effective way to avoid
individual cable traps by creating a common ground
point at an ∼λ/4 distance coaxial cable length from
the feed circuitry (see Figure 15.3). For a RG 400
coaxial cable at 300 MHz, this length is ∼17 cm. To
avoid gradient-induced eddy current problems, it is
however important to realize this as an RF ground
point and not a DC ground point. This can, for
example, be accomplished by soldering ceramic chip
capacitors of values in the range of 330–620 pF be-
tween neighboring cables and RF connectors—such
high values are effectively short at UHF-operating
frequencies. In practice, this can be most reliably ac-
complished with a dedicated circuit board for the
merging point. This board is designed for secure
mounting of the coaxial connectors (i.e., QMA bulk-
head jacks as shown in Figure 15.3) with patches to
allow soldering of chip capacitors between neighbor-
ing connectors.

Another important practical way to improve ca-
ble resonances and the resulting lower coil Q-factors
is to introduce a secondary outside RF shield to
the stripline transceiver coil structure. This was first
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Figure 15.4. The achievable correlation matrix for a 32-channel stripline array with capacitive decoupling between
neighboring coils.

proposed by Brunner et al.57 and was recently de-
scribed in detail by Zhang et al.60 However, care has
to be taken that such an outer RF shield does not
generate unwanted gradient eddy currents.

15.3 CONCLUSION

Through use of dielectric materials such as Teflon,
capacitive decoupling between neighboring elements,
trap circuitry, and RF shielding, it is relatively
straightforward to build stripline transceiver head
arrays with a high channel count of 16 or 32

(Figures 15.4 and 15.5). Compared to loop-based
transceiver arrays, striplines typically allow for
tighter spacing and a potentially higher total number
of array elements. On the other hand, owing to the
higher Q-factor of striplines compared to loops,
stripline arrays typically require more extensive
subject-dependent tune and match adjustment
with consequences for the total setup time. For
improved B1

+ control and reduced SAR in all
spatial dimensions, it will continue to be important
to realize stripline arrays not only circumscribing
but also with multiple splits along the longitudinal
direction.
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(a)

(b)

(c)

Figure 15.5. RF shimming ability utilizing a 16-channel stripline array. (a) Cerebellum, ∼3 × RF efficiency gain after
shimming. (b) Occipital cortex, ∼2 × RF efficiency gain post shim. (c) Frontal white matter ∼2 × RF efficiency gain post
shim62.
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16.1 INTRODUCTION

Conventional high-field RF coils for the human limbs
and heads are typically formed from rigid cylinders.
The use of this design requires that either the coil
slides over the subject or, alternately, the subject
slides into the coil. For patients with impaired or
limited mobility, this can make positioning difficult.
Additionally, when receive-only arrays are used
within the transmission coil, the ability to both place
and visualize the location of the array is limited.
These limitations can be overcome using a split
“two-piece” coil. Split unshielded birdcage coils
have been described for field strengths up to 3 T.1

Because of the presence of end ring RF currents,
split birdcage coils require a continuous electrical
connection between two halves of the coil.1 Addi-
tionally, most high-field (>3 T) head-sized volume

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

RF coils use a shield surrounding the entire coil to
decrease radiation losses.2 For shielded birdcage RF
coils, both the coil and the shield must be separated
and reliably reconnected electrically during each
use, which complicates both the fabrication and
utilization. However, transverse electromagnetic
(TEM) RF volume coils,3 – 8 because of use of
through-space inductive coupling between resonant
elements, can circumvent this limitation, since the
two halves of the coil do not require electrical
continuity (see Chapter 6). Also the TEM design
has been demonstrated to have certain advantages
over the birdcage design at higher fields (>3 T)
(see Chapter 26).5,9 – 11 The TEM design has been
successfully applied for head and body volume coils
up to 7 T.3 – 5,8,12 The TEM coil inductance depends
on the ratio of the RF shield diameter to the inside
diameter of the coil3 rather than on the absolute value
of the coil diameter such as in the birdcage coils. The
latter does not take into account the dependence of
the birdcage inductance on the distance to a shield,
which is substantially weaker than its dependence
on the coil radius. Thus, it is much easier to scale
the TEM coil size up while keeping the inductance
low. This design decreases radiation losses and
improves current distributions (no end ring current).
Quantitative comparisons of the TEM and birdcage
designs at frequencies greater than 120 MHz have
demonstrated the advantages of the TEM over the
most commonly used design of the birdcage coil
(straight cylindrical shield, flat rungs).5,9 – 11 For
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example, Vaughan et al.5 reported that a quadrature
TEM head coil was almost 20% more efficient than
a similar-sized birdcage coil at 4 T.

The concept of a split TEM volume coil has been
first suggested in the works of Vaughan et al.13 – 15

Technical details of the design and construction have
been discussed in the work of Avdievich et al.16 This
chapter describes the detailed design, construction,
and performance analysis of split 4 T TEM volume
coils for the human knee and head. It also provides
a comparison of the performance of the split TEM
coils with their corresponding one-piece counterparts.

16.2 BACKGROUND

16.2.1 Effect of Splitting the Coil and
Rationale for the Adjustment
Procedure

To better understand the effect of splitting the coil,
we can view the N -element TEM volume coil as a
multimode structure supporting N modes resonating
at different frequencies constrained by the bound-
ary condition that the total phase shift is 2πn (0 ≤
n ≤ N /2) per complete revolution about the coil

in the radial direction.3 Thus, the lowest frequency
corresponds to zero periods (currents in all elements
are in phase), the second lowest corresponds to one
period, third lowest to two periods, and so on. The
lowest and the highest modes are two singlets (n = 0
and n = N/2) with the rest of the modes being a
set of degenerate doublets.3 The lowest frequency
doublet (n = 1) provides two degenerate modes with
the most homogeneous RF magnetic field (B1) dis-
tribution, which can be driven in quadrature (see
Chapter 3) to produce a circularly polarized field.
Figure 16.1(a) shows distributions of RF currents
(IRF) for these two modes in the legs of a nonsplit
16-element volume coil. As experimentally demon-
strated previously, splitting the shield reduces the
inductive coupling between the elements adjacent
to the splits, thereby spoiling the isolation between
these two linear modes by mixing them with higher
modes.16 The modes of the resonator can also be con-
sidered as a set of standing waves produced by the
interference of two waves propagating from element
to element from the driving point in opposite radial
directions, similar to a transmission line. Viewing the
set of TEM elements as a transmission line can help
to analyze the change in the IRF distribution lead-
ing to mode mixing. Reducing the coupling between
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Figure 16.1. (a) Theoretical distribution of the RF current in the resonance elements of a 16-element TEM quadrature
volume coil for the two most homogeneous degenerated modes. Picture of the coil with all the elements numbered are
shown schematically in the right side of the figure. It also presents positions of the two splits and two driving points. (b)
Distribution of the RF current (IRF) and the changes of the RF current (ΔIRF) in the top seven elements (elements 4–9) of
the TEM coil generated by splitting the coil.
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the elements adjacent to the splits results in reflec-
tion of the propagating waves at the discontinuities
created by the splits. Reflection from both splits pro-
duces changes in the RF current (ΔIRF) in each TEM
element with the distribution of the ΔIRF having a
half-wavelength profile over each part of the split
coil. The decrease of the coupling between the ele-
ments adjacent to the splits is equivalent to a decrease
of the impedance viewed from the perspective of the
propagating wave. Therefore, this results in an in-
crease of the IRF in the elements adjacent to the splits.
It is similar to a transmission line loaded at its termi-
nus by an impedance Z < Z0, where Z0 is character-
istic impedance of the transmission line. In the limit-
ing case of Z = 0, the voltage measured at the end of
transmission line equals zero and the current is max-
imized. Figure 16.1(b) demonstrates distribution of
ΔIRF due to splitting, which cuts the coil in two un-
equal parts with seven elements in the top portion and
nine elements in the bottom portion. As an example,
ΔIRF is shown for the top portion of the coil. The
distribution of the ΔIRF produced by reflection near
the splits will have a half-wavelength shape in both
portions of the split coil, with the maximal increase
of IRF in the elements adjacent to the splits and no
change in the elements located in the middle between
the two splits (top and bottom elements, 7 and 15).

Commonly, to simplify the tuning of a multimode
coil, those elements that affect only one of the modes
without changing the others are used. Therefore,

changing impedance of elements 1 and 9 (5 and 13)
shifts the frequency only for the mode that has
maximum current in these elements (Figure 16.1a).
The resonance frequency of the other mode is not
affected since it carries no current in these elements.
To restore the isolation between the linear modes
of the quadrature TEM, the elements 3, 7, 11, and
15 can be utilized. These elements strongly affect
the isolation between the modes of the closed TEM
because of their location at 45◦ relative to the driven
elements.17 For the split TEM, only elements 7 (top)
and 15 (bottom) should be used since they are located
at the null of standing wave for ΔIRF (Figure 16.1b)
and do not perturb the ΔIRF distribution. Intuitively,
one might try to compensate for the decrease in
coupling between two elements adjacent to the split
by increasing current in these elements. However,
this neglects the interaction with other elements of
the TEM and does not resolve the problem.

16.3 COIL CONSTRUCTION

16.3.1 Coil Design and Materials

A 16-element TEM open-end quadrature volume
coil for knee imaging (Figure 16.2a and b) and a
closed-end (Figure 16.2c and d) quadrature volume
coil for brain imaging were built16 using coaxial
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Figure 16.2. Assembled and disassembled pictures of (a and b) knee and (c and d) head split TEM volume coils.
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resonant elements with Teflon inserts as described
by Vaughan et al.3 Copper tubes with 12.5 mm outer
diameter (OD) (wall thickness 0.6 mm) and 6.4 mm
OD were utilized to construct the outer shell and
central conductor of the TEM elements, respectively.
The open-end split TEM coil for the knee was 20 cm
in length with an RF shield diameter of 24.8 cm
and an element ID (inner diameter, measured at
the element centers) of 21 cm. The coil had an
ID clearance of 18.8 cm, which could be further
reduced. The head coil had one end closed and
shielded for improved homogeneity of the RF field.3

The head coil was 21 cm in length with an RF shield
diameter of 33.2 cm, an element ID of 27.5 cm, and
an ID clearance of 25.3 cm. The outer shell of the
open-end split coil was constructed using a 25.4 cm
OD acrylic cylinder with a 3.2 mm wall thickness.
The split head coil was built from a 35.6 cm OD
polyvinyl chloride (PVC) pipe with 1.2 cm walls. The
shield for both coils was constructed from a 50 μm
polyamide film with a 5 μm copper layer laminated
on top of it (Gould Electronics, Eastlake, OH). This
thickness of the copper is approximately equal to the
skin depth at 170 MHz (1H frequency at 4 T). This
allowed us to preserve a high unloaded Q-factor for
the TEM resonator while suppressing gradient eddy
currents.3,4,10,11 To provide a view for patients, the
top portion of the head coils had a window opening
(11 × 5.5 cm) covered by a copper mesh, which
was electrically connected to the shield at the edges
(Figure 16.2d). Comparison of the TEM coils with
and without window cut revealed no change in the
coil performance. The coils were split into two parts
(nine elements in the lower portion and seven in the
top portion) with no electrical connection between
them. Both TEM coils were driven in quadrature
using capacitive matching and a two-port drive
(Figure 16.1) with the driven elements located at
the bottom of the coils3,15 and separated by 90◦.
Quadrature driving was provided using high-power
90◦ hybrids (MAC Technology, Klamath Falls, OR).
Adjustable matching of the coils within the magnet
was provided by high-voltage variable capacitors
(Jennings Technology, San Jose, CA) connected to
the driven elements (see Chapter 25). To restore the
coupling between the TEM elements located near
the splits, electrically insulated additional pieces of
copper foil were placed at both sides of the TEM
coils overlapping the split (Figure 16.2). These side
shields were constructed from the same type of foil
as the major shield and positioned symmetrically

near the splits at about 3 mm from the major shield
(distance determined by plastic insulation). They
measured 5 cm in width and 22 cm in length.

The performance of the split coils was compared
to their one-piece counterparts. The one-piece,
open-end TEM coil18 used for knee imaging was
larger so as to provide easy access of the leg and
had a shield diameter of 33 cm and element ID of
27.5 cm. Performance of this coil was compared to
the split TEM knee coil. The nonsplit closed-end
head coil had exactly the same size and geometry
as the spilt head coil. A spherical 2.0 L (16 cm
diameter, 50 mM NaCl) phantom was used for the
head coil and a cylindrical 2.0 L (12 cm diameter,
50 mM NaCl) phantom for the knee coil.

16.3.2 Bench Testing and Tuning Procedures

16.3.2.1 Bench Testing

Although there was no provision for variable tun-
ing within the magnet, the variation in resonance
frequency from head to head (<200 kHz) was much
smaller than the resonance line width of the loaded
coil (∼3 MHz).16 Thus subject-dependent changes in
resonance frequency did not significantly alter perfor-
mance. The subject-dependent change in resonance
frequency for the split TEM knee coil was also sub-
stantially smaller than the coil’s resonance line width
(∼2.5 MHz). The shift in resonance frequency was
less than 0.4 MHz when the coil was positioned over
the calf, knee, and thigh of the same individual. In
spite of a fairly small gap (1–2 mm) between the
shields of the top and the bottom coil’s portions,
coupling between the two elements adjacent to the
split was reduced by about 40% in comparison to the
coupling between other adjacent elements. The cou-
pling was evaluated by measuring the frequency split
between two resonance lines produced by a pair of el-
ements with all other elements removed from the vol-
ume coil.19 The coupling was restored to 75% of the
value measured for two elements located at the bot-
tom (or top) by using the side shields (Figure 16.2).

The unloaded Q-factors of both TEM coils
were unaffected by the splits. The Q-factors were
measured from frequency dependence of the S11
reflection coefficient of the matched coils, using
the doubled ratio of the resonance frequency to the
resonance width at the −3 dB level. The ratio of
unloaded to phantom loaded Q-factors, QU/QL,
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were 700/60 and 740/70 for head and knee coils,
respectively. Splitting of the shield also did not
significantly affect the separation between the TEM
modes, which measured 8–10 MHz for the split
knee coil and 10–12 MHz for the split head coil.

Each coil was initially adjusted to obtain sufficient
isolation (better than −12 dB) between the modes.
This was achieved by changing impedance of top
and bottom elements and then tuning the coil using
a procedure developed in our laboratory.20 After
tuning, the isolation S12 between linear modes of
each quadrature coil was better than −20 dB on the
phantoms and a human head or a knee.

16.3.2.2 Tuning Procedure

Figure 16.3 shows a picture of the apparatus and a
block diagram of the tuning method for TEM vol-
ume coils.20 In this method, rotation of a small mag-
netic or a dielectric probe in close proximity to the
TEM elements produces a shift of the resonance fre-
quency proportional to the square of the amplitude
of the RF current flowing in the corresponding el-
ement. Probes were mounted on the end of G10
plastic rod and rotated using a small DC motor as
shown in Figure 16.3. The angular position of the
probe was determined using a small infrared (IR)
source/receiver and a disk mounted on the G10 rod
(Figure 16.3). The transistor–transistor logic (TTL)
signal, generated by IR triggering system was used
to start the network analyzer. By measuring changes
of the S11 reflection coefficient caused by the modu-
lation of the resonance frequency, the distribution of
the current in all of the TEM elements can be visual-
ized simultaneously on a network analyzer, as shown
in Figure 16.4. To observe the S11 modulation, which
reflects the current distribution in the TEM elements
(Figure 16.4b), the network analyzer was externally
triggered in the linear amplitude mode with the fre-
quency sweep turned off. This method allows for
easy and quick bench measurements of the current
distribution in the resonant elements for each linear
mode of the volume coil. By adjusting the sinusoidal
symmetry of the current distribution,21 the optimal
homogeneity of the B1 field can be obtained. The
currents in resonant coaxial elements are adjusted by
varying their impedance, which is achieved by chang-
ing the extent of the overlap between the central rod
and its shell (a change in capacitance).

Splitting the shield, and the consequent reduction
of the coupling between the elements adjacent to the

Triggering Network analyzer

Phantom

Probe

Electromotor

TEM coil

Phantom

Probe

Motor

Network analyzer

Triggering

(a)

(b)

Figure 16.3. (a) Picture and (b) block diagram of the TEM
coil tuning method. A ferrite probe was rotated in close
proximity to the TEM elements to produce a shift of the
resonance frequency and modulate S11. To visualize the
modulation of S11, which reflects the current distribution
in the TEM elements, the network analyzer was used in
the linear amplitude mode with the frequency sweep turned
off. The network analyzer was externally triggered from the
rotation of the probe.

splits, substantially decreased isolation between two
linear modes of the TEM coil, thereby compromising
the quadrature performance of the coil. The reduc-
tion in mutual inductive coupling between adjacent
elements from the introduction of a very small split
in the shield suggests that the TEM structure supports
some residual RF currents flowing in the shield in ra-
dial direction near the ends of the coil perpendicular
to the coil axis. This is similar to end ring currents
in birdcage coils. Introduction of a small split (much
smaller than a wavelength) in a shield of a resonator
parallel to RF currents should not substantially mod-
ify the RF field distribution or cause mode coupling.
However, introducing a split perpendicular to current
flow will have a substantial effect.22

Figure 16.5(a) shows the distribution of current in
the split knee TEM coil elements measured for one of
the linear modes with the coil driven at element 13 af-
ter the coil was adjusted using the tuning method de-
scribed above. For convenience, the plot observed on



190 Volume Coils

S11

S22

S11 S11
S11

S11

S11 S22

S11 S22

dS11

w w

w1 w0

dw

w0

Ω

Ω

Ω

Ω

(a)

(b)

Power
Span

Figure 16.4. (a) Frequency dependence of the S11 reflection coefficient. The bottom linear part of the dependence is
magnified on the right side of the figure. Two curves, measured at one of the driving ports (S11) correspond to probe
positions near TEM elements with maximum (bottom element) and zero (top element) RF current. The network analyzer
is used in the CW mode at a fixed frequency equal to ω1. (b) Distribution of the current in both linear channels of the
TEM volume coil as observed on the network analyzer. The tuning method allows visualization of the two distributions of
current for both linear modes simultaneously. Each peak in the current distribution corresponds to the probe passing near
TEM elements. The right side of the figure correlates two elements with corresponding peaks in the current distribution.

the network analyzer (Figure 16.4) has been flipped
vertically and normalized. The measurement was per-
formed after the coil was adjusted to restore the
isolation between the two modes. Since the method
detects the square of the amplitude of current and is
not sensitive to the phase,20 both halves of the sinu-
soidal distribution have the same sign. As seen from
the figure, the current distribution is not symmetric.
Specifically, the current is increased in the elements
adjacent to the splits (elements 4, 11, and 12) com-
pared to elements distant from the splits (elements 6,
14, and 15) as was discussed above. Figure 16.5(b)
shows the symmetric current distribution measured

for one of the linear modes of the one-piece TEM
volume coil. To restore the symmetry of the current
distribution of the split TEM coil, the current in the
elements adjacent to the splits as well as their im-
mediate neighbors (elements 2, 5 and 9, 12) can be
somewhat decreased by decreasing the capacitance of
the TEM elements (by pulling the central conductors
out). In practice, it was not possible to completely
restore the symmetry without degrading the isolation
between two linear modes. The isolation between the
modes was adjusted primarily by decreasing the cur-
rent in elements 7 (top) and 15 (bottom). Adjusting
these two elements was the most effective way to
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Figure 16.5. (a) The distribution of RF currents in ele-
ments of the quadrature TEM split knee volume coil mea-
sured for one of the linear modes after the coil has been
tuned and adjusted. (b) The distribution of current in ele-
ments of continuous nonsplit TEM coil measured similarly
as in (a).

restore the mode isolation as compared to tuning the
other elements. The analogous distribution was also
measured for the other linear mode of the TEM coil
with the current increased in elements adjacent to the
splits. The distribution of current flowing in TEM
elements was also measured for the split head coil
and produced a very similar pattern to that shown in
Figure 16.5(a).

16.4 COIL TESTING AND EVALUATION

16.4.1 Imaging Procedure

All images were obtained on a 4 T Varian Inova
system (Varian Associates, Inc., Palo Alto, CA).
Knee images were obtained using T1-weighted fast

spin-echo sequence with TR (repetition time) = 1.2
s, TE (echo time) = 26.4 ms, echo train length = 16,
18 slices, slice thickness = 3 mm, gap = 3 mm, and
in-plane resolution = 0.625 mm (matrix size 512 ×
256, field of view (FOV) = 320 × 160 mm for sagit-
tal and coronal images; matrix size 256 × 256, FOV
160 × 160 for axial images). The data were acquired
with a single average.

To test the head coil performance, gradient echo
images of the phantom and a human head were col-
lected using 128 × 128 and 256 × 256 resolution, re-
spectively, 1.5 mm slice thickness, 20 × 20 cm FOV,
TE = 50 ms, TR = 400 ms, and flip angle = 30◦.
To provide anatomical contrast, a T1-weighted in-
version recovery gradient echo sequence was used
with TR = 2500 ms, TIR (inversion recovery time) =
900 ms, a 90◦ excitation pulse, and a slice thickness
of 1.5 mm with 128 × 128 resolution over an FOV
of 19.2 × 19.2 cm. Echo planar images (EPI) brain
images were acquired using a T2*-weighted gradi-
ent echo EPI pulse sequence (TR/TE = 5000/25 ms,
FOV = 256 × 256 cm, matrix 64 × 64 pixels, slice
thickness = 4 mm, flip angle = 90◦) without inter-
leaving. All brain images were acquired with a single
average.

The efficiency of the coils was assessed by deter-
mination of the B1 field required to produce a 90◦

rotation using a slice-selective excitation pulse in a
transverse slice in the center of the RF coil longi-
tudinally in the head, knee, and tissue mimicking
phantoms. To eliminate the effects of shaping the
RF pulse, the B1 value in kilohertz (or μT) per 1
kW of power was calculated based on the equiva-
lent maximum amplitude square pulse duration. The
homogeneity of the coils was measured by acquiring
B1 maps of the transmit field using the procedure de-
scribed by Pan et al.23 using 64 × 64 resolution and
3 mm thickness.

16.4.2 Testing Results

After bench adjustment, the half-volume coils were
evaluated in the scanner. The residual asymmetry of
the current distribution did not substantially affect the
quality of the images or the overall coil performance.
Figure 16.6 demonstrates transverse, sagittal, and
coronal T1-weighted spin-echo images of a human
knee obtained using the split TEM knee coil. The
split TEM knee coil was about 15–20% more
efficient than the larger one-piece open-end TEM
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(a) (b)

(c)

Figure 16.6. (a) Transverse, (b) sagittal, and (c) coronal
human knee spin-echo images obtained using split TEM
volume knee coil.

coil, which was evaluated by measuring the power
required to produce a 90◦ pulse of a certain length.
A similar result was obtained for 2.0 L cylindrical
leg-mimicking phantom. This increase in transmis-
sion efficiency of the split TEM can be attributed
to a decrease in coil volume (due to a change in the
coil diameter) as well as to minimizing the extension
of the B1 field from the wider coil’s openings. The
small decrease in signal at the very top of the coil
is most likely due to the residual asymmetry of
the current distribution. The split TEM knee coil
generated a circularly polarized RF magnetic field B1
of 1.43 kHz (or 33.6 μT) in amplitude in the central
transverse slice of an average size human knee using
1 kW RF. Since the size of a human knee can vary,
this measurement was also performed for 2.0 L
cylindrical phantom (12 cm diameter, 50 mM NaCl).
B1 of 2.0 kHz (or 47 μT) per 1 kW was obtained.

Figure 16.7 shows head images and B1 field
maps obtained with the split TEM head coil and the
one-piece TEM coil of the same size. All the images
and the B1 maps demonstrate a very characteristic
pattern of increased magnitude in the center of the
brain as compared to the periphery due to destructive
interference.4,24 – 26 The magnitude of the B1 field
measured at the top and the bottom of the split coil
is ∼10–15% lower in comparison to the analogous
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Figure 16.7. Gradient echo human brain images and B1

maps of the corresponding slices obtained using the split
TEM volume head coil (a and b) and continuous nonsplit
TEM coil (c and d) of the same size.

positions for the one-piece coil. Conversely, the B1
field produced at the left and right sides of the split
coil was ∼20–25% greater than the B1 field from
the same locations for the one-piece coil. These in
vivo measurements are in good agreement with the
differences in current distribution between the two
coils obtained by our bench measurements. The
symmetric current distribution of the one-piece coil
(Figure 16.5b) produced a symmetric B1 map pattern
(Figure 16.7d). In contrast, the higher current near
the splits (Figure 16.5a) in the split coil enhances the
B1 field at the left and the right sides of the volume
coil (Figure 16.7b). The alteration in B1 distribution,
however, did not substantially degrade the quality of
the images shown in Figure 16.7(a) and (c).

The split TEM head coil generated a circularly po-
larized RF magnetic field B1 of 1.1 kHz (or 25.8 μT)
in amplitude in the central transverse slice of a human
head using 1 kW RF. This is similar to or better than
previously reported for a nonsplit quadrature TEM
head volume coil of similar size (diameter at the
element centers 27 cm, length 21 cm) that provided
the equivalent of a 255 μs, 90◦ square pulse in the
central transverse slice of the head using 1 kW RF
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power.4 This corresponds to a B1 field amplitude of
0.98 kHz (or 23 μT). The effectiveness of the quadra-
ture TEM head coil in producing circularly polarized
RF magnetic field using a B1 mapping method23 was
also evaluated. The ratio of the B1

+ and B1
− com-

ponents of the circularly polarized magnetic field ro-
tating clockwise and counter clockwise, respectively,
averaged over the entire human head, measured bet-
ter than 10 dB. This indicates that the average loss
of the amplitude of the transmit B1

+ field due to
the contribution of the B1

− component was less than
5%. Finally, the average B1 field (measured over the
entire slice) as well as power required to produce
a 90◦ pulse in the transaxial slice at the center of
the coil were approximately the same for both split
and nonsplit TEM head coils within the error of the
experiment (±1 dB). In comparison, a commercially
available 3 T split head-sized birdcage coil (USA

Figure 16.8. EPI images of a human brain obtained using
the TEM split head coil.
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Figure 16.9. Data from a patient with temporal lobe epilepsy (a) and a control subject (b). The patient data includes a
scout image, an expanded region of the scout image identifying the location of selected spectra (yellow circles) from the
ipsilateral and contralateral hippocampi. Displayed to the right of the images are spectral data from the selected locations.
The equivalent data is shown for the control subject. The resonances of interest, NAA, creatine (Cr), and choline (CH) are
labeled.
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Instruments, Aurora, OH) generated a B1 field of
0.82 kHz (19.3 μT) per 1 kW of power using the
standard Siemens head phantom.

Figure 16.8 presents EPI data obtained using a split
head coil. No evidence of substantial eddy current
artifacts was observed in the images.

16.5 APPLICATIONS

One of the primary advantages of high-field imaging
in vivo is the increased signal-to-noise ratio (SNR)
and spectral resolution afforded for spectroscopic
imaging. However, to accrue the theoretical
advantages of high-field spectroscopic imaging, coil
sensitivity and homogeneity must be preserved. Dis-
played in Figure 16.9 are spectroscopic imaging data
acquired with the split-head TEM coil from a patient
with temporal lobe epilepsy and a control subject.
All data were acquired at 4 T using a Varian Inova
console and a quadrature head coil. The hippocampal
data was collected using a modified LASER sequence
(10 mm thickness, 80 × 100 mm in-plane FOV selec-
tion) in combination with two dimensions of phase
encoding (24 × 24, FOV = 192 × 192 mm, 19.2 min)
angulating the plane along the temporal pole.27 To
provide reproducible selection criteria across patients
and controls, the hippocampal voxels were recon-
structed using a voxel shifting method.28,29 In the
control data, the ratio of N -acetyl aspartate (NAA)/Cr
is >1.2 for all pixels from both hippocampi. In
contrast the patient with temporal lobe epilepsy
shows substantially reduced NAA/Cr values (>0.8)
from the anterior portions (loci 1 and 2) of both
hippocampi. Further, NAA/Cr at a given location
(e.g., locus 1) is lower in the ipsilateral as opposed
to the contralateral hippocampus. The observation of
reduced NAA/Cr as a marker for the presence and
severity of neuronal injury can be used to localize
and lateralize seizures in epilepsy patients.30 – 34
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17.1 INTRODUCTION

With the advent of ultrahigh field imaging (>7 T),
RF coils have to be designed for ultrahigh frequen-
cies. Although head imaging is performed routinely
at ultrahigh field strengths, the higher frequency is
posing severe challenges for body imaging on these
platforms. This is caused by the following: first, the
wavelength decreases with increasing frequency. At
7 T, the wavelength in tissue is shorter than the trans-
verse body dimensions, which results in interference
patterns as shown by Vaughan et al.1 Secondly, the
higher frequency causes a reduced penetration depth.
On the transmit side, the B1

+ levels that can be
achieved become lower. On the receive side, the ob-
tained signal-to-noise ratio (SNR) gain from moving

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

to higher field strengths is reduced by the decreased
sensitivity of the coils. Thirdly, the higher frequency
causes higher specific absorption rate (SAR) levels
that have to be compensated by long repetition time
(TR) values to avoid tissue heating.

These problems are partially addressed by using
a multitransmit surface coil array. Surface elements
(rather than a volume coil) are used because of their
higher B1

+ efficiency: more B1
+ for the same amount

of power. Multitransmit means that the phases and
amplitudes of all elements can be adjusted. In this
way, the interference pattern of B1

+ within the patient
can be controlled to ensure constructive interference
at the region of interest.2

For an optimal performance of the coil array, the
design of the individual elements is critical. They
need to generate as large as possible B1

+ at the
region of interest, while depositing as little as possible
SAR. Additionally, low coupling is advantageous.
This chapter shows that, for deeply located targets,
the classical method of designing a coil is no longer
applicable. Instead, the coils have to be regarded
and designed as antennas. The recently presented
“single-side adapted dipole antenna” is an example
of such a design.3

In the early days of MR imaging, the B1 field
was generated by a solenoid coil as depicted in
Figure 17.1. In the years and decades that fol-
lowed, widespread shapes and geometries were in-
troduced to generate the B1 field. These included
loop coils, Helmholtz pairs, birdcage coils, transverse
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Figure 17.1. Drawing from an early MRI patent (1981) by Damadian.4 The RF coil is a solenoid.

electric-magnetic (TEM) resonators, and microstrip
elements. Many of these are used with several ele-
ments simultaneously in a RF coil array. With every
advance in B0 field strength, new designs have been
presented. They are all, however, still referred to as
coils.

The name “coil” for the B1 field applicators is
because of the working principle of RF coils in classic
MR imaging: It is based on the principle that currents
will generate a B1 field. This is the principle for
elements that are clearly coils such as solenoids,
Helmholtz pairs, and loop coils. But this is also the
principle for structures that do not have the coil-like
geometry such as birdcages, TEM resonators, and
microstrip elements. Generating B1 field by currents
has effectively become the definition of a coil. And
owing to the principle of reciprocity, elements that are
meant to receive signals are also called coils. Note
that all coils are designed as resonant structures to
maximize their efficiency and/or sensitivity.

However, at high frequencies, coils start to behave
as antennas. Close to the coil, a region exists where
the B1 field is very high. These are the reactive fields
that are associated with the traditional desired res-
onance operation of the coil. But at larger depths
inside the tissue, the reactive fields will have decayed
and the so-called radiative fields become more domi-
nant. Here, the RF field distribution has turned into an
electromagnetic wave that propagates away from the
coil. At high field strengths, generating such an elec-
tromagnetic wave is therefore a more suitable way

of achieving the required B1 in more deeply located
body regions.

This requires designing the coils on the entirely
different principles of antenna engineering. It even
raises the question whether coils should still be called
coils. B1 antennas would be more appropriate. How-
ever, because the term “RF coils” is and has been
the name for the RF applicators of an MR system
over many years, we shall continue to use the word
“coil” as well. An antenna could, in this perspective,
be regarded as a “special coil”.

17.2 THEORY

In the early days, B1 coils were—just like the B0
coils—designed by the law of Biot–Savart:

B(r) = μ0

4π

∫
Idl × r

|r|3 (17.1)

where
B(r) = magnetic field strength at position r

μ0 = permeability of free space
dl = differential coil segment
I = current in coil segment.

However, the law of Biot–Savart can be derived
from the fourth law of Maxwell, where the term
∂E/∂t is considered negligible,

∇ × B = μ0 J + μ0ε0
∂E
∂t

(17.2)
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where
J = current density
ε0 = permittivity of free space
E = electric field strength.

It is therefore only valid at DC and low fre-
quencies, because at high frequencies considerable
E-fields will be induced everywhere due to Faraday’s
law

∇ × E = ∂B
∂t

(17.3)

and the term dE /dt can no longer be neglected.
Worse, at high frequencies (high B0 field strengths),
the E-fields that are cogenerated along with the
B-fields will generate an electromagnetic wave that
will be emitted from the coil. In fact, at high frequen-
cies, coils start to behave as antennas.

17.2.1 Electromagnetic Waves

In electromagnetic waves, the E-field and the B-field
show a periodic behavior in both time and space.
Also, the E- and B-fields are orthogonal to each other
and to the propagating direction. Figure 17.2 shows
a schematic representation of E- and B-fields in a
propagating wave.

A propagating wave is characterized by its fre-
quency. Depending on the medium that it traverses,
the wavelength follows from the frequency, equation
(17.4). Thus, at higher frequencies, wavelengths are
smaller. Also note that the relative dielectric permit-
tivity in air is 1, but the relative dielectric permittivity
in human tissues has a wide range of values, result-
ing in an “effective” permittivity of 36–60.5 As a
consequence, the wavelength at 7 T in the body is

Magnetic
field

Electric
field

1 cycle

S (Poynting vector)

Figure 17.2. E-field and B-field orientation in a propagat-
ing wave.

13–17 cm.

λ = c

f
= 1

f
√
με

=a λ0√
εr

k = 2π

λ
(17.4)

where
λ = wavelength
c = speed of light in medium
f = frequency
μ = permeability of medium
ε = permittivity of medium
λ0 = wavelength in free space
εr = relative permittivity of medium
k = wave number
a: If μr = 1
μr = relative permeability of medium.

In a propagating wave, two quantities are of par-
ticular importance. Note that they are calculated from
the magnetizing field H which is linearly related to
B by

B = μH = μ0μrH (17.5)

where H is the magnetizing field strength.

17.2.1.1 Poynting Vector

The power flux of a wave is expressed by the Poynt-
ing vector S , equation (17.6). It is the energy that is
carried by the wave per unit time and area and it is
therefore expressed in watts per meter square. It is a
vector quantity, calculated by the vector product of
the electromagnetic wave components E and H . Its
direction specifies the direction of energy flow.

S = E × H (17.6)

17.2.1.2 Wave Impedance

The wave impedance η is a parameter that charac-
terizes an electromagnetic wave. It is the ratio of
the electromagnetic wave components E over H ,
equation (17.7). A wave traveling freely in a medium
has a wave impedance that is equal to the equilibrium
wave impedance of the material ηmedium [equation
(17.8)]. This equilibrium value is a property of the
material. Close to sources (antennas) and interfaces,
the wave impedance will deviate from this equi-
librium value. For waves propagating inside “wave
guides”, the wave impedance can have a wide range
of values. Wave guides are a study on their own in RF
and microwave engineering.6,7 Traveling wave imag-
ing, as introduced by Brunner and van den Berg, is
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based on this phenomenon, where the RF shield of
the MR scanner acts as the wave guide.8,9

η = E
H

(17.7)

where η is the wave impedance

ηmedium =
√

μ

ε
(17.8)

where ηmedium is the equilibrium wave impedance of
the medium.

If propagating waves hit a boundary between two
media, part of the wave will be reflected and part of
the wave will be refracted, according to Snell’s law.
For a wave impinging orthogonally to the boundary
this law reads as follows:

R = η1 − η2

η1 + η2
(17.9)

where
R = reflection coefficient
η1, η2 = equilibrium wave impedances of the me-

dia.
If the material properties are similar, the reflection

is less.

17.2.2 MR Imaging: RF Coils or
RF Antennas?

An antenna is designed to emit an electromagnetic
wave. A coil, in contrast to an antenna, is designed
to generate B-fields. For DC currents, the resulting
B-field can be calculated by the law of Biot–Savart
[equation (17.1)]. For AC currents, the law is, in prin-
ciple, not valid, but for low frequencies and regions
close to the coil, the law of Biot–Savart can still
closely predict the behavior of the coil. At further
distance and/or higher frequencies, the law fails. This
is because the oscillating B-fields will generate oscil-
lating E-fields due to Faraday’s law. These E-fields,
together with the already present B-fields, will gener-
ate an electromagnetic wave, propagating away from
the coil.

17.2.3 Near Field and Far Field

On the basis of this behavior, two regions can be
distinguished:

Close to the coil, the B-field generated by the
currents in the coil is much larger than the E-fields
that are generated concomitantly. Or more precisely,
the E/B ratio is much smaller than the local equilib-
rium wave impedance, because the B-fields are high
and the E-fields are low. Therefore, only a small frac-
tion of the B-field is associated to the propagating
wave. The major part of the B-field is associated to
the so-called reactive field that is generated by the
currents. These fields cause an alternating power flow
direction by which the energy is trapped near the coil
and will not be emitted to the surroundings. Since a
coil is a resonant system, these fields are the resonant
fields of the coil, and they will increase with increas-
ing quality factor (Q-factor). In antenna theory, this
region is called the near field.

With increasing distance from the coil, the B-fields
and the E-fields decrease. But the reactive part of
the electromagnetic field will decrease more rapidly
than the radiative part. As a consequence, the region
far away from the coil is characterized by pure
propagating wave behavior. Here, the E- and B-fields
have a fixed relation to each other (equilibrium wave
impedance) and the power flow (Poynting vector) is
always directed outward, away from the coil. This
region is called the far field or radiation zone in
antenna theory.

The regions described above display the extreme
characteristics of an electromagnetic field around a
coil or antenna. In between these regions, the field
pattern will gradually change from one to the other.
This is called the transition zone.

17.2.4 Estimating the Extent of the Near
Field and the Far Field

For MR imaging coil design, it is important to know
whether the target imaging region is located in the
near field (design a coil) or in the far field (design
an antenna). Vice versa, it is important to know the
extents of the near field and the transition zone.
Several rules of thumb are known for estimating the
extent of the near field and the start of the far field.10

For instructional purposes, we highlight one method.
Equation (17.10) describes the fields of a (small)

magnetic dipole. A magnetic dipole is an infinites-
imally small loop coil, e.g., the magnetization of a
voxel in MR imaging. The magnetic field of such a
dipole is the equivalent to the B1 field of a loop coil.
It depends on a 1/r3 term, a 1/r2 term, and a 1/r
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term. Close to the dipole, the 1/r3 term will domi-
nate. This region is called the near field. In the next
region, the transition zone 1/r2 will dominate. (Note
that Biot–Savart also predicts a quadratic drop-off
with distance.) In the furthest region, the term 1/r
dominates. This is the far field. Note that with a 1/r
drop-off of field strength, the Poynting vector will
decrease with 1/r2, which is consistent with the fact
that the same amount of energy has to spread out over
an ever-increasing spherical shell area. These regions
are indicated by Figure 17.3, where the dipole field is
plotted next to 1/r, 1/r2, and 1/r3. The logarithmic
plot clearly shows how the behavior goes from 1/r3

to 1/r2 into 1/r . By equating the terms 1/r3 and 1/r
in relation to each other [equation (17.11)], one can
calculate the “crossover point” at r = λ/2π. This is
the center of the transition zone where the field de-
cays by 1/r2. Note that the presence of the e−jkr term

in all expressions in equation (17.10) is responsible
for the periodicity of the wave. Also, if the medium
is conductive, this term will result in an additional
exponential decay of the fields.

Eϕ = −j
ωμ0mk2

4π

(
j

k r
+ 1

(k r)2

)
sin(θ)e−jkr

(17.10a)

Hθ=j
ωμ0mk2

4πηmedium

(
j

k r
+ 1

(k r)2
+ −j

(k r)3

)
sin(θ)e−jkr

(17.10b)

Hr = 2j
ωμ0mk2

4πηmedium

(
1

(k r)2
+ −j

(k r)3

)
cos(θ)e−jkr

(17.10c)
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Figure 17.3. Magnetic field strength of a magnetic dipole as a function of distance r over wavelength λ.
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where m is the dipole magnetic moment

1

k r
= 1

(k r)3
⇒ r = 1

k
= λ

2π
≈ 0.16λ (17.11)

Although these models are a simplification of a
RF coil in MR imaging, they do show the principle
mechanism by which near field and far field can be
discriminated—the rate of the decrease in amplitude
of the fields. It is also important to realize that the
near-field and far-field boundaries are relative to
the wavelength. This means that at larger frequencies,
the near field and far field will respectively end and
begin at distances closer to the coil or antenna.

17.2.5 Coils Vs Antennas: Design Principles

A coil needs large currents to generate a large B1
field. It is therefore designed as a resonant structure
with a high quality factor (Q-factor). The unloaded vs
loaded Q-factor ratio is used to verify that there are
no significant coil losses. This design ensures large
reactive fields in the near-field region.

An antenna needs currents and voltages on its
structures to generate the required B- and E-fields
that constitute an electromagnetic wave. The resulting
B- and E-fields should create a Poynting vector that
is oriented toward the target region. In addition, the
E- over B-field ratio (wave impedance) should be as
close as possible to the equilibrium wave impedance.
As a consequence, antennas will have a low Q. This
has the extra advantage of low interelement coupling.

17.3 THE SINGLE-SIDE ADAPTED
DIPOLE ANTENNA

At 7 T, the wavelength in tissue is approximately
17 cm. A typical deep-body target such as the prostate
(10 cm depth) is therefore, considering Section 17.2,
likely located in the far field. The RF coil should
then definitely be regarded as an antenna: it should
aim at generating far field efficiently with as little as
possible near field.

The requirements for antennas when imaging
deep-body parts are the same as those for the field of
locoregional hyperthermia.11 In this field, cancerous
regions in the body are heated up a few degrees
Celsius to make them more sensitive to radiotherapy
and/or chemotherapy. The heating is achieved by

an array of RF antennas that aims at delivering
high levels of energy to the target, while preventing
excessive heating in other parts of the body. The
similarity is obvious and therefore, antenna designs
in hyperthermia are also likely to be applicable to
MR imaging.

One example of such an antenna from the field
of hyperthermia is the single-side adapted dipole
antenna.3 It consists of a dipole antenna mounted
upon a dielectric substrate with a high permittivity
(Figure 17.4). The substrate is placed adjacent to the
skin of the patient. The total length of the dipole
should equal one half of the wavelength in the sub-
strate material. In this way, maximum current will
be generated in the center and voltage maxima will
appear at the endings of the dipole. As a consequence,
the primary B-field is rotating around the longitudinal
axis of the element while the E-field is oriented along
the longitudinal axis (Figure 17.4). The high permit-
tivity of the substrate will augment the E-field within
the substrate, resulting in a larger Poynting vector into
the substrate and toward the patient. Another way of
looking at it is that the dipole antenna dimensions
are matched to the wavelength in the substrate and
not to the wavelength in air. Radiation into air is
therefore inhibited because the antenna is simply too
small.

The high permittivity of the substrate shortens
the wavelength, which enables the construction of
a dipole antenna within reasonable dimensions. The
shorter wavelength has another advantage. A dipole
antenna is an electric (and not a magnetic) antenna.
In its near field, electric field components dominate
and these should be kept out of the patient because
they generate undesired energy deposition (SAR).
Therefore, the thickness of the substrate should be
sufficient to avoid the antenna near field from entering
the tissue. Iterative simulations have shown that this
thickness should approximately be at least one quarter
of a wavelength.

To avoid losses, the conductivity of the substrate
should be negligible. The permittivity of the
substrate should be high and preferably should
match the (effective) permittivity of the body tissue
on which it will be placed. This will ensure minimal
reflections of the generated wave at the interface of
substrate and tissue [equation (17.9)]. Additionally,
the material susceptibility should be similar to that of
the body tissue, to avoid B0 distortions in the target
region. Distilled water is a material that fulfills these
requirements and can easily be obtained. However,



Antennas as Surface Array Elements 203

(a) (b)

(c) (d)

3 cm

3 cm 3 cm

3 cmz
y

x

z
y

x z
y

x

z
y

x

z
y

z
y

z
y

z
y

Figure 17.5. Poynting vector distributions inside the elements and in the upper part of the phantom, normalized for 1 W
delivered power. (a) Loop coil, (b) microstrip 5 mm spacer, (c) microstrip 15 mm spacer, and (d) radiative antenna.
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Figure 17.6. B1
+ distributions in the transversal z-plane, in logarithmic scale, normalized for 1 W delivered power. (a)

Loop coil, (b) microstrip 5 mm spacer, (c) microstrip 15 mm spacer, and (d) radiative antenna. Dashed lines indicate profiles
as presented in Figure 17.7.

a solid material would be more convenient. Suitable
solid materials can be found in the wide range of
ceramics that are used in high-power RF electronics.
Also, these ceramics have a much lower conductivity
than distilled water.

The single-side adapted dipole antenna is an
example of a radiative antenna. It has been designed
to emit a propagating wave into the tissue. Although
less specific, the shorter term “radiative antenna” is
used instead throughout this chapter.
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Table 17.1. Quantitative results

B1
+ (μT) SARmax (W/kg) SARmax/(B1

+)2
(W/kg/μT2)

@10 cm @15 cm @10 cm @15 cm

Loop coil 2.26 0.809 663 130 1014
Stripline 5 mm 1.96 0.620 4037 1055 10518
Stripline 15 mm 1.89 0.647 2149 603 5135
Radiative 2.67 0.980 1381 194 1438

.B1
+ and maximum SAR values (1 g averaged SAR) at 10 and 15 cm depth in the phantom, normalized to 1 W delivered

power. Additionally, the maximum SAR relative to B1
+ is presented at both depths.
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Figure 17.7. In-depth B1
+ profiles for all investigated elements, normalized for 1 W delivered power. All profiles are
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− distributions in the transversal z-plane, in logarithmic scale, normalized for 1 W delivered power. (a)

Loop coil, (b) microstrip 5 mm spacer, (c) microstrip 15 mm spacer, and (d) radiative antenna.
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Figure 17.9. SAR distributions in the transversal z-plane
with the maximum SAR and in the coronal x-plane directly
below the element, linear color scale, normalized for 1 W of
delivered power. (a) loop coil, (b) microstrip 5 mm spacer,
(c) microstrip 15 mm spacer, and (d) radiative antenna.

17.4 SINGLE-ELEMENT ANALYSIS

In a recent publication, we have demonstrated the
beneficial properties of a radiative antenna in com-
parison to more conventional coil array elements.3

These conventional coil array elements include a loop
coil (10 cm diameter) and 2 microstrip designs (10 cm
length) with a 5 or a 15 mm spacer to the patient.
All elements were tested by simulating their perfor-
mance on a large cubic phantom with permittivity and
conductivity of 36 and 0.45 S m−1, respectively. The
simulations were performed using the FDTD package
SEMCAD X (Speag, Zurich, Switzerland).

Figure 17.5 shows the resulting Poynting vector
distribution. The microstrip elements show a Poynt-
ing vector that is directed along the longitudinal axis
within the element and the spacer. Only inside the
phantom is the Poynting vector oriented outward.
The radiative antenna, however, shows a Poynting

vector orientation that is directed downward into the
phantom through the entire substrate. In this way,
a propagating wave is generated within the substrate.
When the wave impinges on the phantom surface, the
wave is already in the far-field mode. The loop coil,
remarkably, also shows a Poynting vector oriented
downward into the phantom. However, the Poynting
vector distribution is inhomogeneous, with the largest
energy flux under the loop conductor and zero energy
flux on the central axis.

As a consequence of these differences in Poynting
vector distribution, a difference in B1

+ distribution is
expected.

Figure 17.6 shows the B1
+ distributions for all

investigated elements. While the B1
+ distributions of

the microstrip elements and the loop coil are irregular
and asymmetric, the B1

+ distribution of the radiative
elements is much more homogeneous and almost
symmetric. To evaluate the B1

+ penetration of all
elements, profiles have been drawn along the dashed
lines in Figure 17.6. These profiles are indicated
in Figure 17.7. These profiles show clearly that the
resonant microstrip elements achieve higher B1

+ at
the surface, close to the element, while the radiative
elements and the loop coil have lower B1

+ gain at
the surface but reach a higher B1

+ level in the deeper
parts.

These results relate to the transmit efficiency. How-
ever, they also translate directly into the receive ca-
pabilities of these elements: the intrinsic SNR of a
receive or transceive element is proportional to the
B1

− per unit power that the element can (or could)
deliver when operating in transmit mode.12 These dis-
tributions are shown in Figure 17.8. They show that
the B1

− distribution of any single element is the mir-
ror image of the B1

+ distribution of the same element.
The results in Figure 17.7 therefore also show the
relative SNR profiles for all investigated elements.
Additionally, since the B1

+ distributions of the ra-
diative elements are symmetric, the B1

− and B1
+

distribution are the same for the radiative elements.
This results in having maximum sensitivity where the
B1

+ excitation is the largest. Quantitative results are
presented in Table 17.1.

Another important transmit element characteristic
is the energy deposition in the tissue that may re-
sult in considerable temperature rise (see Chapter 33
by Shrivastava). In our publication,3 we addressed
this issue by simulating the SAR distributions of
the individual elements: loop coil, microstrip ele-
ments, and the radiative antenna. Figure 17.9 shows



206 Volume Coils

−5 0
0

10

20

30

40

50

60

5 10 15 20 25 30

Depth/cm

0 5 10 15 20 25 30

Depth/cm

Lo
ca

l w
av

e 
im

pe
da

nc
e,

am
pl

./
O

hm

0

10

20

30

40

50

60

Lo
ca

l w
av

e 
im

pe
da

nc
e,

ph
as

e
/d

eg
re

esZ0 =
j wμ

s + j w

Loop
Stripline 5 mm
Stripl. 15 mm
Radiative

Loop
Stripline 5 mm
Stripl. 15 mm
Radiative

Figure 17.10. Local wave impedance profiles of electromagnetic field distribution for all investigated elements in depth.
The formula for equilibrium wave impedance in a dielectric medium is indicated in the graph. All graphs converge to this
value.

Figure 17.11. Array of radiative antennas around pelvis
for volunteer measurement.

the SAR distributions in the coronal (x –z) plane at
the surface just below the element and the transverse
(x –y) plane across the location of maximum SAR.
All distributions are normalized to 1 W power deliv-
ery. The loop coil shows a clear loop-shaped SAR
pattern that also shows the lowest maximum SAR
level. The radiative antenna has a higher SAR level
but not as high as that of the microstrip elements. To
make an honest comparison, the SAR level should be
normalized to the B1

+ level that can be obtained by
an element at the depth of interest. These values are
indicated in Table 17.1. The loop coil has a larger area
to distribute its energy and therefore shows a lower
maximum SAR value than the radiative antenna. If
the surface area of the radiative antenna is increased
to square dimensions (which we tested by simula-
tion), the SAR distribution of the radiative antenna

also shows lower SAR values. However, the elements
then become too large to be used conveniently in an
array around a human pelvis.

To further characterize the electromagnetic field
distribution of the radiative antenna in comparison
to the other elements, the local wave impedance as
a function of depth was extracted from the simula-
tion results (Figure 17.10). The diagram shows that
the electromagnetic field distribution of all elements
approaches a propagating wave at sufficient distance
from the element. This is indicated by the fact that
the local wave impedance approaches the equilibrium
wave impedance of the medium that is 55.7 �. The
diagram also shows that the loop coil and the ra-
diative antenna approach this value sooner, i.e., their
near field is smaller.

Note that the microstrip elements start off with
a low local wave impedance (E/H ratio). So at the
surface of a phantom/patient, they will generate large
B1 values and relatively low E-fields. This may
lead to the erroneous conclusion that these elements
are more beneficial, because they will generate low
E-fields and consequentially lower SAR. However,
Figure 17.9 shows that the microstrip elements have
a higher SAR at the surface than the loop coil and
the radiative antenna.

This is explained by the following: owing to their
low E/H ratio, microstrip elements have relatively
low sample losses. This causes them to have a high
quality factor: large currents for the same amount of
power. These large currents generate large B-fields
in the near field of the antenna. (This is the working
principle of a classical coil in MR imaging.) How-
ever, these B-fields are so large that although the E/H
ratio is beneficial, the corresponding E-fields are still
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(a) (b) (c)

Figure 17.12. Imaging results of array of eight radiative antennas on a volunteer. (a) Spoiled gradient echo (T1W) transverse
image of prostate and pelvis: TE/TR = 3.6 ms/40 ms; resolution = 0.5 × 0.5 × 3 mm3; and NSA = 4. (b) Turbo spin
echo (TSE) (T2W) transverse image of prostate and pelvis: TE/TR = 85 ms/3000 ms; resolution = 0.5 × 0.5 × 3 mm3;
TSE-factor = 18; and NSA = 2. (c) Sagittal image with same sequence parameters.

higher than for the other elements, resulting in higher
SAR values.

All these results show that the radiative antenna
is a very suitable element for body imaging at high
magnetic field strengths. However, the loop coil turns
out to be quite suitable as well, although its field
patterns are more irregular. It therefore must be an
efficient antenna too. This is contradictory to what is
known about the radiation pattern of a loop coil in
free space: it radiates predominantly in the plane of
the loop orthogonal to the loop coil axis and not along
its axis. However, in the presence of a conductive
medium such as a patient, things apparently change.
The loading of the loop coil by the conductive tissue
causes the impedance of the loop coil to increase.
Consequently, the voltage gradient and the E-fields
along the loop increase. This may cause the E/H
ratio around the loop coil to approach the equilibrium
wave impedance of the conductive medium. If then
the loop coil dimensions fit the wavelength in the
tissue, it becomes an effective antenna and generates
a wave inside the tissue. Additionally, the loop coil
dimensions are too small to emit a wave into the
other half-space filled with air. This may explain the
beneficial properties of the 10 cm diameter loop coil.

17.5 VOLUNTEER IMAGING RESULTS

In our publication, we also demonstrated volunteer
imaging results.3 A transceive surface array was
constructed from eight radiative elements as de-
picted in Figure 17.11. The elements were aligned
in a belt-shaped manner around the pelvis. S12
measurements were performed to measure the cou-
pling, which was less than −15 dB between any two
elements.

In this way, prostate images were acquired as
depicted in Figure 17.12. The resulting images clearly
show the urethra, the central gland, and the peripheral
zone of the prostate.

The maximum B1
+ level within the prostate was

10 μT with 8 × 200 W net power arrival at the
elements. This value was measured with a single
voxel STEAM sequence by gradually increasing the
transmit amplitude.

17.6 FINAL REMARKS

With the advent of ultrahigh field body imaging
(>7 T), the target imaging region appears to have
shifted from the near field and the transition zone into
the far field. For this reason, it becomes more appro-
priate to think of RF coils in MRI as antennas. By
using design principles for antennas, a new kind of
element has been developed: the single-side adapted
dipole antenna. We have shown that it is more benefi-
cial than high-Q resonant elements. Volunteer images
have been obtained with an array of eight of these
antennas.

The next generation MR platforms will have
even higher field strengths. Scanners already
exist for 9.4 and 11.7 T. At those field strengths,
coil design by antenna principles will become
more important, because far-field conditions will
by then also apply for head imaging. Also, the
presented single-side adapted dipole antenna will
become more suitable because the dimensions
of the antenna will become smaller. This will
allow the construction of a denser array with
more elements. The smaller dimensions may
also facilitate the use of these elements for head
imaging.
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18.1 INTRODUCTION

Magnetic resonance imaging (MRI) is a very power-
ful tool for diagnostic imaging; however, it is very
seldom used for guiding interventional procedures.
On the other hand, in many procedures the quality of
the guiding image modality is less than perfect, and
therefore MRI can be considered as an alternative.

Among these interventional procedures, the per-
cutaneous cardiovascular procedures have a special
place. Today, most of these procedures are conducted
under the guidance of X-ray fluoroscopy. Using this
guidance method, the catheters include guidewires
that are visible, but this projection-based imaging
modality provides very little information on the tis-
sue or organ of interest. MRI appears to be a natural
alternative to X-ray based imaging for this purpose
because of its high tissue contrast. In addition, MRI
has no ionizing radiation. High X-ray exposure to the
patient, especially to children, can be harmful. This

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

is also a significant problem for the physician who
is conducting the procedure on a daily basis. MRI
solves this problem as well. Therefore, MRI has a
great potential to replace X-ray in guiding some of
the percutaneous cardiovascular procedures.

While the advantages of MRI over X-ray
fluoroscopy are apparent, it is also very obvious why
currently MRI cannot replace X-rays. The patient
access is poor in MRI scanners, although develop-
ment of short and wide-bore magnets has alleviated
this problem. MRI-compatible equipment such as
patient monitoring systems has limited availability.
Most catheters and guidewires are not compatible
with MRI. While these or similar problems are
real, they are not fundamental limitations. The
most important limitation of MRI compared with
X-ray fluoroscopy is its poor visualization of the
interventional devices. In MRI, most interventional
devices appear dark, and therefore it is possible to
visualize them only if a thin slice imaging method is
used. The interventional devices get lost in the body
when thick slice imaging is used.

This very fundamental problem of the poor visu-
alization of catheters gave rise to the research field
of catheter tracking under MRI. This effort resulted
in the development of the catheter coils, i.e., the
catheters that can be tracked using the MRI signals
that are received by small coils embedded inside the
catheters.

The development of catheter coils did not have
a single motivation. The other motivation is to ob-
tain high-resolution images of the blood vessels. As
is well known in the field of MRI, the shape, size,
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Figure 18.1. An X-ray image of the first catheter coil and a 31P spectrum obtained using this coil. In the 1983 article by
Kantor et al.,1 the details of the novel procedure are explained.
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Figure 18.2. First demonstration of the opposed solenoid design for a catheter coil by Dr Hurst et al.2 The overall probe
diameter was reported as 3.2 mm or 10 Fr.

and position of the receiver radiofrequency (RF)
coils have critical importance for the signal-to-noise
ratio (SNR) of the acquired images. With rather
straightforward manipulation of the pulse sequences,
the increase in the SNR can be used for higher im-
age resolution. As the RF coils get closer to the
point of interest, the SNR is expected to be im-
proved and therefore higher image resolution can
be obtained. With this motivation, researchers have
investigated the placement of small receiver coils,
so-called catheter coils, inside the blood vessels.

The interest in development of catheter coils
developed immediately after commercial MRI

scanners became available. In 1984, Dr Howard
Kantor, while working at the NIH, tested the first
catheter coil concept for increasing the SNR in 31P
NMR spectra.1 As is well known, the 31P signal
is very weak compared to the signal of proton
and therefore obtaining a clinically useful result is
often difficult. On the other hand, one of the key
components in the SNR in a magnetic resonance
experiment is the position and the design of the
receiver coil. SNR can be increased significantly
by reducing the size of the coil and placing it
close to the region of interest. In Dr Kantor’s
case, the region of interest was the heart. He and
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Figure 18.3. Detailed description of a catheter coil embedded inside an 8 Fr catheter. (Reproduced from Ref. 4. © Elsevier
Inc., 1993.)

his colleagues placed a small loop (7.5 × 24 mm,
two turns) inside the heart. They tuned the coil
using a single capacitor and obtained 31P spectra
of the myocardium, as shown in Figure 18.1. This
pioneering approach triggered interest in catheter
coils and resulted in many more publications on the
subject.

Three research groups led by Dr Gregory C.
Hurst of Case Western Reserve University,2 Dr Alas-
tair J. Martin of the University of Toronto,3 and
Dr Krishna Kandarpa of Brigham and Women’s
Hospital4 demonstrated the use of catheter coils for
high-resolution imaging of blood vessels almost si-
multaneously. While the designs of Dr Hurst and
Dr Martin were based on opposed solenoid coils
(Figure 18.2), the design of Dr Kandarpa was a small
rectangular loop (elongated loop) placed in an 8 Fr (1
Fr is 1/3 mm) catheter (Figure 18.3). Using this de-
sign, Dr Kandarpa showed high-resolution images of
excised human arteries. These designs are discussed
later.

In the mean time, the first catheter tracking was ini-
tiated by Dr Jerome L. Ackerman of Massachusetts
General Hospital (MGH) with his pioneering work
published as a 1986 Society of Magnetic Resonance
in Medicine Annual Meeting abstract.5 In this work,
Dr Ackerman explains the use of a small RF coil
for tracking the position of interventional devices
(Figure 18.4). Later, this work was extended by Dr
Charles L. Dumoulin in a 1993 article in an el-
egant way.6 In this method, Dr Dumoulin applies
non-slice-selective RF pulses followed by three or-
thogonal readout gradients to obtain the projection of
the catheter in three orthogonal axes. From this infor-
mation, it becomes rather trivial to find the location
of the tip of the catheter. This method was later used
by many researchers.

In the next section, the designs of catheter coils
are discussed.

Figure 18.4. First demonstration of catheter tracking. In
the experiment, a doped water sample was placed in a 7 mm
diameter solenoid coil. The first signal is the free-induction
decay. The later echoes were acquired in the presence of x,
y, and z gradients. The frequency of each echo determines
the position of the catheter in the corresponding direction.

18.2 CATHETER COIL DESIGNS

Researchers have developed many catheter coil de-
signs. In the evaluation of the performance of these
designs, in addition to their ability to help track the
position of the catheter and/or acquire high-resolution
images of the blood vessels, their mechanical prop-
erties are of critical importance. We start this section
with a discussion on the mechanical properties of
catheters.

One of the most important mechanical properties
of catheters and guidewires is their dimension. The
dimension of a catheter is usually measured in Fr
(abbreviation of French), which determines its maxi-
mum diameter (a 3 Fr catheter’s diameter is 1 mm).
While a 15 Fr catheter can be considered very large,
a 3 Fr catheter is small. Size selection depends on the
specific application.

Most catheters have one or more lumens for dif-
ferent functions. Some lumens are used for holding
guidewires and others for injecting therapeutic or



214 Special Purpose Coils

contrast agents. These lumens can also be used for de-
livering other vascular devices to remote body parts.
Obviously, the dimensions of these lumens are also
critical. For example, a standard guidewire diame-
ter (usually measured in inches; 0.035, 0.025, and
0.014 in. are typical guidewire dimensions but other
dimensions are also used) needs to be used for the
lumens that hold guidewires.

Stiffness is a critically important mechanical prop-
erty of catheters, and it varies greatly with the ap-
plication of the device. A typical guidewire has a
stiff shaft for improved torque (ability to turn the
distal end of the guidewire by rotating its proximal
end) and pushability (ability to transfer the longitu-
dinal force from the proximal end to the distal end);
however, the distal end of the guidewire should be
very soft for entering into delicate vessels without
damaging them. Guiding catheters have similar stiff-
ness properties. These properties of guiding catheters
and guidewires enable the interventionists to navigate
inside the body. Other types of catheters, such as bal-
loon catheters, are navigated inside the blood vessels
with the help of guidewires and guiding catheters, and
therefore their torque or pushability are not critical,
but they should be as soft as possible.

The above-mentioned mechanical properties deter-
mine the kinds of RF coils that can be embedded
inside a catheter. Obviously, a large and rigid RF coil
is not desirable inside a flexible and thin catheter,
since it may alter the mechanical properties of the
catheter. In the next subsections, various designs that
can be placed inside catheters are discussed. We will
start with the design of the elongated loop.

18.2.1 Elongated Loop Design

As mentioned above, flexibility is of critical impor-
tance in catheter coil design. However, when a coil
flexes, its inductance may change, and therefore the
tuning of the coil and its performance may degrade.
In order to resolve this issue, a conductor loop is
formed using two parallel wires by shorting them out
at the distal end and using the proximal end as the
terminal of the loop coil. Since the inductance of this
design does not change significantly when the wires
flex, it is ideal for a catheter coil design.

The early demonstration of this design by Atalar
et al.7 is shown in Figure 18.5. In this design, the two
capacitors, which were used for tuning and matching
of the coil, respectively, were placed right at the

1 2 3 4 5 6 7 8cm

Figure 18.5. Picture of an elongated loop design. (Repro-
duced from Ref. 7. © John Wiley & Sons Ltd, 1996.)

terminal of the coil. While the coil itself was 4 Fr
in size (diameter: 1.33 mm), the maximum diameter
of the design (around the region where the capacitors
are placed) was 9 Fr (diameter: 3 mm). Decoupling
is achieved by placing a shunt PIN diode on the
coaxial cable. The position of the diode is adjusted
to minimize induced currents on the leads when the
PIN diode is on. The design is further miniaturized in
Ref. 8 to 5 Fr by using microfabrication techniques.
Both in vivo and ex vivo tests were conducted to
demonstrate the performance of the design.

In order to understand the sensitivity of a coil,
one can use the reciprocity principle and assume an
imaginary unit current applied at the terminal of the
coil and use the transverse component of the magnetic
field created by this current as the sensitivity of the
object. When the magnetic field is normalized by
the square root of the real part of the impedance
measured at the terminal of the coil, the sensitivity
of the coil can be obtained.

The sensitivity of elongated loop designs as RF
receiver coils depends on many parameters. This de-
sign provides the best quality images when the axis
of the catheter is along the main magnetic field. In
this case, the sensitivity of the catheter drops with
the square of the distance to the catheter; it is rel-
atively uniform along its length and also in the cir-
cumferential direction. When the orientation of the
catheter is not along the main magnetic direction,
circumferential sensitivity variations are observed. In
addition, when the length of the coil increases, sen-
sitivity variation along its length can be observed. In
the designs reported in the literature, approximately
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10 cm long catheter coils are used in 1.5 T MRI scan-
ners. The separation between wires plays a critical
role in the coil’s performance. An RF coil designer
who designs surface coils knows that the diameter
of a coil should be approximately the same as the
depth of the point of interest in the body. One may
form an analogy between the wire separation of an
elongated coil by the surface coil’s diameter, but in
this case since the wire separation is always smaller
than the point of interest (typically wire separation
is 0.5 mm whereas the point of interest is typically
farther away than 5 mm), the SNR of the acquired
images with elongated loop designs increases with
increase in the wire separation. In addition to these
parameters, the dielectric material that covers the coil
has a significant role in the performance of the de-
sign. As might be expected, the performance of the
design improves with thick insulation. The insulation
material, especially around the tuning and matching
capacitors, should have low losses. Teflon is a pre-
ferred material for this purpose. The wire diameter
also is critical in the design. The losses in the coil
are mainly due to the resistance of the wire (eddy
current losses are typically negligible in this design),
and therefore thick wires are preferred. Because of its
MR compatibility and superelasticity properties, one
may consider nitinol as a conductor material but its
rather poor conductivity makes it a nonideal choice.
Since the skin depth at the Larmor frequency is only
a few micrometers, one may consider using silver-
or gold-plated nitinol for this purpose. On the ba-
sis of the mechanical design constraints, the designer
needs to optimize the wire length, diameter, separa-
tion, and insulation thickness. As mentioned above,
proper choice of the wire and insulation materials is
also important.

When manufacturing an elongated loop coil,
fixed-value capacitors are typically used for tuning
and matching, mainly because of their small size.
The desired capacitance values can be obtained
by placing multiple capacitors in parallel. One
alternative method is to adjust the length of the
coil for a given tuning capacitance value. As in
the surface coil tuning process, distributing the
capacitance around the elongated loop is a preferred
method. This method not only reduces the load
dependence of the resonance frequency but also
improves SNR, although only slightly because in the
elongated loop design the main loss source is the
conductivity of the wires. Since the quality factor of
an elongated loop design is rather low (around 10),

tuning and matching is relatively easy compared to
that in surface coils.

When calculating the sensitivity of the coil, un-
balanced currents should be considered. Unbalanced
currents are the currents on the outer surface of the
coaxial cable. If a current is applied to a transmission
line with two parallel wires, it is expected that the cur-
rents on the wires are equal in magnitude but opposite
in direction. In this condition, the current is consid-
ered to be “balanced”, and all the electrons flowing
from one wire return from the other one. If a coax-
ial cable is used, when equal and opposite currents
flow on the inner conductor and the shield, the mag-
netic field generated by this balanced current is totally
trapped in the dielectric material of the coaxial cable
and no magnetic field can be observed outside the
shield. On the other hand, if the currents on the inner
conductor and the shield are unbalanced, the excess
current flows on the outer surface of the shield. The
magnetic field generated by the current in the wire is
not totally trapped inside the dielectric of the coaxial
cable but leaks into the medium around the coaxial
cable. When a coaxial cable is connected to an elec-
trically asymmetric elongated loop coil, unbalanced
currents are observed that reduce the SNR of the ac-
quired images and cause asymmetrical sensitivity in
the circumferential direction. In order to eliminate
these unbalanced currents, electrical symmetry needs
to be maintained, and also, when possible, balun cir-
cuits should be used. Since balun circuits are typically
very bulky, a bazooka balun using double-shielded
coaxial cables can be used. As can be understood
from the above discussion, dealing with unbalanced
currents is often difficult. If it is ignored, they cause
significant image artifacts and SNR degradation.

Tuning and matching of the elongated loop de-
sign is a significant problem. If one wants to achieve
the maximum SNR, the tuning and matching ca-
pacitors should be placed at the end of the loop
before connecting the elongated loop to the coaxial
cable. To reduce the unbalanced currents, a symmet-
rical tuning/matching circuit is preferred. Since the
presence of this circuit reduces the flexibility and
increases the diameter of the design, alternative ap-
proaches are discussed in the literature. Placing a
single tuning capacitor without a matching capac-
itor inside the catheter is an alternative if the de-
signer accepts an associated SNR loss. Some design-
ers place no capacitors in the catheter and tune the
design remotely by placing the related circuit ele-
ments in a box outside the catheter. This results in
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a significant performance loss, but the flexibility of
the design is not compromised. In cases where the
inductance of the loop changes when the catheter
flexes inside the body, adjustment of tuning may be
necessary. Electronic tuning using a varactor diode
has been proposed to solve this issue.4 Although
this is an attractive alternative to fixed capacitors,
the varactor diodes generate additional noise and de-
grade the performance of the design. The resulting
compromise must be considered during the design.
In short, in tuning an elongated loop, the designer
should consider all the mechanical and electrical con-
straints.

One other important aspect of the elongated loop
design is decoupling the design from the transmitter
coil (this is typically a birdcage coil). As mentioned
earlier, PIN diode-based decoupling circuits are used
in the elongated loop designs; however, this alone is
not enough to obtain the desired decoupling. Induced
currents on the coaxial cable of the design should
be handled with care. As mentioned when describing
the sensitivity of the coil, these unwanted induced
currents may be decreased using balun circuits. If
there is strong coupling between the transmit coil and
the elongated loop design, it may cause significant
amplification of the RF electric field around the
coil, leading to excessive heating and possibly a
burn. Testing of the design in adverse conditions is
necessary to ensure patient safety.

In the literature, elongated loop design can be
seen in many forms. One of the most interesting
designs is the expandable coil.9 As was previously
mentioned, as the separation between two parallel
wires increases, the SNR of the acquired images
increases. On the other hand, the size of the catheter
limits the maximum wire separation in the elongated
loop design. This problem is addressed by designing
an expandable loop (Figure 18.6). In this design, one
of the main drawbacks is that the shape of the coil
after expansion may not be reproducible and therefore
the inductance of the coil may vary, causing incorrect
tuning of the coil. In the publication by Quick et al.,9

this issue is addressed by using a loop made of a
superelastic material or mounting it on a balloon
catheter.

One other elongated loop design that can be seen
in the literature is the cardiac electrophysiology (EP)
signal measurement catheter.10 Two wires that are
used for EP signal measurements are also used as the
wires of the elongated loop. In this work, Susil et al.10

showed that with the same catheter it is possible to

(a)

(b)

Figure 18.6. Expandable loop design. (a) Self expanding
loop and (b) balloon-mounted loop designs. (Reproduced from
Ref. 9. © John Wiley & Sons Ltd, 1999.)

measure the EP signal and also continuously track the
position of the catheter under MRI.

An elongated loop can be twisted11 in order to en-
able accurate tracking of the position of the catheter.
By twisting the loop, periodic signal voids are ob-
tained along the length of the catheter. This pattern
is easy to recognize and therefore easy for tracking.

In short, the elongated loop catheter coils have
been very well studied, and parameters that affect
their performance are very well known.

18.2.2 Loopless Design

Miniaturization of catheter coils is a challenge. As
discussed in the elongated loop design, reducing
the catheter size reduces the SNR performance of
the design, since the separation between the wires
decreases. In order to solve this problem, the loopless
design has been proposed. In this design, the current
is applied to an antenna that does not have a closed
loop. One may think that the loop is closed by
conduction through the body. Since there is no loop
in the design, the common name of “coil” cannot be
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used for this type of RF receivers, but instead the
word “antenna” is used.

The loopless antenna design was first described by
Ocali and Atalar12 as a coaxial cable with an ex-
tended inner conductor. Since no other elements are
involved in this design, the diameter of the antenna
is solely determined by that of the coaxial cable. Al-
though very thin coaxial cables exist, mechanical con-
straints limit the minimum diameter of the design. In,
Ref. 13, a 0.014 in. diameter loopless design was re-
ported in the form of a guidewire.

In Ref. 12, the SNR performance of the loopless
design was optimized by adjusting the whip length
(extending the inner conductor beyond the end of
coaxial cable). When a bare wire is used, the opti-
mum whip length becomes approximately equal to
a quarter wavelength where the wavelength is mea-
sured in the body at the Larmor frequency. This value
is approximately 10 cm for 1.5 T and 5 cm for 3 T
scanners. As described by Susil et al.,14 the optimum
whip length can be decreased by coiling the whip
and increased by insulating it with a dielectric mate-
rial. Note that the dielectric constant of the body (and
water) is typically much higher than that of any di-
electric material one may use. Even a very thin layer
of insulation has a very strong effect on the optimum
whip length.

As in the elongated loop design, the loopless de-
sign provides no significant sensitivity variation in
the circumferential direction. The loopless design’s
sensitivity drops approximately in proportion to the
distance to the antenna. Note that, in the elongated
loop design, the sensitivity drops approximately with
the square of the distance. Therefore, while the elon-
gated loop design outperforms the loopless design
when imaging regions are very close to the catheter,
its performance degrades rather quickly, and further
away from the catheter the loopless design outper-
forms the loop design. The sensitivities of typical
designs are approximately equal when the point of
interest is at a distance of 7 times the wire separation
of the loop design.

The sensitivity of the loopless design along its
length shows a significant variation. At the junction
point (where the whip of the antenna starts and
the coaxial cable ends), the sensitivity is maximal,
whereas at the tip of the whip the sensitivity is nearly
zero. The sensitivity also drops toward the proximal
end of the loopless antenna. When the shaft (coaxial
cable) is insulated, the sensitivity is extended. This

property of the loopless antenna has been explained
by Susil et al.14

One of the main problems with the loopless an-
tenna design is that its sensitivity is very low at its
distal end. To alleviate this problem, Qian et al.15

showed that tapered insulation for the whip could be
used. Placing a short solenoid with a single connec-
tion to the end of the whip without a return path has
also been proposed by Serfaty et al.16 for using this
design as a guiding catheter.

An important property of the loopless antenna is
that its optimum impedance is close to that of a typ-
ical coaxial cable, and therefore with remote tuning
and matching no significant loss of performance is
observed. In fact, in many instances it can be directly
connected to the preamplifier. As in the elongated
loop design, a PIN diode can be used for decoupling
purposes. The decoupling circuit helps in reducing
the current induced on the loopless antenna during
transmission of RF pulses to the body coil. A PIN
diode placed as a shunt between the inner conduc-
tor and the shield of the coaxial cable a quarter
wavelength away from the junction point will per-
form the desired decoupling if we assume that the
scanner supplies a DC current to turn the diode on
during RF transmission by the body coil. The DC
current turns the PIN diode on, or reduces its RF
impedance, and the quarter-wavelength cable trans-
forms this impedance to a high value at the junction
point. Note that, in order to obtain an effective de-
coupling, this high impedance should be in the order
of 1 kΩ . Although other designs for decoupling are
possible, this design is effective and also puts the de-
coupling circuitry outside the catheter, and so it is
preferred in most designs. Some designers place a
series capacitor after the PIN diode in order to block
any DC current flow to the antenna as a safety fea-
ture, since leakage of the DC current to the body may
be hazardous. As described in this paragraph, the tun-
ing, matching, and decoupling circuits are relatively
straightforward in the loopless antenna.

One other important issue related to the loopless
antenna is prevention of induced shield currents. In
the design, the shield currents are used as a part of the
antenna and should not be blocked during reception;
however, the shield currents that are induced during
RF transmission on the antenna should be prevented.
This is partly achieved by the decoupling circuit,
which was mentioned in the previous paragraph.
Additional measures for preventing these currents are
necessary in order to eliminate excessive heating of
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the body. The balun circuits that are used for the
elongated loop designs can also be used for this
design. A very common approach is to integrate a
balun circuit to the external decoupling circuit. This
prevents any excessive current flowing from outside
to the body during RF transmission. In addition to
this, a second RF shield can be used in the form of a
bazooka balun. Since a second shield would increase
the diameter of the design and possibly affect the
flexibility, it is usually not desired. When proper care
is taken, shield currents can be eliminated with these
three methods.

18.2.3 Solenoid Coils

Using a solenoid as a catheter coil is a common alter-
native to the elongated loop and loopless designs.5,6

A very short solenoid is often used for determin-
ing the position of the catheter inside the body. In
this design, 10 or more turns of thin copper wire are
used in the form of a solenoid on the tip of a small
catheter. Typically, no tuning capacitance is used next
to the solenoid, but instead the signal is carried out-
side the catheter using a twisted pair or coaxial cable.
In these designs, no decoupling circuits are used since
these coils are used mostly for obtaining positional
information and therefore the uniformity of the sig-
nal around them is not a serious concern. Multiple
solenoids can be used simultaneously to obtain visu-
alization of other parts of the catheter.

18.2.4 Opposed Solenoids

The opposed solenoid is the third basic type of
catheter coil. By placing two solenoids facing each
other, a relatively uniform field is obtained outside
the catheter.3,17,18 This idea was termed also an
“inside-out coil” to emphasize this property. An early
use of this design was for the investigation of oil
wells.19

A most interesting property of this design is that,
when it is aligned with the main magnetic field, it
provides a fairly uniform sensitivity in the region
between the solenoids. This improved uniformity
comes at the cost of SNR performance degradation.
In the publication by Hurst et al.2 (Figure 18.7), a
field-effect transistor was placed inside the catheter
after a tuning capacitance. Placing a preamplifier as
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Figure 18.7. Opposed solenoid design. (a) Electrical
schematics and (b) mechanical schematics. (Reproduced from
Ref. 2. © John Wiley & Sons Ltd, 1992.)

close as possible to the catheter not only decreases
the cable losses but also, more importantly, decreases
the sensitivity of the design to inductance changes.

All other properties of this design are very similar
to those of the elongated loop design.

18.2.5 Inductively Coupled RF Coil

The inductively coupled RF (ICRF) coil20 differs
from the all other designs since it requires no ca-
ble connection to the MR scanner’s hardware. Use of
inductively coupled coils in MRI was initially demon-
strated in the form of implanted coils21 for animal
experiments.

In this design, a coil is tuned but not connected
to any wire; instead it is embedded inside a catheter.
When the catheter is imaged using conventional sur-
face coils, an amplified signal around the coil can be
observed. This property of the ICRF coils can be ex-
plained using the reciprocity principle. Assume that
an imaginary current is applied to the terminal of
the receiving surface coil. The current on the sur-
face coil induces a magnetic field inside the body,
including the region where ICRF coil resides. Since
the ICRF coil is tuned to this frequency, the external
magnetic field induces a high current in the coil. This
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induced high current, in turn, results in a high but
local reactive magnetic field. In an MRI image, this
local reactive magnetic field appears as strong signal
amplification. Figure 18.8 summarizes the inductive
coupling phenomenon.

This idea was later extended for possible visualiza-
tion of stents.22 Since stents are usually made out of
metals, with a slight change in their structure and by
adding a tuning capacitor they may become visible
under MRI.

One issue related to ICRF coils is that active de-
coupling circuits cannot be used with this design
since there is no wired connection to the scanner
hardware. Although in some cases coupling dur-
ing transmission may be used as an advantage, it
may also be a safety problem, and also a high
flip angle around the catheter may cause image
artifacts. This problem can be solved using pas-
sive decoupling, e.g., by using back-to-back Shot-
tky diodes or low turn-on voltage fast switching
diodes.

With this technique, the tissue around the ICRF
coil appears bright compared to the rest of an im-
age acquired using a surface coil. When the MRI
signal is acquired using multiple surface coils, it
is possible to extract the ICRF-related signal from
the rest of the signal. This is best described as us-
ing reverse polarized reception. In MRI, the echo
signal comes circularly polarized. If a receiver is
tuned to be sensitive to reverse circular polarization,
no signal is expected to be received except when
there is an ICRF coil inside the body. The ICRF
coil picks up the forward circularly polarized sig-
nal and creates a linearly polarized reactive field.
It is known that a linearly polarized field can be
thought of as the sum of two opposing circularly
polarized fields (forward and reverse). Since the re-
ceiver coil is tuned to the reverse field, it does not
detect any signal directly originating from the body
but it detects the signal originating from the ICRF
coil. When multiple receiver coils are used, signals
acquired from these coils can be combined such
that only the reverse sensitivity remains and there-
fore only the signal from ICRF coil remains on the
images. A detailed description of this complex phe-
nomenon can be found in Ref. 23, but, in short, if
one acquires the ICRF coil images using multiple
coils, the background information can be separated
from the ICRF images by an image processing tech-
nique. This is especially important if one wants to

track the position of a catheter inside the body accu-
rately.

18.3 APPLICATIONS

Currently, catheter coils are mostly used as parts of
investigational devices. There are, however, many
applications that may utilize catheter coils.

18.3.1 Imaging

One of the basic problems of catheter coils is improv-
ing the image quality and resolution by increasing
the SNR. Comparing the above designs is not pos-
sible without knowing the exact conditions in which
each design will be used. For example, if space is
very limited, the loopless design should be consid-
ered. One should also always examine whether the
same or similar image quality could be obtained as
when using surface coils.

With the aim of quantifying the SNR performance
of internal coils with respect to the best surface coil,
the ultimate theoretical value that one can obtain us-
ing a surface coil has been calculated in a study by
Ocali and Atalar.24 It is known that the MRI signal
is related to the transverse component of the mag-
netic field generated by a coil when a unit current
is applied at the terminal of the coil, and the noise
is related to the electric field generated by the same
coil under the same conditions. To find the maximum
SNR value, the magnetic field needs to be maximized
and the electric field needs to be minimized. In their
calculation, an optimization problem was solved by
assuming that there is an infinite freedom of design-
ing surface coils. In solving this problem, instead of
trying the find the optimum coil geometry, only the
electromagnetic field inside the body was considered.
In the Ocali and Atalar article,24 the ultimate value of
the intrinsic SNR was solved numerically and various
existing coil designs were tested under different con-
ditions. The study showed that the current technology
is not far from the maximum attainable SNR. In the
article by Kopanoglu et al.,25 this study was extended
to obtain an analytical formula for the ultimate in-
trinsic SNR. As can be seen from these formulations,
the maximum attainable SNR reaches infinity at the
surface of the body and decreases in proportion to
the 2.5th power of the distance from the surface. To
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Figure 18.8. Inductively coupled coil design. Coupling between (a) surface coil and (b) catheter-mounted inductively
coupled coil is described. (Reproduced from Ref. 22. © John Wiley & Sons Ltd, 2002.)

achieve an SNR value higher than this value, an in-
ternal coil (or catheter coil) is necessary. Similar to
this ultimate intrinsic SNR calculation, a calculation
for the internal coils can be conducted26 by assum-
ing that there is a cylindrical volume at the center
of the body in which one can place the internal coil.
In Figure 18.9, a comparison of the maximum at-
tainable SNR using only surface coils with the SNR
produced by a combination of internal and surface
coils is shown. On the same graph, the performance
of a loopless design is also shown, to demonstrate
its relative performance compared to the maximum
attainable SNR. As can be seen from the graph, the
loopless antenna outperforms even the best surface
coil when the point of interest is close to the cen-
ter. However, it seems that the loopless antenna is
far from the best internal antenna. The other designs
have to be investigated, but placing an antenna in a
0.75 mm diameter hole (as in the example shown in
Figure 18.9) is a challenge.

One of the main problems with internal MR coils is
that their sensitivities are not uniform and the images
obtained using these coils cannot be used for diag-
nostic purposes unless the signal intensity variations
are corrected. In some publications, signal intensity
correction techniques are used to show high-quality
images; however, currently all automated signal in-
tensity correction methods also degrade the underly-
ing images and therefore are not preferred.
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Figure 18.9. Comparison of SNR obtained using an opti-
mum surface coil, an optimum combination of internal and
surface coil, and a loopless antenna. In the calculation of
this curve, a 20 cm radius cylindrical object is assumed. It
is also assumed that this object has a cylindrical space in
the middle with a radius of 0.375 mm. A loopless antenna
is assumed to be placed inside this central space.

18.3.2 Tracking

One of the most important reasons to embed
a catheter coil in a catheter is to visualize
the catheter’s position during MRI. Real-time
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tip-tracking techniques have been implemented on
commercial scanners for finding the position of
small solenoidal catheter coils. The general method
that was proposed by Ackerman et al.5 is still
valid, although some novel improvements have been
developed.27

Embedding coils inside the catheter for the purpose
of finding the position of a catheter is termed active
catheter tracking. It should be noted that “passive
catheter tracking” is an alternative to active catheter
tracking. In the passive tracking technique, a marker
that may cause an image artifact is positioned on the
catheter. Although this technique is relatively simple
to implement, finding the position of the artifact is
not trivial during a complex vascular procedure. If
the artifact is large, it obscures the underlying image
and therefore is not preferred, but if it is too small,
it becomes hard to visualize and causes loss of the
catheter in the body. Active catheter tracking solves
this issue at the cost of increased complexity and RF
safety problems, which will be discussed later.

In addition to the solenoid, the loopless antenna
design has also been used for active tracking. This
method enables complete visualization of the catheter
shaft8 with a high frame rate. Later, this method
was extended to include visualization of the catheter
within its background while updating the catheter
images at a high frame rate, with background infor-
mation acquired at a lower rate.28 Guttman et al.29

used active catheter tracking within a 3D visualiza-
tion tool.

Active catheter tracking techniques have been pro-
posed for different catheter designs. Guiding catheters
and guidewires became MR-visible with the help of
the loopless design, and this pair was used to guide a
balloon angioplasty procedure.30 Again, this design
was used inside a vascular needle to guide septal
puncture31,32 and also for creating a shunt between
the portal vein and vena cava.33 An injection catheter
has been manufactured using a similar design34 and
used to inject therapeutic agents into the heart.35

Since this chapter is more geared toward the technical
aspects of catheter coils, these specific applications
are not discussed in detail.

18.4 SAFETY ISSUES

The use of catheter coils inside the human body
raises safety issues.36 In testing the effectiveness
of the design, it is always necessary to check

whether there are any safety problems. When
verifying the safety of a catheter coil design, it is
important to understand the issues related to RF
heating.

It is very well documented that, when a bare wire
with a resonant length is placed inside the body dur-
ing an MRI examination, a significant temperature
rise at the tip of the wire can be observed.37 Even
when these long metallic objects are insulated, some
significant heating may be observed. As discussed
earlier, induced currents on the catheter coils can
be prevented by using active and passive decoupling
circuits as well as by balun circuits.36 In order to
decrease the possibility of excessive heating, alterna-
tive methods have been proposed including optical
transmission lines.38 Extensive tests in worst case
conditions should be conducted on phantoms before
using these designs on humans. In a typical phantom
safety test procedure, the highest allowed specific ab-
sorption rate (SAR) is applied to the phantom while
the catheter coil is inside the phantom and the tem-
perature rise in the immediate vicinity of the catheter
coil should then be measured. Note that the SAR
applied to the phantom should be measured rather
than trusting the manufacturer-supplied values since
the latter are often higher than what is actually ap-
plied to the phantom. It should also be noted that
the position of the catheter coil inside the body may
vary and therefore it is advisable to conduct these
tests in all the extreme positions that the catheter
coil may take up in the body. When the tempera-
ture rise is less than 2 ◦C over an extended period
(20 min), one may assume that catheter coil is safe to
use.

Gradient-induced currents on catheter coils may
cause peripheral nerve stimulation. Although it has
not been documented yet, it is feared that these cur-
rents may be at a sufficient level to arrest the heart. By
using a thin layer of insulation, gradient-induced cur-
rents on catheter coils can be prevented and therefore
this effect is not an important concern.

While embedding a coil inside the catheter, the
mechanical safety of the design needs to be inves-
tigated. Especially when embedding electronic cir-
cuit elements such as capacitors and diodes inside
a catheter, the mechanical properties of the catheter
may be compromised. Mechanical tests well known
to catheter engineers should be applied to these de-
signs. These tests include fatigue, integrity, torque,
and pushability.
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When these problems are carefully investigated,
catheter coils can safely be used in diagnostic and
interventional procedures.

18.5 CONCLUSION

In this chapter, a summary of the current catheter coil
designs was given. Some technical details are omitted
in order to make the text readable. A reader interested
in the design or use of catheter coils should also read
original articles on this subject, some of which can be
found in the bibliography of this chapter. In addition
to the basic catheter coil types that were discussed
above, the reader may find other designs. The content
of this chapter should be able to help the reader in
understanding the other catheter coil types that are
not mentioned here.
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19.1 INTRODUCTION

This chapter describes the design, construction, and
testing of radiofrequency (RF) coils with dimensions
significantly less than 1 mm (microcoils) for both
nuclear magnetic resonance (NMR) spectroscopy
and imaging. NMR spectroscopy is one of the most
widely used and versatile analytical techniques for
both liquid and solid samples. Many samples, how-
ever, cannot be analyzed using NMR owing to the
inherent low sensitivity of the technique. In particu-
lar, when the mass of a particular sample is limited,
the data acquisition times required to obtain useful
spectra become unrealistically long. Technological
efforts to improve the sensitivity of NMR have
included increases in the strength of static magnetic
fields, the development of cryogenically cooled
detectors, and the use of hyperpolarization tech-
niques. This chapter concentrates on an approach that

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

uses very small, highly sensitive RF detectors. In this
approach, mass-limited samples are dissolved in very
small volumes (typically nanoliters to microliters) of
solvent to match the volume of the RF coil. Although
simple in concept, there are many challenges, in-
cluding the optimization of static (B0) magnetic field
homogeneity and efficient loading of small sample
volumes into the detector. In addition to their high
sensitivity, small coils have several other advantages.
In the case of electrically conductive samples, there
is a reduction of the loading effects of the sample
compared to larger coils. Small coils produce very
high B1 fields (in the megahertz range) and so they
can excite very large bandwidths, which is particu-
larly useful for solid samples. Small coils permit the
design of probeheads containing more than one coil,
enabling high sample throughput. Finally, magnetic
resonance imaging (MRI) studies can be performed
on samples as small as single cells, allowing
fundamental biological studies to be carried out.

19.2 BACKGROUND

The signal to noise (S/N ) of an NMR experiment
is defined to be the peak signal divided by the root
mean square (rms) noise1:

S/N =
k0

B1
i
VsNγ h2

4π2 I (I + 1) ω2
o

kT 3
√

2

Vnoise
(19.1)

where Vs is the sample volume, k0 is a constant
that accounts for spatial inhomogeneities in the B1
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field, k is Boltzmann’s constant, I is the spin angular
momentum quantum number, γ is the gyromagnetic
ratio, N is the spin density (number of spins per unit
volume), h is Plank’s constant, T is the absolute
temperature measured in Kelvin, ω0 is the Larmor
frequency, Vnoise is the total noise received from the
coil and sample, and the factor of

√
2 is introduced

since the noise measured is rms. The sensitivity of an
RF coil is defined as the B1 field that is produced by
unit current, B1/i.

The most simple and efficient RF coil, which also
produces a relatively homogeneous B1 field, to design
at dimensions less than 1 mm is a solenoidal coil. For
a coil of radius a, length l, and with n turns, the
sensitivity is given by

B1

i
= μn

2a
√

1 + [l/2a]2
(19.2)

Using this simple model, and assuming that the
length-to-diameter ratio is kept constant, the coil sen-
sitivity increases as the inverse of the coil diameter.
Therefore, the S/N per unit volume of sample also
increases as the inverse of the coil diameter. Exact
calculations of the S/N in solenoidal coils at high
frequencies and small diameters must also take into
account proximity and skin depth effects.2 Results
have shown that, for coils of diameter greater than
100 μm, the S/N per unit volume of sample is in-
versely proportional to the coil diameter. For coils of
diameter below 100 μm, the dependence is inversely
related to the square root of the coil diameter.2

19.3 COIL CONSTRUCTION

19.3.1 Manually Wound Solenoidal Coils

The components required for the construction of
wire-wrapped solenoids are (i) thin, high-purity cop-
per wire; (ii) a capillary as the coil former and sample
holder; (iii) nonmagnetic fixed and variable capac-
itors for impedance matching; (iv) a perfluorinated
liquid for magnetic susceptibility matching3; and (v)
a container that surrounds the microcoil and holds
the perfluorocarbon. The diameter of copper wire is
∼1/7th the outer diameter of the coil, and so typi-
cally ranges from 25 to 150 μm. Below 25 μm the
wire becomes easily breakable. Since the windings
of the solenoid are very close together, it is most
convenient to have a thin plastic insulation layer,
e.g., 6-μm-thick polyurethane, around the wire. The

most commonly used vendor for such wire is Cal-
ifornia Fine Wire, Grover Beach, CA. The former
for wrapping solenoids is usually a fused silica capil-
lary coated with polyamide, since it has high tensile
strength, can support high pressures, and is avail-
able from many vendors in a large variety of inner
and outer diameters; Polymicro, Phoenix, AZ is one
of the world’s largest suppliers. Capillaries are used
without removing the polyimide coating, since this
significantly reduces their strength. The capillary is
first wiped to remove contaminants, rinsed under a
high-pressure water jet, washed with deionized wa-
ter, sprayed with compressed air to remove dust, and
allowed to dry. It is then centered in a pin vise and
the pin vise holder is tilted upward at an angle of
approximately 20◦. A standard microscope with mag-
nification between 5 and 10 is used in combination
with a simple fiber-optic light source. A 5-cm length
of wire, weighted at both ends (binder clips provide
a low-tech solution), is draped over the capillary for
two turns. The wire is glued to the capillary using
nonpermanent cyanoacrylate adhesive and allowed to
dry. One weight is then removed, and the pin vise
is rotated to wrap the coil. For a closely wrapped
solenoid, no gap is left between each of the turns.
For a spaced solenoid, two wires are used, with the
sacrificial “spacer” wire being half the diameter of
the wire that will remain. Typically about eight extra
turns are wound, compared to the final required num-
ber. The final turn is glued with permanent adhesive
and the whole assembly is allowed to dry. In the fi-
nal step, the remaining weight is removed, the extra
turns are unwound, and this end is then glued with
permanent adhesive. Two examples of hand-wound
solenoids are shown in Figure 19.1(a).

In order to impedance-match the coil, very
small nonmagnetic fixed (100B2R2PN, American
Technical Ceramics, Huntington Station, NY) and
variable (Johansen 5641, Boonton, NJ) capacitors are
used in a standard balanced pi-network configuration.
The smallest solder tip available is recommended.
A plastic bottle is now fitted around the assembly
(having been cut in half previously) and glued back
together to form a container for the perfluorocarbon.
Normally the matching network is placed on the
outside of the bottle, so that the variable capacitors
can be accessed. Finally, the coaxial cable is
connected to the matching network. For most coils, a
miniature semirigid coaxial assembly (e.g., UT85SS,
Rosenberger Micro-coax, Collegeville, PA) is used
since this is also easy to ground to the outside shield
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(a) (d)
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Figure 19.1. Examples of different types of RF microcoils. (a) Hand-wound solenoids with diameters 350 μm (upper)
and 150 μm (lower); (b) a commercial surface microcoil produced by Bruker for microimaging; (c) a butterfly microcoil4

for integration with an optical microscopy slide; (d) two halves of a microfluidic NMR chip based on a stripline design.5

of the probe body, although larger coaxial cables
can also be used. The container is now filled with
the fluorocarbon. A variety of perfluorocarbons can
be used for impedance matching, but an inexpensive
option that can be ordered in high volumes is FC-43
(3 M, Minneapolis, MN). It should be noted that the
resonance frequency of the RF coil will decrease
quite significantly (up to several tens of megahertz)
when the perfluorocarbon is added.

19.3.2 Microfabricated Planar Coils

The other form of microcoil that can be produced
in most laboratories without the need for sophisti-
cated fabrication equipment is of planar geometry.
The advantages of a planar over a solenoidal ge-
ometry include the ability to integrate the MR coil
into a standard microscope slide, enabling direct com-
parisons between NMR and optical microscopy,6 as
well as easy integration of a sample chamber with
the coil7; the major disadvantage is the inhomoge-
neous B1 field produced. The first step in the pro-
duction of submillimeter planar coils is to generate
a photolithographic mask. This can then be used to
etch a copper-clad laminate (usually either Teflon or
polyamide). If required, via holes can be drilled into
the laminate for the connection of the two ends of
the coil. Two examples are shown in Figure 19.1(b)
and (c). It should be noted that the thickness of the
copper should be several times the skin depth at the
frequency of use to minimize the coil loss. Simple

etching techniques can also be used for a third type
of RF coil design, planar coils based upon striplines,5

as shown in Figure 19.1(d). The basic elements are
one or more conductive surfaces separated by a di-
electric. The general idea of the stripline is that the
electric field is contained largely within the dielectric
material, thus avoiding heating of the sample.

There are several other types of microcoils that
require much more sophisticated manufacturing
techniques, and so these are only briefly mentioned
here. Three-dimensional solenoids can be produced,
for example, by laser etching or microcontact
printing. Microslot probes,8 in which a small slot is
introduced into a conductor and a strong B1 field is
produced in the slot by “current crowding”, can be
produced using planar ion-beam etching.

19.3.3 Multiple Resonant Circuits

Simple proton-only microcoils are used for almost
all microimaging experiments. However, for
high-resolution NMR studies, it is essential to
be able to run multidimensional heteronuclear
experiments, and so the microcoil should be tuned
to multiple frequencies. Figure 19.2 shows one
such design9 in which the solenoid is tuned to
four different nuclei. The L1–C1 trap presents a
very low impedance at low frequency and high
impedance at high frequency. The L2–C6–C7 tank
circuit appears as a high impedance path at the
proton frequency, but as a very low impedance path
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Figure 19.2. Circuit diagram for a triple-tuned (plus lock) solenoidal coil. (Reproduced from Ref. 9. © Elsevier, 2003.)

at the 15N frequency. The proton channel has the
shortest electrical path to the sample coil in order to
minimize signal loss. LC trap circuits at both 15N
and 13C frequencies are used between the 15N and
13C channels, and the lock channel is attached to the
13C channel with a trap circuit at the 13C frequency.

19.4 COIL TESTING AND EVALUATION

19.4.1 Electrical Characterization

Electrical characterization of the coils is normally
performed using a network analyzer and conven-
tional methods of measuring Q-values. Since the
conductor thickness used to construct such coils is
very small, microcoils are characterized by very
low Q-values compared to much larger coils. Webb
and Grant10 have reported Q-values of 30–35 for
coils with an outer diameter of 355 μm: for coils
up to 1 mm Q-values are rarely above 100 for
operating frequencies in the 400–750-MHz range.
One feature of such coils is the very large tun-
ing range, typically hundreds of megahertz for a
1–30 pF variable tuning capacitor, for example. For
coils of these dimensions, losses are coil-rather than
sample-dominated, meaning that the coil Q is not
reduced by the introduction of a lossy sample, and
that no shift in frequency is produced by samples

with widely varying dielectric and conductive prop-
erties. For multiple-tuned circuits, such as the one
shown in Figure 19.2, standard S11 and S21 mea-
surements are made for each of the channels, with
S11 values of greater than −20 dB and S21 values of
greater than −15 dB between each channel being the
goal.9

19.4.2 Spectral Resolution and Signal to
Noise

Most commercial NMR probes have well-defined
specifications for S/N and spectral resolution.
There is no extensive literature for custom-built
microcoils, but the results of Olson et al.10 provide
a good starting point. A solution of 5% chloroform
in fully deuterated acetone is used to measure the
spectral resolution. Linewidths at the 50% height
(full-width half-maximum (FWHM)), 0.55% and
0.11% are then measured. For a coil with a diameter
∼1 mm, length ∼2 mm, and observe volume
1.5 μl, at 600 MHz Olson et al. report respective
values of<1 Hz, <10 Hz, and <20 Hz, as shown in
Figure 19.3. Values at lower field strengths should be
correspondingly smaller. Alternatively, one can mea-
sure the baseline resolution of the anomeric protons
in a sucrose/D2O solution: resolution of ∼90% is
equivalent to the values reported for the chloroform
lineshape. For high-resolution NMR, obtaining
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Figure 19.3. Typical NMR line shape of 5% CHCl3 in acetone-d6 at 600 MHz, single scan, no line broadening. (Inset)
Illustration of mass sensitivity for 1 nmol of sucrose in D2O (3 μl of 0.33 mM (340 ng total mass); 256 scans in 10 min,
500 MHz, 0.7-Hz line broadening; S/N > 10 for the anomeric proton at 5.4 ppm). (Reproduced from Ref. 10. © American
Chemical Society, 2004.)

subhertz resolution is critical; for applications such
as microimaging and solid-state NMR the criteria
can be relaxed considerably. Also, as reported by
Webb and Grant, increasing the filling factor of the
coil also increases the spectral linewidth.11

In terms of S/N measurements, Olson et al.
have reported values for microcoils using a 10 mM
sucrose/D2O solution. Their numbers are reported at
600 MHz for a single scan. Line broadening of 0.7 Hz
is applied to the time-domain signal, and the rms
noise value calculated over a bandwidth of 200 Hz
in a spectral region well away from any resonances.
The signal intensity of the anomeric peaks of sucrose
is used. The S/N per mM (concentration sensitivity)
sucrose was measured as 3.2, and the S/N per
mmol (mass sensitivity) was calculated to be 2130,
using the relationship Sc = Sm ∗ Vobs, where Sc
is the concentration sensitivity, Sm is the mass
sensitivity, and Vobs is the observe volume of the
coil. Appropriate scaling factors can be incorporated
for experiments performed at different field strengths
(as shown for 500 MHz in Figure 19.3), and/or using
microcoils with different dimensions.

19.5 APPLICATIONS

There have been a number of extensive reviews12,13

of the applications of MR microcoils in both
spectroscopy and imaging, and so the following

represents a distillation of the most common current
applications. Additional areas include multiple-coil
probeheads14 (taking advantage of the small size
of individual microcoils), solid-state applications15

(benefiting from the very high B1 fields), and
ultrahigh-frequency NMR (enabled by the very high
self-resonant frequency of microcoils).16

19.5.1 High-Resolution NMR

Most of the practical applications of small-coil NMR
use sample volumes in the low microliter range.
This allows the acquisition of spectra within a few
minutes, for 1D scans, or a few hours, for 2D or
heteronuclear scans, using analyte concentrations in
the low millimolar range. One example of a pro-
tein study,17 shown in Figure 19.4, used a commer-
cial microcoil probe from protasis/MRM. The vol-
ume of the TXI HCN z-gradient microcoil NMR
probe is 5 μl with an active volume of 1.5 μl. Ex-
periments were performed using proteins from the
Thermotoga maritima proteome, in particular, the
conserved hypothetical protein, TM0979. The very
short 13C pulsewidths achievable using a microcoil
are particularly important in a number of pulse se-
quences; in this particular study, it was possible to
record a single HCCH-TOCSY spectrum across the
full aliphatic and aromatic side-chain carbon range.
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Figure 19.4. (a) 2D [1H,13C] aliphatic-aromatic HCCH-TOCSY FLOPSY-16 spectrum of 13C/15N TM0979 obtained with
a microcoil. (b) Enlargement of the Cα/Cβ carbon chemical shift-proton aromatic chemical shift region. The Cβ cross-peak
area is highlighted with a gray box. (Reproduced from Ref. 17. © American Chemical Society, 2004.)

This experiment allows complete side-chain assign-
ment of all amino acids in a protein within a sin-
gle spectrum, shown in Figure 19.4. The correla-
tion between the aliphatic and aromatic carbons is
normally very difficult owing to the large carbon
chemical shift range (aliphatic carbons, 0–75 ppm;
aromatic carbons, 115–140 ppm), which corresponds
to a bandwidth of roughly 20 kHz at 14.1 T. Nei-
ther standard 5-mm NMR probes nor cryoprobes are
rated for the high-power levels required to produce
Hartman–Hahn mixing over this broad chemical shift
range.

19.5.2 NMR-Coupled Microseparations

The small detection volumes associated with NMR
microcoils make it a natural choice for coupling
with chemical microseparation techniques such as
capillary liquid chromatography (cLC),18 capillary
electrophoresis,19 and capillary isotachophoresis.20

In general, microseparation techniques enable faster
analysis, higher concentration elution peaks, and
less chromatographic dilution than their larger scale
counterparts. As mentioned earlier, the use of small
coils is ideally suited to small total sample amounts,

present as relatively high concentrations in small vol-
umes. The majority of hyphenated NMR-detected
studies carried out thus far have used cLC as the sep-
aration technique. The mode of hyphenation consists
of a long transfer capillary from the cLC separa-
tion column (which is usually magnetic), up through
the magnet bore to the NMR probe, as shown in
Figure 19.5. Typical transfer capillary inner diame-
ters are narrow, between 50 and 100 μm, to minimize
peak dispersion and broadening after the separation;
flow rates are usually ∼5 μl min−1. In order to in-
crease the filling factor of the probes, and therefore
the S/N of the NMR experiment, a “bubble cell”
or flow cell is often used. Using this type of setup,
Grynbaum et al.21 were able to separate tocopherol
homologues using a highly shape-selective stationary
phase; Figure 19.5 shows the spectra extracted from
the 2D chromatograph.

19.5.3 MR Microimaging

MR microscopy has traditionally been somewhat
loosely defined as corresponding to an image with
one or more spatial dimensions having a resolu-
tion less than 100 μm, although in practice the res-
olution is usually far superior to this. Aguayo22
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Figure 19.6. NMR images of two hairs from the same
European taken from a 3D data set acquired with protocol
1. (a) Axial plane and (b) longitudinal section. The arrows
indicate the slice position in the other image. The hairs are
contained in a capillary that is otherwise filled with doped
water. The two regions, cortex and medulla, are clearly
resolved and show different signal amplitude. (Reproduced
from Ref. 24. © John Wiley & Sons, Ltd, 2008.)

and Jacobs23 established the utility of MR mi-
croscopy in biological systems in earlier work. The
fundamental limit to spatial resolution in MR mi-
croscopy is the molecular diffusion coefficient. Al-
though strong gradients can be used to minimize
the FWHM of this blurring function, there are prac-
tical limits to the maximum gradient strength that
can be achieved. Using microcoils, a number of
researchers have reported very high spatial resolu-
tions. For example, Weiger et al.24 have reported
isotropic spatial resolution of 3 × 3 × 3 μm3 on sam-
ples of human hair using a surface microcoil shown
in Figure 19.1(b). Representative images are shown
in Figure 19.6.

19.6 TROUBLESHOOTING

There is relatively little troubleshooting associated
with the circuitry and RF coil itself. The most prob-
lematic parts are often the fluidic junctions that link
the fused silica capillary (or bubble cell) on which
the RF coil is formed and the sample delivery de-
vice. Since the capillary is very small in diame-
ter, it is usually necessary to have particulate filters
in-line for on-flow applications. A decrease in the
level of the perfluorocarbon surrounding the coil,
due perhaps to evaporation from high-power decou-
pling applications, is immediately recognized by a
severe degradation in the spectral linewidth. An al-
ternative cause for linewidth degradation, though not
so severe, is the wire having come loose from the
former. Given that the RF coil is encased within the
fluorocarbon-containing holder, repair of such probes
is quite difficult, and it is usually simpler to remake
the coil and attach it to the grounded probe body
and semirigid coaxial cable. The situation is particu-
larly challenging for multiple-coil probes, which has
prompted the development of a modular inductively
coupled design for easy replacement of individual
coils.25
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20.1 INTRODUCTION

One of the most important goals for radiofrequency
(RF) coil design is the improvement of the sensitiv-
ity and the optimization of the RF coils with respect
to coil geometry and further design principles. MR
imaging and spectroscopy (MRI/MRS) on small an-
imals demand high spatial or temporal resolution,
which in turn requires a high signal-to-noise ratio
(SNR). In contrast to human applications, the spa-
tial resolution required for small animals is up to a
factor of 10 smaller that leads in a decrease of the
sensitivity by a factor of the order of 1000. On the
one hand, the SNR could be increased by increasing
the signal, e.g., by increasing the static magnetic field
(commercial animal scanners up to 17 T are available)

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

or by hyperpolarization of certain nuclei. But such
systems are not only expensive, they also require a
change of the imaging parameters with respect to
susceptibility artifacts caused by the increased tis-
sue inhomogeneities and altered relaxation times. In
addition, inhomogeneity of the RF fields will cause
further difficulties. On the other hand, the SNR can
be increased by decreasing the noise of the sample or
of the different components of the receive chain of
the MR system. The optimization of room tempera-
ture (RT) coils is in most cases limited by theoretical
and practical constraints. Some optimization can be
achieved by changing the geometry to decrease di-
electric losses in the sample and the introduction of
high-quality components to reduce the intrinsic coil
losses. Such changes will typically lead in an increase
of only several percent in the sensitivity of the op-
timized coils. The sample noise also decreases with
decreased coil size. Changing the coil geometry from
one-coil to multiple-coil elements surrounding a vol-
ume of interest leads to the development of so-called
array coils, which are commonly used for human and
animal MR applications (see Chapters 7 and 10). For
small animals, the observed tissue volumes are of
a size that renders the sample noise contributions
comparable or smaller than the thermal noise con-
tribution and noise contribution caused by resistive
losses of the RF coils and the components of the
receive chain. The SNR can thus be increased by de-
creasing the noise of the sample, and for high-field
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animal scanners the dominant noise source is the con-
ductive sample. Noise contributions from the sample
are the thermal noise due to the thermal motion of
the charge carriers, and the so-called dielectric losses
due to the electrical field of the RF field. Decreasing
the sample temperature of live animals is not usually
possible, but reduction of the thermal noise and re-
sistive losses of the RF receive chain will produce a
significant increase of the SNR.

In the past, several studies on in vivo applica-
tions at multiple field strengths have demonstrated
improved SNR with superconducting and cooled nor-
mal metal RF coils. The first publications, between
1980 and 1995, used high-temperature superconduct-
ing (HTS) material or cooled copper coils.1 – 7 Some
publications have discussed these methods for human
imaging at low fields,8 – 13 for MR microscopy,2,14 – 17

and for animal imaging.18 – 25

Most of these publications reported mainly the MR
methods and SNR comparisons, but a few have dis-
cussed the technical aspects of cryogenic and super-
conducting RF coils.2,9,18,21,25 – 28,38,39 This chapter
deals with the basic design considerations for cryo-
genically cooled RF-coils for animal imaging with
respect to physical, mechanical and thermal limita-
tions and their associated challenges.

20.2 PHYSICAL LIMITATIONS AND
RF-DESIGN CONSTRAINTS

For design of cryogenically cooled RF coils, the most
important questions are the optimum coil size and the
achievable SNR gain when cooling the coil from RT
to low temperature (LT). A very general formulation
of SNR is expressed27 by

SNR ≈ F
1
2

ω
(
B1
1

)
√

4 Kb Req Teq
V0 MT

√
t0

tR

√
tscan (20.1)

We neglect all terms that are not strongly related to
the RF-coil sensitivity; this includes the noise factor
F (which accounts for the additional noise power
from the MR system), transversal magnetization MT,
the total scan time tscan, the repetition time tR, and
the sampling window duration t0. In addition, the
elementary encoded volume V0 and the coil current
I are set to unity and to unit current, respectively;
this formula is simplified and the SNR is expressed

in terms of B1 and noise introduction:

SNR ≈ ωB1√
4Kb Req Teq

(20.2)

A gain in SNR can be achieved either by increasing
the effective RF field B1 per unit current in the
sample volume or by reducing the noise sources (loss
mechanism) represented by the term ReqTeq. Several
different noise sources interact with the RF coil and
are represented by four major terms:

Req = (RM + RE) + Rc + RΩ = Rs + Rc + RΩ

(20.3)

RM is the magnetic loss by magnetic field induced
currents in the sample, RE is the electric loss by stray
capacitive coupling between the sample and the RF
coil, Rc is the resistive loss of the RF coil, and RΩ is
the radiative loss. The magnetic loss RM and electric
loss RE are combined into the so-called samples loss
Rs.

Simplifying these four loss mechanism to the two
dominant parts of losses for RF detection that are
temperature dependent, the SNR can then be ex-
pressed as

SNR ≈ ωB1√
RsTE + RcTc

(20.4)

In the following, we do not take into account any
dependencies of the B1-efficiency with respect to
the coil geometry and sample conductivity that are
not dependent on the temperature of the RF coil. We
take a closer look at the denominator of equation
(20.4), the losses (noise), and their dependency upon
temperature and frequency. At first, we distinguish
two domains. On the one hand, we have the case
when the sample losses dominate RsTs 	 RcTc
and for this case the SNR is independent from the
resistive coil losses Rc and their temperature Tc.
On the other hand, when the coil losses dominate
RsTs � RcTc then the SNR can be improved, e.g.,
using better conductive coil conductors or lowering
the coil temperature. For the design of superconduct-
ing (cryogenically cooled) coils, it is recommended
to operate in the domain dominated by coil losses.
The question is how the boundary between these two
domains represented by the equality RsTs = RcTc is
dependent on coil-size and frequency.

For a rough estimation regarding the coil size that
will be usable for cryogenically cooled coils, we ex-
amine the sample resistance Rs and coil resistance
Rc for a single-loop copper coil under the bound-
ary condition of a semi-infinite sample, ignoring the
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Figure 20.1. Sample and coil losses predominated domains in frequency and size coordinates. The tissue conductivity σ

was chosen to an average value of 0.66 S m−1,27 the electrical resistivity �c to be 5.81 × 107 S m−1 for RT, a temperature
coefficient of 0.004 was used for 77 K, 30 K30 and the factor ξ α

r
was chosen to be 45.

gradient of scalar potential and considering only the
vector potential A. For this case, the resistances will
be given27 as

Rs ≈ 2

3π
μ0

2σω2n2a3arctan
(πa

8d

)
(20.5)

Rc = √
1
2ρcμ0ω · n2ξ

a

r
(20.6)

where r and a are the radii of the wire and the
average radius of the coil, respectively, σ and �c are
the tissue conductivity and the electrical resistivity
of the coil wire and the so-called proximity factor ξ .
For, single-loop copper coils (n = 1), the boundaries
of the noise domains for different radii and frequen-
cies are calculated and are given in Figure 20.1. The
crossover between the two domains for room tem-
perature copper coils in a frequency range from 100
to 800 MHz is given by coil radii between 2.5 and
0.9 cm. Below these radii, the coil losses dominate!
The crossover for cooled copper at 77 K (LN2) will
halve the respective coil radii and this will have an in-
fluence on B1-field distribution and reduction of the
penetration depth29! Even lower temperatures, e.g.,
30 K or the usage of HTS material can still improve
the sensitivity but the coil radius has to be reduced

to 1.2–0.45 cm with respect to frequencies from 100
to 800 MHz.

When designing a cryogenically cooled RF coil,
it is important to know the SNR gain at the desired
frequency for the chosen coil radius. The SNR gain
when cooling a coil from room temperature (RT) to
low temperature (LT) can be evaluated from the ratio
of the two noise contributions as follows21

SNRgain = SNRLT

SNRRT
=

√
RsTs + Rc,RTTc,RT√
RsTs + Rc,LTTc,LT

(20.7)

For practical purposes, it is best to quantify the
SNR gain in terms of parameters that can be mea-
sured, e.g., by the so-called quality factor Q. For the
coil alone, Q = ωL/R, where L is the RF coil induc-
tance, and for the other expressions, an equivalent Q

Table 20.1. Measured quality factors for unloaded and
loaded conditions (equivalent to a mouse head) of a trans-
mission line resonator based on CFA-2 base material

Loading Frequency [MHz] Q-factor (RT) Q-factor (77 k)

Unloaded 401.6 320 1100
Loaded 401.2 280 740

Figure 20.2(a): inner radius 7 mm.
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is defined by using the appropriate resistance term in
equation (20.7). The term ωL then cancels out, and
leads to expression (20.8). The equation for the SNR
will then be changed to

SNRgain = SNRLT

SNRRT

=
√√√√TRT · Q−1

UL,RT + TRT · Q−1
sample,RT

TLTQ
−1
UL,LT + TRT · Q−1

sample,LT

Q−1
sample = Q−1

L − Q−1
UL (20.8)

where the inverse of the quality factor of the sample
(Qsample) is calculated by the difference of the inverse
of the quality factors of the loaded (QL) and unloaded
(QUL) coil. We can still evaluate the real SNR gain
by measuring the Q-factor at different temperatures
for a given coil radius.

Measured Q factors for a double-sided transmis-
sion line resonator (TLR) (Figure 20.2) with an inner
radius of 7 mm are given in Table 20.1. The coil
was cooled by liquid nitrogen (LN2) and loaded with
a phantom that represented the same RF losses as
a mouse head. With the measured values listed in
Table 20.1, a gain of a factor of 2.2 in SNR was
found, confirming that the system was operating in
the coil-noise-dominated regime. A very rough esti-
mation of the benefit of cooling RT-coils is possible
for the limiting case TLT → 0 and for the SNR-gain
estimation the values at room temperature are suffi-
cient. For this case, equation (20.8) will change to

SNRgain = SNRLT

SNRRT
=

√√√√ 1

1 − QL,RT
QUL,RT

(20.9)

With the measured values of Table 20.1, the result
is an SNR gain of a factor 2.8 as an upper theoretical
limit.

Finally, we can conclude that for the design
of cryogenic coils, the maximum radius has to
be chosen carefully with respect to the operat-
ing frequency and loading conditions. Because of
these design constraints, the use of cryogenically
cooled coils at high field is more appropriate for
small animal applications than for large animals
and human applications. In the next paragraph we
take a closer look at the technical aspects with
respect to the RF development and manufactur-
ing of cryogenically cooled and superconducting
coils.

20.3 TECHNICAL ASPECTS OF
CRYOGENIC AND
SUPERCONDUCTING COILS

As seen from the previous paragraph the coil size has
to be sufficiently small for applications at higher fre-
quencies. Conventional surface coils that use discrete
elements to build the R-L-C-resonance circuit are not
always optimal. Despite possibly limited tempera-
ture operating specifications of commercially avail-
able capacitors, the use of ceramic chip capacitors
may require too much space, setting a miniaturiza-
tion limit, and generating higher local losses inside
the sample with respect to the high local electrical
RF field in the vicinity of the capacitors. In addi-
tion, the soldering introduces several technological
difficulties for cryogenic operation of resonance cir-
cuits built by discrete elements. An alternative is

(a) (b)

Figure 20.2. (a) Transmission line resonator: two planar split rings deposited on each side of a dielectric substrate. The
gaps in the rings are diametrically opposed. (b) Multi-transmission line resonator: two planar multiturn split rings deposited
on each side of a dielectric substrate. The gaps in the rings are diametrically opposed.
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the usage of so-called monolithic designs and the
use of distributed capacitors.18 Among other coil
designs commonly used for self-resonant high-Q
structures are so-called transmission line resonators
(TLR: Figure 20.2a) and multiturn transmission line
resonators (MTLR: Figure 20.2b)2,31 made either of
copper or HTS material. The basic principle of a TLR
is a pair of planar, electric conductive rings facing
each other, and separated by a dielectric substrate.
Each ring has a gap and the gaps are diametrically
opposed to each other. The MTLR is based on the
same principle, but uses more than one turn with sev-
eral concentric rings on different radii connected in
series. Because of the increased inductance value of
the MTLR, the frequency range is more limited com-
pared to the TLR and will be best used for lower
frequencies. The electric conductors can be made
either from copper or HTS material. The conduc-
tivity σ or resistivity ρ = 1/σ of copper material
(σ = 58 · 106 S m−1 at 20◦ C) exhibits a nearly lin-
ear dependency with respect to temperature down to
approximately 30 K.30 Cold copper can provide a
coil noise reduction of about 20 at 77 K and more at
lower temperature.18 But compared to HTS material
cooled below their critical temperature, the resistiv-
ity of copper is up to 3 orders of magnitude higher.
Very high Q-values can be achieved with the intro-
duction of HTS material for RF coils, in a range
from 1000 to 500 000 dependent on the coil size,
temperature, frequency, and the static magnetic field.
Many HTS materials are commercially available
with critical temperatures up to 90–140 K. Among
others, YBaCuO (Yttrium-barium-copper-oxide) with
a critical temperature of 90 K has been used for MRI
coils.9 – 13,18,26,32,37

Unfortunately, there are some difficulties con-
cerning the use of HTS materials, and a detailed
knowledge of their superconducting properties at
radiofrequencies and their magnetic field depen-
dency is required.32 First, the conductivity of an
HTS material is strongly nonlinear with temperature.
During the transition from the normal to the super-
conducting state, it undergoes a phase transition. The
material thereby changes its condition. Above the
so-called critical temperature the material is normal
or semiconducting, below this temperature the elec-
trical DC-resistance disappears and it becomes su-
perconducting. The second point is that conductivity
of HTS materials is strongly dependent on the out-
side magnetic field and is primarily characterized by

the so-called London penetration depth. This penetra-
tion depth depends on many parameters,32 including
the temperature and static magnetic field. The current
density that superconducting material can handle is
also severely limited. The material makes a tran-
sition from the superconducting state back to the
normal state when the so-called critical current is
exceeded. This major problem has to be directly ad-
dressed when HTS coils operate as transmit/receive
coils. Too high current densities increase the sur-
face resistance, and the nonlinear power dependency
could result in nonlinear derivations of the flip an-
gle during pulse excitation. Last but not least, there
are the question of costs and manufacturing. In gen-
eral, the production of HTS material and especially
double-sided deposition of HTS on a substrate can
be handled by only a very limited numbers of com-
mercial suppliers (e.g., Theva, Munich, Germany) or
some research laboratories.18,25,27 Compared to cop-
per coils, HTS coils are much more expansive and
need longer production times.

In view of the above problems, engineers only use
HTS coils instead of cold copper coils for demand-
ing applications and high-performance expectations.
But in any case, all self-resonant structures need
careful design before the production process. Today,
generally 3D electromagnetic (EM) simulations per-
mit fast and accurate analysis of the behavior of
high-frequency RF antennas, e.g., by CST Microwave
Studio (CTS, Darmstadt, Germany). Cryogenically

Figure 20.3. Principle design for matching and tuning of
a multi-transmission line resonator (MTLR) with tuning
loop (left) and inductive coupling loop (right). The coupling
between the tune loop, inductive coupling loop, and the
MTLR is performed by shifting the tune or coupling loop
beside the coil away or close to the MTLR.
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cooled coils present a narrow frequency response
because of their low internal losses and need pre-
cise adjustment to the desired resonance frequency.
Most analytical solutions will not take into account
the whole environment, but with modern 3D EM sim-
ulations, the engineer is able to handle this topic
and the coil characteristic can be calculated pre-
cisely before manufacturing (see Chapter 27). A care-
ful evaluation with numerical methods is strongly
recommended to prevent too many fabrication and
pretuning iteration cycles including multiple cool
downs and opening of the cryostat when the RF
coil is inside the cryogenic probe. The results of
3D EM simulations are very helpful for calculat-
ing and predicting very precise Q-values, frequency
responses, current densities, and RF-field distribu-
tions of RF coils.33 In this context, another major
question has to be evaluated and decided in the
design process—the tuning and matching scheme
(Figure 20.3).18 The RF feeding and matching is usu-
ally done by an inductive coupling with a standard
pickup-loop coil. The technique avoids solder con-
nections that are difficult with HTS-materials. The
mutual coupling between the parallel resonant pickup
loop and the RF coil is adjusted geometrically to
match the RF coil to the generally used standard
50 � impedance of the RF system.18 The narrow
bandwidth of HTS-coils could be a drawback that
becomes more important at low field and for fast

imaging methods where the receiver-bandwidth may
limit the performance of the MRI-scan and results in
imaging artifacts. The inductive coupling can be used
in the so-called overcoupled mode to widen the band-
width of the RF coil34 in cases when the bandwidth
is too small and limits the performance of the MR
scanner.

Tuning of cryogenically cooled coils without dis-
crete elements can be achieved in two different
ways.18 In the first approach, additional dielectric ma-
terial of a high permittivity and low-loss tangent can
be placed above or below the RF coil. Depending
on its position, it will achieve tuning by decreas-
ing the resonance frequency. This method has the
advantage of preserving the internal low resistance
and losses of the coil. Alternatively, the resonance
frequency can be adjusted by positioning a small
short-circuited copper coil beside the cryogenically
cooled RF coil.18 The mutual coupling of both coils
increases the resonance frequency leading to a de-
crease of the equivalent inductance of the RF coil.
But with that method, in contrast to the use of addi-
tional dielectric material, it is necessary to keep an
eye on the additional losses that will be introduced
if the mutual coupling becomes too strong. This may
in some cases limit the usable tuning range.

We also have to consider mechanical design con-
straints on the design of cryogenically cooled probes,
which are outlined in Section 20.4.

1

2

3

4

Figure 20.4. Principle design of a cryo-coil Dewar and cryostat: (1) RF coil; (2) cold finger; (3) ceramic Dewar; and (4)
heater.
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20.4 MECHANICAL, THERMAL
DESIGN CONSTRAINTS
AND PERFORMANCE

There are several different possibilities for cooling
superconducting coils. The easiest way is direct im-
mersion of the RF coil in a bath of cryogenic liquid
such as liquid nitrogen (LN2) placed inside a con-
tainer for thermal isolation. The measurements can
only be performed after all the coolant has been con-
sumed because of the mechanical vibrations caused
by the boiling of the coolant.28 Such an arrangement
is not very user-friendly, but it is cheap (the LN2
container may be made either from polystyrene com-
posite or just PVC) and in some cases can be useful
for evaluation purposes.

A more convenient, but much more involved and
expensive cooling method is the use of closed cycle
cryocoolers and the introduction of a cold-head ei-
ther in the direct vicinity of the RF-coil or located at
a certain distance from the probe head in combination
with a so-called cold finger. We take a closer look at
an exemplary cryogenic system later. In Figure 20.4,
the principle design of a cryogenic probe head is
shown.20,35. The RF coil (1) is mounted on a cold
finger (2) surrounded by a housing (3)—Dewar. The
challenge is to place the RF coil as close as possible
to the object under investigation in order to obtain
an optimum RF performance and to thermally iso-
late the RF-coil operating at a cryogenic temperature
range of 20–30 K from the test object that will have
an temperature equal to or slightly higher than room
temperature (animal). The most efficient way for iso-
lation is the use of insulating vacuum. This means that
the volume between the RF coil mounted on the cold
finger and the housing will be evacuated, with a resid-
ual vacuum of about of 10−6 mbar. Such a Dewar
housing reduces the two dominant heat transmission
processes (heat conduction and heat convection). For
additional reduction of the radiation in convention-
ally used Dewars, the walls are mirrored by a coating
material. But this technique cannot be used with RF
coils, as unacceptable RF losses may be incurred. De-
spite the thermally insulated vacuum, the wall will
be cooled in an undesired manner by heat radiation
and this may have undesirable consequences, espe-
cially for live animals. This problem is solved either
by processes guiding a liquid of a suitable tempera-
ture through a gap between the cold RF coil and the
housing that is in contact with the test object, or by a
warm airflow between the cold housing and the test

sample. In both cases, the distance between the RF
coil and the test object is disproportionally large for
applications on small animals and may greatly limit
the SNR that can be achieved. A more convenient
way is the use of the separating wall as a heating
device that will produce a suitable temperature for
the test object.35 The heating device for the sepa-
rating wall can be conveniently placed at the back
end of the Dewar (No. 4 in Figure 20.4) and is thus
sufficiently far away from the RF coil. To prevent
poor RF performance of the cold RF coil, the sepa-
rating wall and the cold finger are best manufactured
from a material that has poor electrical conductiv-
ity, ideally less than 10−8 S m−1, and a thermal
conductivity more than 80 W K−1 m−1. A number
of ceramic materials that fulfill these requirements
are commercially available, e.g., aluminum nitride
(AlN), beryllium oxide (BeO), or aluminum oxide
(Al2O3).

1

3

2

Figure 20.5. MRI CryoProbe™ (Bruker BioSpin MRI
GmbH, Ettlingen, Germany) with three main parts: cryo-
genic preamplifier (1), interconnection (2), and RF coil head
(3).
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A probe head for animal applications at high fields
is shown in Figures 20.4 and 20.519,20,35,36; this con-
figuration includes all the cryogenic parts in one sys-
tem and potentially offers an optimum performance.
This probe design along with the Dewar described
above has a coil-to-sample distance of as little as
1 mm! The probe consists of three main parts: the
RF coil head, the flexible cryogenic interconnection,
and the cryogenic preamplifier module that contains
the preamplifier and the interfacing electronics.36 It is
important that the preamplifier and the RF connection
between the RF coil and the preamplifier are cold too.
Usually, these two components of a room tempera-
ture RF system are also at room temperature, which
does not matter because the noise introduced by the
sample and RF coil is already the limiting factor of
the noise of the entire RF system. But for cryogeni-
cally cooled coils, it is essential to reduce the noise
introduced by all components, from the RF coil to the
preamplifier and the preamplifier itself. The pream-
plifier in this setup is placed outside of the magnet
and operated at a temperature of 77 K. The cryogeni-
cally cooled RF probe is placed inside the gradient
system (Figure 20.6), and can be easily removed to be
stored, still in the cold state, outside the magnet bore
(Figure 20.6) when the MR system is being operated

without the cryogenically cooled probe. Next, we take
a closer look at the whole cryogenic cooling system.

The effort for operation of a cryogenically cooled
RF probe is not insignificant. Using very low temper-
atures requires special attention to stable temperature
control, high-thermal isolation, and cooling unifor-
mity; and last but not least, additional safety measures
for the operator and the animal have to be imple-
mented in the whole system. The principle compo-
nents of the cryogenic cooling system for operation
of a cryogenically cooled coil for routine imaging
are shown in Figure 20.7.20,21,36 This cooling system
takes care of the cooling as well as the tempera-
ture and cryogenic control of the RF probe. The
three main parts are the CryoCooling Unit, the he-
lium compressor, and a transferline. The CryoCooling
Unit is connected via a vacuum-isolated transferline
to the probe head that bridges the separation from the
CryoCooling Unit, cools that device remotely and
also keeps vibrations away from the probe head. The
CryoCooling Unit shown here consists of a two-stage
Gifford–McMahon cold head. The first cooling stage
provides the cooling of the preamplifier, while the
second stage provides a second significantly lower
temperature level and is used for cooling the cryo-
genically cooled RF coil. The system is based on

(a) (b)

Figure 20.6. Installation of cryogenically cooled coil at a 9.4 T BioSpec-system (Bruker BioSpin MRI GmbH, Ettlingen
Germany). The MRI CryoProbe™ is installed at the magnet service end and the RF coil head can be easily removed to
be stored still in the cold state outside the magnet bore when the MR system is being operated without the cryogenically
cooled probe (a). The CryoCooling Unit for cooling and control of the cryogenic operation of the MRI Cryo-Probe can
be installed right beside the magnet because of the low stray field of the Ultra Shield and Refrigerated (USR)-magnet
system (b).
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Figure 20.7. Overview for support and operation of a cryogenically cooled RF probe inside an MRI system. The MRI
CryoProbeTM is cooled via a Transferline from the CryoPlatform. The CryoPlatformTM including the computer-controlled
CryoCooling Unit and the He-compressor drives a cryo-cooler that operates on the basis of expansion of He-gas for cooling
of the cryogenic probe. The He-compressor has substantial heat dissipation and is water cooled.

the principle of expanding compressed helium, and
the cooler is driven by the helium compressor. The
helium compressor has substantial heat dissipation
and is either water or air cooled. In operation, the
closed cycle cooling needs no helium refill. The sys-
tem is completely computer controlled for temper-
ature and pressure, and many safety measures are
incorporated for long-term operation without user in-
teraction including an entirely automatic cool down,
cold operation, and warm-up of the cryogenic system.

A major key point of the performance of a cryo-
genically cooled RF probe is the SNR gain, so SNR
distribution must be evaluated carefully. The increase
of the SNR and image quality should be verified
either with phantoms or by the target applications,
and an example is shown in Figures 20.8 and 20.9.
These images show a comparison of the image qual-
ity between a cryogenically cooled transmit/receive
(Tx/Rx) copper coil versus a quadrature, receive-only
surface coil of comparable size. Figure 20.8 compares
the SNR distribution acquired along a line through

a mouse brain with a rapid acquisition with relax-
ation enhancement RARE (Rapid Acquisition with
Relaxation Enhancement)40 sequence with a very
long repetition time. The signal distribution differs
for both coils. We observe a center brightening of
the signal that is related to the fact that we are using
a Tx/Rx surface coil as the cryogenically cooled RF
coil. The signal intensity for the cryogenically cooled
RF coil is the product of the inhomogeneous trans-
mit profile and a receive profile that is typical for
small surface coils. For excitation of the room tem-
perature quadrature receive-only coil, a homogenous
transmit volume coil was used. For the experiment,
the transmit gain of the Tx/Rx cryogenically cooled
RF coil was adjusted such that the maximum signal
intensity is in the center of the mouse brain, and in
this setting an SNR gain of a factor of 3 in the center
of the mouse brain was observed. Another compari-
son is shown in Figure 20.9. For this experiment, a
FLASH (Fast Low Angle SHot)41 sequence was used
and the signal was integrated over the whole mouse
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Figure 20.8. SNR comparison (a) at 9.4 T for a transmit/receive linear cryogenically cooled coil and a RT
quadrature, receive-only coil—mouse brain (postmortem). (b) RARE, eight echoes and non-triggered (repetition time
(TR) = 5000 ms, echo time (TE) = 53 ms, and resolution = (40 × 40 × 1000) μm3).

(a) (b)

Figure 20.9. Comparison of the image quality for a RT quadrature, receive-only coil (a) and a transmit/receive quadrature
MRI CryoProbe (b). In the bordered region, the overall SNR gain for the MRI CryoProbe™ is a factor of 2.8 (Mouse
in vivo : FLASH, TR = 400 ms, TE = 3.8 ms, resolution = (78 × 78 × 500) μm3, and total experiment time (TET) = 3
min 24 s).

brain for the comparison; the result is a factor of 2.8
improvement in SNR. The high image quality for real
in vivo applications is shown in Figure 20.10. With
an in-plane resolution of about 29–47 μm and with
this high SNR and resolution, it is possible to observe
the molecular cell layers (e.g., Purkinje cell layers)
in the mouse brain.21

The high sensitivity of a cryogenically cooled RF
coil allows the acquisition of highly resolved in vivo

images with 30–50 μm in-plane resolution within an
appropriate acquisition time. This increased SNR of
the cryogenically cooled RF coil could in principle
be used for anatomical studies to increase further the
in-plane resolution. Alternatively, it would allow a
reduction of the total acquisition time for the same
resolution by a factor of 4 or more; leading either
to a considerable increase of screening throughput
or to an increased temporal resolution of time-course
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(a) (b)

Figure 20.10. High-resolution image of a mouse brain at 9.4 T acquired with a linear (a) and quadrature (b)
MRI CryoProbe™. (a) Mouse brain (in vivo): FLASH T ∗

2 weighted, TR = 350 ms, TE = 22 ms, field of view
(FOV) = 15 × 15 mm, matrix = 512 × 512, resolution = (29 × 29 × 500) μm3, and TET = 6 min. (b) Mouse brain
(in vivo): RARE, eight echoes—non-triggered, TR = 4200 ms,TE = 37.5 ms, number of averages (NA) = 2,FOV =
18 mm × 18.8 mm, matrix = 384 × 384, resolution = (47 × 49 × 400) μm3, and TET = 6 min 42 s.

studies, e.g., for functional magnetic resonance imag-
ing (fMRI). The use of cryogenically cooled coils
may emerge as a cost-efficient solution for increasing
the sensitivity of MRI/MRS studies.
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21.1 INTRODUCTION

The RF coil is of critical importance for obtaining
maximum signal to noise (S/N) in magnetic reso-
nance imaging (MRI), and many papers have been
published on this subject. However, over the past two
decades, the majority of articles on MRI RF coils
have focused on large coils, where sample losses
strongly dominate, or on microcoils, where sample
and capacitor losses are negligible. Few have ad-
dressed the midrange coils, seen in the majority of
small-animal applications, where all the sources of
loss (coil, capacitor, sample, shield, and transmission

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

lines (TRLs)) are important. The human MRI market
is more than an order of magnitude larger than the
small-animal (or preclinical) MRI market; so it is not
surprising that advanced and generally sufficient soft-
ware tools have been available commercially from
several vendors for nearly a decade for applications
where coil losses are not too important, while fully
satisfactory options for midrange coils have become
available only more recently.

Another difference between many clinical mag-
netic resonance (MR) volume coils and those for
small-animal research is that the former are often in-
tended for a rather narrow range of loadings, while
the latter are often desired to operate as optimally as
possible from the nearly unloaded condition (in which
coil and capacitor losses dominate) to the case of be-
ing stuffed to the limit. This, along with the higher
operational frequencies, makes tunability more of a
challenge. Often the tuning/matching circuitry must
be separated from the coil by a distance greater than
20% of the free-space wavelength, and this makes
optimization complex.

The focus of this chapter is on midrange coils—
coils where the product ( fd) of the frequency f

and the coil diameter d is generally in the range
of 2–30 MHz-m. This would include, for example,
mouse brain and body coils from 125 to 800 MHz,
and rat body coils up to 400 MHz. Coils in this range
(except near the upper end) are often perceived by
research managers to be relatively simple to optimize
and build. Hence, many MR research programs have
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electronics and machine shop facilities devoted to
building such coils.

We begin by presenting a brief overview of
MR S/N analysis, followed by brief discussions
of some coils commonly used in small-animal
MR and large-volume nuclear magnetic resonance
(NMR)—both linear and quadrature coils. Some of
the details of practical design are then presented
so that the reader will better understand what is
involved in making coils of this type.

21.2 S /N IN COMPLEX COIL CIRCUITS

The S/N following a single 90◦ pulse when all the
resistive losses (coil, capacitors, and sample) are at
the same temperature Tn, may be expressed in a
number of ways. The following equation has been
found to be useful in coil design1,2:

S/N =
[
h̄2√2πμ0

12k3/2
B

][
nSγ Ix(Ix + 1)

√
T ∗

2

TS
√
Tn + TP

]

×(ηEηFQLVS)
1/2ω3/2 (21.1)

where h̄ is Plank’s constant divided by 2π, μ0 is
the permeability of free space, kB is Boltzmann’s
constant, ns is the number of spins at resonance per
unit volume, γ is the magnetogyric ratio, Ix is the
spin quantum number, T ∗

2 is the effective spin–spin
relaxation time, TS is the sample temperature, Tn
is the probe noise temperature, TP is the effective
preamp noise temperature, ηE is the RF efficiency
(the fraction of power dissipated in the sample coil),
ηF is the magnetic filling factor of the sample coil,
QL is the matched, loaded, circuit quality factor, VS
is the sample volume, and ω is the Larmor precession
frequency, γB0.

The primary problem with equation (21.1) is that it
has not been easy to calculate magnetic filling factor
with good accuracy except for very simple cases un-
til rather recently. Filling factor has sometimes been
defined as the magnetic energy in the transverse com-
ponent of the magnetic field throughout the sample
divided by the total magnetic energy U throughout
all space (recall U = I 2L/2 for a simple coil). How-
ever, in order for the concept to apply properly to
circular polarization (CP), it is better to define ηF in
terms of the transverse rotating field component B1:

ηF =
∫

S B
2
1 dVS

μ0U
(21.2)

Note that this is the ratio of the energy in the positive
rotating circularly polarized transverse field within
the sample to the total magnetic energy, and thus B1
is a constant field, and not an oscillating field.

If we assume that TP is quite small compared to Tn
(a reasonable assumption with state-of-the-art tuned
preamps, except perhaps for cryoprobes) and losses
are confined to a single resistor R0 of temperature
Tn in series with a lossless sample coil and capaci-
tor, then for given MR test conditions (sample, B0,
T ∗

2 , TS, and method) the following equation can be
derived, either from equation (21.1) or from the prin-
ciple of reciprocity2 – 6:

S/N ∝ B1VS

i
√
R0Tn

(21.3)

where i is the sample-coil current and B1 is the
mean RF CP field generated within the sample by
the current i. Since the Johnson noise voltage is
proportional to (R0Tnδf )1/2, from equation (21.3)
it is clear that the signal voltage is proportional to
B1VS/i. This expression for signal voltage is valid
irrespective of the noise,5 but it is seldom convenient.
Equation (21.3) is easily cast into the following
form,2,7 which is more useful in practical probe
design and evaluation, where power is dissipated
in numerous losses of uniform temperature Tn in a
complex circuit:

S/N ∝ B1VS√
PTTn

(21.4)

In the above, PT is the total transmitter power
(power applied at the disconnected preamp port, so
that TRL losses are properly included) required to
generate B1. Both, equations (21.3) and (21.4), usu-
ally without the Tn in the denominator, are commonly
referred to as statements of the principle of reci-
procity, though more precise definitions have been
developed. (Note that for linear polarization, B1 is
half of the peak RF field strength. Also, the B1 field
strength is often indicated by the reciprocal of the
pw90, the time required to rotate the magnetization
90◦.)

The above expressions fail when the various losses
are at significantly different temperatures. Clearly,
one cannot ignore the Tn factors in cryoprobes, which
are now in widespread usage for liquid NMR and are
beginning to appear for solid NMR and microimag-
ing. Equation (21.4) is easily extended to handle com-
plex circuits where various losses are at significantly
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different temperatures as follows7,8:

S/N ∝ B1VS√∑
PnTn

(21.5)

where Pn is the transmit power dissipated in the nth
resistance of temperature Tn when generating B1, and
the summation is over all resistances (sample, coils,
capacitors, shields, and TRLs) in the circuit. An easy
way to show this is to transform each loss into an
equivalent resistor Rn in series with the sample coil.8

In large coils at high fields, the summation in the
denominator is dominated by the power dissipated
in the sample, which is near 310 K for in vivo
applications. Since sample loss is proportional to the
integral of σE2 over the full sample, where σ is
the sample conductivity and E is the electric field,
optimization of coils for these cases is primarily
directed at minimization of the integral of E/B1.

In most midrange coils, losses in the sample coil,
capacitors,9 and TRLs are also significant, and the
complete circuit must be optimized. Equation (21.5)
may be cast into the following form,8 which is often
more easily related to the results from linear circuit
simulation software in the analysis of complex
circuits:

S/N ∝ νcVS√
LCVC

∑
PnTn

(21.6)

where LC is the sample-coil inductance, VC is the
coil volume, and νc is the voltage generated across
the sample coil when pulse power PT is applied at the
impedance-matched port. The LC in the denominator
may be initially surprising. However, the derivation
of the above is straightforward for any specific
sample-coil type, and it has been experimentally
validated in numerous experiments.7 Equation (21.6)
shows that the relative S/N (for a given sample coil,
T ∗

2 , etc.) in a complex circuit (containing various
capacitors, matching coils, and TRLs between the
matching elements, sample coil, transmit/receive
(T/R) switch, and preamp) is indicated simply by the
voltage induced at the sample coil by a given power
applied at the disconnected preamp input port. It
is important to emphasize that equation (21.6) is
not useful for “coil optimization”, and that is not
its purpose. Rather, it is useful for optimization of
the rest of the circuit needed for tuning, matching,
and connecting the coil to the preamp; and for that
purpose we find this equation indispensable, whether
or not the Tns are all equal.

Thus, the midrange RF “coil” optimization
problem usually consists of two major parts: (i)
minimization of the integral of E/B1 for the sample
coil (where the numerator is integrated over the full
sample, and the denominator is integrated only over
the homogeneous field region), and (ii) maximization
of the efficiency of delivering RF power to the coil
when viewed from a transmit perspective—even if
the coil is for receive only. Perturbation methods
permit accurate workbench measurement of the mag-
netic filling factor,4 and QL may be easily measured.
However, the first task can only be fully addressed
using full-wave software with effective algorithms
for handling conductor surface losses. The second
task is best addressed using common linear circuit
simulators, such as ARRL Radio Designer, SPICE,
Ansoft Designer, or GENESYS. While the simplified
analytical approaches usually presented in the profes-
sional literature are useful in providing insights, we
find the numerical tools to be superior in practice—a
point that we will emphasize. Equation (21.6)
usually works for cryoprobes only if one is careful
to view the coil and matching network from the
perspective of the preamp during receive, which is
often quite different from the circuit during transmit.

It is important to keep in mind several assumptions
in the above analyses: (i) the preamp’s noise temper-
ature is low compared to that of the coil circuit; (ii)
T ∗

2 is not adversely affected by coil magnetism (an is-
sue that is generally of no consequence in the design
of coils larger than 80 mm but often becomes of crit-
ical importance for coils smaller than 12 mm); and
(iii) the frequency-domain filter bandwidth is equal
to 1/(πT ∗

2 ). This noise bandwidth may be established
by exponential multiplication of the signal acquisi-
tion prior to the Fourier transform (FT) or by signal
processing (such as line broadening) after the FT.

21.3 FULL-WAVE 3D EM SOFTWARE

One of the last challenges to be adequately addressed
in full-wave 3D electromagnetic simulation tools was
that of resistive losses in foil conductors in regions
of very high field gradients. Simple analytical ex-
pressions based on empirically modified skin-depth
models give amazingly accurate coil losses for
specific types of coils, including solenoids and
surface coils, over a wide range of conditions10; but
the accuracy of similar expressions for volume coils
is limited.11 We selected Microwave Studio (MWS)
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of Computer Simulation Technology (CST) in 2002
because at that point it consistently gave better
agreement with experiments than other 3D software
we evaluated for midrange coil problems.7,12 Since
then, others have shown that Ansoft HFSS and
other tools also give accurate results for small-coil
problems.13 The CST software is based on a
discretized solution of the integral formulation of
Maxwell’s equations; hence, the method is referred
to as finite integration technique (FIT).14 To solve
these equations, a calculation domain is defined
enclosing the application problem. An important part
of obtaining accurate solutions with reasonable mesh
sizes lies in the detailed handling of mesh elements
containing several different materials, especially
when one material is a lossy metal and another
material is a dielectric. The software vendors have
put considerable effort into optimizing the calculation
of the mean effective fields and losses within these
troublesome cells that generally cover most of the
surfaces of conductors in complex structures or may
even be divided by several thin sheets of conductors.

The discretized mesh equations can be solved ei-
ther in the time domain by a transient finite difference
time-domain (FDTD) approach or in the frequency
domain using second-order harmonic relations. An
advantage of the transient method is that it pro-
vides a broad-spectrum solution. We observe that the
CST time-domain solver generally gets the RF cop-
per losses right within ∼10% (the typical limit of
our experimental accuracy) for thick conductors and
wires. Similar accuracy is seen for foil conductors
when the current densities are not too different on
opposite sides of the foil. However, where current
densities are radically different on opposite sides of
the foils, as happens frequently in volume coils for
example, it has often underestimated copper losses
significantly.

In all our simulations, the tuned coil is excited with
a broadband 50-� pulse source of Gaussian distri-
bution, 14.14-V peak, centered very near resonance,
which delivers 0.5 W to the coil when matched to
50 �. Also, the simulation space (which includes the
coil, sample, and shield) has copper boundaries. The
mode frequencies are usually calculated within 2% of
the experimental values (even for double-resonance
coils), and the calculated B1 magnitude usually agrees
within 5% with the MR experiment. While the B1
magnitude has sometimes been off by 15%, the E/B1
integral is probably generally accurate within a few
percent.

21.4 LINEAR-POLARIZATION VOLUME
COILS

Solenoids permit the highest S/N when sample
losses are not dominant and B0 homogeneity is not
critical,15 and they also can achieve very high B1
homogeneity. However, saddle coils are used for
most NMR spectroscopy for two compelling reasons:
they permit much higher spectral resolution, and they
are compatible with automatic sample exchange.16,17

Another advantage of the saddle coil is that two of
them can be oriented orthogonally with excellent per-
formance of each in double-resonance experiments.

The S/N disadvantage of the solenoid compared
to the optimized saddle coil begins to fade as
soon as sample losses become significant. The
Alderman–Grant coil,18 as shown in Figure 21.1,
demonstrated that capacitive segmentation is a very
effective method of dramatically reducing sample
losses because the voltage builds up only over half
of the inductance of a similar one-turn saddle coil
before it gets reversed by a segmenting capacitor.
Also, the quadrupolar symmetry of the conservative
E field reduces its average value throughout the
sample. Numerical optimization by Kost showed

Lead shield

Capacitors

Bands

Arcs

Shield ring

Figure 21.1. The Alderman–Grant saddle coil.



Litz Coils 249

that the optimum subtended angle of the window
was about 90◦ for best B1 homogeneity.19

Both multiturn saddle coils and solenoids continue
to be the coils of choice for many applications, es-
pecially in NMR spectroscopy.20 The microsolenoid,
which has been well understood only very recently,21

is usually preferred for sample sizes below 2 mm;
and the multiturn saddle coil is usually the volume
coil of choice for fd in the range of 2–6 MHz-m
for double resonance—and sometimes as high as
10 MHz-m. The Alderman–Grant coil has often
been used for the 5–15 MHz-m range—usually with
a mean subtended angle of ∼120◦ for improved
orthogonal flux transparency when an orthogonal
coil is needed for double resonance.

The primary limitations of the Alderman–Grant
coil are limited B1 homogeneity and transverse flux
transparency. These limitations may be addressed by
using parallel conductors with insulated crossovers
in a way that forces a more optimal surface current
distribution.11,22 At the same time, both QL and ηF
may be improved, and the capacitive segmentation
may be extended for improved tuning with larger
samples at higher frequencies. Coils with parallel
conductors with insulated crossovers have been
denoted as Litz coils.

The primary surface pattern, as shown in
Figure 21.2 laid out flat, is the basic version of what
has been denoted the center-fed one-turn (CF1T)
Litz coil.11,22,23 This is the simplest, significant
improvement on the Kost optimization19 of the
slotted resonator24 or single-turn saddle coil,25

which has similar inductance. There are two parallel
paths on each side of this coil with an insulated
crossover (not fully shown) such that each path, by
symmetry, has the same inductance. Hence, each
path carries the same current, irrespective of the

Figure 21.2. Primary foil pattern (side 1) for the basic
CF1T Litz coil. Crossovers on the back side of the laminate
are partially shown with solid lines. Tuning capacitors are
added across the central gap.

azimuthal locations, axial locations, or frequency.
The azimuthal locations are chosen for a balanced
optimization of B1 homogeneity, ηF, and Q. With
typical foil widths, the optimum mean azimuthal
subtended angles of the inner and outer loops
are 91◦ and 156◦. Compared to the Kost coil,
the diameter of the homogeneous sample volume
(6% rms inhomogeneity) is increased from 65 to
78% of the coil’s diameter, the Q is increased by
∼15%, and the coil has excellent transparency to
transverse RF flux. For a prescribed inhomogeneity,
the filling factor is increased by over 40%, primarily
because of the large increase in the permissible
sample volume. Since it is not capacitively seg-
mented, its performance is usually suboptimal for
single-resonance, fixed-frequency applications above
∼5 MHz-m. However, it is often the best choice
for fd in the range of 3–11 MHz-m when a wide
tuning range is desired, such as 31P to 13C for
mouse and rat applications at 4.7–14 T. Of course,
there is significant capacitance between the two
parallel paths at the crossovers, and this introduces
a parasitic high-frequency mode. If this coil is
used for the low-γ channel in double resonance, its
high-frequency parasitic mode can be near the 1H
frequency, which could lead to tuning difficulties.
Also, as the coil has rather low inductance (for
example, ∼26 nH for a short 30-mm coil inside a
large shield) lead losses can be fairly substantial if
not properly addressed when multinuclear tuning is
desired. As mentioned earlier, detailed RF circuit
modeling is useful. A balanced TRL, such as a
twisted pair, from the coil to the matching network
generally gives better results than other options.

The 24-mm linear coil shown in Figure 21.2
achieves 20 μs 1H pw90 for a hard 50-W pulse for a
mouse head imaging at 4.7 T—which is better than
that obtained with birdcages. In-plane resolution, as
shown in Figure 21.3, of 175 μm is readily obtained
for a T2-weighted, spin-echo, multislice experiment,
no contrast agent, 128 × 128, 0.4-mm slice (12 nl
voxel), TR = 3 s, TE = 20 ms, NEX = 1.

It is possible to further improve B1 homogeneity
and extend the useful range by capacitive segmen-
tation and use of more parallel current paths among
which the currents are optimally divided. Figure 21.4
illustrates the foil patterns, laid out flat, for what has
been designated the symmetric quarter turn (SQT)
Litz coil (the current paths execute a quarter turn
around the B1 axis before their inductance is capaci-
tively negated). The homogeneous B1 region extends
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Figure 21.3. Live mouse brain at 4.7 T using a linear Litz
coil. Biomedical MR Laboratory, Washington University,
St. Louis, MO.

radially to 84% of the coil diameter and axially to
the inside of the arcs on which the end-segmenting
capacitors (CE) are mounted. (Note that the isolated
closed loops at the ends of the central flux windows
improve B1 homogeneity by reducing the peak fields
otherwise seen in these areas. Otherwise, the coil
is quite similar to the one previously described in
detail.11) Both B1 homogeneity and S/N of this lin-
ear coil are generally better than that of the 16-rung
CP birdcage for closely shielded cases with long
samples (extending well beyond the coil) with fd be-
low 20 MHz-m.26 For example, a 16-cm SQT coil
at 125 MHz proved superior to CP birdcages and
transverse-electromagnetic (TEM) resonators of sim-
ilar dimensions.26 The unloaded-to-loaded Q ratio in
the reference CP coils exceeded three (indicating ex-
cellent optimization), but still the linear coil achieved
higher S/N . Another useful attribute of this coil is
that it may be tuned over a relatively wide range
(compared to the birdcage) with little degradation
in B1 homogeneity or S/N , as it does not rely on
capacitive phase shifts to achieve the desired cur-
rent distribution. This coil (or one very similar11) has
been used in numerous applications from 18 mm at
600 MHz to 160 mm at 125 MHz. In some cases, they
have been tunable from 19F to 1H.

The primary disadvantage of the SQT coil is the
extra axial space required at the ends (needed to

CE

CC2

CC1 CC1

CC2

CE
= Chip capacitor

Figure 21.4. Foil patterns, side-1, side-2, and superim-
posed, for the SQT Litz coil. End-segmenting capacitors
(CE) and central segmenting capacitors (CC1 and CC2) are
placed as shown.

achieve the reduced current concentrations there),
as this prevents it from being effective for head
coils—whether for mouse or man. A drawback for
small coils is that the segmenting chip capacitors
needed at the center of the coil may lead to shim-
ming artifacts for coils below 20-mm diameter. Yet
another limitation is that since much of the surface is
covered by the copper foil pattern, it is not as easy to
see the sample through the coil—a desirable feature
in working with small animals. This last limitation
is not important in closely shielded RF coil modules,
as the shield is opaque, but the more convenient
approach for small animals in horizontal-bore
magnets is a platform with a removable RF shield
and fuller access to the coil and animal. Hence, the
birdcage, or a derivative, as discussed in the next
section, is often selected even where the SQT might
provide higher S/N —such as for mouse liver up to
400 MHz and rat liver up to 200 MHz.

The SQT coil is often used for the 1H channel
in double-resonance, where its fd is in the range of
5–20 MHz-m. An orthogonal CF1T Litz coil is then
often used for the low-frequency channel. Couplings
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between the orthogonal coils generally limit this
approach to 25 MHz-m for the 1H coil.

21.5 CIRCULAR POLARIZATION (CP)
VOLUME COILS

The birdcage is arguably an ideal volume coil for
generating uniform CP, which generally allows a 40%
increase in S/N compared to linear polarization from
the same coil, as well as a factor of 2 reduction
in specific absorption rate (SAR).27 – 30 Because the
birdcage and its common variants (low pass, balanced
low pass (BLP), balanced high pass (BHP), high
pass) have been discussed and analyzed in numerous
papers over the past two decades,4,30 – 33 it will not
be reviewed here. Rather, we mention only a few
points that are particularly important to small-animal
applications and then look a little more closely at a
variant that is advantageous for many small-animal
applications—the LitzcageTM.

Since tuning capacitors scale inversely with the
square of the frequency but inverse linearly with the
size, smaller capacitances are generally needed in
birdcages for small-animal applications than in com-
mon human applications. Consequently, the effects
of stray capacitances are often relatively greater in
small-animal coils, and the problem is exacerbated
by the fact that loaded Qs are much higher. Accom-
modating wide ranges of loads presents challenges
for small CP coils at high fields.

Tropp has shown, both theoretically and
experimentally,32,34 that symmetry in the birdcage
is not critical for the case of the human head at
3 T and higher, where the fd product is 30 MHz-m
or greater, as in such cases dielectric resonance
effects within the sample have dominant effects on
the field profiles. However, this is not the case for
most small-animal applications, where fd is usually
less than 20 MHz-m and sometimes under 5 MHz-m
(mouse body at 200 MHz). For such cases, tuning
symmetry is quite important.

Even with perfect symmetry, at least 12 rungs are
required for adequate B1 homogeneity in a closely
shielded small birdcage when a relatively large region
of uniformity (ROI) is needed. Such coils typically
have an easy tuning range of less than 1% with good
homogeneity and channel separation, while sample
tuning shifts can be as large as 8% for the small, heav-
ily loaded birdcage.4 However, the 8-section birdcage
is about twice as robust (tunable and correctable) as

the 12-section birdcage, partly because it is possi-
ble to attach two adjustment variables to nodes at
45◦ with respect to the feed planes, which simplifies
the symmetrization problem when tuning to different
loads.34 Corrections in the 12-rung birdcage, on the
other hand, tend to mix more with all tune and match
adjustments, which complicates the process. While
the 45◦ nodes are available in the 16-section bird-
cage, it has twice as many distinct capacitors and
thus about half the tuning range in small coils.

Crozier observed that capacitor losses are usually
quite significant in small birdcages, and for this
reason the small 8-section coil (such as for rat liver
below 400 MHz) usually has higher Q and S/N than
the 12- or 16-section small coil,35 an observation
confirmed by many others.36 He also showed that
a significant increase in the usable fd limit and Q of
the 8-section high-pass birdcage could be obtained
by using two bands in parallel in each section rather
than a single wide rung.35 With a single wide rung
per section, most of the current flows near the edges,
so removing the copper from the rung centers has
little affect on copper losses, while it reduces electric
field couplings to the sample and thus improves the
Q. Still the homogeneity is that of the 8-rung coil,
and it is degraded by the fact that the current in
a birdcage always crowds to the worst side of the
rungs. For example, when the rotating B1 is aligned
with X, the current crowds to the edges of the rungs
closer to the XZ plane. When the phase is aligned
with Y , the current crowds to the edges closer to
the YZ plane. In an 8-section birdcage, this leads to
a substantial reduction in homogeneity compared to
the calculations based on imposed uniform current
distributions.

Varian (now Agilent) has demonstrated that
small birdcages with even more than 16 rungs
can be produced by integrating the capacitors
into the double-clad low-loss laminate.37 These
MillipedeTM coils have demonstrated exceptional
B1 homogeneity in small coils with mineral-oil
samples.37 They have also demonstrated impressive
images in a multiple-mouse application with high
dosage of contrast agent at 7 T,38 but details of the
RF performance of the current products are not
readily available. An advantage of this approach is
that it reduces the susceptibility artifacts from chip
capacitors, which are often quite significant in very
small coils.

Another avenue pursued by Varian is ultrathicken-
ing of the conductors in the conventional birdcage by
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bending and extending the conductor foil edges in the
radial direction.36 They report an 8-rung, 550-MHz,
7-mm example in which the radial thickness of the
conductors is 30% of the coil inner radius r1 and the
shield radius r2 is 3r1. Here, compared to a reference
thin-foil 12-rung case with the same r1 and r2, a 50%
improvement in Q with a 20% loss in filling factor
was obtained for a constant sample volume, giving a
15% gain in S/N . However, the B1 homogeneity of
the 8-rung thick coil was naturally quite inferior to
that of the 12-rung thin coil. Similar approaches have
been discussed and evaluated by other researchers,22

but usually there is not enough space available be-
tween the coil and an outer coil or the shield for
such an approach to be practical.

The TEM coil is a favorite of many researchers
in high-field human applications,32,39 and the
strip-line variant has been used in some small-animal
applications.40 Analysis using multiconductor TRL
theory achieved remarkable agreement between
experiments and theory in predicting unloaded
mode frequencies for a number of linearly driven
cases, including 7.5 cm at 200 MHz and 13.4 cm
at 300 MHz.41 Apparently, it is difficult to achieve
satisfactory quadrature operation in such coils for
small-animal applications with slotted RF shields.
This is at least partly because the inhomogeneous
modes are closer than in the birdcage and its
derivatives.32 Our experience suggests this difficulty
in achieving clean quadrature tuning—at least for
fd > 12 MHz-m—also frequently extends to the
BLP birdcage, which is topologically similar to
the TEM and strip-line coils. We have found the
matching methods presented shortly for the BHP
birdcage to be more robust and predictable with this
topology.

The homogeneity of the Crozier coil may be im-
proved by inserting an insulated crossover at the cen-
ter of each pair of rungs, as shown in Figure 21.5,

Figure 21.5. An approximation of one surface of the
high-pass Litzcage foil pattern. Insulated crossovers are
shown with solid lines. A more accurate portrayal of the
crossovers can be seen later in Figure 21.9.

in what has been denoted the Litzcage.42,43 The cen-
tral crossover (by symmetry) forces the current to
be equal in each of the two parallel paths in that
section, which gives a significant improvement in B1
homogeneity over the alternative 8-section CP coils
(either a single wide rung or the Crozier version), in
which the current concentrates on the side closer to
the rotating B1 axis. With the crossovers between the
parallel paths, the currents are always equally divided
between the two parallel paths and B1 homogeneity
is improved for cases well below dielectric reso-
nance conditions—i.e., for fd less than ∼20 MHz-m.
Figure 21.6 compares the calculated B1 map for
the Crozier coil and Litzcage for a 25-mm coil at
300 MHz.

From an RF circuit perspective, the homoge-
neous mode is almost indistinguishable from that of
Crozier’s parallel-rung 8-section birdcage,35 which is,
of course, quite similar to the conventional birdcage.
However, the 30% reduction in stray capacitance in
the Litzcage (relative to the 8-rung birdcage) allows it
to tune ∼15% higher. The simulations show that the
Litzcage has homogeneity and S/N at least as good
as that of the ideal 12-rung birdcage while retaining
the tuning ease and robustness of the 8-rung bird-
cage. The 8-section Litzcage has been used at fd up
to 41 MHz-m (20.5 cm, 200 MHz), but the 16-section
BHP birdcage is generally a better choice beyond
25 MHz-m, especially in larger coils, where the extra
modes caused by the crossovers can create difficul-
ties. Also, with the central crossovers, accurate 3D
full-wave simulations are much more computation-
ally intensive.

As discussed earlier, S/N is proportional to
B1/P

1/2
i . (Measuring B1 at a known power is

also one of the best methods of evaluating the
accuracy of MRI RF coil simulation software.)
NMR measurements on a 21-mm diameter, 20-mm
length, 750-MHz Litzcage yielded a 90◦ pulse
length of 22 μs for a square 50-W pulse on a pure
water sample in an 18-mm diameter NMR tube with
a QL of 100.44 We suspect higher than expected
RF eddy current losses in the external RF shield
contributed to a relatively low Q in this case. The
external, gradient-transparent, RF shielding is seldom
recognized as a significant source of signal loss, but
in fact that can be the case for small-animal coils
with closely spaced external shields. We have found
that the standard method (overlapping slotted shields
on double-clad Duroid laminate) can sometimes add
very high losses. Lower shield losses can often be
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Figure 21.6. B1 field in the central xy-plane for the Crozier coil (left) compared to the Litzcage (right) for low fd (f = 300
MHz, d = 25 mm). The mean field strength is ∼10% higher for the Litzcage and inhomogeneities near the rungs are less.
Contour increments are approximately 2.5% of the central value.

obtained using single-layer gapped foil with discrete
chip capacitors across the gaps in the regions where
the azimuthal RF-current densities are high. For a
more detailed study on shield slotting requirements,
see Ref. 45.

21.6 RF CIRCUIT MODELS FOR SMALL,
TUNABLE CP COILS

Several factors conspire to make it difficult to
achieve high B1 homogeneity in small-animal coils.
It is sometimes difficult to achieve the necessary
precision in the capacitor mounting, or in the
uniformity of the shield spacing around the coil. The
capacitor accuracy required to place the resonance
within the tuning range (the range that keeps the
loaded peak-to-peak relative rung-current errors
below 15%) is very tight for two-point quadrature
drive in small, high-frequency birdcages. For
an 8-rung BHP birdcage, mean-capacitor-value
accuracy must be within 1.5%.4 A short 18-mm coil
of this type (for mouse-brain studies) at 750 MHz
requires tuning capacitors of ∼3.9 pF—including
stray capacitances, which varies from 0.2–0.5 pF
depending on the sample. Hence, the stray variability
exceeds the required tolerance by more than a
factor of 2, which makes this coil with 2-point-drive
problematic. Moreover, the maximum useful tuning
range for a small 8-section BHP birdcage with

standard 2-point-drive is ∼1.3%—well under typical
sample-induced tuning shifts. Four-point-drive
networks can achieve up to 5% tuning range with
good symmetry and efficiency; but they have more
parasitic modes, so it is quite useful to have a
good circuit model to be better able to handle
them.

Figure 21.7 illustrates a simple circuit model that
usually gives the accuracy needed for the small,
8-rung, BHP birdcage or Litzcage. To represent
the nearest-rung couplings (LC), each rung includes
two ideal transformers, one on either side of the
central plane—e.g., rung 2 includes transformers
[2,12,3,13] and [13,23,14,24]. A TRL at each end
of each rung completes its self-inductance and fur-
nishes most of the stray capacitance per rung (e.g.,
[11,12] and [14,15] in rung 2). Most of the losses ap-
pear as corrected attenuation coefficients in the TRLs
representing the rungs. Appropriate values for the
characteristics of the TRLs and the rung couplings
LC may be determined adequately by conventional
methods.

One channel of an effective quad-balance network
is shown in Figure 21.8. The two series transmission
lines force the needed symmetry, greatly improv-
ing tuning range with good symmetry and making it
easier to achieve adequate channel isolation. The un-
labeled capacitors are simply eddy-current-blocking
capacitors (RF shorts). LM is used to move the com-
mon mode well away from the differential mode. LT
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Figure 21.8. One channel of a 4-point-drive network with
node numbers appropriate for connection to Figure 21.7.

tunes out half of the sum of the tuning variable CT
and the mean match variable CM, thereby doubling
the useful tuning range. The λ/2 feed line allows the
placement of the variable capacitors well away from
the coil for maximum openness and access around the
coil. With low-loss coaxial lines, the total signal loss
added by the balancing network is typically a few
percent. An example for the horizontal bore is shown

Figure 21.9. A Doty Litzcage for rat head MR in a hori-
zontal bore.

in Figure 21.9. Complex life support and physiologi-
cal monitoring systems (such as those made by SAII,
Stony Brook, http://www.i4sa.com/) may be set up,
possibly along with surgical procedures,43 on the live
animal. The coil assembly (platform) slides inside an
external RF shield.

http://www.i4sa.com
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21.7 NMR/MRI EXPERIMENTAL
RESULTS

The array of NMR spectra of variable pulse widths
in Figure 21.10 from one of our first linear Litz
coils (a predecessor of that shown in Figure 21.4),
with sample diameter 88% of the coil diameter,
demonstrates the high B1 homogeneity of the Litz
coil.22 The single-pulse, proton Bloch decay NMR
spectra are arrayed sequentially as the RF pulse width
is increased in 9 μs increments from 9 μs to over
500 μs with 5 s recycle delays between spectra. The
spectra were acquired at 7.06 T on a saline sample
36 mm in diameter, 25 mm in length, inside a 41-mm
diameter Litz coil with h1 = 27 mm and a 50-mm
external RF shield diameter. Note that the amplitude
of the 4.5π (810◦) pulse is over 60% of the amplitude
of the π/2 pulse, which essentially corroborates the
calculated B1 field variation.

A 25-mm diameter, 300-MHz Litzcage similar
to that pictured in Figure 21.9 permitted 50-μm
isotropic resolution (0.125 nl voxel) on four fixed

Figure 21.10. Proton nutation NMR experiment on mid
volume of 36 mm × 25 mm cylindrical phantom in an SQT
coil of 41-mm diameter.22 810◦ and 90◦ pulses is 60%.

Figure 21.11. Mouse embryo with 50-μm isotropic reso-
lution obtained with a 25-mm Litzcage at 300 MHz using
contrast agent GSA-Gd-DTPA46.

mouse embryos simultaneously, one of which is
shown in Figure 21.11.46 It is important to appre-
ciate that only a slightly lower performance would
have been achieved with the linear Litz coil in this
case. The voxel volume reduction of two orders of
magnitude compared to Figure 21.3 was primarily
from (i) the use of a high level of contrast agent;
(ii) the increased image acquisition time (here, 14.6 h
for the complete 3-D data set, rather than a few min-
utes); (iii) the use of a 3D gradient echo sequence;
and (iv) the higher field.

The 300-MHz, 25.4-mm coils were tested both on
the bench and in the 7-T magnet, as summarized
in Table 21.1. A 30 mM saline sample (diameter
19 mm × length 22 mm), as in the simulations, was
used.

Table 21.1. Test data for 300-MHz low-pass (LP) Litzcage (LC) and 12-rung LP birdcage (BC)

Caps Tuning range, MHz QL (−3 dB) Isolation (dB) B1 homo pw90

Coil pF Unloaded Loaded Unloaded Loaded Unloaded Loaded 810/90(%) μs@19 W

LC-right 10.3 292–306 291–305 83 64 22 25 86 60
LC-left 10.3 296–306 295–305 80 62.5 22 25 80 69
BC-right 6.2 296–303 295–302 90 66 18 20 87 64
BC-left 6.2 295–302 294–301 84 60 18 20 78 52
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As seen from Table 21.1, the tuning range on the
Litzcage was 10–14 MHz. The frequency shift from
the short phantom was only 1 MHz, but about three
times that shift could be expected from a large mouse.
Both coils showed good B1 homogeneity, as seen
by the ratio of the signal amplitudes of the 810◦

pulse to that of the 90◦ pulse, with the Litzcage
showing less difference between the two channels
than the 12-rung birdcage. Half-height linewidth on
the cylindrical sample was 17 Hz for the LC and
42 Hz for the BC. The best isolation between the
two channels of the 12-rung LP birdcage for the
loaded case was only about 14 dB, so the 4-point
drive network was added. This improved the isolation
to 20 dB and also reduced the frequency shift from
sample loading effect.

Over the past 14 years, these and similar Litz
coils22 have been used in a number of systems at
fields from 1.5 to 25 T and at diameters from 300
to 6 mm. In most cases where comparative data
were available, the performance of the Litz coil (in
S/N , tuning range, and RF homogeneity) surpassed
that of a reference conventional birdcage—though,
of course, the Litz coils were generally made
only for cases where they were expected to be
advantageous. The coils were etched according
to numerical optimizations without experimental
fine-tuning for B1 homogeneity. Related Litz coils
have also been used in numerous high-resolution
NMR probes for liquid samples, where spec-
tral resolution better than 0.005 ppm has been
achieved.

21.8 CONCLUSION

The geometries used for the Litz coils described in
this chapter result in significant improvements in B1
homogeneity, S/N , and RF field transparency for the
intended sample sizes and types. Linear Litz coils are
the preferred option in cases where double resonance,
tuning simplicity, and good field homogeneity are the
main desired operational characteristics. The linear
Litz coils offer field homogeneity nearly as good as
a birdcage without the tuning complexity for many
samples.

For some sample types, especially in small-animal,
single-resonance MRI studies, the Litzcage coil gives
S/N enhancement because of CP and slight improve-
ment in field homogeneity compared to the linear

coils. The Litzcage also offers significant improve-
ment in tuning range and simplicity compared to the
birdcage in many cases.

RELATED ARTICLES IN THE
ENCYCLOPEDIA OF MAGNETIC
RESONANCE

Birdcage Resonators: Highly Homogeneous
Radiofrequency Coils for Magnetic Resonance

Cryogenic NMR probes: Applications

ESR Probes as Field Detectors in MRI

Instrumentation for the Home Builder

Multifrequency Coils for Whole Body Studies

NMR Microscopy: Resolution

Probe Design and Construction

Probes for High Resolution

Radiofrequency Systems and Coils for MRI and
MRS

Refrigerated and Superconducting Receiver Coils
in Whole Body Magnetic Resonance

Sensitivity of the NMR Experiment

Solid State NMR Probe Design

Surface and Other Local Coils for In Vivo Studies

Whole Body Machines: NMR Phased Array Coil
Systems

REFERENCES

1. A. Abragam, Principles of Nuclear Magnetism , Inter-
national Series of Monographs on Physics 32, Oxford
University Press: London, 1961.

2. F. D. Doty, Probe Design and Construction , The
Encyclopedia of Nuclear Magnetic Resonance, (eds
D. M. Grant and R. K. Harris), John Wiley
& Sons, Published Online: 15 Mar, 2007. DOI:
10.1002/9780470034590.emrstm0414.

3. D. I. Hoult and R. E. Richards, J. Magn. Reson., 1976,
24, 71–85, Published Online: 15 SEP, 2007.

4. F. D. Doty, G. Entzminger, C. Hauck, and J. P. Staab,
J. Magn. Reson., 1999, 138, 144–154.



Litz Coils 257

5. D. I. Hoult, Sensitivity of the NMR Experiment , The
Encyclopedia of Nuclear Magnetic Resonance, eds.
D.M. Grant and R.K. Harris, John Wiley & Sons,
1996, Vol. 7, pp 4256–4266.

6. J. S. Tropp, In Presented at the 12th ISMRM. Poster
1646, Kyoto, 2004.

7. F. D. Doty, G. Entzminger, J. Kulkarni, K. Pamarthy,
and J. P. Staab, NMR Biomed., 2007, 20, 304–325.

8. F. D. Doty and S. Shevgoor, In Poster pre-
sented at Rocky Mountain Conference, Denver,
2005. http://www.dotynmr.com/PDF/OptiMAS
ENC05.pdf.

9. F. D. Doty, Solid State NMR Probe Design , The
Encyclopedia of Nuclear Magnetic Resonance, (eds
D. M. Grant and R. K. Harris), John Wiley
& Sons, Published Online: 15 Mar, 2007. DOI:
10.1002/9780470034590.emrstm0515.

10. A. Kumar, W. A. Edelstein, and P. A. Bottomley,
Magn. Reson. Med., 2009, 61, 1201–1209.

11. F. D. Doty, G. Entzminger, and C. D. Hauck Jr,
J. Magn. Reson., 1999, 140, 17–31.

12. F. D. Doty, J. Kulkarni, C. Turner, G. Entzminger, and
A. Bielecki, J. Magn. Reson., 2006, 182, 239–253.

13. W. W. Brey, A. S. Edison, R. E. Nast, J. R. Rocca,
S. Saha, and R. S. Withers, J. Magn. Reson., 2006,
179, 290–293. http://www.bme.ufl.edu/documents/
edison research article2 research.pdf.

14. T. Weiland, Int. J. Numer. Model., 1996, 9, 295–319.
Also see: www.cst.de

15. D. I. Hoult, Prog. NMR Spectrosc., 1978, 12, 41–77.

16. D. M. Ginsberg and M. J. Melchner, Rev. Sci. Instrum.,
1970, 41, 122–123.

17. A. P. Zens, NMR Probe Coil System, U.S. Pat.
4,398,149, 1983.

18. D. W. Alderman and D. M. Grant, J. Magn. Reson.,
1979, 36, 447–451.

19. G. J. Kost, S. E. Anderson, G. B. Matson, and C. B.
Conboy, J. Magn. Reson., 1989, 82, 238–252.

20. L. F. Fuks, F. S. C. Huang, C. M. Carter, W. A.
Edelstein, and P. B. Roemer, J. Magn. Reson., 1992,
100, 229–242.

21. Y. Li, A. G. Webb, S. Saha, W. W. Brey,
C. Zachariah, and A. S. Edison, Magn. Reson.
Chem., 2006, 44, 255–262. http://www.bme.ufl.edu/
documents/edison research article1 research.pdf

22. F. D. Doty, Low-Inductance Transverse Litz Foil
Coils, U.S. Pat. 6,060,882, 2000.

23. F. D. Doty and G. Entzminger Jr, Center-fed Paral-
leled Saddle Coils for Multinuclear Double-Resonance
NMR or MRI, U.S. Pat. 6,175,237, 2001.

24. H. J. Schneider and P. Dullenkopf, Rev. Sci. Instrum.,
1977, 48, 68–73.

25. F. D. Doty, Parallel Single Turn Resonator for NMR,
U.S. Pat. 4,641,098, 1987.

26. F. D. Doty, W. Bass, Q. Yang, G. Entzminger,
J. H. Wang, G. N. Doty, L. L. Holte, and M. B.
Smith, Presented at 10th ISMRM, Honolulu, 2002.
http://www.dotynmr.com/PDF/KNE SML.pdf.

27. C. E. Hayes, W. A. Edelstein, J. F. Schenck, O. M.
Mueller, and M. Eash, J. Magn. Reson., 1985, 63,
622–628.

28. W. Edelstein, RF Systems and coils for MRI & MRS ,
The Encyclopedia of Nuclear Magnetic Resonance,
eds. D.M. Grant and R.K. Harris, John Wiley & Sons,
1996, Vol. 6, pp 3950–3954.

29. C. E. Hayes, Birdcage and other high homogeneity
RF coils for whole body magnetic resonance, The
Encyclopedia of Nuclear Magnetic Resonance, eds.
D.M. Grant and R.K. Harris, John Wiley & Sons,
1996, Vol. 2, pp 968–974.

30. J. Tropp, J. Magn. Reson., 1989, 82, 51–62.

31. J. Tropp, J. Magn. Reson., 1997, 126, 9–17.

32. J. Tropp, Concepts Magn. Reson., 2002, 15, 177–188.

33. M. C. Leifer, J. Magn. Reson., 1997, 124, 51–60.

34. J. Tropp, J. Magn. Reson., 1991, 95, 235–243.

35. (a) S. Crozier, K. Luescher, L. K. Forbes, and D. M.
Doddrell, J. Magn. Reson. Ser. B., 1995, 109, 1–11;
(b) S. Crozier and D. M. Doddrell, RF Resonator for
NMR, U. S. Pat. 5,642,048, 1997.

36. T. de Swiet, W. H. Wong, M. Romo, J. Finnigan,
and S. Burns, NMR Resonators Optimized for High
Q Factor, U.S. Pat. 6,667,674, 2003.

37. W. H. Wong and S. Sukumar, In Presented at 8th
ISMRM. Poster 1399, Denver, 2000.

38. J. Dazai, N. A. Bock, B. J. Nieman, L. M. Davidson,
R. M. Henkelman, and X. J. Chen, Magn. Reson. Med.,
2004, 52, 709–715.

39. C. M. Collins, W. Liu, J. Wang, R. Gruetter, J. T.
Vaughan, K. Ugurbil, and M. B. Smith, J. Magn.
Reson. Imaging , 2004, 19, 650–656.

40. G. Bogdanov, G. Kueppers, J. A. King, and C. F.
Ferris, In Presented at the 9th ISMRM. Poster 1093,
Glasgow, 2001.

http://www.dotynmr.com/PDF/OptiMAS_ENC05.pdf
http://www.bme.ufl.edu/documents/edison_research_article2_research.pdf
http://www.cst.de
http://www.bme.ufl.edu/documents/edison_research_article2_research.pdf
http://www.dotynmr.com/PDF/KNE_SML.pdf
http://www.dotynmr.com/PDF/OptiMAS_ENC05.pdf
http://www.bme.ufl.edu/documents/edison_research_article2_research.pdf
http://www.bme.ufl.edu/documents/edison_research_article2_research.pdf


258 Special Purpose Coils

41. G. Bogdanov and R. Ludwig, Magn. Reosn. Med.,
2002, 47, 579–503.

42. F. D. Doty, G. Entzminger, Z. Rafique, L. Holte, and
T. Welsh, In Presented at the ENC. Asilomar, 2002,
http://www.dotynmr.com/PDF/RFLC .pdf.

43. F. D. Doty, N. Laws, L. Holte, J. P. Staab, J. Zempel,
and J. R. Garbow, In Presented at the 11th ISMRM,
Toronto, 2003.

44. F. D. Doty, G. Entzminger, J. P. Staab, J. D. Gravel,
and H. D. Plant, Presented at the 44th ENC, Savannah,
April, 2003.

45. M. Alecci and P. Jazzard, Magn. Reson. Med., 2002,
48, 404–407.

46. Y. Z. Wadghiri, A. Schneider, E. N. Gray, O. Aristiz-
abal, D. H. Turnbull, and D. E. Gutstein, Presentation
# 18, at the 14th ISMRM, Seattle, 2006.

http://www.dotynmr.com/PDF/RFLC_.pdf


Chapter 22
Millipede Coils

Ernest W. H. Wong
Agilent Technologies, Santa Clara, CA 95051, USA

22.1 Introduction 259
22.2 Millipede Coils 260
22.3 Spiral Millipede Coils for Multifrequency

Probes 263
22.4 Low-Magnetic-Susceptibility Millipede

Coils 265
22.5 Additional Information 267

References 267

22.1 INTRODUCTION

As animal models have profoundly transformed
biomedical research in the last decade, small animal
MRI has become an essential tool in preclinical
studies. A small animal MRI system includes a
high-field superconducting magnet with magnetic
field strength as high as 16 T. The magnet bore
size, however, is only 200–400 mm, which is much
smaller than that of a human whole-body MRI
magnet. A picture of a typical small animal MRI
magnet is shown in Figure 22.1.

Inside a small animal MRI magnet bore, a
high-duty-cycle gradient coil is required for
high-resolution imaging. A typical small animal MRI
gradient coil has a gradient strength of 100 G cm−1

and an inner diameter between 60 and 260 mm. The
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Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

smaller the gradient coil inner diameter, the higher
is the gradient strength.

A radio frequency (RF) resonator is positioned in-
side the gradient. It transmits RF power to an animal
sitting inside the resonator and detects NMR signals
from the animal. A typical mouse resonator requires
an inner diameter of 30–40 mm. Therefore, the spac-
ing between the inner and the outer diameter of an RF
resonator can be as small as 10 mm. Limited space
is a major challenge in small animal RF resonator
design.

Also, a small animal has a much smaller physical
size than a human. The voxel dimension in a typical
small animal imaging experiment is only 0.15 mm3.
To detect NMR signals from such a small voxel, the
RF resonator must be extremely sensitive. Circular
polarization detection,1 which increases the sensitiv-
ity by 40%, is necessary. Finally, a small animal may
occupy up to 90% of the space inside an RF resonator
for higher filling factor. As the result, a resonator with
a uniform RF profile over the entire sample space is
highly desirable.

Limited space, high sensitivity, and a large volume
with RF homogeneity are the three major challenges
in small animal RF resonator design. Small-sized
birdcage resonators were initially constructed to meet
these challenges.2 However, they are difficult to
build.3 A small variation in chip capacitor values or
their positioning can cause a large distortion in the
circuit symmetry and poor RF homogeneity will re-
sult. Even when a perfect small-sized 16-leg birdcage
resonator is built, the region of intrinsic RF homo-
geneity is only 75% of the sample space.
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Figure 22.1. A typical 210 mm bore superconducting
magnet for small animal MRI.

To improve small birdcage resonator design, chip
capacitors must be eliminated and more legs should
be added to the birdcage resonators. In this chapter,
we introduce a new type of birdcage resonator design,
which has hundreds of legs in a resonator and is opti-
mized for small animal imaging applications. Since a
100-leg birdcage resonator does not look like a bird-
cage anymore, we decided to call it by a different
name: the millipede coil.4

The basic circuit properties of a millipede coil are
discussed in the next section. It is followed by a
description of spiral millipede coils used in multifre-
quency probes. Then, a special type of low magnetic
susceptibility (low-μ) millipede coil is introduced.
These coils are particularly useful in the construction
of microimaging probes and high-resolution spec-
troscopy probes.

22.2 MILLIPEDE COILS

It is assumed that the readers are familiar with the
basic design principles of conventional RF coils and
birdcage resonators. Readers who wish to get more
information in these topics may find Refs 5–7 use-
ful. In this section, we will emphasize the differences
between a millipede coil and a regular birdcage res-
onator. Although the basic circuit principles of a

(a) (b)

Figure 22.2. A 16-leg birdcage resonator (a) and a 200-leg
millipede coil (b).

millipede coil are similar to those of a birdcage res-
onator, their physical appearances are very different.
Figure 22.2 shows a picture of a 16-leg birdcage
resonator (a) and a millipede coil (b). The birdcage
resonator has 16 legs (elements), while the millipede
coil has 200 legs. The birdcage resonator has 32 chip
capacitors soldered on the top and the bottom rings,
whereas there are no chip capacitors attached to the
millipede coil.

In addition to the appearance, there are some
major design differences between a 16-leg birdcage
resonator and a 200-leg millipede coil.

22.2.1 Inductance

The resonance frequency of a resonator depends
on its inductance and capacitance. The effective
inductance of a birdcage resonator is the sum
of the self-inductance of the elements and the
mutual inductance between the elements.8 In
birdcage resonators, the gaps between the elements
are large and only the mutual inductances from
the nearest neighbors have to be considered.
Also, the values of the mutual inductance are
small compared to those of the self-inductance.
The effective inductance is dominated by the
self-inductances.

In millipede coils, on the other hand, the elements
are very close to each other. As a result, the
values of the mutual inductances are large and the
mutual inductances from far away elements are
not negligible. Thus mutual inductance becomes a
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significant portion of the effective inductance. This
means that both the overall physical dimension of
the coil and the detailed arrangement of the elements
are equally important in millipede coil design. This
design approach is opposite to that of the transverse
electromagnetic (TEM) resonator where the mutual
inductances between elements are minimized.9

Readers who are familiar with the birdcage res-
onator design will be aware that a birdcage resonator
with N elements will have N /2 pairwise degenerate
modes. Similarly, a millipede coil with 200 elements
will have 100 pairwise degenerate modes. That means
a large number of resonance modes in a resonator.
Fortunately, if we use the low-pass design,5 only the
most homogeneous mode, the m = 1 mode, has to be
considered and it has the lowest resonance frequency.
The higher order modes are spaced out to higher fre-
quencies because of the large mutual inductances in
a millipede coil.

22.2.2 Capacitance

The capacitors of a millipede coil are built into its
structure. No additional chip capacitors are required.
In Figure 22.3, the so-called interdigital capacitor
design is shown. The capacitors are made out of
hundreds of fine metal strips extending from the top
and the bottom rings. They are interdigitally arranged
and form a capacitance in between. The value of
the capacitance depends on the gap between the
adjacent strips and the length of their overlap. It also
depends on the dielectric constant of the substrate
on which the metal strips are formed. The desired
resonance frequency can be achieved by adjusting
the capacitance during the design cycle.

The interdigital capacitor is one type of highly
distributed capacitor. Its electric fields are spread
out all over the coil. As the result, the risk of
electrical arcing is reduced. Furthermore, the widths
and the gaps of the conductive strips are so small in
comparison with the coil radius that the stray electric
fields do not extend to the sample space. This results
in a smaller frequency shift when a sample is loaded
and a lower dielectric loss from the sample.

Another interesting point about the design shown
in Figure 22.3 is that the conductive strips of the
interdigital capacitor are the inductive elements
of the coil as well. These space-efficient elements
allow us to populate hundreds of them on a small
cylindrical surface.

B0

Figure 22.3. A millipede coil with interdigital capacitance
design. The capacitors are built into its structure. The
millipede coil axis is aligned with the direction of static
magnetic field B0.

22.2.3 Resistance and Quality Factor Q

The cross-sectional area of a single conductive strip is
small, so its resistance is relatively large. Fortunately,
in the millipede coil design there are hundreds of
these elements arranged in parallel. The effective
resistance is then reduced by an order of magnitude.
It should be noticed that the reduction of the effective
resistance depends on the current profile. The current
profile of a millipede coil is a single sinusoidal
function for the m = 1 mode, which is the same as
that of a birdcage resonator.

Another possible source of coil resistance is the
dielectric loss from the substrate. Low-loss dielectric
substrates, such as Duroid 5880 (Rogers Corporation,
Chandler, AZ, USA), are used to minimize this type
of loss. A millipede coil usually has a quality factor
(Q) in the order of 100’s, which is high enough for
most small animal applications.

22.2.4 Power Handling

A small animal imaging system is usually equipped
with a kilowatt RF amplifier. Although a millipede
coil is so efficient that it does not require a kilowatt
of power to operate, preventing the RF coil from
being burned out accidentally by the kilowatt
amplifier is an important engineering task. Millipede
coils are designed with hundreds of current paths in
parallel so that the ohmic heating is spread out over
the entire coil. This design maximizes the surface
areas for heat radiation.
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Also the capacitive elements are arranged in series
with respect to the voltage drop. Even though the gaps
between the conductive strips are small, the voltage
drops across them are small too. This reduces the risk
of arcing.

22.2.5 B0 Homogeneity

The B0 homogeneity is also referred to as the
magnetic field homogeneity. Millipede coils have no
chip capacitors in their construction. This removes a
major source of magnetic susceptibility artifact. It is
also worth pointing out that millipede coils have a
high degree of cylindrical symmetry. This coil ge-
ometry is very favorable for high magnetic field ho-
mogeneity, as pointed out by Howard Hill.7

22.2.6 B1 Homogeneity

B1 homogeneity is also referred to as the RF
homogeneity. With hundreds of legs, millipede coils
exhibit an extraordinarily high RF homogeneity.10

In Figure 22.4, an image of a mineral oil phantom
obtained with a millipede coil is shown on the
right and an image of a similar phantom obtained
with a birdcage resonator is shown on the left for
comparison. It is obvious that the RF shading on
the edges of the image obtained with the birdcage

resonator does not appear on the image obtained
with the millipede coil. Even with a larger diameter
phantom, the RF profile is uniform over the entire
sample space in a millipede coil.

22.2.7 Filling Factor

Because of the excellent shading-free RF profile in
millipede coils, samples can be placed very close to
the inner diameter of the coils. This will increase the
filling factor. As we know, the sensitivity is directly
proportional to the filling factor.11 Maximizing the
filling factor will have a positive impact on the
sensitivity.

Also, readers may notice that the millipede coil
shown in Figure 22.3 looks like an assembly of two
Faraday shields pointing to each other. When the
coil is the Faraday shield itself, we do not need an
additional electric field shield between the coil and
the sample.

22.2.8 Sensitivity

In addition to their Q and filling factor, millipede
coils can also be driven in circular polarization, or
the so-called quadrature detection, to maximize the
sensitivity. Similar to birdcage coils, millipede coils
have two degenerate modes, which can be used for
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Figure 22.4. Axial spin-echo images of mineral oil phantoms obtained with a millipede coil (b) and a birdcage resonator
(a). The lines in the middle of the images indicate the cross-section positions, and the top of the images show the cross-section
intensity profiles.
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quadrature detection. The benefits of quadrature de-
tection are to increase the sensitivity by a factor of

√
2

and to reduce the excitation power by a factor of 2.1

Increasing the number of elements in millipede
coils can improve the coil efficiency, the B1/I ratio,
as illustrated by Joel Mispelter et al.12 However, the
B1/I ratio is not a strong function of the number of
elements. Also, increasing the number of elements
will decrease the cross section of each element, so
its benefit in sensitivity is not completely certain.

22.2.9 Tuning and Matching

Similar to birdcage resonators, millipede coils have
narrow frequency tuning ranges. However, unlike
birdcage resonators, millipede coils cannot be tuned
by changing a single chip capacitor. To tune a
millipede coil, a movable metal ring is placed over
the coil such that the capacitance or the inductance
of all elements can be changed simultaneously.13

This tuning method also preserves the cylindrical
symmetry of the coil.

Conventional matching methods used in birdcage
resonators can be applied to millipede coils. Both
capacitive coupling and inductive coupling are
effective.

22.2.10 Manufacturability

Millipede coils are constructed with low-loss,
flexible circuit board materials. The circuit pattern
can be produced by standard etching methods. This
manufacturing method removes the variations asso-
ciated with chip capacitors. As the result, millipede
coils can be easily reproduced. We have successfully
built several batches of 20 identical millipede coils
for multi-mouse coil array applications.14 Within
each of these coil arrays, millipede coils must be
identical to a very tight specification. It would be
a nightmare if we chose to use chip capacitors to
construct these coil arrays.

22.2.11 Limitations

Millipede coils are subjected to dielectric resonance
effects and the so-called field focusing effect at
high magnetic fields with electrically conductive

samples.15 Fortunately, a typical mouse millipede coil
has a diameter of only 30–40 mm. The dielectric res-
onance effect and the field focusing effect are not
significant for proton signals up to 9.4 T (400 MHz).

Millipede coils are not suitable for double tun-
ing. There are just too many elements and resonance
modes in these coils. Nevertheless, it is possible to
build multifrequency probes using millipede coils to
take the advantage of their wonderful properties. In
the next section, we shall discuss the methods of
building multifrequency probes with several milli-
pede coils.

22.3 SPIRAL MILLIPEDE COILS FOR
MULTIFREQUENCY PROBES

Multituned birdcage resonators are often used
in multifrequency imaging probes because of
their excellent RF homogeneity. Many multituned
birdcage resonator designs have been reported in the
literature.16,17 Double-tuned birdcage resonators use
twice the number of lumped-element components
to double-tune each leg such that two m = 1
modes result at the sample space simultaneously.
Unfortunately, this approach is not practical for
millipede coils, which have hundreds of legs.

There is, however, another approach for double
tuning: the concentric coils approach. Two indepen-
dent RF coils, one with a larger diameter than the
other, are positioned concentrically to produce uni-
form RF field at the sample space simultaneously.
This approach works well when the interactions be-
tween the two concentric coils are small. In the case
of linearly polarized coils, the interaction can be min-
imized by carefully positioning two concentric coils
orthogonally. However, millipede coils are circularly
polarized coils, and both radial orthogonal directions
are occupied by their two degenerate modes. It is
therefore not possible to sufficiently reduce the in-
teraction between two concentric millipede coils by
carefully positioning them. A new way to arrange the
concentric millipede coils orthogonally is needed, as
described below.

22.3.1 The Spiral Millipede Coil

First, we have to introduce a new type of millipede
coil: the “spiral millipede” coil. Spiral millipede coils
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have helical legs shown in Figure 22.5. The conduc-
tive legs starting from the top conductive ring spiral
down on a cylindrical surface toward the bottom
conductive ring. The conductive legs starting from
the bottom conductive ring spiral up on the same
cylindrical surface toward the top conductive ring.
Both sets of spiral conductive legs form an interdig-
ital capacitor between the top and the bottom rings.
The angle by which the conductive legs rotate be-
tween two rings will be hereinafter referred to as the
“twist angle”. The twist angle for a millipede coil of
the straight kind, as shown in Figure 22.3, is zero.
The twist angle of the spiral millipede coil shown
in Figure 22.5 is 2π. The twist angle of a millipede
coil of a spiral kind may be either positive or neg-
ative, depending on the direction of the spiraling of
the legs.

Spiral millipede coils have similar electrical prop-
erties as those of the straight millipede coils. The
only difference is the directions of the RF fields that
they produce. Since the RF currents in spiral milli-
pede coils flow along the conductive legs, which are
spiraling along the coil, the RF fields generated by
the RF currents are also spiraling along the coil. In
other words, the RF fields of a spiral millipede coil
have their directions rotate around the central axis

(a) (b)

Figure 22.5. A spiral millipede coil with hundreds of
elements, twisted by an angle of 2π, is shown in (a). A
single element showing the angle of 2π twists is illustrated
in (b) for clarity.

along the coil. This RF profile is substantially differ-
ent from that of a millipede coil of the straight kind,
whose RF fields remain in one direction along the
coil.

22.3.2 Inductive Transparency between a
Straight and a Spiral Millipede Coil

These spiral millipede coils provide excellent options.
When a spiral millipede coil, such as that shown in
Figure 22.5, is placed concentrically over a straight
millipede coil, their inductive interaction disappears;
i.e., their mutual inductance is zero or they are
“inductively transparent”. The only restriction is that
the RF window lengths of the two coils, i.e., the dis-
tances between the top and the bottom rings, have to
be identical and have to be aligned. This phenomenon
can be explained in the following way.

The reason for two coils to interact with each other
is that the magnetic field generated from the first coil
will induce a nonzero emf in the second coil. If the
total induced emf is reduced to zero, the two coils
will be inductively transparent. A spiral millipede
coil generates rotating RF fields along the coil. A
concentric straight millipede coil with the same RF
window length will capture the entire rotated RF
fields. Since the twist angle of the spiral millipede
coil is 2π, the sum of the entire rotated RF fields
will be zero and no net emf will be induced in the
straight millipede coil. The result is that a straight and
a 2π spiral millipede coil are inductively transparent.

To extend the concept, if the twist angle of a spiral
millipede coil is 4π, the sum of its entire rotated
RF fields captured by a straight millipede coil is
also zero. So, properly placed straight and 4π spiral
millipede coils are also inductively transparent. In
fact, any spiral millipede coil with a twist angle equal
to an integral multiple of 2π will be inductively
transparent to a straight millipede coil. This includes
negative integers, in which case the spiral millipede
coil is rotating in the opposite direction.

One immediately realizes that a 2π spiral millipede
coil is orthogonal not only to the straight millipede
coil but to a −2π spiral millipede coil as well. In
fact, any two spiral coils with twist angles differing
by an integral multiple of 2π are orthogonal to each
other. This phenomenon introduces a new orthogonal
dimension so that theoretically the number of con-
centric orthogonal coils that can be put together will
no longer be 2 but infinite.18
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22.3.3 Multifrequency Probes

To build a multifrequency millipede probe, one can
place a 2π spiral millipede coil concentrically over
a straight millipede coil and place a −2π spiral
millipede coil outside the assembly, as shown in
Figure 22.6. The m = 1 mode of each coil can
be tuned to the same frequency for a coil array
or to different frequencies for a multifrequency
probe.

In this design, the circular polarization detection
capability of each coil is preserved. Since all coils
are independent of each other, they can be de-
signed separately. When they are placed together,
their original frequencies are maintained. This prop-
erty makes this design approach very attractive.
To build a multifrequency probe, we only have to
design several singly tuned coils and place them
together.

Figure 22.6. A triple-tuned millipede coil assembly is
shown. It contains an inner straight millipede coil and two
outer spiral millipede coils with twisted angles of 2π and
−2π. These three millipede coils are inductively transparent
to each other. The design also preserves the quadrature
detection capability of each coil.

The limitation of this design is that only the inner-
most coil has the optimum filling factor. The outside
coils have lower filling factor and Q. So it is not rec-
ommended to have more than three layers of coils in
practice. Although the coils are inductively transpar-
ent, they can have capacitive interactions. To reduce
the capacitive interactions, the coils should be sepa-
rated by an adequate spacing. This further reduces the
filling factor of the outer coils. So the most sensitive
channel has to be the innermost coil.

Although this spiral coil concept was developed in
millipede coils,19 it can be applied to different volume
coil structures such as saddle coils and birdcage
resonators.

22.4 LOW-MAGNETIC-SUSCEPTIBILITY
MILLIPEDE COILS

Microimaging of tiny objects requires even smaller
coils to maximize the filling factor. Small coils are so
close to samples that the effect of coil magnetic sus-
ceptibility is always a major concern. As pointed out
by Howard Hill,7 there are two important methods to
minimize coil magnetic susceptibility artifacts: (i) the
geometry and symmetry and (ii) a careful choice of
materials. Millipede coils have high cylindrical sym-
metry. So all we have to do is to design a millipede
coil with low-μ materials for microimaging.

In Figure 22.7, a low-μ millipede coil assembly is
shown. This low-μ millipede coil is made out of two
parts: the top half and the bottom half. Both halves
have many conductive strips extending out from a
conductive ring and they are machined from low-μ

Figure 22.7. A low-μ millipede coil design.
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Figure 22.8. The image in (b) is a cross section taken from a grape. A 1 mm3 region of interest was specified for the
localized spectroscopy experiment. The water-suppressed high-resolution spectrum is shown in (a). The bandwidth of the
(Gaussian) water suppression pulse was set to 40 Hz so that the anomeric proton signals can be resolved. Only the linear
gradient was used for shimming.

materials. The top half has a larger diameter and it is
inserted into the bottom half, with an insulated tube
in between. The conductive strips from both halves
form the capacitance of the coil and the resonance
frequency depends on the amount of the overlap of
the conductive strips. The circuit principles of these
low-μ millipede coils are identical to those of the
regular millipede coils, so the advantages of the RF
homogeneity and sensitivity follow.

22.4.1 Low-μ Millipede Coils for
Microimaging Probes

A small-diameter microimaging probe with a low-μ
millipede coil was evaluated.20 Excellent magnetic
field (B0) and RF field (B1) homogeneity were
achieved. In Figure 22.8, the result of a demanding
localized spectroscopy experiment using the low-μ
millipede coil is shown.

22.4.2 Low-μ Millipede Coils for
High-resolution Liquid Probes

The use of a low-μ millipede coil in a high-resolution
liquid probe was first reported at ENC 2003.21 A
500 MHz, 5 mm triple-resonance (1H/13C/15N) pulse
field gradient (PFG), high-resolution probe, such as
the one shown in Figure 22.9, was demonstrated. In

Figure 22.9. A triple-resonance (1H/13C/15N) PFG
high-resolution liquid probe with a low-μ millipede coil.

this triple-resonance probe, a straight low-μ millipede
coil tuned to the 1H frequency was located in the
middle, and a spiral saddle coil with a 2π twist angle
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was placed outside the millipede coil. The spiral
saddle coil was multiply tuned to the 13C and 15N
frequencies. A PFG was also added to the probe to
make it a fully loaded high-resolution spectroscopy
probe. Multidimensional spectroscopy experiments
were performed with this triple-resonance probe and
excellent results were achieved.

22.5 ADDITIONAL INFORMATION

In this chapter, we have described the millipede coil
design with interdigital capacitors in detail. There are
other millipede coil designs as well.4 Each of them
has its own advantages and disadvantages. But all of
them show excellent RF homogeneity as a result of
their large numbers of legs.

Although millipede coils can be actively
decoupled,22 using such a coil as a transmit-only
coil does not offer much advantage over a birdcage
resonator. For a transmit-only coil, only the RF
homogeneity at the very center is important. Also,
the sensitivity performance is solely dependent on
the receive-only coil.

Low-μ millipede coils have shown promise in
microimaging and high-resolution probe applica-
tions. A low-temperature version of these low-μ
millipede coils has been proposed.23 Even a super-
conducting millipede coil, which is made out of a
high-temperature superconductor, has been studied.24
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23.1 INTRODUCTION

The precession of the bulk nuclear magnetic moment
immediately following a radiofrequency (RF) pulse
is most easily detected by the transient RF voltage
it induces in a surrounding receiving coil. The fac-
tors governing the strength of that signal and of its
accompanying random noise are the subject of many
reviews in the Encyclopedia of Magnetic Resonance,
and papers elsewhere. However, far less is published
on how faithfully to record the signal and its ac-
companying noise, in a computer or other electronic
device, with negligible distortion, minimal loss of
signal-to-noise (SNR), and no spurious interference.
This is not a trivial task, and the difficulties spring
from three primary sources: (i) The massive disparity

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

in the RF pulse and signal amplitudes leading to
amplifier overload, recovery, and safety problems;
(ii) The high frequency of the NMR signal (up to
1 GHz); and (iii) The signal’s large potential dynamic
range (up to 106)—from less than the noise (typ-
ically a fraction of a microvolt) to a fraction of a
volt depending on the experiment in question. A vi-
sualization of some of these problems is shown in
Figure 23.1.

Digital recording is, of course, the function of an
analog-to-digital converter (ADC), but at the time of
writing (2011), no ADC can cope with the above
specifications, as high sampling frequencies are gen-
erally accompanied by poor resolution. Increasing
the data sampling frequency, via Nyquist’s sampling
theorem,1 admits a greater bandwidth Δf and this,
in turn, passes more noise and therefore diminishes
signal dynamic range and the required ADC reso-
lution. However, this positive factor is usually no
match for the rapid loss of ADC SNR and resolu-
tion (actual number of bits, or more likely effective
number of bits, taking all sources of error into ac-
count) that accompany increased sampling frequency
in the RF range. Thus, if the noise has a flat fre-
quency spectrum, there is a broad optimum in the
data sampling rate, which, from a cursory survey of
the 20 011 ADC literature,2 appears currently to be
in the region of 200 MHz with a 16 bit converter.
The solution to the problem of recording higher fre-
quencies is to reduce electronically the NMR signal’s
frequencies, in the past even to the point of creating
audio frequencies by subtraction of the transmitter
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Figure 23.1. A commented flow diagram of a modern, multinuclear NMR heterodyne receiver. A digitized signal may
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frequency—so-called baseband detection. Thus the
primary purpose of this chapter is to describe in some
detail the factors affecting the design of the ana-
log electronic device—the NMR receiver—that per-
forms this task while retaining the high fidelity men-
tioned above. We shall also briefly consider some of
the factors associated with digital signal processing.

For convenience, we shall split the receiver anal-
ysis into blocks in a manner that is traditional, and
one design among the many possibilities is shown
in Figure 23.1. However, it should immediately be
realized that electronic components are no respecter
of such partitioning and that similar defects, compro-
mises and analytical techniques may be applicable
throughout. Further, in the final analysis, the receiver
must be viewed as an entity, for the design of one part
is never entirely independent of the others. With these
points in mind, we begin by looking in detail at the
first active device the signal and noise encounter hav-
ing left the receiving coil—the preamplifier. We then
turn more briefly to other sections of the receiver, as
many of their issues will already have been discussed.

23.2 PREAMPLIFICATION

Key Specifications
Noise figure; optimum source impedance; gain; re-

covery time; stability; bandwidth; input impedance;
group delay; magnetic field immunity and compati-
bility; distortion; power.

23.2.1 Noise Figure

Any electronic manipulation (amplification,
frequency-changing, etc.) adds unavoidable noise
(random voltages) to the signals emanating from the
probe receiving coil. Noise should not be confused
with electromagnetic interference (EMI), which
can also easily be added to the signal but which
originates from outside the NMR system and is
usually manmade. Like any other electrical signal,
noise can be spectrally analyzed. Consequently,
it is sometimes assigned a frequency dependence
(1/f , etc.) or a color (pink, blue, etc. in analogy
to the visible spectrum) on the basis of the slope
of its spectrum.3,4 However, in the vast majority
of RF applications, noise is “white” over the
frequency range of interest; in other words, its
power spectrum is flat and, unless otherwise stated,

whiteness is assumed here and in the literature.
When such noise is from a passive object (e.g., an
NMR probe) it is commonly known as Johnson
noise.5,6 Johnson noise usually originates from the
interaction of carrier electrons with the randomly
vibrating atoms in a conductor (electron–phonon
interaction), but also, in a biological MR or MRI
experiment, from the Brownian motion of the
electrolytes in the sample. As random motion is
a measure of temperature, it is not surprising that
there is a linkage between noise, temperature, and
the electronic element—resistance—that generates
heat when current flows. Indeed, Johnson noise is
sometimes known as thermal noise. This linkage
is formally expressed in the fluctuation-dissipation
theorem7 and the ensuing Nyquist formula6

NS =
√

4κTSRSΔf ≡ β
√
RS (23.1)

where NS is root mean square noise voltage, κ is
the Boltzmann constant, TS is the source temperature
in kelvin, RS is its resistance in ohms, and Δf is
the bandwidth in hertz of the measuring device. The
constant β is introduced for brevity in later use. Thus
in a bandwidth of 1 kHz, a 50� resistance at “room
temperature” (290 K is the usual definition in elec-
tronics theory—the species ingeniarius electronicus
originated in northern climes prior to the advent of
central heating) generates roughly 28 nV of noise,
and this is the noise we should expect over a 1 kHz
bandwidth about the Larmor frequency ω0 from any
NMR probe that has been matched to 50�. This is
a remarkably small voltage, and it is a testament to
the quality of modern transistors that such a voltage
can be amplified with the addition of very little extra
noise.

The majority of preamplifiers used in NMR
(though not necessarily in MRI with receive-only
coils—see Section 23.2.9) are designed for com-
patibility with standard 50� coaxial cable: it is
then tacitly assumed that the signal source has an
impedance Zs of 50� resistive—for example, a
probe tuned and matched to 50�—and we shall
ultimately assume likewise. (The other standard,
used mostly in communications, is 75�.) However,
it should not be assumed that a “50� preamplifier”
has input and output impedances of 50�—quite
the contrary is often true, and indeed there are
advantages to having an input impedance radically
different from 50�, as will be shown below. To
understand this assertion, an examination of the
role of the preamplifier in signal reception must
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begin with a reputable electrical model of its first
transistor. Various models are available, but that of
Figure 23.2(a) is simple yet reasonably accurate at
radio frequencies.8 Its main defect is that it ignores
Cbc, the base-collector or gate-drain capacitance.
(The model can also be used with field effect
transistors.)

In the figure, a signal source of impedance ZS =
Rs + jXs(j = √ − 1) is connected to the base of a
bipolar transistor operating in common-emitter mode.
The signal itself is a voltage VS, while the Johnson
noise NS associated with the real part RS of the
source impedance is given by equation (23.1) above.
The reactive part of the impedance is Xs. Of key
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Figure 23.2. Modeling transistor noise, noise matching, and current blocking. In (a), a common equivalent transistor
noise circuit is shown, and it is used in the text to prove that the source impedance must be transformed to a value Vn/In

to optimize the noise performance. In (b), common lumped element �-transformation networks are shown while in (c), a
model for minimization of probe current during signal reception is given.



Receiver Design for MR 275

importance in the model is the relationship of RS not
only with noise NS but also with the signal voltage
VS. It is assumed, as shown, that the source actually
includes a lossless impedance transformation of some
sort, and in such a transformation, by the principle of
conservation of energy, V 2

S /RS must be a constant.
For example, with a conventional 50� source of
EMF ξ , V 2

S /RS = ξ 2/50; with an NMR receiving
coil with induced free induction decay (FID) voltage
ξ and effective coil resistance rc, V 2

S /RS = ξ 2/rc.
Thus, for calculative purposes, we let

VS = ξ0

√
RS (23.2)

where ξ0 is a normalized EMF. Note that the source
SNR VS/NS remains constant under such a loss-
less impedance transformation, again by virtue of the
principle of conservation of energy. In the following
calculations, resistance RS will be the primary vari-
able; the reactive portion XS of the source impedance
varies in a manner that is dependent on the details of
the transformation, but at any particular frequency it
can always be forced to a particular value, notably
zero, by the addition of capacitance or inductance.
(Note that capacitors and inductors generate noise
only to the extent that they have resistance.)

The transistor model itself (Figure 23.2a) has a
base input impedance Zb, which for the purposes of
modeling is considered noiseless. The noise in band-
width Δf is represented instead by a noise voltage
source Vn and a constant current noise source In,
and in practice, these sources may be lightly cor-
related. Then, across base impedance Zb is a voltage
Vb due to the signal Vs, its associated noise Ns, and
the transistor noise. The output of the transistor is
represented by a constant current source Ic = gmVb

in parallel with a noiseless collector impedance Zc,
and the amplified signal is passed on from this point
to the collector load, a second stage of preamplifica-
tion (q.v.), and thence the receiver chain. Here, gm is
the transconductance. We shall not consider Ic further
at the moment, relying instead on the proportionate
base voltage Vb as a measure of signal and noise.
Essentially, all quantities are being referenced to the
device input, which is a common ploy throughout
electronics.

Having set the scene, our goal now is to maximize
the SNR of the collector current (base voltage) by
optimization of source resistance Rs. We begin by

considering the signal ξb that is passed to the transis-
tor base. By potential division, it is

ξb = VS
Zb

Zb + ZS
= ξ0

√
RS

Zb

Zb + RS + jXS
(23.3)

Likewise, the source noise Ns suffers the same
change. Now, consider the noise at the transistor base.
This is more difficult to calculate. Consider first the
voltage Nb1 created by the transistor constant current
noise source applied to ZS and Zb in parallel. It is

Nb1 = In
Zb(RS + jXS)

Zb + RS + jXS
(23.4)

Now, consider the voltage Nb2 created by the tran-
sistor voltage noise Vn. It is

Nb2 = Vn
Zb

Zb + RS + jXS
(23.5)

If Nb1 and Nb2 were totally correlated, they would
add linearly; if they were uncorrelated, they would
add quadratically. Thus for partial correlation, we
may write for their combined voltages

N2
b12 = |Nb1|2 + |Nb2|2 + 2γ |Nb1| |Nb2| (23.6)

where γ is a correlation factor, ranging from 0 (no
correlation) to 1 (full correlation), which is dependent
both on the noise correlation and any phase differ-
ence. Finally, the source noise is uncorrelated with
the transistor noise and therefore adds quadratically to
the noise in equation (23.6) under all circumstances.
Summing, the mean square noise at the base is

N2
b =

(
ZbZb

∗

|Zb + RS + iXS|2
)
(β2RS + I 2

n

(
R2

S + X2
S)

+ V 2
n + 2γVnIn

√
R2

S + X2
S

)
(23.7)

Hence, from equation (23.3), the square of the SNR
Ψ at the transistor base is given by

Ψ 2 =
(
Sb

Nb

)2

= ξ 2
0RS

β2RS+I 2
n (R

2
S+X2

S)+V 2
n +2γVnIn

√
R2

S+X2
S

(23.8)

Importantly, note that the base input impedance of the
transistor has dropped out of the equation. When there
is no correlation (γ = 0), Ψ 2 is easily maximized by
differentiation with respect to RS and XS, and we ob-
tain the well-known result for so-called optimal noise
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matching: RS = Ropt = Vn/In and XS = 0. Equation
(23.8) for the SNR then reduces to

Ψ 2
opt =

(
Sb

Nb

)2

= ξ 2
0Ropt

β2Ropt + 2(1 + γ )V 2
n

(23.9a)

or equivalently and succinctly

Ψ 2
opt =

(
Sb

Nb

)2

= V 2
opt

N2
opt + N2

A

(23.9b)

where Vopt and Nopt are the signal and noise, re-
spectively, from the optimized source, and NA is the
effective noise from the transistor. For a perfect tran-
sistor, Vn = NA = 0, and so Ψopt = Ψmax = ξ0/β =
Vopt/Nopt. It may be shown that correlation has lit-
tle effect on the optimal values but, as shown in the
equation, it reduces the SNR. It is strongly empha-
sized that the optimal source resistance RS has little
or no connection with the input impedance Zb; it is
generally considerably less.

For unit bandwidth at a specified frequency with
a source temperature TS = T0 = 290 K (in practice,
room temperature), the ratio

F ′
A = Ψ 2

max

Ψ 2
opt

= 1 + 2(1 + γ )V 2
n

4κT0Ropt
≡ 1 + N2

A

N2
opt

(23.10)

is known as the spot noise factor. Its value in decibels
F = (10 log10 F

′) is known as the spot noise figure.
A good low-noise RF transistor has a noise figure less
than 1 dB once the source impedance has been trans-
formed to optimal resistance Ropt; in other words, it
then degrades the available SNR by less than 12%.
Occasionally, the noise figure is expressed as an ef-
fective device noise temperature

TA = 2(1 + γ )V 2
n

4κRopt
(23.11)

The square of the noise factor is then 1 + TA/T0,
and the total noise is as if from a source of resistance
Ropt at temperature TA + T0. A device having a noise
figure of 1 dB has an effective noise temperature of
75 K. (Note that noise factor can also be defined as
the square root of F ′. However, in recent years, this
usage has become less common. It is also common
to see SNR defined as a power ratio—the square of
Ψ . However, we remain here with the conventional
NMR definition.)

23.2.2 Device Selection and Source
Transformation

It was assumed in the above analysis that a
lossless impedance transformation changed the
source resistance RS to the optimal value Ropt.
A lossless transformation is, of course, a fiction,
but it is emphasized that one must strive for a
superb transformation if an excellent noise figure
is to be obtained. For low-noise bipolar transistors,
Ropt is generally in the range 50–300�, while for
metal-oxide-semiconductor field-effect transistor
(MOSFETs) of various types, Ropt is considerably
larger, being typically in the range 400� to several
kilohms. As a rough rule, the higher the frequency,
the smaller the value of Ropt. If the source resistance
is 50�, then by selecting a bipolar transistor (or two
in parallel) for which Ropt = 50 �, no transformation
is needed and a broadband preamplifier may be
constructed. However, the author’s experience is
that broadband designs rarely give excellent noise
figures, perhaps because the noise contribution from
the second stage of amplification (see below) can
rarely be optimized.

The selection of a suitable transistor depends on a
number of factors. Below roughly 20 MHz, Ropt for
a MOSFET is so large that to obtain an excellent
impedance transformation from 50�, the inductor
that must be part of the transformation network may
have to be excessively large physically so to have
an adequate quality factor. Its large reactance will
also limit the bandwidth rather severely. On the other
hand, at such low frequencies, many bipolar transis-
tors are beginning to exhibit flicker noise (1/f noise,
pink noise4) that degrades the noise figure. Flicker
noise is a low-frequency phenomenon probably as-
sociated with carrier generation and recombination9

during direct current flow. Turning to the high end of
the NMR frequency spectrum, MOSFETs may also
be proscribed if the preamplifier is to sit in a high
magnetic field. The definition of “high” depends on
the construction technique of the MOSFET and the
semiconductor employed. As a general rule, silicon
MOSFETs are safe in most common NMR fields,
but devices with high electron mobility (HEMFETs,
GaAs, GaN, etc.) may exhibit considerable variation
of gain, noise figure, and optimal source impedance
with orientation in the field. Little is published on
this issue,10 and it is therefore important to check
performance in the field before settling on a particu-
lar transistor. At Larmor frequencies of hundreds of



Receiver Design for MR 277

megahertz and in fields of, say, 7 T, the author has
found that SHF (super high frequency, 3–30 GHz)
SiGe bipolar transistors (e.g., BFP 740) have excel-
lent noise figures (∼ 0.5 dB) with negligible field de-
pendence. However, bipolar transistors have slightly
inferior distortion (q.v.) characteristics in comparison
with MOSFETs.

Given that the NMR signal usually covers a very
limited frequency range, if, as is usual, Ropt >Z0 =
50 �, a simple (reverse) �-section network (see
Figures 23.2b and 23.3a) usually suffices to effect
the desired (narrow-band) impedance transformation.
Great care, however, must be taken to ensure that
the inductors and capacitors have the highest possi-
ble Q-factors. This generally precludes ferrite-based
inductors and, of course, if the preamplifier is to sit
in a magnetic field, their use is, in any case, for-
bidden. If a low-loss RF printed circuit board is not
used, it is advisable to mount components, includ-
ing the transistor base, “in the air”, either on small
Teflon standoffs or by using component leads. This
minimizes losses in the board dielectric. Even when
using a low-loss board, it may be advisable to remove
the ground plane below the components to reduce
parasitic capacitance.

23.2.3 Noise Figure Measurement

There are commercial instruments available for mea-
suring noise figure, but if the rest of the NMR re-
ceiver and computer are available, they can be used
to advantage, with a minimum of programming, as
a high-quality rms RF voltmeter. When the optimal
source resistance is unknown (e.g., the manufacturer
only specifies the transistor at, say, 2 GHz but the
noise performance looks wonderful), it is helpful
to invoke equation (23.7) and solder various resis-
tors RS across the transistor base-emitter junction
(AC-coupled, of course). We assume here that the
transistor is part of a functioning amplifier designed
for the purposes of testing. If we may assume that
RS << Zb and γ = 0, then equation (23.7) reduces
to

N2
b �

(
V 2

n + β2RS + V 2
n

R2
S

R2
opt

)
(23.12)

and, by fitting the curve of mean square noise ver-
sus source resistance Rs, Ropt can be approximately
found. (It is assumed that the reader is familiar with

RF construction techniques and that the parasitic in-
ductance and capacitance of RS are always mini-
mized.)

In a similar vein, one of the simplest and most
accurate ways to measure the noise figure is by
varying the temperature TS of the source. However,
of necessity, this implies that the source must be
some distance from the transistor and therefore that
well-shielded coaxial cable must be used. This in
turn restricts the source resistance to the charac-
teristic impedance Z0 of the cable, 50�, and an
impedance transformation to Ropt must therefore take
place within the preamplifier. Let room temperature
be TH in kelvin, giving recorded noise NH and let
the second temperature be TL kelvin, giving recorded
noise NL. (Liquid nitrogen is commonly used, in
which case TL = 77 K). Then, from equation (23.10)
it may be shown that

FA = 10 log10

(
1 − TL

TH

)
− 10 log10

(
1 − N2

L

N2
H

)
(23.13)

When using liquid nitrogen, the spot noise figure is
less than 1 dB when NH/NL is greater than 3.83 dB.
In making the measurement, ensure with the aid of a
network analyzer that both resistances, as measured
at the remote ends of their respective cables and at
their operating temperatures, are accurately Z0 and
that there is no chance of interference entering the
resistors, cables, or preamplifier. If the noise figure is
poor, the fault can lie in the preamplifier or anywhere
in the receiver chain. If the gain of the preamplifier
is normal and it originally had a good noise figure, it
is unlikely that the noise figure has degraded and the
cause should initially be sought elsewhere.

23.2.4 The Input Impedance and the Probe

The input impedance Zin of a well-designed
preamplifier is the first transistor’s base (gate)
impedance Zb modified by feedback through the
base–collector (gate–drain) capacitance and the
reverse action of the input transformation network,
as shown in Figure 23.2(c). If Zb were equal to
Ropt, then at the spot frequency of interest—the
Larmor frequency—Zin would equal Z0, normally
50�. However, we have seen that Zb is usually
considerably larger than Ropt. (Note, though, that
it is possible in advanced designs to set the input
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impedance with the aid of feedback.11) It has
been known for 40 years that the input impedance
is a parameter of considerable importance in
NMR, yet all too often it is ignored. With correct
utilization, it can, with no loss of SNR, speed
up ringdown of low-frequency probes,11 reduce
radiation damping,12,13 and block current in coupled
probes.14 As an example of its use, consider its
effect on radiation damping using the circuit of
Figure 23.2(c). We have introduced in the figure
an important extra variable: the length l of cable
between the probe and the preamplifier. At the
Larmor frequency, when the probe is matched
to 50�, the 50� cable maintains that source
impedance at the preamplifier input; however,
in the reverse direction, because the preamplifier
input impedance Zin is not 50�, that impedance is
transformed to a new value Z′

in at the probe.
Let the effective parallel input resistance of the

transistor be Rb(Rb = 1/Rl[1/Zb]). Then with the
action of the �-impedance transformation network of
Figure 23.2(b), the input impedance of the preampli-
fier may be shown to be

Zin = Z0

(
Ropt + jαRb

Rb + jαRopt

)
; α =

√
Z0

Ropt − Z0

(23.14)

The cable of length l transforms this impedance to
the new value

Z′
in = Z0

−Z0 + e4jπl/λ(Z0 + Zin) + Zin

Z0 + e4jπl/λ(Z0 + Zin) − Zin
(23.15)

where λ is wavelength in the line. Finally, at the
Larmor frequency, this impedance is in series with the
source—the 50� of the tuned and matched probe. Of
particular interest are the extrema of Z′

in. These are
real, are separated by δl = λ/4, and may be shown
to be RoptZ0/Rb and RbZ0/Ropt. Remembering the
source impedance Z0, the resulting powers absorbed
from the NMR system are

Wmin = V 2
S

Z0

(
1 + Ropt

Rb

) ; Wmax = V 2
S

Z0

(
1 + Rb

Ropt

)
(23.16)

and the ratio of the two powers is simply Rb/Ropt.
The absorbed power (and hence the amount of

“radiation” damping—a misnomer, see Ref. 13) is
clearly under the control of the circuit designer: one

chooses a transistor with a large ratio of effective par-
allel input resistance Rb to optimal source resistance
Ropt and then manipulates the cable length to mini-
mize the absorption. This phenomenon was observed
by scientists from the Perkin-Elmer Corporation in
Beaconsfield, UK, in the early 1970s; however, it is
not widely understood or employed. Note that the in-
put impedance Zin of the preamplifier depends not
only upon the transistor but also on the design of
the transformation network and it is not necessary,
as is sometimes claimed, for that impedance to be
very low for power reduction to be effective. All
that is important is that the (complex) impedance be
very different from the cable characteristic impedance
Z0 (scattering parameter |s11| ⇒ 1); correct choice of
line length then performs the appropriate transforma-
tion for minimal damping. It is emphasized that, in
radiation damping, it is power that is important and
the ratio of resistances Ropt and Rb is the determining
factor.

When minimizing total probe current in imaging,
as opposed to minimizing in-phase current for reduc-
tion of radiation damping, the details of the probe
and its matching affect the equation and each situ-
ation must be assessed on its merits. However, the
important variable is still the cable length l. In this
case, it is adjusted so that Z′

in is a (lossy) inductance
that resonates in parallel with matching capacitor Cm
to create a relatively high impedance.14

23.2.5 Stability and Neutralization

In passing, it is worth noting that over a small band-
width centered on the Larmor frequency, the mea-
sured noise from a rigorously shielded probe, tuned
and matched to 50�, should be the same as that from
a 50� source at the same temperature. (Remember
that the effective source temperature in biological
experiments may be 37 ◦C.) If it is not, and inter-
ference can be ruled out (disconnect the transmitter,
a potential source of noise), it is possible that the
preamplifier is oscillating—perhaps at a frequency
beyond the range of the measuring equipment. One
of the simplest checks for oscillation is to monitor the
direct current drawn by the preamplifier. If it changes
when a 50� load is disconnected, when the probe is
connected or when the length of line to the probe is
altered, oscillation is almost certainly taking place.

Considering first oscillation in the vicinity of the
Larmor frequency when a probe is attached, it must
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Figure 23.3. A preamplifier for use at a center frequency of 125 MHz is shown in (a). It employs an SHF bipolar transistor
which, regardless of orientation, functions normally in a field of 7 T with a noise figure ∼0.6 dB. Its gain is 30 dB with a
bandwidth ∼50 MHz and it employs direct coupling with feedback to speed recovery from overload and aid stability. The
classic method of DC stabilization shown in (b) results in long recovery times from overload and is not recommended.

be remembered that the latter only presents a resis-
tive impedance of 50� at one frequency—the Lar-
mor frequency. Away from resonance, the impedance
can be almost anything, and it therefore follows
that the preamplifier design must be uncondition-
ally stable—it must not oscillate under any source
and/or load conditions. Single-stage stability may be
assessed on the bench with a high degree of confi-
dence with the aid of a network analyzer and Rollett’s
stability criterion.15,16

K = 1 − s11s
∗
11 − s22s

∗
22 + |s11s22 − s12s21|2

2|s21s12|
(23.17)

If K > 1 over a large range of frequencies about that
of interest, the amplifier is unconditionally stable.
Here s11 etc., are the standard scattering parameters17

measured by a network analyzer. Instability is usually
caused by the base–collector (gate–drain) capaci-
tance Cbc providing a feedback path from collector
to base for the collector voltage Vc. A time-honored
method of cancelling the feedback over a limited
bandwidth is to generate the voltage −Vc (e.g., with a
tuned inverting transformer as a collector/drain load)
and feed this voltage back to the base via a sec-
ond capacitance CN = Cbc, a technique known as

neutralization.18 Capacitor CN is correctly adjusted
when a change in the collector load (caused by a ju-
diciously applied finger?) produces no change in the
transistor (preamplifier) input impedance.

Oscillation may occur at frequencies much greater
than the Larmor frequency, and there are two main
causes of such SHF oscillation: through air leak-
age and excessive gain. The high Q-factor induc-
tor in the input impedance transformation network
can act as a good antenna at SHF, receiving signal
from other portions of the preamplifier, and there-
fore, it should always be shielded, together with the
rest of the transformation network (see Figure 23.3a).
The author’s preferred shielding strategy is to bisect
the transistor with the shield wall, thereby isolating
the collector (drain) from the base (gate). If rigor-
ous shielding fails to quell SHF oscillation, the only
other solution is to reduce the stage gain, as it is
probably the base–collector capacitance that is the
feedback path and any neutralization has long since
failed to be effective at such high frequencies. Note
that many commercial shielding walls and boxes are
tin-plated steel, and if the preamplifier is to be in
or near the magnet, the use of phosphor-bronze or
tin-plated copper is preferable. However, the shield-
ing should not be so thick that eddy currents during
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gradient switching create appreciable torque and vi-
bration. The same applies to the box in which the
preamplifier is mounted. Beware too of magnetic
connectors and coaxial lines with copper-plated steel
central conductors.

23.2.6 The Second Stage and Dynamic Range

The job of the preamplifier is to raise the signal
and source noise to a sufficiently high level that
extra noise NR injected by later stages of the re-
ceiver is negligible. On the other hand, excessive
gain is undesirable as it restricts the dynamic range.
To understand this statement, reductio ad absurdum.
If the gain is so large that the receiver is almost
overloaded by the amplified noise, there is clearly
no “headroom” for a signal that is larger than the
noise. Thus, it is good design practice to limit the
preamplifier gain to the minimum necessary for good
noise performance—additional (variable) amplifica-
tion may be added later in the reception chain as
needed. Note that dynamic range is an important con-
cept in receiver design and should be considered at
each point in the design (see Figure 23.1). To assess
the minimum preamplifier gain α, we require a mea-
sure of the noise figure FR of the rest of the receiver
(noise factor F ′

R), and a typical value is 10 dB. From
equation (23.10), the noise factor of the combined
preamplifier and the receiver can be shown to be

F ′
total = 1 + N2

A

N2
opt

+ N2
R

α2N2
opt

= F ′
A + F ′

R − 1

α2

(23.18)

an example of the Friis equation16. Then, if only a
1% degradation in SNR is allowed (0.05 dB), the gain
α ranges essentially linearly from 28.9 dB for FA =
0 dB to α = 25.9 dB for FA = 3 dB. It follows that a
common preamplifier gain specification is 30 dB.

For reasons of stability alluded to earlier, it is
inadvisable to attempt to produce such gain with a
single transistor, and thus, preamplifiers usually have
two stages. It is immediately obvious that the second
stage must have in its own right a good noise figure.
This in turn implies that the output impedance of the
first stage (transformed if necessary) must be close
to Ropt and that its minimum gain must be dictated
by equation (23.18). It is left to the reader to show
that, if the noise figure of the second transistor is
1.5 dB, a minimum first-stage gain is 15.5 dB (×6).

If the first-stage output impedance cannot be Ropt or
the second-stage noise figure is greater, then greater
first-stage gain will be needed.

Other factors that enter into the design equation
at this juncture are the output impedance and the
bandwidth of the preamplifier. A limit to the latter
(broadband preamplifier users, take note) can be set
by imaging in the heterodyning process that is dis-
cussed below: noise at a certain frequency fa well
removed from the Larmor frequency is treated as if
it were at the Larmor frequency f0 and thus adds to
the legitimate noise. In this regard, it must be remem-
bered that at frequency fa, the impedance presented
to the first transistor by the probe, line and transfor-
mation network could be very high. The noise then
would mostly be due to the noise current In flowing
through the base impedance and could be consider-
ably larger (e.g., ×5) than the optimal at the Larmor
frequency. If this image noise is to contribute less
than 1% of the total, then the preamplifier response
at frequency fa must be considerably attenuated—by
31 dB for the example of ×5.

When designing the second stage of amplifica-
tion, we may therefore wish to include a filter and
Figure 23.3(a) includes one possible design among
many. A π-section filter links the stages, provid-
ing direct current coupling to the second transistor,
as well as SHF grounding of the first transistor’s
collector—this improves SHF stability. Another pos-
sibility is to combine a neutralization transformer
with a tuned circuit as mentioned previously. It is
also possible to place a filter on the preamplifier out-
put, but the performance is then dependent on the
input impedance of the rest of the receiver. In some
applications, notably Cartesian feedback,19,20 it is im-
portant to minimize the group delay dφ/dω through
the preamplifier (φ is phase). The former is, of course,
dependent on the filter characteristics, and a com-
promise must be effected between group delay, filter
rolloff, and bandwidth. The greater the intermediate
frequency(ies) (q.v.) of the receiver, the greater the
frequency difference fa − f0 can be, the greater the
allowable bandwidth, and the smaller the group de-
lay.

Finally, note that, while it is conventional to design
a preamplifier so that its output impedance is close
to 50�, a trade-off may be involved. The purpose
of a 50� value is to eliminate standing waves on
the cable connecting the preamplifier to the rest of
the receiver. However, if the input impedance of the
latter is also 50�, there already can be no standing
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waves so the effort is wasted. Further, the load on the
preamplifier’s output transistor is then 25�, thereby
reducing gain and, perhaps more importantly, dy-
namic range (see Section 23.5.1). In the design of
Figure 23.3(a), the DC-coupled, emitter-biased PNP
low-noise transistor has a 50� resistor as its col-
lector load. The latter is then AC-coupled to deliver
the output. If desired, and with a suitable adjust-
ment of negative line voltage, the resistor may be
replaced with a large inductance or even a tuned cir-
cuit with a low quality factor so as to increase the
output impedance.

23.2.7 Biasing and Recovery Time

During an RF pulse, the preamplifier is usually
grossly overloaded with a voltage that is dependent
on the protection mechanism—the transmit/receive
(T/R) switch (q.v.). However, it is rare for a
T/R switch in and of itself to provide sufficient
protection, and in Figure 23.3(a), it may be seen
that there are crossed high-frequency signal diodes
(typically Schottky diodes16) in parallel with the
input transformation network’s inductor L1. Working
in concert with the reactance of network capacitor C1
as a potential divider, these limit the voltage on the
transistor’s base to the order of 1 V, the exact figure
depending on the choice of diode and the parasitic
lead inductance. However, the diodes in their
nonconducting state have a capacitance Cd ∼ 1 pF,
which modifies the effective inductance of L1. Thus,
L1 is made slightly less than the calculated value, and
the small variable capacitor C2 in conjunction with
the diode capacitances allows for adjustment to the
correct effective value. With this crossed diode strat-
egy, the transistor is now protected from destruction,
but one must be aware that gross overload and rectifi-
cation in both the first and second transistors can still
occur. It is also possible for the overload to temporar-
ily change the capacitance Cd of the diodes for many
milliseconds after the overload has ceased, probably
as a result of charge storage in spurious energy levels
associated with impurities in the semiconductor.21

This in turn can modulate the phase of the signal. In
a spectacular manifestation of the phenomenon, the
author once built a preamplifier that oscillated for
10 ms after each pulse. Placing a small light in the
preamplifier stopped the oscillation, presumably by
ejecting electrons for the spurious energy levels.

Rectification can have profound consequences
upon the biasing of the transistors long after the pulse
has ceased if precautions are not taken. The worst
type of bipolar transistor biasing is classical emitter
decoupling, shown in Figure 23.3(b). The value of
the decoupling capacitor Cd is determined not by
the biasing resistor Rd but rather by the emitter
resistance Re of the transistor (ω0ReCd 	 1), which
typically is much less than Rd. During overload,
capacitor Cd charges with time constant ∼2ReCd but
after the pulse it only discharges with time constant
RdCd, which is much longer. The transistor is
biased off, and is therefore out of action, for a time
∼5RdCd, and as it slowly begins to conduct again,
the amplitude of the signal recovers before the phase.
The possibility of rectification must be taken seri-
ously throughout the receiver, and it is important to
check the discharge time constant of every capacitor
in the signal path. This is particularly the case with
coupling capacitors such as Cc in Figure 23.3(b),
which should not be made too large. Even the power
supplies may need to be examined in this regard, as
they may have “drooped” during a pulse due to the
extra current being drawn during overload. In the
design shown in Figure 23.3(a), the coupling between
the transistors is direct, and stabilized by negative
feedback. The recovery time is a fraction of the time
constant C3 times the resistance composed of R1,
R2, and R3. With FETs the problem is less serious,
particularly if a low-impedance line provides the bias
on the gate via the transformation network inductor.

23.2.8 Power Lines

Power lines are a neglected part of RF design, but
they do pose some challenges. Most commercial
preamplifiers (even supposedly MR-compatible de-
vices) utilize ferrite chokes and capacitors in a π-filter
configuration to suppress interference. Chokes are
large lossy inductances that absorb RF energy on
a power line and help reject line-borne interference.
However, these components lose their efficacy if the
preamplifier is in a magnetic field of greater than
roughly 10 mT. If such an amplifier is in a shielded
room or Faraday cage, as is generally the case with
MRI, this is of little import. However, if the ampli-
fier is near an NMR magnet in a laboratory, the loss
of filtering can be serious. It can also be difficult to
detect, as away from the magnet on the bench the
rejection of interference appears to be according to



282 Coil Interface Circuits

specification. In Figure 23.3(a), it may be seen that
the power line filters each comprise an inductor, a
resistor, and capacitors. The use of multiple capaci-
tors is an example of a facet of all components that
must be kept keenly in mind when working at radio
frequencies: there are no pure components; all are
a combination of resistance, capacitance, and induc-
tance in various measures and only the ratios vary
with the type of component. Thus the 2.2 μF capac-
itor on the positive rail serves to stabilize the power
at low frequencies but presents as a lossy inductance
at higher frequencies. At those frequencies, this is
shorted out by the 20 nF capacitor and at even higher
frequencies by the 1 nF capacitor. Any resonance will
have a low Q-factor, thanks to the electrolytic capac-
itor’s lossy nature, but to make sure, there are also
19.1� resistances in the line. These resistances pro-
vide extra filtering, but introduce a time constant that
could affect recovery from overload. Without them,
however, there is a risk of a low-frequency resonance
of moderate Q-factor that could also prolong recov-
ery. In essence, a compromise has been effected with
respect to recovery time.

Two further aspects of so-called power line de-
coupling merit attention. First, inefficient decoupling
in an amplifier can cause oscillation as RF power is
fed back from a stage with high signal levels to one
with lower levels. If ferrite chokes are used, oscilla-
tion can then occur when the device is in a magnetic
field and promptly cease when it is withdrawn for
examination! Second, decoupling stringency can be
considerably relaxed if an amplifier is differential. In
a differential amplifier, both the signal and its inverse
are amplified and, in consequence, there is consid-
erable cancellation of RF voltages on power lines.
Preamplifiers are no exception to this rule and the au-
thor has occasionally used balanced designs with two
input transistors, partly because they alleviate probe
balance problems but also because they increase dy-
namic range by 3 dB.

23.2.9 Receive-only Coils

With receive-only coils in MRI, it is advantageous
to place the preamplifiers directly on the coil hous-
ing (see Figure 23.4d). Then, the receiving coil is
tuned and matched to Ropt for the chosen transistor,
rather than to 50�. The signal exit point is across one
of the tuning capacitors. A balanced π-section net-
work may be employed, but not merely for impedance

transformation; rather, it serves with PIN and crossed
diodes as a switch to protect the preamplifier from the
pulses. (The latter may also be balanced, essentially
comprising two preamplifiers in parallel.) The net-
work’s components are invariably chosen so that they
resonate with the associated coil’s tuning capacitor
when the PIN and/or crossed diodes are conducting,
thereby presenting a high blocking impedance to the
flow of induced current during transmission.

23.3 TRANSMIT/RECEIVE SWITCH

Key Specifications
Noise figure; insertion loss, reception; insertion

loss, transmission; isolation; power; distortion.

23.3.1 The Crossed Diode T/R Switch

The quintessential NMR T/R switch is the classic λ/4
design of Lowe and Tarr22 shown in Figure 23.4(a).
Originally, this switch used crossed diodes—diodes
in antiparallel, as shown—that conduct sufficiently
at voltages greater than 1 V to be considered a short
circuit, but that have a high impedance at much lower
voltages. During transmission (see Chapter 24), the
diodes therefore conduct and the impedance transfor-
mation properties of the quarter-wave line ensure that
there is a high impedance in parallel with the trans-
mitter and probe that degrades (but only slightly) the
power passed from one to the other. In reception, on
the other hand, with its much lower voltages, there is
a direct path from the probe to the preamplifier with
isolation of the transmitter. The switch, however, has
defects: it cannot pass faithfully low powers from
the transmitter to the probe (e.g., the zero-crossings
of sinc pulses), and the diodes (either a single pair or
multiple pairs for higher power handling) have capac-
itance of the order of 1 pF per diode when not con-
ducting. Thus, it is common for low-power pulses to
exhibit appreciable crossover distortion, while during
high-frequency reception the isolation of the trans-
mitter from the receiver may be poor. This results in
noise being passed from the transmitter to the pream-
plifier and the former should therefore be gated off
during signal reception. To combat the latter problem
while exacerbating the former, two sets of crossed
diodes separated by a λ/4 line may be inserted in the
transmitter output, and/or the diodes may be part of



Receiver Design for MR 283

Im
pr

ov
ed

 h
ig

h-
fr

eq
ue

nc
y 

is
ol

at
io

n
P

ro
be

T
ra

ns
m

itt
er

P
re

am
pl

ifi
er

(a
) 

B
as

ic
 L

o
w

e 
an

d
 T

ar
r 

p
as

si
ve

 s
w

it
ch

(b
) 

V
ar

io
u

s 
m

o
d

if
ic

at
io

n
s

4

j5
0

– j
50

–j
50

j5
0

–j
50

j5
0

l

4
l

20
l

4
l

12
l

Lo
w

-f
re

qu
en

cy
 s

ub
st

itu
te

s 
fo

r 
l
/4

 li
ne

s

P

P

10
0 

k

B
ia

s 
4

P
1

P
P

2

~
33

 p
F

P

P P

P

10
0 

k
P

24
.9

 k

P
6

P
5

P
4

B
ia

s 
1

0.
19

4
l
*

49
.9

 k

60
0 

pF
33

0 
pF

49
.9

 k

39
0 

nH

Li
ne

 1

Li
ne

 3

Li
ne

 4

5 
pF

, H
i-v

ol
ta

ge

C
5

C
6

T
: +

0.
8 

V
, 5

0 
m

A
R

: –
1.

5 
V

T
: +

0.
8 

V
, +

50
 m

A
R

: –
3 

V
S

hi
el

d

Li
ne

 2

10
0 

k
C

3

~
33

 p
F

B
ia

s 
2

33
0 

pF

T
: –

0.
8 

V
, –

50
 m

A
R

: +
3 

V

24
 n

H

39
0 

nH
39

0 
nH

11
 p

F
, H

ig
h-

vo
lta

ge
, c

ur
re

nt

0.
21

5
l
*~
33

 p
F

S
hi

el
d

S
hi

el
d

S
hi

el
d

S
hi

el
d

P
ro

b
e

T
ra

n
sm

it
te

r
P

re
am

p
lif

ie
r

10
 k

C
t

L 2
a

C
7a L 3

a

F
us

ib
le

 li
nk

(C
an

 b
e 

ch
ec

ke
d

w
ith

 r
ev

er
se

 b
ia

s)

M
at

ch
in

g

B
lo

ck
in

g

B
ia

s

B
ia

s

C
7a

M
at

ch
in

g

L 3
a

L 2
a

B
lo

ck
in

g

B
ia

s 
3

P

~
33

 p
F

60
0 

pF
C

4

P
3

3 
pF

39
0 

nH
T

: –
1.

6 
V

, –
10

0 
m

A
R

: +
3 

V

S
hi

el
d

(c
) 

A
ct

iv
e 

P
IN

 d
io

d
e 

sw
it

ch
(c

om
pa

tib
le

 w
ith

 F
ig

ur
e 

3)

Lo
w

-in
du

ct
an

ce
 c

on
ne

ct
io

n

F
lo

at
in

g 
co

nn
ec

tio
n

P
IN

 d
io

de
s 

ty
pe

 U
M

94
15

H
ig

h 
Q

-f
ac

to
r

S
u

rf
ac

e 
co

il

10
 k

10
 k

C
t

C
t

C
t

L 2
bC
2

L 3
b

C
on

tin
ui

ty
re

si
st

or
s

B
lo

ck
in

g

B
ia

s

L 3
b

B
ia

s

C
7b

M
at

ch
in

g

C
2

L 2
b

B
lo

ck
in

g

C
7b

(d
) 

R
ec

ei
ve

-o
n

ly
 p

ro
te

ct
io

n
 a

n
d

 b
lo

ck
in

g
(d

1)
(d

2)

F
ig

ur
e

23
.4

.
T

ra
ns

m
it/

re
ce

iv
e

sw
itc

hi
ng

.
In

(a
),

th
e

cl
as

si
c
λ

/4
de

si
gn

of
L

ow
e

an
d

Ta
rr

is
sh

ow
n.

It
m

ay
be

m
od

ifi
ed

or
en

ha
nc

ed
by

th
e

su
bs

tit
ut

io
ns

sh
ow

n
in

(b
)

or
th

ei
r

co
nj

ug
at

es
.

M
os

t
sw

itc
he

s,
su

ch
as

th
e

ad
va

nc
ed

PI
N

di
od

e
ci

rc
ui

t
of

(c
),

ar
e

in
so

m
e

m
an

ne
r

de
ri

ve
d

fr
om

th
is

m
od

el
.

T
hi

s
sw

itc
h,

de
si

gn
ed

fo
r

us
e

at
30

0
M

H
z,

ca
n

ha
nd

le
30

0
W

w
ith

a
tr

an
sm

itt
er

is
ol

at
io

n
du

ri
ng

re
ce

pt
io

n
of

70
dB

.C
om

pa
tib

le
w

ith
th

e
pr

ea
m

pl
ifi

er
of

Fi
gu

re
23

.3
(a

),
it

de
gr

ad
es

th
e

no
is

e
fig

ur
e

by
∼0

.2
dB

.
T

he
lin

e
le

ng
th

s
sh

ow
n

ar
e

th
e

de
si

gn
va

lu
es

an
d

m
ay

ne
ed

ad
ju

st
m

en
t,

de
pe

nd
in

g
on

la
yo

ut
.

V
ar

ia
bl

e
ca

pa
ci

to
r

C
6

ca
n

ha
ve

a
lo

w
w

or
ki

ng
vo

lta
ge

bu
t
C

5
m

us
t

be
ab

le
to

w
ith

st
an

d
a

m
in

im
um

of
20

0
V

.I
n

(d
),

tw
o

w
ay

s
of

pr
ot

ec
tin

g
a

ba
la

nc
ed

pr
ea

m
pl

ifi
er

at
ta

ch
ed

to
a

re
ce

iv
e-

on
ly

co
il

ar
e

sh
ow

n.



284 Coil Interface Circuits

a tank circuit tuned to reject small signals at the Lar-
mor frequency, as shown in Figure 23.4(b). However,
a more modern solution is to use PIN diodes.23

23.3.2 The PIN Diode T/R Switch

PIN diodes have a relatively large layer of intrinsic
semiconductor sandwiched between P- and N-doped
end layers, and nonmagnetic versions specifically
for MRI are available.23 If direct current is passed
through the diode, the large charge stored in the in-
trinsic layer provides a reservoir that allows the diode
to conduct for a limited time (e.g., τr = 2 μs) during
the application of reverse voltage; τr is known as
the reverse recovery time. Thus at frequencies much
higher than 1/τr, alternating current may pass, and the
higher the frequency, the greater the allowed current.
Equally though, when one wishes to turn the diode
off by reverse-biasing it, the charge must be removed
and this takes a time ∼τr. It follows that the diode and
its biasing current must be chosen appropriately for
the operating conditions.23 If a condition of “charge
starvation” is reached with excessive RF current, the
effective series resistance of the diode may increase
dramatically with resulting signal distortion (ampli-
tude and phase) and eventual diode failure. In some
MRI uses, this could compromise patient safety. On
the other hand, excessive charge storage results in
long switching times. A typical small-signal “on” RF
resistance for a PIN diode is less than 1� for di-
rect currents of 100 mA, while its “off” impedance
is typically capacitive at a few picofarads. Some-
times, a negative bias voltage is needed to attain
this capacitance value, in which case attention must
be paid to the reverse breakdown voltage of the de-
vice.

The fact that direct current is needed to turn on a
PIN diode automatically implies that a blocking cir-
cuit is needed to isolate the DC supply from the RF
power and vice versa. The direct current must enter
the circuit at a point that has a low RF impedance to
ground for optimal protection. This, of necessity, sets
a limit on the switching time between transmit and re-
ceive, because a blocking circuit cannot pass the high
frequencies that are associated with rapid switching.
Another operational wrinkle is the fear that associ-
ated with the flow of direct current through the diode
there might be flicker noise that would degrade the
noise performance during signal reception. Thus, the
conventional wisdom is that all PIN diodes should

be off during signal reception, while to avoid reverse
voltage breakdown all diodes should be on during
transmission. However, at sufficiently high frequen-
cies, flicker noise is negligible.

Figure 23.4(c) shows a 300 W T/R switch for use
at 300 MHz that embodies the principles above and
has excellent performance, partly due to the use of
low-loss, semirigid coaxial lines that are all nominally
λ/4 in length. Diodes P1 –P6 are all conducting during
transmission and are off during reception, their bias
being provided through three π-section filters. These
filters are driven from amplifiers (not shown) with an
optimal output resistance that minimizes ringing dur-
ing switching and thereby reduces switching times
to under 1 μs. During transmission, in conjunction
with the crossed diodes in the preamplifier, diode P1
protects the latter, for via capacitor C3 there is a low
impedance to ground in parallel with the preamplifier
input. Approximately a quarter wavelength away, this
configuration is repeated. At the probe terminal, the
low impedance of P2 and its associated biasing cir-
cuitry has been transformed by line 2 to the maximum
possible so as to not influence unduly the transmit-
ted power. Note that this requires optimization of
the line length. Lines 3 and 4 behave similarly, and
present further high parallel impedances, with opti-
mization being available via capacitor C5. RF power
then passes relatively unscathed from the transmit-
ter terminal through diodes P5 and P6 to the probe
terminal. The insertion loss during transmission is ap-
proximately 0.5 dB.

In signal reception, the aim is to severely attenuate
leakage from the transmitter. The first line of defense
is line 4 and PIN diode P4. As the latter is off and
effectively a small capacitor, a high impedance termi-
nates the line and the latter therefore presents almost a
short circuit across the transmitter terminal. Equally,
line 3 also presents a low shunt impedance (adjustable
with capacitor C4), which in conjunction with the
high series impedance of diodes P5 and P6 creates a
π-section attenuator that attenuates leakage by 70 dB.
In contrast, there is an unhindered connection from
the probe terminal to the preamplifier, the capacitance
of diode P1 creating a minor perturbation to the 50�

impedance that can be accommodated in the settings
of the preamplifier noise matching network. The in-
sertion loss during signal reception is roughly 0.2 dB
and the noise figure of the preamplifier is degraded
by the same amount by the addition of the switch. To
save space, it is common practice at lower frequencies
to roll lines into a helical or other compressed form.
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However, if the switch is used inside an imaging mag-
net, one should be aware that the ensuing solenoids
can couple strongly to the switched field gradients. As
this can cause undesirable torque and vibration, the
ground connections at one end of each line should be
multiple capacitors in parallel with a resistance that
damps the ensuing low-frequency tuned circuit. PIN
diode switches can be made as “stand-alone” devices
(mimicking crossed diodes) by incorporating detec-
tion circuitry that automatically turns on the diode
currents when an RF pulse is present. However, the
switches do not then pass low transmitter powers and
again exhibit crossover distortion.

Two remaining facets of Figure 23.4(c) merit at-
tention. First, at high frequencies, the inductance (a
few nanohenries) of the PIN diode package can give a
reactance that is considerably larger than the diode’s
“on” resistance; this degrades the performance. Thus
in the figure, the diode inductances are tuned out with
series capacitors that resonate the ensemble at the
Larmor frequency. Now, it is quite common for a
high-power RF pulse to contain odd-order harmon-
ics, and as the diode inductances are not cancelled
at these frequencies, considerable harmonic power
may reach the preamplifier, with destructive conse-
quences. Thus, a second facet of the figure is the pres-
ence of two stubs—open-circuit lines—with lengths
λ/12 and λ/20 that short out third and fifth harmon-
ics. At the fundamental Larmor frequency, the stubs
act as capacitances and so their partial shorting ef-
fect is annulled with the aid of a very high quality
resonating inductance.

23.3.3 Low Frequency Switches

At lower frequencies, λ/4 lines can become inconve-
niently long and lumped components are preferred.
A basic design principle is that a λ/4 line in a switch
may be replaced with either π-section or T-section
filters whose components’ reactances are 50� at the
frequency of interest. However, if the line is carrying
direct current, as in Figure 23.4(c), then the arm(s)
must be inductive if there is a straight replacement. If,
in a design, lines meet, connected components may
be coalesced. An additional weapon in the armory is
the transformer, and its use as an isolator of direct
current can sometimes reduce the component count.
An unusual example is shown in Ref. 24.

23.3.4 Switches on Receive-only Coils

Lumped components are also preferred when a
preamplifier is mounted directly on an MRI receiver
coil. Here, the role of the switch is to block current
in the coil during transmission as well as to protect
the preamplifier. Owing to the importance of
maintaining electrical balance with MRI coils, it is
preferable that the switch and preamplifier also be
balanced. The circuits of Figure 23.4(d) fulfill this
requirement. During transmission, the PIN diode(s)
is (are) on and the two equal inductors L2a and L2b,
now in series, resonate with one of the coil tuning
capacitors Ct to form a high-impedance blocking
circuit. The balanced preamplifier meanwhile is
protected by the low impedance of the PIN diode(s)
and the crossed diodes on the bases of the transistors.
(The extra pairs of crossed diodes provide backup.)
Noise-matching is accomplished by appropriate
choices of capacitors C2 and C7a and C7b, and of
inductors L2a and L2b. Note that both high- and
low-impedance biasing schemes are shown. While
the circuit of Figure 23.4(d2) has more components,
it may better protect the transistors from common
mode voltages. Finally, it must be remembered that
all components reside in the powerful alternating B1
field of the transmitter. Thus, considerable voltages
can be induced in printed circuit paths and inductors.
Shielding is important, but a useful trick is to use
toroidal inductors, which are relatively immune to
exterior coupling.

23.4 FREQUENCY CHANGING
(HETERODYNING)

Key Specifications
Noise figure; conversion gain; bandwidth;

impedances; carrier isolation; signal isolation;
power; distortion; phase noise.

23.4.1 Basic Principles

It was stated in the introduction that reduction of the
NMR signals’ frequencies by subtraction of a refer-
ence frequency was required. This is accomplished in
an electronic component commonly referred to as a
double-balanced mixer16 or a demodulator. It creates
new signals (sidebands) whose frequencies are the
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sum and difference of those of the input and reference
signals—the latter is usually called the carrier or the
local oscillator (LO). We therefore begin by briefly
examining how such a device works. We forgo a
detailed circuit analysis, as many of the principles
discussed in reference to the preamplifier apply.

Older mixers typically used ferrite transformers
and diode bridges to perform the mixing function
(ring modulators) and had to be kept well away from
magnetic fields; it is now common, however, to use
an integrated circuit employing a design known as a
Gilbert cell.25 For both devices, though, the principle
of operation is the same: the polarity of the LO sig-
nal determines whether the RF signal or its inverse is
passed through the device. Essentially, the LO is con-
verted into a square wave of amplitude A and phase
ψ that multiples the signal ξ0 cos(ω0t + φ) as shown
in Figure 23.5 (ω0 = 2πf0, etc.). Now, a square wave
of frequency ωc may be Fourier-analyzed as

VLO =
∞∑

n=1,3,5...

4A

πn
(−1)

n−1
2 cos[n(ωct + ψ)]

(23.19)

where n is an integer, and upon multiplication of the
signal we obtain

VIF =
∞∑

n=1,3,5...

2ξ0A

πn
(−1)

n−1
2 {cos[(nωc − ω0)t

+(nψ − φ)] + cos[(nωc + ω0)t + (nψ + φ)]}
(23.20)

This function contains all frequencies nωc ± ω0 and
the sidebands decrease in size with increasing order
n. It is usual to use a mixer in its first harmonic mode
(n = 1), though the author once built a spectrometer
using the third harmonic. Because the mixing process
retains phase information, it is sometimes known as
phase-sensitive detection. Note that there will always
be small amounts of even harmonics (n = 2, 4, . . .)
in the carrier because of circuit imperfections and that
the output will contain the results of these imperfec-
tions, as well as small amounts of the original LO
square wave and the signal. Normally, a manufac-
turer will specify (in decibels) the rejection of these
various unwanted signals. Only one of the frequen-
cies nωc ± ω0 is usually passed on down the receiver
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chain, and that frequency is often known as an in-
termediate frequency (IF) for reasons to be shortly
discussed. Other frequencies are normally severely
attenuated by filtering (see Figure 23.1) before they
reach the ADC so as not to appear in the final
recording—they lie well outside the passband of the
receiver and are in one of its rejection bands. The
passband is the bandwidth needed for the applica-
tion at hand. For NMR, it is rare for a passband of
greater than 250 kHz to be needed, this figure usu-
ally being determined in spectroscopy by chemical
shift range and in MRI by read-gradient strength.
However, for undesirable signals to be sufficiently
attenuated, e.g., −80 dB, the response of the filters
may well be such that the rejection bands only be-
gin ± 2.5 MHz away from the signal frequency. The
quantity 2A/πn (with usually n = 1) is known as
the conversion gain of the mixer. With an active
(integrated circuit) mixer, such as Analog Devices’
AD8243, the conversion gain is normally greater than
1; with a passive device such as a diode or FET ring
modulator (another term for a double-balanced mod-
ulator) it is less than 1, for example −8 dB. Note that
the noise figure of mixers is sufficiently bad, typi-
cally being in the range 8–15 dB, that manufacturers
often do not quote the value. Both Gilbert cell mixers
and diode mixers can be broadband, but FET devices,
while typically exhibiting less distortion (see Section
23.5.1), are normally tuned as they possess relatively
large capacitances.

23.4.2 The Intermediate Frequency

It is normal for a frequency change to occur imme-
diately following preamplification. The main reason
for this arrangement is that, if variable gain is needed
for any reason, it is generally cheaper and easier
to introduce it at a lower, relatively constant fre-
quency. However, it is important to be aware that
some commercial integrated circuits that are adver-
tised as having “variable gain” are actually combina-
tions of fixed-gain amplifiers with variable attenua-
tion between them. Such a design strategy is prefer-
ably avoided, as it limits dynamic range. For example,
suppose we have a signal that is so large that it needs
IF amplification by only a factor of 20 dB to just
make the noise large enough to be sampled while pro-
ducing the maximum signal any amplifiers or ADCs
can handle. If there is amplification by 30 dB fol-
lowed by attenuation of 20 dB and final amplification

of 10 dB (a total of 20 dB), the first amplifier in the
chain will be overloaded, leading to distortion (see
Section 23.5.1).

The lowest possible intermediate frequencies in
the mixing process are obtained when the reference
frequency fc is just to one side or even in the
midst of the NMR spectrum—so-called baseband
detection. A direct frequency conversion to baseband,
however, is generally inadvisable. LO frequency fc
is then within the passband of the preamplifier and
the receiver, and it is almost impossible to prevent
leakage of the LO signal into the preamplifier, where
it is then amplified. The result is a DC offset on
the output of the mixer which can be interpreted by
the spectrometer’s computer as an NMR signal with
an exceedingly long transverse relaxation time—a
so-called origin peak. Leakage into the preamplifier
or probe can be down power lines, on the exterior
of cables, through air, etc., and the amount is subject
to uncontrollable vagaries such as the movement of
people, temperature, cable routing, or humidity. Thus,
it is normal for the signal to be converted initially
to an IF fi such that neither the carrier frequency
nor its harmonics lie anywhere near the passband (of
width Δf ) of the receiver. This criterion immediately
suggests that, for guaranteed immunity to carrier
detection at any frequency (a typical desired rejection
is −80 dB), the reference frequency fc should ideally
always be at a higher frequency than any Larmor
frequency fL, and that the passband should be the
minimum needed. In other words,

fc 	 fi + Δf/2; fi = (fc − f0) (23.21)

The exact meaning of “very much greater than” is
determined by the combined rolloff of the various
receiver filters that follow the mixing process, and it
is common for some of those filters to occur directly
after a mixer so as to maximize once again the
dynamic range of subsequent stages. This is because
the presence of spurious signals lowers the amount
of signal that can be passed before an amplifier
overloads. The combination of mixer, passband filter,
and amplification is known as an IF stage.

Unfortunately, as a general rule, the higher a carrier
frequency, the more expensive it is to generate. Thus,
if it is feasible, a lower LO frequency is sometimes
used, in which case

|nfc − fi| 	 Δf/2; fi = (f0 − fc) (23.22)

Nor must we forget that the signal itself, albeit greatly
attenuated, can pass through the mixer. Thus, we must
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add the requirement that

|f0 − fi| 	 Δf/2 (23.23)

Generalizing, attention should be given to all fre-
quencies present in the NMR equipment to ensure
that all lie well outside the passband. The author
still recalls discovering many years ago that the
pulse programmer in a certain manufacturer’s in-
strument was generating a harmonic that lay in the
midst of the phosphorus spectrum. The magnet’s
field strength had to be altered to circumvent the
problem. Such spurious signals generated by an in-
strument itself are sometimes referred to as spurs
or birdies. For a receiver designed for multinuclear
use, the above frequency criteria can rapidly be-
come quite complex, and a computer is often used
to assess designs because the rejection characteris-
tics of mixers and filters are not difficult to pro-
gram. A consequence, however, of this type of anal-
ysis is that in some circumstances it may be bet-
ter first to increase the NMR frequencies and then
lower them in a second mixing and IF stage. The
jargon describing this process is that we upcon-
vert and then downconvert: we use a multiple IF
receiver.

23.4.3 Single Sideband Generation

It has been seen in equation (23.20) that the act
of mixing produces sum and difference frequencies,
or sidebands, and it is common practice to remove
the undesired sidebands by filtering. However, while
this practice can function well at low Larmor fre-
quencies, at higher frequencies it may well pose
difficulties. For example, suppose an IF of 10 MHz
has been chosen as a suitably low frequency for
analog-to-digital conversion and that the Larmor fre-
quency is 64 MHz. A mixing process with a carrier
frequency of 54 MHz would fully accept signals at
64 and 44 MHz and so the preamplifier must reject
noise at 44 MHz as well as at other frequencies. For
a rejection of 20 dB (which degrades the noise figure
by 0.05 dB, but see the Section 23.2.6), a passband
filter with a Q-factor of roughly 27 or greater is
needed which, while a little high, is feasible. How-
ever, if the Larmor frequency were 750 MHz, rejec-
tion of 730 MHz by 20 dB would require a filter with
a Q-factor of roughly 330, which is unacceptably
high from the points of view of both stability and
practicality.

There are two solutions to this problem: single
sideband (SSB) generation and the use of a second
IF stage. We consider the former first. SSB operation
relies on the simple trigonometric formula

cos[(ω0 ± ωc)t] = cosω0t cosωct ± sinω0t sinωct

(23.24)

Thus, to remove one sideband (sometimes called
image rejection), we need a second mixing wherein
both the carrier and the signal have phase shifts of
90◦ relative to the first mixing while maintaining the
same amplitudes. (A device that generates two equal
signals having a 90◦ phase difference is known as a
quadrature splitter.) The two results are then added
or subtracted depending on which sideband is to be
suppressed. However, making 90◦ phase shifts accu-
rately at radio frequencies with analog components
whose values may drift with time and change with
frequency is no easy matter. To assess the potential
size of an undesired sideband, we analyze the formula

P = cosω0t cosωct

±(1 + β) sin(ω0t + γ ) sin(ωct + δ)

(23.25)

where β, γ , and δ represent small errors in amplitude
and phases. It may then be shown that the ratio R

of the amplitude of the undesired signal at frequency
ω0 + ωc relative to the amplitude of the desired signal
at frequency ω0 − ωc is approximately

R =
√
β2 + (γ + δ)2 (23.26)

A rejection factor of greater than 20 dB (R < 0.1) is
always obtained by ensuring that the signal amplitude
and the sum of the phase errors reside within the
circle of radius R: for example, if amplitudes are
matched to better than 7% with phases errors no
greater than 2◦. This specification can be met fairly
easily at fixed frequencies ω0 and ωc and, with great
care, rejections ∼40 dB can be obtained. However,
the specification is far more difficult to attain over a
large bandwidth, though there are polyphase network
designs26 that accomplish this over at least an octave
(a doubling of frequency).

23.4.4 An Additional IF Stage

The problem of image rejection is particularly acute
in a multinuclear spectrometer. We have already men-
tioned the need for SSB techniques at 750 MHz (1H)
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with an IF of 10 MHz. However, if we also wish to
observe at say 303 MHz (31P), a second SSB circuit
will be needed because one quadrature splitter can-
not produce a good 90◦ phase shift over such a large
frequency range. Thus, we might decide first to con-
vert our signals to 115 MHz, before the conversion
to 10 MHz with a 105 MHz carrier. We could then
reject the image frequency of 95 MHz with a suit-
able filter. However, we now have generated a new
problem—how do we observe a nucleus in the vicin-
ity of 115 MHz, for example 2H at 115.107 MHz,
while fulfilling all the strictures above about spurious
signals and signal breakthrough in mixers? Clearly,
we have to change the IF, and this can be done either
by switching to new circuitry or by employing the oc-
tave bandwidth quadrature splitter mentioned above
with a variable-frequency LO, typically a frequency
synthesizer (a device that produces frequencies that
are phase-coherent with a reference frequency). Man-
ufacturers have their own method of dealing with
such problems, but no matter the method employed,
one must keep a very close eye on the frequency
changes and filtering to ensure that spurious sig-
nals are adequately rejected, negligible extra noise
is added, and the full NMR spectrum of the selected
nuclear species is accommodated.

23.4.5 Quadrature Detection to Baseband

Prior to the advent of digital signal processing, in
which an IF is sampled by an ADC, it was com-
mon practice to perform a final frequency subtrac-
tion in which the transmitter frequency was effec-
tively subtracted from the Larmor frequency. If the
transmitter frequency is in the midst of the spec-
trum, this can result not only in the origin peak
described earlier but also in a loss of information
because it is now impossible to differentiate be-
tween a signal +1 kHz off resonance and another
−1 kHz off resonance. This problem is a variant
of image rejection, and to retain the SNR and spec-
tral frequency sign data, one must perform two sep-
arate mixings in which the carriers are accurately
90◦ apart in phase and the gains and filters of the
two resulting baseband signal channels are accu-
rately matched—quadrature detection of the signal
is employed.27,28 The two signals are then separately
digitized and the two digital streams treated as the
components of a list of complex numbers. As dis-
cussed above, it is very difficult to achieve an image

rejection of greater than roughly 40 dB using analog
electronics and so spectra obtained with this tech-
nique by Fourier transformation of the complex digi-
tized signal routinely had ghosts: a small signal at
frequency −δf off resonance was generated by a
large signal at frequency +δf . In addition, the ori-
gin peak mentioned earlier was present. (A complex
Fourier transform can be considered to perform the
equivalent of the addition or subtraction in equation
(23.24) that completes SSB mixing, in addition to
applying a set of frequency changes followed by in-
tegration.)

Initially, the problem was solved by setting the
transmitter frequency to one side of the NMR spec-
trum so that the ghosts and origin peak were not in
the bandwidth of interest. However, it was quickly
recognized that transmitter power could be saved by
placing the transmitter in the midst of the spectrum
and so a simple, cyclically ordered phase sequence
(CYCLOPS) was employed29 wherein, on successive
data acquisitions, the phase of the transmitter was
advanced by ∼90◦. The computer then, with total
accuracy, applied successive −90◦ phase shifts be-
fore summing the data streams. The consequence of
this manipulation was that the rejection of ghosts
was as R2 rather than R (equation (23.26)), and it
was possible to obtain a rejection factor approaching
80 dB.

While sampling of the IF virtually eliminates
ghosts and origin peaks and with this the need for
CYCLOPS, there are still instances where baseband
detection is useful, principally when Cartesian feed-
back is used.19,20 With this technique, the trans-
mitter’s low-power sections are used during recep-
tion to feed the received signal back to the probe,
the filters in the two baseband amplifiers being de-
signed to confer stability to the feedback. The prin-
cipal advantage of Cartesian feedback in signal re-
ception is that it blocks current flow far more effi-
ciently than the preamplifier (Section 23.2.4), thereby
virtually eliminating “radiation” damping30,31 and
coupling between multiple imaging coils.20 While
the details are outside the scope of this chapter, it
is worth noting that advances in digital electron-
ics have made possible the generation of highly
accurate, quadrature phase carrier signals. To gen-
erate 10 MHz square waves in quadrature phase,
a 40 MHz signal is divided by 4 in a Johnson
counter.32 Meanwhile, laser-trimmed resistors have
given unprecedented accuracy to surface-mounted
components and matching of gains and DC offsets
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to one part in a thousand is quite feasible. The re-
sult is a rejection of ghosts and origin peaks to
better than −50 dB. As the dynamic range in most
images is far less than this, it is rare that other
rejective measures must be taken, but if they are
needed, the application of a frequency offset or CY-
CLOPS is still viable. At the time of writing, the
full digitization of Cartesian feedback is being re-
searched.

23.4.6 Phase Locking

No matter how the NMR signal is finally passed to
the computer, there is a key requirement that repe-
tition of an experiment produce the same result; in
particular, the phase of the FID or echo must re-
main constant, and this should hold even if there
is a change in the repetition rate of the experiment.
(We discount here changes due to magnetic reso-
nance effects such as partial echo formation.) To
accomplish this, the LOs used in the receiver must
have exactly the same frequencies as those used in
the transmitter: there can be no drift or wandering
between the two that causes the phase difference be-
tween them to vary (see Section 23.4.7). A common
method of attaining this goal is to lock all frequencies
to a high-stability, temperature-controlled reference
source, often a master 10 MHz oscillator in a fre-
quency synthesizer. Thus, if an instrument uses more
than one IF, two synthesizers might be locked to-
gether, and the synthesizer manufacturer will usually
provide an option whereby the instrument’s own in-
ternal 10 MHz master oscillator can be replaced by
an external master source.

23.4.7 Phase Noise

Throughout this section, it has been assumed that the
LO has a perfectly defined frequency. However, just
as the NMR signal has associated noise, so does the
LO signal and, in the conversion of that (usually)
sinusoidal signal to a square wave, the presence of
noise influences slightly the times at which transitions
from +A to −A and vice versa take place and may
even cause “jitter” in the transitions if there is insuf-
ficient hysteresis in the conversion process. In other
words, the period of the square wave suffers from
small random variations. In addition, the manner in

which a frequency synthesizer or other generator cre-
ates the LO signal (e.g., via a phase-locked loop) may
cause the phase of that signal to have small random
variations—there is phase noise33 —and the effect on
the zero-crossings is similar. We may effectively write
for the generator output

VLO = A exp{j [ωct + χ(t)]} (23.27)

where χ(t) is a small random phase function of time
t . If we look at the start of the on-resonance, cor-
rectly phased FID, either by quadrature detection to
baseband or by computer manipulation of a digitized
IF, essentially ω0 = ωc and we may see the effect of
the noise on the signal:

Von−resonance = [
VLOe−t/T2 cosω0t

]filtered
ω0=ωc

= ξ0A

2
e−t/T2 ejχ(t)

� ξ0A

2
e−t/T2 [1 + jχ(t)]

(23.28)

The noise is overwhelmingly in the imaginary part
of the detected signal as shown in Figure 23.6(a),
and importantly, it is proportional to the signal size
ξ0e−t/T2 . This is the essential distinguishing feature
of phase noise and, whenever “peculiar” noise is
observed, phase noise should be suspected and the
signal amplitude altered to see if the noise changes.

Phase noise is one of the most neglected and least
understood factors in NMR signal reception and one
of the most difficult to detect and specify accurately.
In consequence, manufacturers of synthesizers and
signal generators (particularly digital devices) are
able to hide or obscure its significance with ease.
Caveat emptor! The detection difficulty arises be-
cause the phase noise function χ(t) is usually not
white but has a 1/f or even a 1/f 2 noise spectrum.
Upon Fourier transformation, it is then manifest as
noise localized about a large spectral peak (e.g., a
water peak in 1H high-resolution spectroscopy), as
shown in Figure 23.6(b). The noise is difficult to
quantify because of the large dynamic range. A spec-
ification such as “90 dB below the carrier at 1 kHz
offset” sounds excellent until it is realized that it says
nothing about the noise’s frequency spectrum and the
bandwidth over which the measurement was made.
The noise might only be 50 dB below the carrier at
100 Hz offset in a bandwidth of 1 Hz. The only mea-
surement method known to the author that can be rea-
sonably successful is to take two unlocked identical
generators of interest running at the same frequency



Receiver Design for MR 291

2 4 6 8 10 12
0.92

0.94

0.96

0.98

1.02

−0.04

−0.02

0.02

0.04

1.00

0

Time in ms

In
-p

ha
se

 n
or

m
al

iz
ed

 F
ID

 v
ol

ta
ge

Q
ua

dr
at

ur
e 

ph
as

e 
no

rm
al

iz
ed

 F
ID

 v
ol

ta
ge

50 100 150 200 250

−0.004

−0.002

0.002

0.004

0.006

0.008

A
bs

or
pt

io
n 

in
 n

or
m

al
iz

ed
 V

s

Frequency in Hz

1, absorption line

0

(a)

(b)

Figure 23.6. Phase noise. The traces in (a) show, with different offsets, the in-phase and quadrature components of the
start of an on-resonance free induction decay affected by bad phase noise in a LO. The phase noise is overwhelmingly
manifest in the quadrature signal and has a Lorentzian spectrum of bandwidth 20 Hz and an amplitude of 1◦. Thus well
off-resonance, the phase noise varies as 1/f . (b) Shows the magnified absorption spectrum (unity height) and the 1/f noise
is clearly evident.

(they will of course slowly drift in frequency relative
to one another) and in a mixer use one as the LO and
the other as the signal source. The resulting baseband
signal is then captured for a second or so when the
two generators have drifted into quadrature phase and
the signal is, on average, zero. Spectral analysis then
reveals the nature and size of the noise, as compared
to the noise in the absence of a signal; readers can
doubtless think of more sophisticated computational
methods to counteract the drift and to average sev-
eral measurements. Of course, if the two generators

lock together, thanks to coupling between them, the
measurement may not be representative within the
bandwidth over which the generators are able to “pull
in” to a locked condition.

Finally, it is important to recognize that noise
on the main magnetic field B0 is also manifest as
phase noise, albeit in the signal. The final effects are
similar to those already described. Because phase is
the temporal integral of frequency f , if the noise
on the field varies as f n, the phase noise varies
as f n−1. Field noise can be caused by gradient,
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shim, and field-offset power supplies as well as by
steel-framed building vibration and random motion
of nearby magnetic objects, for example, passing
vehicles outside.

23.5 GENERAL TOPICS

23.5.1 Distortion

We now examine remaining design aspects that are
common to all parts of the receiver, beginning with
distortion.34 No electronic device is entirely linear
in its response and this is particularly true of ampli-
fiers and mixers. Thus, the device’s output may be
expressed as a polynomial expansion of voltage Vin,
usually with dominant odd orders. Consider the appli-
cation of an alternating voltage Vin to the polynomial
expansion

Vout =
∞∑
n=0

CnV
n
in; Vin = A cos(ωt + φ) (23.29)

where n is an integer and the Cn are constants.
Note that C1 is the small-signal gain of the device.
Harmonics of the signal, with frequencies mω (m is
an integer), are generated and we may Fourier analyze
Vout to obtain their amplitudes:

Vout =
∞∑

m=0

Em[Cn,A] cos(m[ωt + φ]) (23.30)

where coefficients Em are combinations of all the
constants Cn and a polynomial in signal size A. For
example, E3 = A3C3/4 + 5A5C5/16 + 21A7C7/

64 + . . . . Note the absence of even-order terms.
Coefficient E0 represents rectification of the
signal—the production of a direct voltage—and
E0 = C0 + A2C2/2 + 3A4C4/8 + 5A6C6/16 + . . . .

Note the absence of odd orders.
Such notation is unwieldy, so the coefficients Cn

of the polynomial expansion are typically not quoted
by manufacturers; rather the results Em of applying
signals to the device are quantified in a manner that is
practical but involved, and initially rather impenetra-
ble. First, a common method of quantifying the point
at which significant overload of a device (and there-
fore distortion) begins to occur is to report the input
voltage AIP1 at which the first-order (m = 1) output
(effectively the gain) is reduced by 1 dB from that
expected; i.e., E1 = 0.89C1A. Voltage AIP1 is known

as the input 1 dB compression point. However, in data
sheets it is often expressed not as a voltage but as a
power P1dB relative to a given value, typically 1 mW.
Thus, assuming a 50� system, a 1 dB compression
point of 13 dBm (the “m” means “relative to 1 mW”)
would translate to an rms voltage of AIP1 = 1 V. With
a variable gain device, it sometimes makes more
sense to specify the output power (OP1dB) at which
the compression occurs but, regrettably, this distinc-
tion is not always made abundantly clear.

Moving on to specifying distortion, the simplifying
assumption is usually made that only the first term in
any expression for Em is significant, and if the goal is
to have negligible harmonic generation, the assump-
tion is generally valid. Further, as the coefficients Cn

tend to decrease rapidly with increasing order, only
second- and third-order distortions are usually speci-
fied. Thus, we may write the approximations

E1 � C1A; E2 � C2A
2/2; E3 � C3A

3/4
(23.31)

The approximations for E1 and E3 are plotted on a
log–log scale in Figure 23.7. The resulting straight
lines are valid where solid and extrapolations where
dashed, and they intercept at the third-order intercept
point. A similar point exists for second-order distor-
tion, but the latter is generally of less concern as it is
typically smaller than the third order.

Intercept points tend once again to be defined in
terms of specific (but hypothetical) input voltages or
power, but it is emphasized that such voltages may
well lie beyond the threshold for device damage. Thus

AIP2 = 2C1

C2
; AIP3 =

√
4C1

C3
; · · · (23.32)

When the intercept points are expressed in power
terms relative to 0 dBm (1 mW), the notation IP2dBm,
IP3dBm, etc., is often used, and a rule of thumb for
many amplifiers is that IP3 is roughly 10 dB above
the 1 dB compression point.

Now, it is the relative size of the distortion in a
device’s output that is usually of interest and from
the above equations we have that

E2

E1
= A

AIP2
= E1

C1AIP2
≡ E1

EIP2
;

E3

E1
= A2

A2
IP3

= E2
1

C2
1A

2
IP3

≡ E2
1

E2
IP3

; · · · (23.33)
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where EIPm is the mth output intercept point (see
Figure 23.7). Thus, in general,

logEm = logE1 − (m − 1)(logAIPm − logA)

(23.34)

In words, to find the amount of mth-order distortion
in the output when working in decibel, we find how
many decibels the input is below the intercept point
and then subtract (m − 1) times this value from the
output (in decibels). This statement is clarified in
Figure 23.7 for the case of the third harmonic (the
magenta lines). Hopefully, study of the figure will
produce enlightenment!

If the harmonics are outside the passband of the
receiver, it might be thought that they are irrelevant.
However, this is not so, as is demonstrated by a
so-called two-tone test. If, in equation (23.29) we let

Vin = A cos([ω+δω]t+φ)+A cos([ω − δω]t+φ)

(23.35)

representing a strong doublet, then in the passband,
additional third-order terms are created of the form

E3 = 3C3A
3

4
{cos([ω + 3δω]t + φ)

+ cos([ω − 3δω]t + φ)} (23.36)

giving, with the original tones, a spectral quartet.
Note that the amplitudes of these sidebands are three
times greater than the third harmonic of equation
(23.31). Thus, the two-tone third order intercept point
is IP3/

√
3: it is −4.8 dB down (10 log10 1/3) on the

third-order harmonic intercept point. Note too that
the sidebands’ phase is φ, not 3φ; thus they cannot be
removed with a transmitter phase-cycling sequence.29

23.5.2 Transient Effects

During transmission, the preamplifier is grossly over-
loaded even with the best T/R switch, and it is
therefore advisable to shut down the receiver dur-
ing the pulse, for example by switching off the LOs
to the mixers. Indeed, the receiver must be shut down
for considerably longer for the probe rings. A good
strategy is to open the T/R switch (but not the re-
ceiver) once the ringing from the probe is less than
100 mV, because if the preamplifier has been opti-
mally connected (Section 23.2.4), its input impedance
may absorb energy and speed ringdown.11,24 It might
be thought that the correct time to open the receiver
for business is when the probe ringing has subsided
into the Johnson noise (for an isolated probe this can
be as long as 40Q/ω0). However, it is impossible to
turn on the receiver without introducing a transient
switching voltage, a spike lasting a few nanoseconds.
Such spikes induce ringing in the various filters in
the receiver, and the narrower the filter bandwidths
and the more rapid those bandwidths’ roll-offs, the
longer the ringing will last. (The transient filter be-
havior is evaluated from the Fourier transform of the
filter transfer function, i.e., from its complex spec-
trum.) Thus, a general staggered switching strategy
is to turn each stage in the receiver on when the tran-
sients from the previous stages have decayed to the
size of the insipient switching transient. Depending
on the frequency, the application, and the receiver
design, such a process may last anywhere from 0.1
to 100 μs. This interval is commonly known as the
receiver dead time.

Imaging applications normally employ echoes, so
the dead time is rarely an issue. However, in the
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collection of FIDs, one wishes to minimize the dead
time so as not to lose the start of the signal. Once
this has been done, however, one must not forget
the transient responses of the various filters to the
abrupt start of the signal itself. This topic was thor-
oughly analyzed in the days when computer memory
was expensive and digital-to-analog converters were
slow.35 However, even when sampling at a low IF
rather than at baseband, it is worth bearing this factor
in mind.

23.5.3 Filters

Filters have been mentioned throughout the chapter
but no details have been given. This is because the
topic is vast and cannot be isolated from the design
of the receiver as a whole. The reader is therefore
referred to the huge literature available, as well as
to the World Wide Web (see Section 23.7). We give
two practical references, Refs 36, 37. The ideal band-
pass filter has no group delay (dφ/df = 0), does not
ring, and has infinitely fast frequency rolloff outside
its passband. Within the passband, its response is
flat. It also does not exist. The minimum passband
for all filters combined is the MR spectral band-
width, which can be as large as 250 kHz, as has
been remarked earlier. Over this frequency range,
there should be little variation in the frequency re-
sponse and a ripple (response oscillating slightly with
frequency) of a fraction of a decibel is a common
standard. In general, the amount of ripple can be
traded against bandwidth and filter complexity. To

good accuracy, a linear variation of phase φ with
frequency (constant group delay) is also desirable,
particularly when the center frequency is low (e.g., at
baseband); at radio frequencies over the small NMR
spectral bandwidth, this is virtually guaranteed as the
filter bandwidth will generally be much larger than
the spectral bandwidth. However, this goal also ap-
plies to the sum of all filtering in the receiver, so
the requirement of linearity is somewhat more strin-
gent than might at first be imagined. Nonlinearity of
phase response with frequency can lead to spectral
baseline artifacts and difficult spectral phase adjust-
ment. Outside the passband, the rapidity with which
the response must fall is determined by the proxim-
ity of possible spurs and the need to restrict imaging
of noise in the heterodyning (mixing) process. It too
can be traded against bandwidth. The author’s pref-
erence is for four-pole filters36,37 of various types,
augmented where necessary by notch filters for re-
moval of specific frequencies. (The transfer function
of a four-pole filter is described by a mathematical
formula whose denominator is a fourth-order polyno-
mial in s = jω, j = √ − 1. A notch filter’s simplest
conception is a tuned parallel LC circuit in the signal
path that rejects a specific frequency.) However, el-
liptic filters37 may be preferable when minimal group
delay is wanted. An unusual balanced filter is shown
in Figure 23.8. This filter is for use in a 20 MHz IF
strip and it rejects all harmonics above the second
to better than 40 dB. The same design can be used
up to 500 MHz with appropriate dimensional scaling,
thanks to the excellent electrical characteristics of a
toroidal winding.
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23.6 DIGITAL SIGNAL PROCESSING

23.6.1 Signal Sampling

The limitations of ADCs have been briefly discussed
in the introduction. Once the NMR signal has been
digitized, the full power of digital signal processing
can be unleashed and, once again, this is a vast
topic (a Web search generated nearly three million
results) that mostly cannot be addressed here. A
respected reference is Ref. 38. However, a few basic
points are germane, and the first is the choice of
the sampling frequency. It is well known that to
retain information and avoid ambiguity, a signal at
frequency f must be sampled at a rate greater than
2f 1. What is less well known is that sampling at a
lower rate is sometimes permissible and that it can
change the frequency of the data. Figure 23.9 shows
an extreme case where a 101 MHz signal is sampled
at 100 MHz. The resulting data clearly oscillates at
1 MHz. Thus, if an IF NMR signal covered the range
101.2–101.3 MHz (a 100 kHz spectral bandwidth), it
would be unambiguously sampled and the resulting
signals would cover a range 1.2–1.3 MHz, albeit with
an excessive number of points. To reduce the number
of points so as to improve computational efficiency,
we might wish to undersample at a lower rate, say
5 MHz, and the resulting points are shown in green
in Figure 23.9. There is still a clearly defined 1 MHz
digitized signal, and there would be no ambiguity for
frequencies between 100 and 102.5 MHz. However,

frequencies outside this range would be aliased; for
example, a signal at 89 MHz would also present as
having a frequency of 1 MHz.

It follows that, if a signal is to be successfully un-
dersampled with no loss of SNR, the noise must have
a bandwidth less than half the sampling rate. Thus,
to maintain the SNR with a 5 MHz sampling rate, the
quality factor of a simple tuned circuit filter centred
on 101.25 MHz would have to be at least 40, which is
a little high for good temperature stability and phase
linearity. The mistake is sometimes made of choos-
ing an ADC with excellent resolution (e.g., 16 bits)
at the sampling rate. However, it must be remem-
bered that the signal being captured has a far higher
frequency, and it is imperative that the ADC be able
to give its full resolution while capturing a voltage
in a time interval in the picosecond range. In addi-
tion, limiting the noise bandwidth reduces the noise
in the time domain so that the resolution demands
are further increased. The arguments presented in the
introduction thus come into play once again; clearly,
determining optimal specifications/sampling rates is
a complicated business, and the “natural” bandwidth
of the instrument may be a substantive factor.

23.6.2 Decimation

Once an optimum has been found, Fourier transform-
ing the several million data points comprising an FID
or echo and then discarding all but the small spectral
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Figure 23.9. A demonstration of undersampling. The signal, of frequency 101 MHz, is sampled every 10 ns (red points).
The resulting data clearly oscillate at 1 MHz. The green points show the result of sampling every 200 ns. Oscillation of the
data at 1 MHz is still clearly visible.
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bandwidth of interest is an inefficient computational
process. An alternative approach, and the one gen-
erally used, is therefore to decimate the data in a
specialized integrated circuit. The verb has its ori-
gins in the selection for execution of 1 in 10 mutinous
Roman soldiers by the drawing of lots; in the digital
case, the sampling rate is reduced by ignoring all but
every mth sample. Now we have seen that a reduction
of the sampling rate requires a reduction of bandwidth
to maintain the SNR, and decimation is no exception
to the rule. Thus, it is preceded by digital filtering,
usually a finite impulse response (FIR) filter,38 whose
description is beyond the scope of this chapter.

Following decimation, the digitized signal can be
efficiently Fourier-analyzed to obtain spectral data
and, because the frequencies in our example all have
the same sign (effectively, the reference frequency
sits to one side of the spectrum), there are no
concerns of corruption by ghosts and origin peaks.
Of vital importance, however, is that the sampling
rate ν1 and the clock rate ν2 of the digital signal
processing integrated circuit be locked to the master
oscillator referred to in Section 23.4.6, and that the
repetition rate of experiments be connected to the
final sampling rate. Thus, one might have a final
sampling rate of 1 MHz after decimation, in which
case the time resolution of the pulse programmer
could only be 1 μs. Clearly, this restriction can
be lifted if the digital signal processing mimics
baseband analog quadrature detection. Happily, this
can be done without introducing the imperfections
of ghosts and direct voltage offsets.

23.7 RESOURCES

23.7.1 Information

In conclusion, it is emphasized that the present
chapter is merely an introduction to a subdiscipline
of a huge and complex subject—RF electronics
engineering—that is constantly changing and
evolving as integrated circuit design rapidly
advances. To keep their documentation timely and
relevant, electronics manufacturers have embraced
the World Wide Web, as it confers agility, allows
customers to search both by desired function and
part number, and saves huge printing costs for data
that are destined soon to be obsolescent. Data sheets
with specifications form the heart of electronic
documentation—each product has one—and while

they can often be overwhelming to the uninitiated,
manufacturers invariably have numerous application
sheets full of tips and explanations. Electronics engi-
neers worldwide have also been zealous in providing
independent technical explanations of terms and
functions with varying degrees of success (e.g., Ref.
16) but with remarkably few errors. For example,
“Googling” the terms “filter poles” in 2011 resulted
in over 8 million hits while restricting the search
to books resulted in 97 000 hits. Note that many
books on electronics have limited Web previews that
facilitate browsing. With these resources, interested
readers can rapidly fill any voids in their knowledge.

23.7.2 Components

Procurement of small quantities of electronic de-
vices is best handled through online companies that
specialize in diverse stocks and overnight delivery.
Examples of such companies are Digi-Key, Newark,
Mouser, RS Components, Farnell, etc. A few of the
many manufacturers of RF products the author has
used are given below:∗

1. Agilent: Network analyzers, powers supplies,
oscilloscopes, etc.

2. Amphenol: RF connectors and cables
3. Analog Devices: Large range of integrated cir-

cuits and semi-conductors
4. American Technical Ceramics: High quality-

factor capacitors
5. Coilcraft: Inductors and capacitors
6. Emerson: RF connectors and cables
7. Freescale: RF power transistors and FETs
8. Honeywell: RF switches
9. Infineon: RF transistors

10. Intersil: RF transistors
11. Johanson: High-quality-factor fixed and vari-

able capacitors
12. Maxim: Semiconductor switches
13. Microsemi: Switching diodes and PIN diodes

for MRI
14. Mini-Circuits: A complete range of small RF

amplifiers, mixers, etc.
15. MMD Components: Voltage-controlled crystal

oscillators
16. Tektronix: RF oscilloscopes and other instru-

mentation
17. Programmed Test Sources: Frequency synthe-

sizers
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∗Disclaimer: The mention of a company’s name
or product in this chapter in no way constitutes
endorsement by the National Research Council of
Canada, its institutes, or employees.
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24.1 INTRODUCTION

Radio frequency power amplifiers (RFPAs) are a
vital subsystem of any NMR spectrometer (NMRS)
or MRI scanner (MRIS). Familiarity with its fun-
damental function, capabilities, and limitations will
prove beneficial to technologists of the various dis-
ciplines involved with the design, development, and
use of these machines. The objective is to provide an
overview of amplifier technology, terminology, spec-
ifications, as well as testing and evaluation along with
future trends in RFPA architectures.

A comprehensive definition of RF pulse parameters
is initially provided, as the sole purpose of the RFPA
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is the amplification of the RF pulse sequence. Am-
plifier specifications are delineated and explained in
detail with reference to their impact on the RF pulse
sequences. Following the nomenclature, methods of
testing and analysis are covered, so one can verify
performance. A section on application is provided to
discuss current and future amplifier architectures, and
finally a quick overview of troubleshooting is also in-
cluded to relate ways in which amplifier performance
anomalies can manifest in terms of degradation of
system performance.

24.2 BACKGROUND

A system- and high-level block diagram of an RFPA
is shown in Figure 24.1. The architecture of any
NMR/MRI RFPA will generally resemble this block
diagram. The function of each block is as follows:

1. The pre-driver and driver are low-power ampli-
fier stages that raise the power level of the small,
low-level input signal up from the milliwatt range
to a level high enough to drive the high-power PA
sections. Many PAs may be required to achieve
higher power output levels, so divider/combiner
networks are deployed to algebraically sum mul-
tiple amplifier output power levels together.

2. The directional coupler separates out precise,
proportional samples of forward and reflected
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Figure 24.1. RFPA architecture.

signal power for internal/external power moni-
toring and fault detection.

3. The DC power supply converts AC line voltages
into DC voltages that are suitable to operate the
pre-driver, driver, PAs, and the microcontroller.

4. The microcontroller is essentially a microcom-
puter which continuously runs a fixed program
loop that monitors several vital operating
parameters throughout the RFPA chassis: DC
voltages, currents, pulse width, duty factor, RF

output power, load voltage standing wave ratio
(VSWR), and temperature. In the event any
of these parameters get excessive to a point
where damage to the RFPA is imminent, the
microcontroller will put the system into a fault
mode, shut off appropriate circuits, and send out
a system status via the system interface.

5. The circuit-level schematic at the bottom of
Figure 24.1 shows a basic amplifier stage which
consists of input/output matching networks,
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Figure 24.2. RF intrapulse parameters.

an active device (Q1), coupling/decoupling
components (C1, C2/L1, respectively), DC
supply, and gating voltages. This level of
circuit breakdown illustrates what is found
architecturally in a pre-driver, driver, or RFPA
amplifier stages. Essentially, only two things
are done to the RF power that enters an RFPA:
transfer and amplification. Any RF circuit in
an RFPA does either of these functions. In
Figure 24.1, the input/output matching networks
are responsible for matching the system 50 �

impedance with the low impedances of the
RF transistors for maximum power transfer.
The coupling/decoupling components (C1, C2,
and L1) transfer the RF and DC energy in
the appropriate directions. The transistor Q1
amplifies the RF signal.

As stated, the basic function of RFPA is simple:
amplify or increase the power of an RF pulse signal
applied to its input. If the RFPA were ideal, that is
all it would do: the output would be an exact replica
of the input waveform, and only the amplitude would

be greater by some fixed multiple. But conventional
RFPAs are not ideal and they will invariably distort
the signal it is meant only to amplify. Just how much
it can distort the signal and what is allowable is to
be covered.

Since the sole purpose of the NMR/MRI RFPA
is to amplify an RF pulse, it is important to fully
understand the parameters that define the ideal RF
pulse and also define what RF pulse actually emerges
from an RFPA. With that knowledge, it is easier
to understand how amplifier performance anomalies
degrade the characteristics of an ideal pulse.

Referring to the ideal pulse in the top portion of
Figure 24.2, an RF pulse train has several defining
parameters; since it is ideal, we assume all of them to
be perfect. Propagating from the baseline on the left,
we have a 0 V reference line, continuing to the rising
edge of the pulse, which goes from 0 V to a fixed
amplitude in zero time. The pulse continues exactly
at the fixed amplitude until the end of the pulse width
duration and, again in zero time, the amplitude drops
to exactly 0 V.
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Table 24.1. Pulse parameter definitions

Reference
numbers from
Figures 24.2
and 24.4

Parameter name Description Dimension

1, 18 Ideal, 0 V reference line Mathematical construct, point of reference for
all pulse voltages

Volts

2, 17 Blanked noise voltage Noise voltage out of RFPA when blanked Volts
3 Bias enable transient voltage Voltage spike exiting RFPA when RFPA is

initially unblanked pre-RF pulse
Volts

4, 15 Unblanked noise voltage Noise voltage out of RFPA when unblanked Volts
5 Pulse preshoot Amplifier output 0 V reference deviation prior

to pulse rise
%

6 Pulse rising edge 10–90% voltage transition range Volts
7 Pulse rise transition duration Time required for amplifier to transition from

10% to 90% of peak output voltage
Micro-/nanoseconds

8 Rising pulse overshoot Portion of RF pulse that exceeds 100%
amplitude during post rising transition duration

%

9 Pulse overshoot ringing/decay time Time for damped sinusoidal envelope peak to
decay

Micro-/nanoseconds

10 100% pulse RF amplitude reference Point on RF pulse that is chosen to be 100%,
usually after overshoot and ringing are done

% or volts

11a, b Pulse tilt positive/negative Amount that peak RF voltage slopes throughout
pulse width duration

%

12 Pulse falling edge 90–10% voltage transition range Volts
13 Pulse falling transition duration Time required for amplifier to transition from 90

to 10% of peak output voltage
Micro-/nanoseconds

14 Post pulse backswing Amplifier output 0 V reference deviation after
pulse fall time

%

16 Bias disable transient Voltage spike exiting RFPA when RFPA is
blanked post-RF pulse

Volts

19 Falling pulse overshoot Portion of RF pulse that exceeds final tilt
amplitude pre-falling transition duration

%

20 AM–AM distortion Interpulse amplitude ratio distortion, also known
as gain linearity

Decibels

21 AM–PM distortion Interpulse relative phase distortion, also known
as phase linearity

Degrees

22 Amplitude stability Long-term gain stability over time Decibels per hour
23 Phase stability Long-term phase stability over time Degrees per hour
24 Phase-error, over-pulse Phase shift across the duration of a pulse width Degrees

Let us observe the RF pulse after it has exited a
nonideal RFPA. The “actual RF pulse” in Figure 24.2
shows an amplifier’s output in the time domain,
and for illustrative and explanatory purposes, most
forms of time-domain pulse distortion that a typi-
cal NMR/MRI RFPA can induce are included. It is
interesting to note that, while it takes about four
parameters to define an ideal RF pulse, that is,
amplitude, frequency, pulse width, and duty factor, it

now takes over 20 parameters to characterize a pulse
that has been through a nonideal amplifier. Table 24.1
defines the pulse parameters qualitatively. Note that
there are two main classes of time-domain pulse dis-
tortion: intrapulse distortion; that is, distortion of the
pulse per se, or relative to the ideal form of the input
(see Figure 24.2); and interpulse distortion, which is
distortion of a pulse relative to other pulses in the
sequence (see Figure 24.4).
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24.3 RFPA SPECIFICATIONS,
DEFINITION, AND
QUANTIFICATION

Any RFPA can be fully specified by quantifying its
RF performance in three domains. A “domain” is sim-
ply the x-axis of a basic x –y plot. In the case of
RFPAs, x will be a “stimulus” that will be varied (i.e.,
frequency, power etc.) while certain “response” pa-
rameters (i.e., gain, phase etc.) are monitored. The do-
mains necessary to be analyzed to fully characterize
an RFPA’s RF performance are the time, frequency,
and power. The specifications will be conveyed for
NMRS, MRIS and, where materially different, for
electron paramagnetic resonance (EPR) instruments.
Nuclear quadrupole resonance (NQR) demands are
generally satisfied by amplifier specifications that
work for MRI requirements; only the operating fre-
quency is usually very low (100 kHz–5 MHz).

24.3.1 RFPA Specifications, Time Domain

With the RF pulse parameters defined, specifying
the RFPA in the time domain is a natural transition.
Note that all specifications in the time domain are in
dimensions or ratios of voltages and not power (even
though power amplification is the central focus). The
rationale for specifying in the voltage dimension is
more than likely a legacy issue; i.e., “that is the
way it was always done”. One can safely argue
that this is the case, as power meters that could
visually display a time-domain RF pulse waveform
in terms of power dimensions (i.e., watts or dBm)
did not become commercially available until the early
1990s, which was years after NMR/MRI time-domain
specifications had long been defined and measured by
oscilloscopes, which only measure voltage.

24.3.1.1 Generic Time-Domain Specifications

Before getting into specific time-domain require-
ments, an RFPA for NMR/MRI must meet certain
operating pulse requirements. It should be pointed
out that an amplifier optimized for pulse operation is
vastly different than one that is designed for continu-
ous wave (CW) applications although the RF circuitry
is similar. The primary difference between the two
amplifiers is the power supply and heat management
technologies. A CW amplifier requires a large DC

supply to satisfy the demand for high average power.
With high average power comes the need to effec-
tively remove heat, so the heat sinks and fans are
substantially larger for a CW RFPA. A pulse RFPA
is optimized to provide very high RF power pulses
with precise fidelity, but for only short periods. The
duration of time that a pulse RFPA can put out max-
imum power is defined as its maximum pulse width.
For NMRS, maximum pulse widths are on the order
of 300–500 ms; for MRIS, maximum pulse widths
are on the order of 20–300 ms. The average power
requirements (duty factor) for both NMRS and MRIS
are on the order of 10–15% maximum.

24.3.1.2 Bias Enable, Disable Transient

Transistors in RFPAs are typically fed a DC operating
voltage through some type of inductive circuit (see
Figure 24.1, L1). The purpose of the inductive circuit
is to pass DC power to the transistor easily while
preventing the amplified RF signal from working its
way back into the DC supply. A problem occurs when
the bias current is pulsed, i.e., the rapidly changing
current generates voltage spikes roughly governed by
the familiar equation VL = L1 (di/dt), where VL is
voltage across L1, L1 is decoupling inductance, di is
change in bias current, and dt is bias current rise/fall
time. This voltage spike can make its way to the
output of the RFPA even if no input RF signal is
applied. The duration of this transient is generally
very short and currently has not been shown to inhibit
or corrupt images or data; therefore, while it is shown
for completeness, it is not formally specified.

24.3.1.3 Pulse Preshoot, Postpulse Backswing

This distortion occurs directly after an RFPA has been
unblanked (or the RF pulse is terminated) and ap-
pears in the time domain as a half or more cycles of a
low-frequency signal superimposed on the unblanked
noise voltage. It originates in the RFPA output device
and is from the bias and operating current energy of
the transistors “fly wheeling” (energy being alterna-
tively stored and discharged) between inductive and
capacitive decoupling and coupling circuits, respec-
tively (see Figure 24.1; L1 and C2). Since it is a
very low frequency signal, it will be filtered out by
the transmit coil. It is generally not specified because
of its ultimate removal by this coil.
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24.3.1.4 Rise, Fall Time

Now formally renamed by the IEEE as “transition du-
ration”, “rise time” is the amount of time an amplifier
takes to transition its output at a given power level
from 10% to 90% of the voltage waveform. Con-
versely, “fall time” is the amount of time an amplifier
takes to transition its output at a given power level
from 90% to 10% of the voltage waveform. Specifi-
cation (for both rise and fall time): NMRS: <100 ns,
MRIS: 250 ns–10 μs (application dependent), EPR:
<25 ns.

24.3.1.5 Overshoot, Rising/Falling Edge

This distortion usually occurs from inductively stored
energy within the RFPA’s circuitry. An RFPA (espe-
cially the ones used in NMR) has to transition from
zero to full power in about 100 ns, and this requires
large amounts of current to be switched through in-
ductors very rapidly. This rapid current change causes
a voltage spike on the rising and falling edges of
the pulse, which gets superimposed on the RF pulse.
Specification (for both rising and falling edge over-
shoot): NMRS: <5 %, MRIS: <13%.

24.3.1.6 Pulse Overshoot Ringing/Decay Time

As with the pulse preshoot, energy is being fly-
wheeled between inductive and capacitive circuits in
the RFPA; this generates a lower frequency, damped
sinusoidal wave that is imposed on the initial portion
of the RF pulse following the RF rise time and
modulates its amplitude. This specification is for the
time it takes for the amplitude modulation to drop
to less than 5% of the peak RF pulse amplitude.
Specification: NMRS: <500 ns, MRIS: <5 μs.

24.3.1.7 Pulse Tilt (Formerly Pulse Droop or
Amplitude Decay)

When an RFPA is pulsed, it is rapidly switched from
“off” to “on” states. When the RF transistors in the
amplifier are off, they are at certain temperature;
when they are turned on, the temperature of the tran-
sistor rises. This increase in temperature can lower
(or for certain transistors, raise) the gain of the device
over time. If the gain lowers with an increase in tem-
perature, a negative tilt (amplitude of RF pulse lowers
with increasing time from left to right) occurs. The
converse is true for a transistor whose gain increases

with increasing temperature; the tilt is now positive,
with the amplitude increasing with time. It should be
noted while on the topic of pulse tilt that there exists
no formal definition of tilt characterization; i.e., there
is no IEEE or any other standard that specifies exactly
what two points on a given pulse waveform at which
to marker the tilt reference points. This has and will
continue to be subject to individual interpretation, as
a pulse waveform with either a continuously rising
or falling amplitude has no formally defined “100%”
point. In light of this, quantified specifications for tilt
do exist and are included, though it is up to the am-
plifier manufacturer and end user to concur on where
to marker the pulse waveform so they can mutually
agree on an acceptable level of pulse tilt. Specifica-
tion: NMRS: <5% over a 10 ms rectangular pulse,
MRIS: <8 % over a 20 ms rectangular pulse.

24.3.1.8 Amplitude/Phase Stability, Long Term

Most of the RF pulse distortion covered to this
point addresses a performance deviation local and
specific to an individual pulse. Long-term amplitude
and phase stability is concerned with the amplitude
and phase characteristics over thousands or millions
of pulses during the course of a given pulse sequence.
Ideally, it is desired to amplify every pulse exactly
the same way without any change in amplitude or
phase over a period of time, which can be minutes
or several hours. However, changes in environment,
primarily ambient temperature, can alter the relative
amplitude and phase of an amplifier, as the RF power
transistor’s gain and insertion phase are influenced
by temperature. Specification: NMRS, MRIS: <0.2
dB over 24 h period, phase stability: NMRS, MRIS:
3◦ over a 24 h period with the ambient temperature
being held constant.

24.3.1.9 Phase Error Over-Pulse

This type of phase distortion occurs across the du-
ration of a rectangular RF pulse. In cases where
the pulse tilt is substantial, the change in output
power across the pulse incurs some AM–PM (am-
plitude modulation to phase modulation) distortion.
This means the phase shift from the input to the out-
put of the amplifier changes slightly across the time
duration of the pulse width.

Specification: NMRS/MRIS: <5◦ across a 10 ms
pulse width
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24.3.1.10 Unblanking, Blanking Propagation
Delay Time

(Note: there are two types of unblanking/blanking
delay times. The first is relative to the RFPA and is
defined below; the second pertains to the RF pulse
sequence and how the unblank TTL gating signal
is timed relative to the RF pulse and is simply the
delay time between the median TTL gating transition
duration and the immediately following RF pulse
transition duration.)

To reduce the amount of electrical noise an am-
plifier emits during the NMR/MRI signal acquisition
period, the output stages of an RFPA are shut off by
removing the bias voltages to the transistors. The ob-
jective is to quickly turn the RFPA on, send through
some RF pulses, and then quickly turn it off. The sig-
nal applied to the RFPA is called a gating or unblank
signal. It is typically a TTL signal and is synchronous
with the RF pulse sequence. It is desirable to have the
RFPA ready for action as soon as the gating signal
is applied. The measure of an amplifier’s ability to
rapidly turn on and be ready for operation is called
the unblanking delay and is measured from the me-
dian (50% voltage point) of the gating TTL signal
to the median (50% voltage point) of the following
RF pulse. (Note: the test TTL gating signal and the
rectangular input RF pulse should have exact, syn-
chronized rise times, assuming the amplifier is TTL
active high; TTL high = amplifier unblanked.)

Specification: NMRS: 1 μs, MRIS: 2 μs, EPR:
50 ns

24.3.2 RFPA Specifications, Frequency
Domain

This class of specifications covers the RFPA’s per-
formance at different frequencies. Ideally, the perfect
RFPA would perform exactly the same at one key
nuclear frequency as it would at another. The spec-
ifications listed below define and quantify certain
amplifier parameters such that reasonable uniform
performance is achieved at each nucleus.

24.3.2.1 Generic Frequency Domain
Specifications

The bandwidth of an RFPA is simply the range of
frequencies within which the amplifier is expected

to comply with certain specifications such as output
power, linearity, pulse tilt, etc. An RFPA can be oper-
ated outside the specified bandwidth; its performance,
however, can and will be compromised.

24.3.2.2 Power Gain

Amplifier power gain is simply a measure of how
much a particular RFPA will amplify the power of
a signal applied to its input. The equation for power
gain is:G(dB) = 10 log Pout

Pin
. The way to determine

how much power gain an RFPA needs for a particu-
lar requirement is fairly straightforward: simply take
the maximum output power required (Pout) and the
maximum input signal power available and substi-
tute the values into the gain equation. Typically, the
available input power from most signal sources is on
the order of 1 mW or 0 dBm. So, for example, if a
kilowatt of output power was required, an amplifier
with +60 dB of gain is needed.

Specification (NMRS, MRIS): G(dB) = 10 log Pout
0.001

where Pout is the required maximum peak power (in
watts)

24.3.2.3 Gain Flatness

The wider the bandwidth a particular amplifier can
cover, the harder it is to maintain a constant power
gain across the bandwidth. It is more important to
have better gain flatness centered on the key nucleus
frequency (±500 kHz) than to try to sustain it over
frequencies between nuclei where the amplifier will
not be operated. There is then the need to specify
two types of gain flatness: broadband (or multinu-
clear) gain flatness and nucleus-centered gain flatness
(where the bandwidth is ±500 kHz centered about the
key nucleus frequency).

Specification (NMRS, MRIS): Broadband gain flat-
ness: Power gain (in dB) ±3 dB, Nucleus-centered
gain flatness (±500 kHz): Power gain (in dB)
±0.2 dB

24.3.2.4 Harmonic Content

An ideal linear amplifier, if one were to graph the
output power versus input power, would give a per-
fect straight line (see Figure 24.3) where the slope of
the line would be the power gain amplification fac-
tor. This is simply a number that the input power is
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Purple plot = Nonlinear amplifier transfer function
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Figure 24.3. RFPA transfer functions.

multiplied by to give the output power. Another char-
acteristic of a linear transfer function is that the output
frequency spectrum of the RFPA’s output power is
simply a larger amplitude replica of the input RF fre-
quency spectrum.

Practical RFPAs are not perfectly linear (the non-
linearity arising from the quasilinear transfer charac-
teristics of the RF power transistors) and the power
gain amplification factor is not a linear multiple but
actually a complex transfer function with nonlinear
terms. Because of the nonlinear terms, there will be
output frequency spectra not only at in the input fre-
quency spectrum but also at integral multiples (2, 3, 4,
. . ., n) of the input frequency. This is known formally
as harmonic distortion or harmonic content. The bulk
of the harmonic energy will be filtered out by the
transmit coil, so low-pass filtering of the RFPA’s out-
put is usually not required.

Specification (NMRS, MRIS): even-order harmon-
ics: −20 dBc, odd-order harmonics: −12 dBc

24.3.2.5 Spurious RF Output Emissions
(Oscillation)

There are many forms of amplifier stability. Ampli-
tude stability, for example, is a measure of the ampli-
fier’s ability to maintain a constant output level over

long pulse sequence durations. A generic definition of
amplifier stability is its ability to maintain an output
that is in some way controlled by the input. Spurious
RF outputs are erratic frequency components that an
RFPA puts out that can be either within its opera-
tional bandwidth or outside. The spurious output is
sometimes caused by inadequate filtering of the out-
put DC feed lines that couple RF signal power from
the output of the RFPA to the input. They can be
initially generated when an RF input is applied, yet
can remain when the RF input is shut off. They are
generally non-harmonic-related and can be close to
or far away from the frequency of the carrier. Wher-
ever they are located, however, they are referenced
in amplitude to the carrier frequency.

Specification (NMRS, MRIS): < −50 dBc
Another type of amplifier stability is “Load-Pull”

stability. This is a measure of the RF amplifiers abil-
ity to maintain stable (or a spurious-free spectral)
operation while the output (or input) is subjected
to various load impedances. Historically, amplifiers
have been unrealistically specified as “uncondition-
ally stable” for any magnitude/phase of source/load
impedance.

The problem with an “unconditionally stable” re-
quirement is that there is an infinite amount of source
and load impedance combinations to apply to an am-
plifiers terminals. In practicality, this simply cannot
be verified.

In reality, the only true “unconditionally stable”
two port network is a passive (Gain <1) network.

There is no such thing as an “unconditionally
stable” amplifier in the real world.

A more realistic way to specify and be able to
verify amplifier stability is to define a load space on
the Smith Chart and pick load Reflection Coefficients
with discrete magnitude and phase values on which
to test for spurious response. For example, a specifi-
cation for amplifier stability may read: Conditionally
stable for up to 3:1 load VSWRs, rotational about the
Smith Chart at 45 degrees increments with less than
−50 dbc of spurious frequency components.

24.3.2.6 Input VSWR (Input Return Loss)

Input voltage standing wave ratio or input VSWR
is measure of how close the input impedance of the
amplifier is to an ideal 50 � resistor. The closer it
is, the better it is matched to the RF signal source
(assuming it has a 50 � output), and the better this
match, the more the power transfer from the pulse
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signal source to the RF amplifier. A 1:1 VSWR is a
perfect match (i.e., all the power from the RF signal
source will enter the RF amplifier). The higher the
first number goes, the worse the impedance match
is and, consequently, the less will be the power that
enters the RFPA’s input.

Return loss is simply another way to express input
match, in this case as a logarithmic ratio of forward
and reflected power. Returnloss(dB) = −10 logPr/Pf

Specification (NMRS, MRIS): Input VSWR: <2.0:1,
input return loss: < −9.5 dB

24.3.2.7 Output Noise (Blanked)

The NMR signal, be it from a patient or a sample,
is very faint. One way to improve the signal-to-noise
ratio (SNR) is reduce all unnecessary electrical noise
from the environment where the NMR signal is
present. An RFPA generates quite a bit of noise while
it is on, as it has a large amount of gain. The best way
to reduce electrical noise out of an RFPA would be to
simply shut it off. The problem with that is it takes
far too long to turn the entire amplifier system on
and off for it to be effectively used in an NMR/MRI
system. The next best thing is to shut off only the final
stages of power amplification. This is accomplished
by shutting off the bias to the output transistors, as
they can be switched on/off in under a microsecond.
There will still be some noise output even with the
output stage blanked off, to be sure, but the noise
output now is tolerable.

Specification (NMRS, MRIS): 20 dB over thermal
noise.

24.3.2.8 Noise Figure

An RFPA’s job is to transmit sometimes very large
amounts of RF power into a sample or patient. The
magnitude of this RF energy is very large in compar-
ison to the NMR signal. It may not seem essential
for an RFPA to have a low-noise output while it is
transmitting since the very thing it is tasked to do
is to generate RF power and lots of it. Why then
would noise figure be important? The reason is that
there are applications where the RFPA is transmitting
at one frequency while the RF receivers are listen-
ing at another, and the lower the noise figure of the
RFPA, the less it will interfere with this second fre-
quency.

Specification (NMRS, MRIS): <10 dB.

24.3.3 RFPA Specifications, Power Domain

This is the last of the three domains. In this area
of specifications, the stimulus to be varied is power;
that is, the input power to the RFPA is swept across a
certain dynamic range (range of power levels, usually
30–40 dB). For example, if an RFPA is driven to
full power at 0 dBm input, this unit would be tested
with an input RF power level of −40 to 0 dBm.
While the power is being varied, certain response
parameters are being recorded such as gain and phase
linearity.

24.3.3.1 RF Power Output

An RF power amplifier’s output power capability is
by far the first and foremost parameter that comes to
mind when discussing an RFPA. How much power to
use for a particular application in an NMRS or MRIS
depends on several factors: coil (probe) limitations,
specific absorption rate (SAR) values, the part of
the anatomy to be scanned (i.e., head, extremities,
or whole body), etc. It is beyond the scope of this
discussion to quantitatively convey how to specify
a maximum power output level for all applications.
What can be discussed, however, is a rough estimate
of what has been typically used to date. NMR RFPAs
usually deposit their outputs into to some chemical
sample, which is generally not large in volume. Most
NMR applications run at less than 500–2000 W of
peak power up to 400 MHz; from 400 MHz to 1 GHz,
100–500 W is adequate, and from 1 to 2 GHz, 30 to
100 W amplifiers have been deployed.

MRIS RF power requirements can vary widely, as
discussed. For extremities (arms, legs) in the 1–3 T
realm, 500–2000 W is common; for head imaging,
4–8 kW; and for whole body, amplifiers with up to
35 kW have been used. For higher fields (4, 7, 8,
9.4, 10.5, and eventually 11.7 T), requests for power
levels of up to 10–32 kW are common. Multichannel
3 T systems are running at 4 kW per channel, and
multichannel 7 T RFPAs are designed for 1 kW per
channel.

NQR applications have operated in the 2–4 kW
range, and the far less common EPR experiments
have be executed with anywhere from 400 to 2000 W.

Although NMR and MRIS RFPAs are primarily
used for pulsed applications, there are certain appli-
cations where they can be required to run in CW
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mode. In this event, the required CW power is usu-
ally no more than 10% of the amplifier’s maximum
peak RF output power.

24.3.3.2 Gain Linearity

Pulse sequences can contain RF waveforms that have
precisely proportioned amplitude ratios. An ideal lin-
ear amplifier has the unique characteristic that its
output power is proportional to the input power.
Figure 24.3 shows this graphically, which is a plot
of output power vs. input power. The linear trace
is called a transfer function; it describes the trans-
fer relationship of the input to output power of an
amplifier. The slope of the line is the power gain
factor “A”, which (in an ideally linear amplifier;
a solid, straight plot) is some fixed constant num-
ber regardless of what power level the output is.
In actuality, the transfer function will not have a
slope with a constant power gain factor, but one that
will change over the dynamic range of the ampli-
fier (dashed, curved plot). What this translates into is
that an amplifier will amplify signals at low power
with one level of gain, at medium power with an-
other level of gain, and at high power with yet an-
other level. This translates to a nonlinear gain transfer
function. Figure 24.4 shows how different amplitude
pulses get different power gain factors (A1 and A2).
The gain linearity specification quantifies how far
from the ideal linear operation can an actual am-
plifier deviate. In cases where the deviation from
ideal is severe, the carefully proportioned amplitude
ratios in a given pulse sequence can change dramat-
ically.

The gain linearity specification must come with a
definition of dynamic range requirement, as it must be
understood and clarified, a priori, where the amplifier
will be expected to be operated in terms of output
power level. Usually, the dynamic range is taken
from the maximum specified output power level to
some amount of dB down from this level. The amount
of dynamic range defined as a minimum should be
20 dB, typically 40 dB, and in extreme performance
applications 60 dB.

Specification (NMRS, MRIS): Gain linearity over
40 dB dynamic range: ±1 dB of gain variation.

24.3.3.3 Phase Linearity

It takes a finite amount of time for a signal to make
its way through an RFPA from its input connector

(A1)Vp1

(A2)Vp2

Vp2

Vp1

20

21

Initial phase reference
± phase error

22, 23

24 Initial phase reference

Figure 24.4. Interpulse amplitude/phase relationships.

to its output, and, although it makes it through very
fast (on the order of nanoseconds), there is a definite
time expended. This delay time is called propaga-
tion delay, and integral to this measurement is the
parameter insertion phase. This is a measure of rel-
ative phase shift from the input to the output of the
RFPA. As with gain linearity, it would be prefer-
able to have this relative phase shift remain constant
across the defined dynamic range of the RFPA. If the
phase shift were constant, then relative phase rela-
tionships between low-power and high-power pulse
signals would be preserved throughout the amplifica-
tion process. If the relative phase shift changes over
the dynamic range, then the phase relationships will
be altered. This deviation is defined as phase linear-
ity and, as with gain linearity, it comes paired with a
defined dynamic range. The root cause of phase non-
linearity is a parasitic junction capacitance present
in all types of RF power transistors. This capaci-
tance varies as a function of output power; so, as
the output power changes, so does this capacitance,
and along with it the relative phase shift through the
RFPA.

Specification (NMRS): Phase linearity over 40 dB
dynamic range: ±5◦ of insertion phase variation.
Phase linearity (MRIS): ±7.5◦ of insertion phase
variation.
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24.3.4 Safety Specifications and System
Compatibility Considerations
(IEC-60 601 and CE Mark)

Up to this point, the primary focus has been on
the amplifier performance relative to its ability to
accurately reproduce an RF pulse sequence with an
acceptable degree of fidelity. There are two other
broad areas of amplifier specifications that are worth
covering in general so that the end user or system
engineer can be informed of their implications.

Safety is of primary importance with any electrical
device (see Chapter 32), and RFPAs are certainly no
exception. SAR is concerned with how much aver-
age RF power is deposited into a patient; one should
be very clear on what the limitations are and take
appropriate protection and have limiting devices in
place to automatically shut the RF amplifier off in the
event that SAR guidelines are exceeded. It is strongly
recommended to have operationally redundant pro-
tection measures (i.e., independent, simultaneously
operating average RF power monitoring devices) to
limit RF power (see Chapter 33).

In addition to patient safety, safety concerns of the
individuals who work with the RF power amplifier
hardware are equally important.

The safety protocol for both SAR and medical
equipment is covered under the IEC-60 601 safety
standard. From the equipment perspective, an RFPA
compliant to IEC-60 601 will have undergone sev-
eral months of independent safety tests performed on
the unit. Organizations such as Underwriters Labora-
tories (UL) conduct thorough safety tests, including
(but certainly not limited to) verification that the outer
chassis is adequately grounded, wire insulation is ap-
propriate for the voltage on a given conductor, circuit
breakers and fuses are properly rated for deployment,
and various and single-point circuit failures will not
present a hazard to the user. Perhaps most impor-
tant, for a unit that is marked as a “UL recognized
component”, throughout the duration of that RFPA’s
manufacturing life cycle the manufacturer will be
subject to random audits to confirm that the product
is made in conformance to the original UL-approved
design in terms of materials and components and also
that the appropriate UL-mandated production safety
verification tests are conducted with test equipment
that is calibrated and within its specified calibration
cycle.

System electromagnetic compatibility (EMC) is
covered by the IEC-60 601 and the CE mark. The CE

mark is what the manufacturer applies to an RFPA
after the unit has undergone and passed a battery
of safety and EMC tests. EMC tests are concerned
with two major attributes of the RFPA: emissions
and susceptibility. RFPAs generate a large amount
of RF energy; the emissions aspect of EMC/CE
testing measures the RFPA’s ability to limit and
contain its own radiated (RF energy emitted out of
the RFPA chassis into its environment) and conducted
(RF energy exiting the RFPA on the interface and AC
power cables connected to the unit) energy. This is
a rough measure of how much an RFPA’s operation
may affect adjacent equipment.

The susceptibility portion of EMC/CE testing at-
tempts to measure an RFPA’s vulnerability to radiated
(RF energy it receives from other equipment through
the air) and conducted (RF energy it receives inter-
nally conducted through AC power lines and interface
cables) energy.

In summary, the CE mark/EMC testing is a mea-
sure (however, by no means a guarantee) of how
well an RFPA might perform in a given system en-
vironment. A unit that has a CE mark should be
less likely to interfere with other equipment; and
conversely, its operation should be less impaired by
other co-located noise-generating electrical device,
environmental disturbances (such as electrostatic dis-
charge, ESD), lightning, and AC power line surges
and dips.

24.3.5 RFPA Amplifier Classes

RFPAs are designed to run in certain “classes” of
operation. A class of operation loosely defines how
the transistors in an RFPA amplify an RF pulse sig-
nal. Transistors operating in Class A amplify the
full 360◦ of the RF sinusoidal signal. Class A am-
plifiers are the most linear, most rugged (ability to
tolerate bad loads), least efficient (<20%), and most
expensive class of amplifiers. Transistors operating
in Class AB amplify slightly more than 180◦ of
the RF sinusoidal signal. Class AB offers a trade-
off between acceptable linearity, ruggedness, effi-
ciency (approximately 50%), and cost effectiveness.
Class D/E amplifiers that operate in switch mode
(the transistors are switched on/off at the input RF
frequency) are highly efficient (approximately 70%),
yet extremely nonlinear and require complex linear-
ity error correction networks to make them usable
for MRI.
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Figure 24.5. RFPA test configuration.

24.3.6 RFPA Testing and Evaluation

The goal of this section is to provide the technolo-
gist with quick, cost-effective, and, most importantly,
easy way to test and evaluate an RFPA’s performance.
It is not intended to cover comprehensive test proce-
dures; it will describe brief, discrete tests that use test
equipment found in most NMR/MRI facilities and, if
properly executed, can reasonably verify if an RFPA
is functional within a certain specification.

Figure 24.5 shows only one required test equip-
ment configuration and very few of the pieces of
equipment needed for measurement. The other nec-
essary test equipment is as follows (remember to be
certain to use only equipment that is within its rec-
ommended calibration cycle):

• An RF signal source capable of covering the en-
tire frequency range of the RFPA, and with at
least 10 dBm (10 mW) output capability of sta-
ble, clean (spurious and harmonic-free) sinusoidal
signal.

• A dual-channel pulse generator, with TTL output
levels and the ability to synchronize its two pulse
outputs yet independently vary the pulse width
and duty factor of each channel.

• A four-channel digital storage oscilloscope, with a
frequency capability well in excess (at least three
times) the maximum frequency of the RFPA’s
upper limit.

• A high-speed RF switch with switching speed on
the order of 5 ns, and one that will switch the
CW RF output from the RF source, producing a
waveform that approaches an ideal RF pulse as
closely as possible; i.e., fast rise/fall times, zero
overshoot, ringing, and pulse tilt.

• A dual directional coupler (DDC) with a cou-
pling value of −20 dB, directivity of better than
−20 dB, and insertion loss less than −0.75 dB
across the operating bandwidth of the RFPA. Be
certain to obtain exact coupling values vs. key
nucleus frequencies.
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Table 24.2. Amplifier test data

Measurement Dimension F (low) F (mid) F (high)

1) Forward coupling (measured) dB
2) Reflected coupling (measured) dB
3) −50 dB attenuation (measured) dB
4) −10 dB attenuation (measured) dB
5) Test power output dBm
6) Vp-p at −10 dB attenuator output Volts
7) Rising transition duration ns
8) Falling transition duration ns
9) Pulse overshoot %
10) Pulse tilt %
11) Input forward power dBm
12) Input reflected power dBm
13) Input return loss = (11–12) dB
14) Gain = (5–11) dB
15) Power (−10 dB pad at position 1) dBm
16) Power (−10 dB pad at position 2) dBm
17) Gain compression/expansion (15–16) dB

• Two attenuators, one, a −50 dB high power atten-
uator that can handle both the peak and average
RF power output of the RFPA under test; and
the second, a lower power −10 dB power at-
tenuator that can handle the RFPA’s peak and
the average RF power output of the RFPA after
−50 dB of output signal attenuation. Be certain
that both attenuators operate over the bandwidth
of the RFPA under evaluation. Obtain the exact at-
tenuation values at key nucleus frequencies either
from the manufacturer or using the oscilloscope
method described.

• All required RF test cables, connectors, and
adapters capable of handling the peak and average
RF power levels from the RFPA’s output.

24.3.7 Useful Equations and Conversions

For simplicity, the tests have been designed such that
only one measurement device, the digital oscilloscope
(also known as a scope), is required. A scope only
measures voltages, so conversion from volts to watts
is required for tests where the power level must be
known. Equations to do this conversion are presented
along with ways to convert and work with power in
dBm (power referenced to 1 mW) as this will make
calculations significantly easier.

A simple sine wave is shown in Figure 24.4;
the scope measures it in the time domain as a
peak-to-peak voltage that is denoted as 2 (Vp1). To
convert this measured voltage to power, we first
must convert the peak-to-peak voltage to an rms
value: vrms = (vp1) (0.707). For all the tests, the input
impedance of all devices must be 50 � (including
the scope input port). With that in mind, the power
measured of the sinusoidal waveform of Figure 24.4
Pmeasured = (vrms)

2/50. Finally, as you will see
shortly, if this number is converted to dBm with the
equation Power(indBm) = 10 log(Pmeasured/0.001),
many calculations will be simplified.

With all this in mind, proceed as follows:

1. Set the RF source to the lowest operating fre-
quency (flow) of the RFPA.

2. Set the pulse generator to have a pulse width of
1 ms and 10% duty factor on the channel feeding
the TTL control on the RF switch; set the channel
feeding the gate input to the RFPA to unblank
10 μs before the RF pulse is turned on and to
blank 10 μs after the RF pulse is turned off.

3. Using the oscilloscope (the amplifier under test
is disconnected at this point and is turned off as
steps 3 through 6 are for calibrating the coupler
and power attenuators), apply +10 dBm to the
input of the DDC and measure the voltage at the
forward (FWD) port. Convert this to dBm and
subtract from 10 dBm; this is the exact coupling
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value (truncate coupling value beyond the tenth
of a decibel). Repeat for the reflected (REF) port.
Enter this value in the appropriate row/column in
Table 24.2.

4. Using the oscilloscope, apply +10 dBm to the
input of the −50 dB pad and measure the voltage
at the output port. Convert this to dBm and
subtract from 10; this is the exact attenuation
value. Repeat for the reflected −10 dB pad. Enter
these values in the appropriate rows/columns in
Table 24.2.

5. To solve for the peak to peak voltage to be mea-
sured on the oscilloscope (that is measuring volt-
age on the output of the 50 and 10 db attenuator)
which would correspond to a full power reading,
covert the full power in watts to dbm, subtract
the high power attenuators attenuation value in
db from this value. Then convert the remaining
number from dbm to watts, then from watts to
peak to peak voltage.
For example, given a 1 kW amplifier:

Pout(max) = 1 kW = 60 dbm
60 dbm−60 db(from 50 and 10 db attenuators)

= 0 dbm = 0.633 volts peak to peak

6. Connect the equipment as shown in Figure 24.5,
and increase the drive output of the RF source
until the full output power of the amplifier is
reached (i.e., the voltage from the calculation in
step 5 is seen on the oscilloscope).

7. Use the scope to fully measure and characterize
the pulse performance in terms of rise time,
overshoot, tilt, and fall time. Enter these values
in the appropriate rows/columns in Table 24.2.

8. Measure the peak-to-peak voltage at the DDC
FWD and REF ports. Convert these values
to dBm and enter them in the appropriate
rows/columns in Table 24.2. Remember that
the voltages measured by the oscilloscope are
scaled-down voltages whose magnitude was
reduced by the DDC and output attenuator. To
get the actual voltages at the terminals of the
RFPA, remember to covert the voltage read by
the oscilloscope to power (in dBm), and then
add the respective attenuation or DDC coupling
values to this power to get the actual power at
the input/output ports of the RFPA.

9. Move −10 dB pad to input of the RFPA, measure
the voltage at the output of the −50 dB attenu-
ator, convert to dBm, and subtract from power
level measured previously out of −10 dB pad.

Enter this value in the appropriate row/column
in Table 24.2.

10. Once all the values are entered, you can now
know what the rise/fall times, overshoot, ringing,
and tilt values are, and can calculate output
power, gain, single-point gain, linearity (either
compressive or expansive), and input return loss.

11. Repeat the process over the low, mid-, and high
frequencies of the RFPA’s bandwidth or simply
at key nuclei frequencies.

Upon completing the tests and the associated cal-
culations, the data can be compared with the RFPA’s
published specifications. Bear in mind that the test
technique presented will yield fairly good results but
may differ from the manufacturer’s data due to differ-
ence in test technique and measurement uncertainty.

24.4 RFPA SYSTEM INTEGRATION

With the performance of the RFPA verified, it is time
to integrate the RFPA into the system. A few topics
are worth mentioning when installing an RFPA:

1. Rack-mounting: Most RFPAs come in a stan-
dard 19 in. rack-mountable package. A rack with-
out front/rear doors is preferable (but not manda-
tory) from an air flow perspective. Mount the
RFPA on the lowest spot available for a low
center of gravity and a stable rack. If you are
to make one and only one connection properly,
be certain to adequately ground the RFPA chassis
to the rack ground (using 6 gauge green/yellow
band wire) and ground the rack to the NMR/MRI
system ground. The amplifier rack should also be
seismically bolted to the equipment room floor.

2. Location: The amplifier should be as close to
the coil as possible to minimize cable losses
(especially at high fields such as 7 T). Most
RFPAs can work in fringe fields of up to 50 G,
so a balance would be as close to the coil as
possible without materially exceeding this level
of fringe field.

3. RF connectors: A few quick words on connec-
tors. First, there is no magic number for max-
imum peak/average power handling capability;
several factors weigh in: operating frequency
range, load mismatch, ambient temperature, al-
titude, and manufacturer. What is listed here is
fairly conservative. It is beneficial to be famil-
iar with the following connectors: BNC: good
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for RF input (0 dBm power levels) cables and
gating signals. The following connector power
ratings apply up to 2 GHz: SMA: Can be used
up to 1 kW peak, 100 W average power, Type N:
10 kW peak, 500 W average power. Type SC: 50
kW peak, 2 kW average power. Type 7/16th: 13
kW peak, 3 kW average.

4. RF Coaxial Cables: There are literally dozens
of RF coaxial cable types. The primary pa-
rameters to bear in mind when selecting an
RF cable are insertion loss (in dB per foot),
peak/average power handling capability, flexibil-
ity (if you intend to move it frequently), and
cost. And speaking of cost, especially at high
fields (4, 7, 9.4 T, etc.), the RF cable is not
an item to cut corners on. An RFPA for 9.4 T
may cost $50 000–$100 000. A coax cable run
with poor loss characteristics of −3 dB can cost
you $25 000–$50 000 in RF power! A few rec-
ommendations are Times Microwave LMR-400,
Andrew heliax, and HF Electronics Ecoflex.

24.4.1 Protection

Coil research can be a trial-and-error process in
which the RFPA can be subjected to extreme load
VSWRs that can be detrimental. Poor load VSWRs
can send large amounts of reflected power back at
the output of the RFPA and may damage its tran-
sistors. Electronic protection (i.e., VSWR fault cir-
cuitry) can shut the amplifier down in the event ex-
cessive reflected power is detected, but VSWR fault
circuits engage on the order of microseconds and
some RFPA damage can occur in this time dura-
tion. The most effective RFPA protection involves
the installation of circulators in line with the output.
Any reflected RF power will be instantaneously di-
verted to a high-power RF isolation load. The main
drawbacks with circulators are they are narrowband,
lossy, and available only at frequencies down to about
120 MHz.

24.5 RFPA SYSTEM APPLICATIONS:
CURRENT AND FUTURE

The NMR/MRIS RFPA architecture has changed lit-
tle in the past 20–25 years. Tube amplifiers cur-
rently represent a fairly cost-effective modality for

narrowband proton amplifiers at 1.5 and 3 T. These
are slowly being supplanted by solid-state equiva-
lents. At field strengths of 3 T and higher, obtaining
a uniform B1 field presents a substantial challenge.
To alleviate this issue, multichannel RF amplifiers
(typically anywhere from 8 to 16 amplifier chan-
nels) have been deployed for B1 shimming. The am-
plifier requirements and specifications do not vary
much; only, now the individual amplifier channels
need to be matched for insertion gain and phase. Ma-
trixed amplifiers (amplifiers that can switch between
multichannel mode and combined amplifier mode)
are now being used where there is a desire to use
the RFPA in a conventional single output or switch
to a multichannel output mode. The primary chal-
lenges in multichannel (B1 shimming) RFPAs are
the gain/phase matching of up to 16 independent
channels, especially if the amplifiers are broadband.
Another issue is the coupling between transmitter el-
ements, which can lead to high levels of reflected
power into the RFPA’s output and “virtual VSWR”
fault triggering (i.e., reflected power that is not from
an adverse load but from element- to-element coupled
power).

There is an ongoing move to develop amplifiers
that can be located either in the bore (high-field
compatible) or mounted just outside the bore.
High-efficiency amplifiers may find uses as they
run nearly twice as efficiently as conventional Class

Table 24.3. Troubleshooting matrix

Amplifier performance
anomaly

Symptom

Excessive gain
nonlinearity

Slice profile distortion

Excessive phase
nonlinearity

Slice profile distortion

Excessive pulse tilt Slice profile distortion
Excessive pulse
overshoot

Slice profile distortion

Excessive rising/falling
transition duration

Slice profile distortion

Excessive blanked noise
output

Low signal-to-noise ratio,
noisy image

Gain instability Image ghosting/shading
Phase instability Image ghosting
Spurious oscillation Image artifacts/streaking
Low power output Inability to achieve desired

flip angles, increased spatial
distortion
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AB amplifiers, which may make them a suitable
candidate for “in-field” RFPAs.

24.6 TROUBLESHOOTING MATRIX

Table 24.3 provides a brief matrix that lists several
types of amplifier performance anomalies and links
them with possible manifestations of system perfor-
mance degradation. Note that these are only possi-
ble causes that can be RFPA-related; there may be
other subsystem problems that can also cause similar
issues.

RELATED ARTICLES IN THE
ENCYCLOPEDIA OF MAGNETIC
RESONANCE

Radiofrequency Pulses: Response of Nuclear Spins
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F. Chan, J. Pauly, and A. Macovski, Magn. Reson. Med.,
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25.1 INTRODUCTION

This chapter demonstrates the basic tech-
niques for coil matching and balancing because the
radio-frequency (RF) coil is the first stage that is used
in the receiver chain: it determines the signal-to-noise
ratio (SNR) that can be achieved with that particular
coil setup. The optimization of the RF magnetic
resonance imaging (MRI) coil needs to consider
high-frequency effects, balancing, sample radiation,
tissue loading, and multiple coil interactions.1 This
chapter covers balancing and matching. It also
covers the use of cable traps2 – 5 which aid in the
overall stability of the circuit and the coil matching
by rejecting the common mode current. Matching
schemes can range from a single-ended unbalanced
match to partially balanced1,6 and then completely
balanced circuits7,8 that can be applied in general

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

to all coils and arrays of coils. Inductive matching is
acknowledged, and an accurate description by Chen
and Hoult can be found on page 136 of their book.1

Although inductive coupling is an effective way
to ensure that a balanced match does occur in the
RF coil, it poses other issues. One negative aspect
of using inductive coupling to match is near-field
perturbation, introduced by the coupled coil, which
may introduce small changes to the net field of the
RF coil that are visible in the reconstructed image.
However, a second issue arises from the safety
features required for a receive-only coil: where
PIN (positive-intrinsic-negative) diode-controlled
traps are used for decoupling during transmission
on the receive-only coil, they would require extra
wires and chokes to use the inductive coupling
method, which is especially important when imaging
human subjects. Cable traps are discussed in depth
to provide the user with a basic understanding of
how to implement them for better-performing coils.
This knowledge gained from this chapter, coupled
with other articles in the Encyclopedia of Magnetic
Resonance, will provide the user with a complete
view of RF MRI coil design and applications.

25.2 BACKGROUND

Most traditional matching techniques for RF circuits
can be found in various references from electri-
cal engineering, the American Radio Relay League
(ARRL),9 or even MRI-specific references.1 MRI
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coil engineering is identical to standard RF antenna
engineering,10,11 in regard to matching, because both
transform the antenna or coil impedance to the source
impedance of 50 �. However, a key difference is that
the cable should not be part of the MR coil, so the
match in all cases should be at the input to the coil.
There are cases for remote matching; however, they
are not covered in this chapter.12 The rationale for
matching to 50 � is to achieve the highest possible
SNR and it is understood that the low-noise preampli-
fier performs optimally when the source impedance is
50 � because the preamplifier is “noise matched” at
this impedance. However, this assumption also holds
true even for the preamplifier used on phased ar-
ray coils where the input impedance is low, typically
<5 �. Although there is an impedance mismatch and
the coil is no longer power matched to the receiver,
this mismatch is used to inductively decouple the coil
from its surroundings (i.e., other coils in the array).13

The impedance mismatch does not reduce the SNR
even though it reduces the power delivered to the
preamplifier. This is because at high frequencies, it
is known that the coils couple through the lossy sam-
ple. Thus attaching a coil matched to 50 � to a low
impedance preamplifier greatly reduces the current
flow in the coil during reception, which increases
the isolation between loops of an array without sac-
rificing SNR. However, a problem associated with
impedance matching is where the coil couples to the
grounded shield of the coaxial cable. This problem
is compounded when multiple cables and coils are in
close proximity to each other, and a prime example
of this is phased array coils. In conventional antenna
design, the common method is to wrap the cable or
cables around a ferrite core.9 This creates a large
inductive reactance that effectively blocks the un-
balanced current from flowing on the shield of the
coaxial cable, reducing the losses associated with the
shield currents, including radiation losses. Obviously,
a ferrite is not appropriate in the MR environment,
where strong magnets are used; therefore, in MR ap-
plications a narrowband equivalent of the ferrite can
be made from lump elements. The simplest way to
make a cable trap is to wrap the coaxial cable into
an inductor and attach a capacitor across the ends of
inductor formed by the shield. By making a resonant
structure, the same effects as using a ferrite can be
achieved.8

Prior to balancing and matching, it should be
noted that an MRI coil for a high-field system can be
approximated as a lossy inductor as long as the

system is not too large. The losses, which can be
modeled as resistances, come from many sources:
coil components, conductors, capacitively or
inductively coupled sample resistance and radiation
resistance. Therefore, some basic steps should be
taken to ensure that the coil is ready for balancing
and matching. In general, the coil should fit into a
λ/2π diameter sphere to be considered electrically
small and thereby represented using lump elements.
It is important to note that the electrical size may
vary from its physical size, making it difficult to
accurately describe the structure, but distributing
capacitors around the loop force the current to
behave like an electrically small antenna. The
distributed capacitance should be located away
from tissues or shielded to prevent unnecessary
losses associated with the electric fields that the
capacitors generate.1 Once the basic coil geometry is
constructed, accounting for the previously discussed
losses, a match circuit and cable traps can be
employed.

25.3 GENERAL MATCHING CIRCUITS

There are many configurations that an MRI coil can
take such as the surface coil discussed by Ackerman14

(see Chapter 1); the quadrature surface coil as dis-
cussed by Hyde15; double tuned surface coils by
Schnall16 (see Chapter 4); phased arrays as discussed
by Roemer13 (see Chapter 7) and transceiver loop ar-
rays by Duensing17 (see Chapter 9). Moving away
from surface coils, then there are volume configura-
tions such as the double tuned birdcage presented
by Murphy-Boesch18 (see Chapter 12) and trans-
verse electromagnetic mode (TEM) coils presented
by Vaughan19. All these configurations of MRI coils
have one thing in common; they all require match-
ing and balancing to the transmitter or receiver, as
appropriate.

In order to concentrate solely on the matching
schemes, all matching is applied to an electrically
small single loop with a single break for a coil that
is assumed to be a fixed tune and match. This loop
is shown in Figure 25.1. The input impedance at a
particular frequency can be measured at the gap using
a network analyzer and a λ/2 cable. Alternatively,
the network analyzer can be calibrated to “zero”
or the equivalent length of a λ/2 cable, allowing
the coil builder to use the exact length of cable
needed for a particular coil project without regard
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Figure 25.1. An electrically small loop.

to making precisely a λ/2 cable. Once the input
impedance measurement to the coil is obtained, which
is a resistance and an inductance, then a variety of
matching schemes can be used to match the coil to
the load and source. The loop should be placed on
the object it is going to image (or suitable phantom)
for matching.

25.3.1 The Simple Unbalanced Match

The first matching scheme is for only a single fre-
quency, because reactive components are used in
their simplest configuration with just a series compo-
nent and a shunt component, shown in Figure 25.2.
By examining the voltages at the gap of the loop
shown in Figure 25.1, the voltage will decrease con-
tinuously from Va to Vb around the loop, where
Va = V (1 + jxm/50) and, of course, Vb = 0. By hav-
ing a varying voltage around the loop, the loop will
couple capacitively to anything at ground or vir-
tual ground. The primary coupling from this loop
comes from the top half where the voltage is stronger.
Because of this, cable shields may have an unbal-
anced current caused by the coupling from the loop
and any large dielectric, such as the human body,
will have a current induced from this effect. Another
additional current path may be through the sample,
which may cause an electric dipole to form and could
result in substantial radiation.
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RVb

V

+

+
−

Figure 25.2. Example of a simple unbalanced match.
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Figure 25.3. Example of a simple partially balanced
match.

25.3.2 The Simple Partially Balanced Match

The next matching scheme reduces the coupling
shown by the circuit in Figure 25.2 by adding an ad-
ditional matching element, as shown in Figure 25.3.
Now an asymmetric voltage is present, which re-
sults in the voltages Va = V (1 − jxm/100) and Vb =
V (jxm/100). The potential difference in this circuit
is the same; however, now some of the voltage is
antisymmetric at the centerline of the coil. There still
remains a voltage V , which is unbalanced. While this
matching scheme makes improvements, the perfor-
mance of those improvements is heavily related to
the coil design; however, several points can be made.
First, no net coupling to a cable that lies along the
coil center axis will result from the antisymmetri-
cal voltage. The voltage coupled to a lossy dielectric
will only have half of the power versus the previously
described circuit and the antisymmetric currents that
are induced in the dielectric tend to be an electric
quadrupole instead of an electric dipole, thus greatly
reducing the radiation from this effect.

25.3.3 The Discrete Balun to Balance a
Circuit

When the topology is changed from the previously
described matching circuits to a discrete balun, this
can be used for matching, as well as balancing the
voltage on the coil, as is shown in Figure 25.4.
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jwL

−jwL

−jx

−jxjx

jx

Va

Vb

V

R

+
+

+

+

−

Figure 25.4. Example of a balun to balance a circuit.

Now the voltages become Va = V (1/2 − jxm/100)
and Vb = V (1/2 + jxm/100), where the voltage is
now symmetric and half as much in amplitude as
the previous circuit. This again produces half as
much radiation from the electric dipole and half the
power loss in the sample compared with the previous
case. However, in this case, coupling to a centrally
located cable can occur; therefore, this circuit can
then change to a completely balanced circuit.

25.3.4 The Truly Balanced Match

In this case, shown in Figure 25.5, y is chosen
to equal 50 (the system match), therefore,
Va = −jV (1 + jx/100) and Vb = jV (1 + jx/100),
where these formulas describe a perfectly balanced
voltage between Va and Vb, resulting in a much
lower potential for cable and sample coupling. These
are a few examples of circuit types that can be used
to match an MRI coil.8

jwL

− jwL +j2x

+

+

+
+

+

+

+

−

jy jy

jy

jx

−jy

−jy−jy

−jx

−jx

jx

V

RVb

Va

Figure 25.5. Example of a truly balanced match.

25.4 THE SMITH CHART

One of the more useful tools on the network analyzer
is the Smith chart. The Smith chart was developed
in the 1930s by Philip Smith and associates and has
become a staple tool in RF and is shown in
Figure 25.6. Its original intention was as a com-
putational tool using a graphical-based method
to simplify the complex mathematical operations
involving variables of the type x + jy, which can
typically be used to describe the overall match of
an RF coil. The Smith chart is a very valuable
tool because it allows immediate visualization of
whether a particular matching scheme is capable of
achieving the desired match. In addition, the modern
network analyzer conveniently displays the real and
imaginary impedance of a measurement device,
which aids in the design of the matching circuit. The
network analyzer measures the reflection coefficient
Γ , which is equal to Z2 − Z1/Z2 + Z1. Ignoring
the preamplifier impedance mismatch, and assuming
a 50 � system, maximum power transfer occurs
when Z1 = Z2. The network analyzer Smith chart is
normalized to 50 �; therefore, 50 � is at the origin
and the measurements are displayed with reference
to the origin and do not need to be converted, unlike
when doing Smith charts manually and is pictured
in Figure 25.7. There are many good sources of
reference to learn how to use the Smith chart and
there are many computer applets that can be found
with a quick Internet search that will allow fast
calculation of matching circuits. These resources
can be used to understand the measurements on
the Smith chart and use the resources at hand to
calculate a matching circuit and implement it.11,20,21

An excellent book for further understanding of the
Smith chart is “RF circuit design”, details of which
are in the Section “Further Reading”.

The reflection that is attained should be less than
−15 dB; however, beyond −20 dB there is no prac-
tical sense in trying to achieve the “ultimate” match,
as it really has no effect on the final SNR, espe-
cially when the coil is hooked up to a low-impedance
preamplifier. Even in the 50 � system, at −15 dB of
reflection, approximately 97% of the power is trans-
ferred; at −20 dB, 99% of the power is transferred:
the 1–3% loss is negligible when compared to the
noise figure of the overall system.

Once the coil has been properly matched to the
load, it may be noticed that there are cable inter-
actions, which are observed as fluctuations of the
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Figure 25.6. Smith chart.

reflection on the network analyzer. If this is the
case, then cable traps should be employed to reduce
the cable shield currents and stabilize the coil/cable
system.2 – 5

25.5 CABLE TRAPS

Common mode signals can be present on the shield
of an RF coil cable. As the cable length approaches
free-space wavelength or greater, common mode
signals can no longer be ignored, because of the
significant impact that they have on patient safety

and coil performance. Other factors may include
coil-to-shield interactions, coupling to other resonant
circuits in the system, or coupling to an external case,
such as a body coil. However, if the cable shield is
truly grounded, then signal on the shield could not
exist. The common mode signal is identified as an un-
wanted signal that occurs on the common or ground,
where ground is considered to have zero potential. If
this is true, then any average input signal on the com-
mon is unwanted. In the case of this work, the shield
of the coaxial cable is ground,22 and we are concerned
with suppressing unwanted or common mode signals
on the cable shield.
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Figure 25.7. Smith chart on a network analyzer.

25.5.1 Theory of Common Modes

As frequency increases, the common mode signals on
the cable shield take on characteristics of antennas.
The shorter wavelengths of these higher frequencies
force the coaxial shield to act as an antenna of arbi-
trary length and generate antenna current patterns21

as shown in Figure 25.8, where the maxima occur
at distances from the receiver coil corresponding to
an odd number of quarter-wave lengths (i.e., 1/4λ
and 3/4λ).10 These issues raise concern for patient
safety, since the patient can become part of a con-
ductive loop, which dramatically increases the risk for
an RF burn. The secondary detrimental effect is the
loss in SNR from excess noise that is introduced into
the MR system. The combination of efficient dipole
behavior and increased common mode signals di-
rectly correlates to measurable currents on the shield
of a coaxial cable.

There are two common configurations in which
surface coils are used in MRI examinations. The
first is the transceiver case, in which the surface
coil acts as a transmitter and receiver. The second,
but more common case is the receive-only one, in
which the coil only acts as the receiver. However,
common mode signals for either the surface coil

0 l /4 l /2 l3l /4

Figure 25.8. Electromagnetic wave traveling down the
shield of a transmission line.

case or volume coils can be reduced through the use
of balanced matching circuits1,6,8 and cable shield
traps.2 – 5

25.5.2 Application of Cable Traps to
Suppress the Common Mode

There are three basic cable traps that can be easily
constructed. The first can be constructed by simply
forming an inductor with the coaxial cable and then
placing a capacitor across the windings of the shield
as shown in Figure 25.9. The second case is identical
to the first, except a cable that contains multiple
coaxial cables is wound into an inductor and the
common shield is resonated to prevent current flow
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Figure 25.9. Single coaxial-cable-wound trap.

on the outer shield, as shown in Figure 25.10. The
final trap is an innovative solution in which a separate
resonating structure is coupled to a cable as shown
in Figures 25.11 and 25.12.23

The common mode current can also be measured
on the shield of a cable using current probes and
a network analyzer (a typical setup is shown in
Figure 25.13), thereby verifying the amount of sup-
pression that the cable trap is providing. A cable trap

Figure 25.10. System cable trap, multiple conductors, and
single shield.

Figure 25.11. Floating shield cable trap.

Figure 25.12. Floating shield cable trap installed on a
system cable.

should provide no less than 20 dB of suppression in
order to be effective. The effects of a good cable trap
are immediately noticed on a cable/coil system and
is shown in Figure 25.14. Any perturbation to the
reflection measurement on the network analyzer will
be greatly reduced or eliminated.

25.6 TROUBLESHOOTING AND
CONCLUSIONS

Troubleshooting the matching circuit is typically a
very simple process as there is little that can go
wrong. Check all connections and solder joints; if
they are good, recheck your initial impedance mea-
surement without the match and verify the calcula-
tions. Check the component values on an impedance
analyzer if they are suspect. As for cable traps, the
suppression can be directly measured: if the required
suppression is not achieved the cable trap can be
moved to a point where “high” shield currents are
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Figure 25.13. Cable trap measurement.

Figure 25.14. Cable trap measurement showing results on
the network analyzer.

measured without a trap to achieve the suppression
required for the application.
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26.1 INTRODUCTION

When designing radio frequency (RF) coils for mag-
netic resonance imaging,1 – 3 there is often a need to
compare competing coil/coil array architectures in
terms of their field uniformity, field of view, and
signal-to-noise ratio (SNR). Numerical simulations
can accomplish this comparison effectively prior to
manufacturing, and thereby save significant resources
as well as time-to-market constraints. Assessing the

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

most suitable design among many competing candi-
dates for the intended applications, allows us effi-
ciently proceed with prototyping and field testing.

Full-wave numerical methods including the finite
difference time domain (FDTD), finite element
method (FEM), and method of moments (MoM)
have been widely used to simulate MRI coils and
predict their performance.4 These computational
methods alone, however, are not sufficient to
characterize an RF coil. In general, they have to be
combined with proper post-processing steps to
render a valid assessment of the coil.

For many design engineers, one of the major
figures of merits in coil performance is a high SNR.
Roemer et al.5 describe how one can maximize the
SNR for a coil array. Signals received by individual
channels of the receive coil array need to be com-
bined with certain weights to achieve the highest SNR
at a certain point in space within a particular spatial
domain. The weights are calculated based on the mag-
netic B1 field patterns of particular channels and also
on the resistance matrix of the system. The authors
propose that the computation of the resistance matrix
is carried out by integrating the electric fields over
the load.

Wright and Wald6 concentrated on a problem of
calculating the SNR for coil arrays. Unlike Roemer,5

their approach is more computationally tractable.
However, the problem of calculating the resistance
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matrix is addressed in a similar manner as reported
in Ref. 5.

For a complete coil analysis, it is important to
determine the specific absorption rate (SAR) of the
transmit coil. Rojas et al.7 use FEMLAB to compute
both the SNR and SAR of a coil. Even though the
details are not shown, the numerical method they
developed can be used to study the performance of
phased arrays.

Jiao and Jin8 used the MoM approach to simu-
late a birdcage RF coil. They demonstrated that an
asymptotic waveform evaluation (AWE) method can
be developed which yields solutions for a range of
frequencies near the resonance point. This saves valu-
able resources since a full scale MoM simulation has
to be performed only at a single frequency.

Among recent contributions to quantify SNR and
SAR, we should also mention Paska et al.9 and Zhang
et al.10 These authors prove that lumped components
can be introduced into the coil after the full-wave
analysis is performed. Tuning and matching of the
coil is then accomplished as a post-processing step.
Again, this saves significant amounts of time and
computation resources because full-wave simulations
are performed only once. Furthermore, the electric
and magnetic fields can be computed as linear com-
binations of fields that are calculated during the
full-wave simulation.

In a comprehensive article, Kozlov and Turner11

describe in detail the process of simulating an RF
coil. They state that full-wave simulations are to be
performed before lumped elements are introduced
into the coil model for tuning and matching. They
establish a two-way link between 3D electromagnetic
(full-wave) simulations and an RF circuit simulator.
Figure 26.1, in their article, provides a basic work
flow diagram that describes how an RF coil is simu-
lated.

Finally, Lemdiasov et al.12 – 13 outline a standard
procedure for simulating RF coils based on the MoM
method. As an example, they use a four-channel
breast coil to demonstrate the steps involved in the
simulation.

In this chapter, we expand upon the approach
laid out in the previous study12 – 13 by systematically
developing a numerical design approach for
RF coils. To make the procedure tractable, we
focus on a two-channel coil as an example. The goal
of this chapter is therefore to provide the reader with
an in-depth understanding of the design process.
Although we use the MoM method as the full-wave

numerical modeling approach, other methods (FEM,
FDTD) could be substituted just as efficiently.

26.2 STRUCTURE

As mentioned above, we consider as a generic
example an array of two rectangular loops that share
a detuning capacitor. Figure 26.1 depicts the coil
geometry in air and over a dielectric load.

The loops are positioned on a cylindrical surface.
Each of the loops contains one break to accommodate
tuning capacitors, one break for a matching capac-
itor and cable, and one shared break for a decou-
pling capacitor. In total, there are five breaks in the
structure and consequently we define Nstructure = 5 to
denote the number of ports. In the following, the
structure is simulated at a frequency of 63.65 MHz
corresponding to proton imaging at 1.5 T. We set
the surface conductivity to σ = 7.95 · 107 S m−1

(copper). And we assume that each capacitor has a
series resistance that is estimated based on the quality
factor provided by manufacturers such as Voltron-
ics or ATC. The coil is loaded by a cylindrical load
(diameter 5′′, height 6′′) having properties of human
muscle.

In the following, we outline the coil design flow as
a sequence of well-defined steps that render the entire
approach suitable for computerized evaluation. As a
first step, we need to generate a triangular mesh of the
coil surface and a tetrahedral mesh for the volumetric
load (Figure 26.1). Since meshing is nowadays a
standard process that can be performed with a host of
software packages, we will not go into further details.

26.3 S-MATRIX

As a second step, we are required to compute the
scattering, or S-matrix of the structure. The full-wave
software (FEM, FDTD, MoM) needs to solve the sys-
tem of linear equations five times. The reason for this
is the fact that we have to drive in turn each port,
while the remaining ports are terminated by a 50 �

load. Besides obtaining a [5 × 5] S-matrix of the sys-
tem, we obtain five individual solutions, or solution
vectors, associated with the corresponding columns of
the S-matrix. Depending on the full-wave method em-
ployed, these individual solutions may contain values
of currents in the current elements, or values of elec-
tric/magnetic fields in the corresponding elements.
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Figure 26.1. Mesh of a two-channel coil. (a) Unloaded and (b) loaded.

These individual solutions are often calculated under
the assumption that the incident power wave a is
a = √

2A
√
�, which corresponds to 1 W power wave

incident into the ports of the structure.

26.4 TUNING, MATCHING, AND
DECOUPLING

After the S-matrix of the coil arrangement is estab-
lished, we need to terminate the ports of the structure
by lumped elements/circuits. In our particular case,
we have three one-port networks (tuning capacitors
and a decoupling capacitor) and two two-port net-
works (matching capacitors).

26.4.1 Expanding S-matrix

We can regard the entire coil structure with its lumped
elements as the system that is generically depicted in
Figure 26.2. Specifically, the original five-port coil
is shown in Figure 26.2(a) with the needed lumped
elements. The actual coil system configuration with
its lumped element terminations results in a 12-port
network and is displayed in Figure 26.2(b).

The size of the total S-matrix is

N = Nstructure + Nlumped (26.1)

where Nstructure = 5 and Nlumped = 7.
The expanded S-matrix Sexp of the 12-port device

contains the original [Nstructure × Nstructure ] or [5 × 5]

S-matrix of the structure in the upper left corner;
it also contains the S-matrices of lumped elements
along the diagonal, as shown in Figure 26.3.

We next need to interconnect certain ports of Sexp.
In particular, port pairs 1 and 6, 2 and 7, 3 and 9, 4
and 10, and 5 and 12 are interconnected. This implies
that the following relationships are valid:

a1 = b6, a6 = b1

a2 = b7, a7 = b2

a3 = b9, a9 = b3

a4 = b10, a10 = b4

a5 = b12, a12 = b5

where a and b are incident and reflected power waves.
Ports 8 and 11 are not interconnected. Since they
remain free, we call them free ports. The number of
free ports is then Nfreeports = 2. The following system
of linear equations is true:

Sexp a = b

Performing several simple linear operations with
this system of equations we reduce it to [Nfreeports ×
Nfreeports] = [2 × 2] form:

Sreduced

(
a8

a11

)
=

(
b8

b11

)

Here, Sreduced is now a matrix of the two-channel
RF coil at the center frequency of interest.
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Figure 26.3. Expanded S-matrix structure of the 12-port
coil system.

26.4.2 S-matrix Extrapolation

To be able to tune and match the coil, we need
to know the S-matrix in the neighborhood of the
center frequency. One way to accomplish this is
to perform full-wave simulations at a number of
frequency points neighboring the center frequency,
a very time-consuming task. Another option is to use
an extrapolation technique to find the S-matrix for
neighboring frequencies.

We outline how the extrapolation is done for the
example of a single loop with one break. The loop
can originally be characterized by its S-matrix at
a center frequency of ω0. The admittance of the
loop is then Y (ω0) = 1

Z0

1− s(ω0)
1+ s(ω0)

. Inductance L and

resistance R are calculated as L = 1
ω0Im ( 1

Y (ω0)
) and

R = Re( 1
Y (ω0)

). It is assumed that inductance and
resistance are weak functions of frequency in close
proximity to ω0. In fact, for our purposes we can
consider them to be constants. We next compute the
admittance of the loop at frequency ω as Y (ω) =

1
R + jωL

and the S-parameter as S(ω) = 1/Y (ω)−Z0
1/Y (ω)+Z0

.

The interpolation procedure can be modified to be
applicable for structures with multiple breaks (ports),
see, for instance, Ref. 12. It is important to mention
that this interpolation procedure works for structures
exhibiting “inductive behavior”, such as an MRI coil.
Care needs to be exercised when using this procedure
at high frequencies, as it may not produce accurate
results.

26.4.3 Tuning and Matching

We now select initial values for tuning, matching, and
decoupling capacitors and plot the S-parameters in
the frequency range containing the center frequency.
On the basis of these plots we can then adjust the
values of the capacitors and arrive at their final
values. The values are summarized in Table 26.1.

The corresponding S-parameter plots are shown in
Figure 26.4, where the magnitude and phase of the
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Figure 26.4. (a) Unloaded S11, (b) unloaded S22, (c) unloaded S21, (d) loaded S11, (e) loaded S22, and (f) loaded S21.

Table 26.1. Values of tuning, matching, and decoupling
capacitors

Ctune, pF Cmatch, pF Cdet, pF

Unloaded coil 77.5 1105 357.7
Loaded coil 82.5 580 358

individual S-parameters are displayed in the Smith
Chart format (a–c) and magnitude only (d–f) format.

In Figure 26.4, points at the center frequency are
calculated by the full-wave method. The S-parameters
at every other frequency point are extrapolated using
the technique described in Section 26.4.2.

26.5 VOLTAGES, CURRENTS, AND
POWER

When tuning an RF coil, we deal with two vec-
tors of incident power waves a1 and a2 that describe
power flow into every port of the expanded structure.
These vectors correspond to the case when the first
free port and then the second free port are driven.
From these power waves we can find the reflected
power waves b1, b2; currents I1, I2; voltages V1, V2;
and power transfers P1, P2 for every port of the

expanded structure according to equations (2)–(5).
From this point onward, we omit subscripts “1” and
“2”, keeping in mind that the values in the follow-
ing expressions need to be calculated for both free
ports.

b = Sexpanded × a (26.2)

V =
√
Z0(a + b) (26.3)

I = 1√
z0

(a − b) (26.4)

P = 1

2
Re(V × I ∗) (26.5)

The power expression [equation (5)] describes the
time-averaged RF power flow in and out of the ports
of the structure and its lumped components. Using
equation (5) we can calculate the power dissipation
in every lumped component of the coil. For instance,
the power loss Plumped in all lumped elements can be
calculated by adding the power flow into all lumped
ports, that is,

Plumped = ΣN
n=Nstructure+1

Pn (26.6)

To obtain more complete information about the
total power flow, we also need to calculate the power
loss inside the conductors, the load, as well as the
power loss due to radiation. Specifically, the power
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loss inside the conductors and the load is calculated
according to:

Pconductor = 1

2

∫
Vconductor

σ |E|2dV (26.7)

Pload = 1

2

∫
Vload

σ |E|2dV (26.8)

The total power inflow into the system is

Ptotal = ΣN
n δnis free portPn. (26.9)

where δnis free port is unity if n is a free port and zero
otherwise. Typically, when we transmit power into a
particular port (for instance, port 8), we have a small
amount of power flowing out of the remaining free
ports (port 11 in our case) due to nonideal decoupling
of the coil channels. The radiation loss can then be
calculated as a difference between the total power
Ptotal and the other losses quantified in equations
(6)–(8):

Pradiation = Ptotal − Plumped − Pconductor − Pload

(26.10)

On the basis of these calculations we can thus
reconstruct a complete picture of the power flow in
the system. The diagram in Figure 26.5 depicts the
detailed power flow behavior for the unloaded and
loaded coil.

The input power is slightly lower than 1 W due to
imperfect matching. Power transfer into the second

port is not zero because of imperfect decoupling. We
summarize the results in Table 26.2.

Obviously, absorption by a biological load is the
only desired loss mechanism in the RF coil system.
Ideally, 100% of the input power should be dissipat-
ing in the load. Looking at the percentage of power
dissipated in the load, we can draw conclusions about
the coil efficiency. We are also able to see what needs
to be improved in the coil design. For instance, from
Table 26.2 we see that 18.5% of the power is dis-
sipated in the lumped elements. Therefore, higher-Q
capacitors would improve the coil performance. Con-
ductor resistance is responsible for dissipating about
12% of the power. Consequently, measures taken to
reduce the conductor resistance will also have a pos-
itive effect on the coil performance. Interestingly,
radiation loss is not a problem in the design since
it is negligible at only 0.1%.

The percentages of power dissipated through the
various loss mechanisms (conductor, load, lumped
elements, radiation) heavily depend on frequency.
For instance, it is common knowledge14 that the
resistances grow with frequency, as summarized in
Table 26.3.

As we see from Table 26.3, a large portion of
the power will be dissipated in the load and through
radiation. The actual percentages depend on the size
and shape of the coil and its load, as well as on the
operating frequency. To demonstrate this dependency,

Conductor loss
0.39752

Radiation loss
0.0060947

0.151030.23913 0.0045684

0.0227675

0.0193677

(a) (b)

0.999909

0.821114

Total lumped
elements loss

0.57692

Conductor loss
0.11884

Radiation loss
0.0012581

0.06604270.0655822 0.00046487

0.68745

0.00762437

0.007247570.999939

0.947265

Total lumped
elements loss

0.18514

Lo
ad

Figure 26.5. Power flow measured in Watts for a frequency of 63.65 MHz. (a) First channel of the unloaded coil is excited
and (b) first channel of the loaded coil excited.



RF MRI Coil Analysis 333

Table 26.2. Power flow in the system at 63.65 MHz

Conductor Absorbed Lumped Radiation Absorbed by a 50 �

loss, W by load, W element loss, W loss, W termination of the
second channel

Unloaded coil 0.39752 0 0.57692 0.0060947 0.0193677
Loaded coil 0.11884 0.68745 0.18514 0.0012581 0.00724757

Table 26.3. Frequency dependence of loss mechanisms

Resistance Resistance Resistance Resistance
associated associated associated associated
with with with with
conductors load lumped elements radiation
√
ω ω2 ω0.45a ω4

aThe dependence is estimated from the quality factor data
provided by Voltronics Corporation (www.voltronicscorp.
com).

we simulate the system for frequencies in the range
of 10–500 MHz (Figure 26.6).

As noted in Figure 26.6(a) for the unloaded
coil we observe that the radiation loss exceeds the
conductor and lumped element losses at frequencies
of approximately 300 MHz (or 7 T for proton
imaging). For the loaded coil in Figure 26.6(b),
we notice that the load resistance is comparable
with the conductor and lumped element resis-
tances at a frequency of approximately 20 MHz.

The influence of the load begins to increase
significantly with frequency, while the losses
associated with conductor and lumped elements
decrease. In this particular example, the radiation
loss does not enter as a major loss mechanism even
at high frequencies. However, one can design coil
geometries, where radiation loss will dominate at
high frequency.

26.6 MAGNETIC FIELD

After the coil is tuned and matched, we can calcu-
late the electromagnetic fields generated by the coil.
When working with the expanded S-matrix, we can
calculate the power waves ai flowing into each port
of the original structure. These power waves serve
as weights, which we use to find combined solution
vectors

Vfree port1 = Σi(a1,i/
√

2)Vi and

Vfree port2 = Σi(a2,i/
√

2)Vi (26.11)
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Figure 26.6. Dependence of various loss mechanisms on frequency, (a) unloaded and (b) loaded coil.
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Figure 26.7. Qualitative B1 field distribution for (a) the first channel, (b) the second channel, and (c) both channels
combined.

Scaling coefficient 1/
√

2 comes from the fact that
each of the solution vectors Vi was calculated based
on the a = √

2 power wave. From these solution
vectors, we calculate the B1 magnetic field for each
channel:

B1 = 1

2
(Bx − jBy) (26.12)

Specifically, we calculate the B1 fields for every
individual channel provided all other channels are
terminated by 50 �. The combined B1 field for the
coil array may be calculated as the square root of the
sum-of-squares (Figure 26.7).

26.7 QUALITY FACTOR AND FILLING
FACTOR

From the S-parameters, the quality factor for each
channel can be calculated; the results at resonance
are reported in Table 26.4. Many generic resonator
parameters are estimated from a reflection coefficient
(S11) sweep near the resonance frequency.

Knowledge of the unloaded and loaded quality
factors gives us an alternative tool to estimate the

Table 26.4. Quality factor comparison
between loaded and unloaded coils

Q

Unloaded coila 382.1
Loaded coil 115.5

aUnloaded coil with capacitor values
corresponding to the loaded coil; the coil
cannot be tuned and matched to 50 �.

percentage of power consumed by a load. To this end,
we write the power balance in terms of the quality
factors as

1

Qloaded coil
= 1

Qload
+ 1

Qunloaded coil
(26.13)

Here, Qunloaded coil is responsible for all loss mech-
anisms except for the load loss. The percentage of
load loss can be estimated as

Percentage = 1/Qload

1/Qloaded coil
= 1 − Qloaded coil

Qunloaded coil
(26.14)

For our example, we obtain a number of 69.7%,
which is slightly different from the 68.7% reported in
Table 26.2. There are several reasons for this slight
disagreement: (i) the estimate of the quality factors
is obtained from the S11 sweep which, in turn, is
found by extrapolation of the S-parameters at the
center frequency, and (ii) the resonator theory may
not be exactly accurate at RF frequencies when wave
phenomena play a role.

For a particular load, the quality factor Qload can-
not generally be manipulated. A way to improve
the coil performance is to enhance Qunloaded coil,
which combines the effects associated with conduc-
tor, lumped element, and radiation losses.

The filling factor is a ratio of the magnetic energy
stored inside a load to the total magnetic energy
stored in the coil. This can be expanded as

ηf = ∫Vload
|B|2 dV

∫V |B|2 dV
∼ B2

1

QP
(26.15)

where B1 is the magnetic field in a particular point
in space, Q is the quality factor of the coil, and P is
the input power. B1/

√
QP can be considered as an

additional figure of merit. It is largely independent of
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loading and we can approximate B1 ∼ √
Q for a wide

range of loads. The introduction of a load decreases
the quality factor of the coil and also decreases the
magnetic field.

26.8 SNR CALCULATION

It is helpful to establish a figure of merit which
enables us to compare coils and coil arrays with
each other. We use a particular figure of merit that is
proportional to SNR as defined in6:

SNR2 ∼ [I∗]T [B∗
1 ][B1]T [I]

1
2 [I∗]T [R][I]

(26.16)

where B1 is a vector of the B1 magnetic field at a
specific point in space for all individual channels,
based on the fact that we supply 1 A of current into
the corresponding channels. I is a vector of weights,
which can be chosen to maximize SNR. The optimal
weights are calculated as

I ∼ R−1B∗
1 (26.17)

26.8.1 Resistance Matrix

Calculating the resistance matrix is an important step
when calculating SNR. Roemer5 suggests a method
that required integrating over the load to compute the
resistance matrix. However, a more straightforward
approach is possible; we note that Figure 26.8 is
similar to Figure 26.2, except there are no matching
capacitors present.
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Figure 26.8. Terminating the structure by lumped
elements.

The power cables are directly connected to the two
channels without any matching capacitors. A [2 × 2]
S-matrix of this network can then be calculated, and
this S-matrix is converted to the R-matrix according
to Ludwig and Bogdanov14:

R = Re(Z) = Re(Z0(U + S)(U − S)−1) (26.18)

The resistance calculated this way takes into ac-
count not only losses in the load but also the remain-
ing losses (conductors, lumped elements, radiation).
For our example, the resistance matrix is

R =
(

0.386 0.043
0.043 0.386

)

26.8.2 Unit Currents

To calculate the B1 vector, we need to supply a 1 A
current into each channel consecutively, and 0 A into
the remaining channels (Figure 26.9). This is done by
sending a a =

√
z0×1A
1−S

power wave into the first free
port and terminating the remaining free ports by open
circuits. In this case, S is a [1 × 1] matrix when the
remaining free ports are terminated by open circuits.

When solving the system for every free port, we
can find the power waves ai flowing into each of the
five ports of the original coil structure. These power
waves serve as weights that are used to find the com-
bined solution vectors Vfree port1 = Σi(a1,i/

√
2)Vi

and Vfree port2 = Σi(a2,i/
√

2)Vi . On the basis of
these solution vectors, it is straightforward to
calculate the B1 magnetic field for each channel.

26.8.3 Signal to Noise Ratio (SNR)

Once the resistance matrix and the magnetic fields for
each channel are established, we can use equations
(16) and (17) to calculate the SNR and the figure of
merit proportional to SNR (Figure 26.10).

The value of the SNR can be used as a basis for
comparison with other coils/coil arrays.

In case of one-channel or quadrature coils (bird-
cage coil, transmission electron microscope (TEM)
resonator, etc.), it is not necessary to calculate SNR
according to the outlined procedure: in these cases,
SNR is proportional to the value of magnetic field
B1.
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Figure 26.9. (a) Transmitting a current of 1 A into the first channel and (b) transmitting a current of 1 A into the second
channel.
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Figure 26.10. SNR plot in a cross-sectional coil plane
based on equation 26.16.

26.9 SPECIFIC ABSORPTION RATE
CALCULATION

To calculate the SAR, we use the following
expression

SAR = σ |E|2
2ρ

(26.19)

The maximum value of SAR in the load may be
calculated based on 1 W of input power. There is
direct proportionality of SAR and input power.15 On
the basis of the Food and Drug Administration (FDA)
limit on SAR for a particular body part (tissue),

maximum continuous power Pcont of the transmit
pulse can be calculated. Product of duty cycle and
power of transmit pulse should not then exceed the
value of maximum continuous power:

τPpulse = Pcont (26.20)

26.10 DISCUSSION

Within the context of the above-outlined theoretical
design steps, we would like to point out that numeri-
cal simulations serve as indispensable tools in the coil
analysis, performance assessment, and as a test-bed
when reviewing competing coil architectures. How-
ever, its accuracy should not be overestimated. There
are a number of simulation uncertainties that cannot
be eliminated:

1. Copper conductivity may not be ideal. The actual
value may depend on the copper manufacturing
method and on the amount of impurities in the
copper.

2. Properties like the resistances of lumped ele-
ments, primarily in the capacitors, are not strictly
controlled by the manufacturers. We have little
choice but to rely upon the datasheets provided
by manufacturers.

3. If microstrip designs are considered, the current
density along the edges of a strip is much higher
than in the middle of the strip. To account for this
effect, a very dense mesh needs to be generated.
This is often impossible because of memory and
time limitations. Typical mesh densities use 3–5
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triangles across the width of a copper strip. Be-
cause of this effect, resistances and inductances
of the strip coils are underestimated.

4. The inclusion of a simulated biological load
is probably the biggest uncertainty when
conducting a simulation. Even though dielectric
properties of different tissues are listed (e.g.,
http://niremf.ifac.cnr.it/tissprop/), they may vary
noticeably for realistic biological loads. In
addition, size and shape of the biological load
can fluctuate widely.

5. The coil comparison is conducted on the basis of
SNR (or a figure of merit which is proportional to
SNR). Here, the resistance matrix is an important
part of the SNR formula. Its accurate estimation
is a critical step in the successful comparison
procedure.

It is interesting to note that on the one hand we
desire to minimize the resistance to arrive at a more
efficient coil design, and on the other hand, it is the
precise estimation of the already small coil resistance
that becomes crucial for an accurate comparison of
the various designs.

26.11 CONCLUSIONS

In this chapter, we outline a systematic computational
approach that enables the analysis and optimization
of any clinical and preclinical RF coil or coil array.
Although the simulation steps are discussed in the
context of the MoM software, the procedure lends
itself to other full-wave computational methods.

The presented computational approach helps iden-
tify key bottleneck areas associated with conductors,
lumped tuning, and matching elements, as well as ra-
diation effects when designing a coil. Depending on
the outcome of this analysis, we are in a better po-
sition to decide on appropriate measures to improve
the coil performance for a particular application.

Our studies show that at low frequencies most of
the coil resistance come from conductor resistance
and lumped components. These measures may in-
clude using copper tube instead of copper strips, using
silver-plated copper to improve conductor conductiv-
ity, using very high-Q capacitors, and placing several
capacitors in parallel.

At a higher frequency, loading typically over-
whelms the contributions from conductors and
lumped elements. This is obviously desirable, and

coil designs based on copper strips are acceptable.
One has to be careful about the radiation resistance,
in particular, when its contribution increases at a
faster rate than the load resistance. To limit radiation
effects, shielded coil designs become a necessity.16
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27.1 INTRODUCTION

Electromagnetic modeling plays an important role
in the analysis and design of radiofrequency (RF)
coils for magnetic resonance imaging (MRI) appli-
cations. For low-field MRI systems, the frequency
of the RF field is very low and the corresponding
wavelength is very large compared to the size of the
RF coils. In such cases, RF coils can be designed as
low-frequency circuits based on Kirchhoff’s current
and voltage laws.1 Once the electric current in an RF
coil is determined, the RF magnetic field can be cal-
culated using Biot–Savart’s law since the effect of the

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

imaging subject on the field distribution is negligible.
For high-field MRI systems,2 the frequency of the RF
field increases and the corresponding wavelength be-
comes comparable to the size of the RF coils. In this
situation, an RF coil can no longer be modeled by
an equivalent circuit because of the distributive and
retardation effects, and the RF magnetic field can no
longer be calculated using Biot–Savart’s law because
of the significant contribution of the displacement
current to the magnetic field and the strong interac-
tion between the electromagnetic fields and the imag-
ing subject. For an accurate quantitative analysis, we
have to solve a boundary-value problem governed by
Maxwell’s equations. This boundary-value problem
has to include the RF coil, its surrounding structures,
and the imaging subject. Unfortunately, such a prob-
lem is very difficult to solve either analytically or
numerically. In this chapter, we describe a few practi-
cal methods for electromagnetic modeling of RF coils
and RF fields for high-field MRI applications. We
focus on the basic principles, advantages, and limi-
tations of these methods and also describe the basic
procedure to use these methods. Applications of these
methods to specific MRI problems are addressed in
other chapters.

27.2 DESCRIPTION OF THE
BOUNDARY-VALUE PROBLEM

The physical problem that we intend to analyze is the
electromagnetic fields excited by an RF coil, which
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may be loaded with an imaging subject such as a
human body and placed inside an MRI scanner. The
boundary-value problem involved in this analysis is
to solve Maxwell’s equations:

∇ × E (r, t) = −μ
∂H (r, t)

∂t
(27.1)

∇ × H (r, t) = ε(r)
∂E (r, t)

∂t
+ σ(r)E (r, t)

+ J imp(r, t) (27.2)

subject to certain boundary conditions. Here μ, ε, and
σ denote, respectively, the permeability, permittivity,
and conductivity of the medium where the fields are
computed, and J imp denotes the impressed current
density, which is the source of the fields. When the
MRI scanner is loaded with a human body, ε and
σ are position dependent because different human
tissues have different permittivity and conductivity
values. However, μ is approximately the same as
its free-space value μ0 since the human body is
nonmagnetic. The position dependence of ε and σ

makes the solution of equations (27.1) and (27.2) very
challenging. The impressed current can be the current
flowing through the RF coil or the current that excites
the RF coil.

The time-dependent problem described above can
also be solved in the frequency domain via the
Fourier transform, where equations (27.1) and (27.2)
become

∇ × E (r) = −jωμH (r) (27.3)
∇ × H (r) = jωε(r)E (r) + σ(r)E (r) + J imp(r)

(27.4)
where ω denotes the angular frequency. Although
both the electric and magnetic fields can be calculated
simultaneously by solving equations (27.3) and (27.4)
together, it is also possible to solve for one of the two
fields first and then calculate the other. By eliminating
H in equations (27.3) and (27.4), we obtain the
equation for E as

∇ × [∇ × E (r)] − k2
0εr(r)E (r) = −jk0Z0J imp(r)

(27.5)
where εr(r) = ε(r)/ε0 − jσ(r)/ωε0 with ε0 being the
free-space permittivity, and k0 = ω

√
μ0ε0 and Z0 =√

μ0/ε0 are the free-space wavenumber and intrinsic
impedance, respectively.

Equations (27.1) and (27.2) or (27.3) and (27.4)
have a unique solution only after the boundary condi-
tions are specified. The boundary conditions involved

are

n̂ × E (r) = 0, n̂ · H (r) = 0, r ∈ SPEC

(27.6)
where SPEC denotes the perfect electrically conduct-
ing (PEC) surface, which can be the surfaces of the
conductors in the RF coil, the surface of the RF
shield, or the surface of any other conductors in the
MRI scanner. If the fields are not completely con-
fined, the fields far away from the source have to
satisfy the Sommerfeld radiation condition:

n̂ ×
[
∇ ×

(
E
H

)]
+ jk0n̂ ×

[
n̂ ×

(
E
H

)]
≈ 0

(27.7)
which dictates that the fields should propagate away
from the source. In this equation, n̂ denotes a normal
unit vector pointing away from the source.

27.3 CONSTRUCTION OF
ELECTROMAGNETIC MODELS

To solve the boundary-value problem described in
the preceding section, we need to build an electro-
magnetic model for the problem under consideration.
An electromagnetic model consists of two parts: one
is the geometric model and the other is the specifi-
cation of the electromagnetic property of the media
in the geometric model. The electromagnetic model
of an RF coil and its surrounding structures such as
an RF shield can be constructed in a straightforward
manner because their dimensions can be measured
accurately and their electromagnetic properties (per-
mittivity and conductivity) can be found readily in
their material specifications. A simplified model of
the imaging subject (usually a human body) that ap-
proximates a human body as a circular or an elliptical
cylinder and a human head as a sphere or a spheroid
can also be constructed easily. The most challenging
part is to construct an anatomically accurate elec-
tromagnetic model of a human body or a human
head since such an object consists of many irregularly
shaped tissues having very different electromagnetic
properties.

To construct an anatomically accurate electromag-
netic model of a human body or a human head,
one can first collect a set of tomographic images
using either MRI- or X-ray-computed tomography
and can segment each image using either an au-
tomatic segmentation and classification software or
any other manual or semiautomatic approach. The
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Figure 27.1. Construction of an anatomically accurate human model from a set of tomographic images.

Figure 27.2. A 3D voxel model of a human body and its coronal and sagittal slices. (Reproduced from Ref. 8. © Emerald
Group Publishing Limited, 2005.)

segmented images are then stacked and interpolated
in the third dimension to form a 3D geometric
model of the human body (Figure 27.1). As can
be expected, this process is very time consuming
and tedious and is difficult, if not impossible, to
carry out for each individual study. A more prac-
tical approach is to use one of the models that
has been constructed3 – 7 and to scale it to the ap-
propriate size of the specific human body. Such a

model, although not highly accurate, can provide a
good approximation since the anatomical structures
are similar for most individuals. The voxel model
created based on the procedure described above usu-
ally has too fine a resolution to be used directly
for numerical computation. In such a case, one can
combine voxels to form a model with larger voxels
until the size of each voxel is on the order of
a few millimeters. One such model is shown in
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Table 27.1. Relative permittivities (εr), conductivities (σ ), and densities (ρ) of various tissues in a human head

64 MHz 128 MHz 171 MHz 256 MHz 299 MHz 341 MHz

Tissue ρ(g/cm3) εr σ(s/m) εr σ(s/m) εr σ(s/m) εr σ(s/m) εr σ(s/m) εr σ(s/m)

Sinus 0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0
Lens 1.05 55.4 0.44 47.9 0.46 46.1 0.47 44.2 0.49 43.7 0.50 43.3 0.50
Humor 1.01 69.1 1.50 69.1 1.50 69.0 1.50 69.0 1.51 69.0 1.51 69.0 1.52
Blood 1.06 86.5 1.20 73.2 1.25 69.9 1.27 66.6 1.30 65.7 1.31 65.0 1.33
Cartilage 1.10 62.9 0.45 52.9 0.49 50.3 0.51 47.6 0.54 46.8 0.55 46.2 0.57
Bone 1.85 16.7 0.06 14.7 0.07 14.2 0.07 13.6 0.08 13.4 0.08 13.3 0.09
Brain 1.03 82.6 0.40 63.0 0.46 58.2 0.49 53.3 0.53 51.9 0.55 50.9 0.57
Skin 1.10 92.2 0.44 65.4 0.52 58.7 0.56 51.9 0.62 49.9 0.64 48.4 0.66
CSF 1.06 97.3 2.07 84.0 2.14 79.0 2.17 74.1 2.21 72.8 2.22 71.9 2.24
Muscle 1.04 72.0 0.71 63.9 0.74 61.8 0.76 59.6 0.77 59.0 0.79 58.5 0.80

Figure 27.2, together with its coronal and sagittal sec-
tional views.8

Once the geometric model of a human body is
constructed, one needs to specify the electromagnetic
properties for each tissue. Without a reasonably accu-
rate specification of the electromagnetic properties of
the tissues, the geometric model is practically useless.
The electromagnetic properties are reflected in the
values of permittivity, permeability, and conductivity.
As mentioned earlier, the value of the permeability
is approximately the same as that of free space since
human tissues are nonmagnetic. The values of per-
mittivity and conductivity, however, are significantly
different from their free-space values and, moreover,
they are different for different tissues and their values
also change with change in the frequency. Unfortu-
nately, the permittivities and conductivities of human
tissues are difficult to measure accurately because the
results vary with the mode of tissue collection and
measurement. Consequently, there are some discrep-
ancies among the published data.9 – 13 Table 27.1 lists,
at several frequencies, the relative permittivities and
conductivities of various tissues in a human head,
which are adapted from Ref. 10.

27.4 ANALYTICAL METHOD

The boundary-value problem described in Section
27.2 is difficult to solve analytically except for a few
simple configurations.14 – 21 Here, we consider two
problems whose solutions are useful for field analysis
in MRI. One problem is illustrated in Figure 27.3,
where a lossy dielectric cylinder of radius a and
relative permittivity εr is placed concentrically inside

z2c 2b 2a

Figure 27.3. A lossy dielectric cylinder placed inside a
cylindrical surface current enclosed in a conducting shell.

a cylindrical surface current of radius b, which, in
turn, is enclosed in a cylindrical conducting shell of
radius c. This configuration is a very rough approxi-
mation of a shielded whole-body birdcage coil loaded
with a human body. The dielectric cylinder approxi-
mates the human body, the cylindrical surface current
approximates the birdcage coil, and the cylindrical
conducting shell represents the RF shield. If the bird-
cage coil operates in a linear mode, the z-component
of the electric current can be approximated by the
surface current with density given by

Jz(φ) = I0 cosφ (27.8)

where I0 is a constant. By expanding the fields inside
the dielectric cylinder (ρ < a), outside the dielectric
cylinder but inside the surface current (a < ρ < b),
and outside the surface current but inside the RF
shield (b < ρ < c) as a superposition of cylindrical
harmonics, and then applying the boundary condi-
tions at the surface of the dielectric cylinder (ρ = a),
across the surface current (ρ = b), and at the surface
of the RF shield (ρ = c), we find that the fields inside
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the dielectric cylinder are given by Jin1

E (ρ, φ) = ẑAJ1(kdρ) cosφ
(27.9)

H (ρ, φ) = A

jωμ0[
ρ̂
J1(kdρ)

ρ
sinφ+φ̂

∂J1(kdρ)

∂ρ
cosφ

]
(27.10)

where kd = k0
√
εr and

A=I0
b

a

J1(k0b)Y1(k0c)−J1(k0c)Y1(k0b)

kdJ
′
1(kda)F (k0, a, c)−k0J1(kda)G(k0, a, c)

(27.11)

in which

F(k0, a, c) = J1(k0a)Y1(k0c) − J1(k0c)Y1(k0a)

(27.12)
G(k0, a, c) = J ′

1(k0a)Y1(k0c) − J1(k0c)Y
′
1(k0a)

(27.13)

In the above expressions, J1 and Y1 denote the
first-order Bessel functions of the first and second
kind, respectively. At a low frequency or close to the
center of the cylinder such that kdρ � 1, equation
(27.10) is reduced to H (ρ, φ) = ŷAkd/2jωμ0, which
represents a linearly polarized uniform magnetic
field. Despite a very rough approximation, this
solution can be used to investigate the field pene-
tration into the dielectric cylinder and the resulting
signal-to-noise ratio as the frequency increases, the
power dissipation due to the dielectric and conduc-
tion losses, the B1-field inhomogeneity due to the
increased displacement current, and the effect of the
RF shield on the field attenuation and distribution.
The investigation can help to develop a qualitative
understanding of the problems that might be en-
countered in the design of RF whole-body coils for
high-frequency MRI applications. The solution can
also be extended to model a multilayered dielectric
cylinder, a birdcage coil with a quadrature excitation,
and a birdcage coil with discrete current elements. In
the last case, the discrete currents can be expanded
into a Fourier series, from which the fields excited
can be solved in the form of a Fourier series as well.

The second useful problem is illustrated in
Figure 27.4, where a circular current loop of radius
b carrying a uniform current I is placed adjacent
to a lossy dielectric sphere of radius a and relative
permittivity εr. This configuration approximates

y

z

a

x

b

d

I
r

φ

q

Figure 27.4. A circular current loop placed adjacent to a
lossy dielectric sphere.

roughly a surface RF coil placed near a human
body. The solution can be obtained using the Debye
potential in conjunction with a spherical harmonic
expansion. The fields inside the dielectric sphere are
given by Jin1

E (r, φ, θ) = φ̂jωμ0

∞∑
n=1

anjn(kdr)
∂Pn(cos θ)

∂θ

(27.14)

H (r, φ, θ) = 1

r

∞∑
n=1

an

{
r̂n(n + 1)jn(kdr)Pn(cos θ)

+ θ̂
∂[rjn(kdr)]

∂r

∂Pn(cos θ)

∂θ

}
(27.15)

where

an = Ib2

a2c

2n+1

2n(n+1)

× hn
(2)(k0c)P

′
n(cos θ0)

kdj ′
n(kda)hn

(2)(k0a)−kdjn(kda)h′
n
(2)(k0a)

(27.16)

In these expressions, c = √
b2 + d2, θ0 = tan−1

(b/d), jn denotes the nth-order spherical Bessel
function of the first kind, h(2)

n denotes the nth-order
spherical Hankel function of the second kind, and
Pn denotes the nth-order Legendre polynomial.
Along the z-axis, equation (27.15) is reduced to
H (z) = ẑ

∑∞
n=1 ann(n + 1)jn(kdz)/z, which is

rather uniform at a low frequency with kdz � 1.
The solution given above can be used to study the
general characteristics of surface coils, such as the
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field penetration depth versus the coil size and the
variation of the field as the frequency increases.
The solution can also be extended to the case of a
multilayered dielectric sphere,21 which may provide
a better approximation to the actual anatomical
structure, and to the case where the entire sphere
and the coil are enclosed by a concentric spherical
conducting shell, which can be used to study the
effect of an RF shield.

27.5 FINITE-DIFFERENCE
TIME-DOMAIN METHOD

The analytical method described in the preceding
section is applicable to a few very simple geometries.
For a more complicated problem that involves
a realistic RF coil loaded with a complicated
imaging subject, we have to resort to numerical
methods to solve the boundary-value problem
defined in the Section 27.2. Among many numerical
methods developed so far, the three most powerful
and popular are the finite-difference time-domain
(FDTD) method, the finite-element method (FEM),
and the method of moments (MoM). The FDTD
solves the time-dependent Maxwell’s equations
directly and the FEM usually solves the vector wave
equation derived from Maxwell’s equations, whereas
the MoM solves an integral equation formulated
using the fundamental solution of the problem.

To solve the boundary-value problem defined in
Section 27.2 by using the FDTD,22,23 we first en-
close the computational domain, denoted as volume

V , in a rectangular box and then subdivide the box
uniformly into many small rectangular cells until
each cell is smaller than one-twentieth of the shortest
wavelength in the computational domain, as shown in
Figure 27.5(a). If we denote the dimension of a cell
as Δx × Δy × Δz and the maximum relative permit-
tivity in volume V as εr,max, the condition on the
cell size can be expressed as max(Δx,Δy,Δz) <

λ/20
√
εr,max, where λ denotes the free-space wave-

length. The object to be analyzed is then modeled
by a collection of these small rectangular cells. To
discretize the fields, we assign the electric field com-
ponents at the center of each edge of the cells and
the magnetic field components at the center of each
face of the cells, as illustrated in Figure 27.5(b). If
the entire grid is offset by one half of a cell in each
direction, then on this dual grid, the magnetic field
components would reside at the center of each edge
of the cells and the electric field components would
reside at the center of each face of the cells. We fur-
ther divide the time axis uniformly into many small
intervals such that the time interval Δt satisfies the
condition

Δt ≤
√
μεmax√

1
(Δx)2

+ 1
(Δy)2

+ 1
(Δz)2

(27.17)

The FDTD method is designed to calculate the spa-
tially discretized electric field at time instants t =
nΔt and the spatially discretized magnetic field at
time instants t = (n + 1/2)Δt in a very efficient
manner, starting from n = 1 and proceeding un-
til the field either vanishes or reaches steady state.
This process is called leap-frog time stepping or

(a) (b)

Hx

Ez
Ez

Ez

Ex

ExEx

Ey

Ey

Hy
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Ey(i, j, k)

x

y

z

Figure 27.5. (a) A computational domain is discretized into many small rectangular cells. (b) Assignment of the field
components on an FDTD cell for Yee’s algorithm.
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time marching, and the condition in equation (27.17)
ensures the stability of the time-stepping process.
Equation (27.17) simply dictates that the wave can-
not propagate faster than the speed of light in the
medium.

By using the central differencing formula to
approximate both the spatial and time derivatives
based on the discretization scheme depicted in
Figure 27.5(b), equation (27.1) can be discretized
into
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where i, j , and k represent the x, y, and z coordinates
of a specific cell (x = iΔx, y = jΔy, z = kΔz).

Similarly, equation (27.2) can be discretized to yield

En+1
x

(
i + 1

2
, j, k

)
= 1

β
(
i + 1

2 , j, k
)

×
{
α

(
i + 1

2
, j, k

)
En

x

(
i + 1

2
, j, k

)

+ 1

Δy

[
H

n+ 1
2

z

(
i + 1

2
, j + 1

2
, k

)

− H
n+ 1

2
z

(
i + 1

2
, j − 1

2
, k

)]

− 1

Δz

[
H

n+ 1
2

y

(
i + 1

2
, j, k + 1

2

)

− H
n+ 1

2
y

(
i + 1

2
, j, k − 1

2

)]

− J
n+ 1

2
imp,x

(
i + 1

2
, j, k

)}
(27.21)

En+1
y

(
i, j + 1

2
, k

)
= 1

β
(
i, j + 1

2 , k
)

×
{
α

(
i, j + 1

2
, k

)
En

y

(
i, j + 1

2
, k

)

+ 1

Δz

[
H

n+ 1
2

x

(
i, j + 1

2
, k + 1

2

)

− H
n+ 1

2
x

(
i, j + 1

2
, k − 1

2

)]

− 1

Δx

[
H

n+ 1
2

z

(
i + 1

2
, j + 1

2
, k

)

− H
n+ 1

2
z

(
i − 1

2
, j + 1

2
, k

)]

−J
n+ 1

2
imp,y

(
i, j + 1

2
, k

)}
(27.22)

En+1
z

(
i, j, k + 1

2

)
= 1

β
(
i, j, k + 1

2

)
×

{
α

(
i, j, k + 1

2

)
En

z

(
i, j, k + 1

2

)

+ 1

Δx

[
H

n+ 1
2

y

(
i + 1

2
, j, k + 1

2

)

− H
n+ 1

2
y

(
i − 1

2
, j, k + 1

2

)]

− 1

Δy

[
H

n+ 1
2

x

(
i, j + 1

2
, k + 1

2

)

− H
n+ 1

2
x

(
i, j − 1

2
, k + 1

2

)]

− J
n+ 1

2
imp,z

(
i, j, k + 1

2

)}
(27.23)



346 Coil Modeling and Evaluation

where α = ε/Δt − σ/2 and β = ε/Δt + σ/2.
Clearly, given the source current, the initial values
for the electric and magnetic fields at n = 0 (which
can all be assumed to be zero), and the boundary
conditions, we can use equations (27.18)–(27.20) to
calculate the discrete magnetic fields and equations
(27.21)–(27.23) to calculate the discrete electric
fields at n = 1, n = 2, and so on. The discretization
above, known as Yee’s FDTD scheme, is of second
order in accuracy in terms of the cell size and the
time-step size.

Because the FDTD algorithm described above ap-
plies to rectangular cells, the human model con-
structed in Section 27.3 can be employed directly. In
that case, each voxel becomes a rectangular FDTD
cell. Any conductors, such as the RF shield, can be
modeled by forcing the tangential electric field and
normal magnetic field to zero along a “staircase” ap-
proximation to the surfaces of the conductors. If the
currents on the RF coil are known either through
measurements or by any other analysis, the coil is
then replaced by the currents, which can be imposed
directly onto the calculation through J imp. This mod-
eling is relatively simple, but it ignores the effect
of the imaging subject on the current distribution in
the coil. If the currents on the RF coil are unknown
(which is usually the case), the coil has to be mod-
eled as conductors by the aforementioned staircase
approximation and then excited by either a current
or voltage source. In either case, a gap is created at
the feed point of the coil. A current probe can then
be inserted into the gap and this current can again be
modeled in the FDTD calculation through J imp. In
the case of a voltage excitation, we can set J imp = 0
and simply enforce the electric field across the gap
as E = V0/d , where V0 denotes the excitation volt-
age and d denotes the width of the gap. The temporal
profile of the excitation can be chosen on the basis
of the type of analysis. If a single-frequency anal-
ysis is desired, the temporal profile can be chosen
as an exponentially tapered sinusoid. The exponen-
tial tapering increases the amplitude of the sinusoid
gradually to its full value after a few periods, which
reduces the numerical error caused by a large increase
in the value of the excitation current over a time step.
If a broadband analysis is desired, the temporal pro-
file can be chosen as a modulated Gaussian pulse,
whose modulation determines the central frequency
and whose width determines the bandwidth. How-
ever, the frequency dependence of the permittivity
and conductivity must be modeled carefully for an

accurate analysis using either the recursive convo-
lution method or the auxiliary differential equation
method.23

If the computational domain V is not entirely
enclosed by a conducting surface, the fields will
then extend beyond the exterior surface of the
computational domain. In that case, we have
to treat this surface carefully to ensure that the
exterior surface would not artificially reflect the
outgoing fields back into the computational domain
to corrupt the correct solution. One approach is
to apply an absorbing boundary condition at the
exterior surface. Another approach is to place a
layer of absorbing material at the exterior surface
to absorb the power incident from the inside of
the computational domain. The second approach
has become very popular since the invention of
the perfectly matched layer (PML),24 – 26 which is
a nonphysical material with an excellent absorption
capability. It has been shown26 that the PML is
equivalent to an anisotropic dispersive absorber
whose permittivity and permeability are given
by

ε̄ = ε

⎡
⎢⎣

sy sz
sx

0 0
0 szsx

sy
0

0 0 sx sy
sz

⎤
⎥⎦ ,

μ̄ = μ

⎡
⎢⎣

sy sz
sx

0 0
0 szsx

sy
0

0 0 sx sy
sz

⎤
⎥⎦ (27.24)

where ε and μ denote the permittivity and permeabil-
ity of the medium terminated by the PML and

sx = 1 − j
σx

ωε
, sy = 1 − j

σy

ωε
, sz = 1 − j

σz

ωε
(27.25)

It can be shown that for a PML placed perpendicular
to the x-axis, if one sets σy = σz = 0, the surface of
the PML will not cause any reflection regardless of
(i) the value of σx , (ii) the incident angle, and (iii) the
frequency. Instead, all the power will enter the PML
and will be attenuated because of σx . However, since
the PML has a finite thickness in order to be used to
terminate the computational domain, a small amount
of power will eventually be reflected at the back of
the PML and reenter the computational domain after
being attenuated one more time. For a PML having a
thickness of L, the final reflection coefficient is given
by

|R(θ)| = e−2ησxL cos θ (27.26)
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where η = √
μ/ε and θ denotes the incident angle.

Therefore, for a specified reflection coefficient R(0),
the value of σx can be determined via

σx = − ln |R(0)|
2ηL

(27.27)

Note that a better performance can often be achieved
by setting a quadratic profile for σx such that its value
increases quadratically from zero at the surface of the
PML and reaches a maximum value at the back of the
PML. The maximum value of σx can be determined
in a similar manner.

To model the PML in the FDTD calculation, we
first rewrite equations (27.3) and (27.4) in the PML
as

∇ × E (r) = −jω

⎡
⎣ sy 0 0

0 sz 0
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⎤
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(27.28)

∇ × H (r) = jω
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⎤
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(27.29)

where

D(r) = ε
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(27.30)

B(r) = μ

⎡
⎣ sz/sx 0 0

0 sx/sy 0
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⎤
⎦ · H (r)

(27.31)

The x-components of equations (27.28) and (27.29)
can be transformed into the time domain as

[∇ × E ]x = −∂Bx

∂t
− σy

ε
Bx (27.32)

[∇ × H ]x = ∂Dx

∂t
+ σy

ε
Dx (27.33)

Their FDTD discretization based on Yee’s scheme
yields
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where αy = ε/Δt − σy/2 and βy = ε/Δt + σy/2.
The x-components of equations (27.30) and (27.31)
can also be transformed into the time domain as
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They can be discretized to yield
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where αx,z and βx,z are defined similarly to αy and βy .
In these two equations, the location indexes are omit-
ted because they are the same in each term. Note that
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outside the PML, equations (27.38) and (27.39) sim-

ply reduce to En+1
x = Dn+1

x /ε and H
n+ 1

2
x = B

n+ 1
2

x /μ,
as expected.

Equations (27.34), (27.35), (27.38), and (27.39)
are obtained from the x-components of equations
(27.28)–(27.31). Another eight equations can be ob-
tained from their y- and z-components. The resulting
12 equations can be used to calculate all the fields
step by step. Given the field values at time steps n

and n − 1
2 , we first use the equations such as equation

(27.34) to calculate Bn+ 1
2 , which can then be used

in the equations such as equation (27.39) to calcu-
late H n+ 1

2 . The values of H n+ 1
2 are then used in

the equations such as equation (27.35) to calculate
Dn+1, which are then used in the equations similar
to equation (27.38) to calculate E n+1. This completes
one time stepping, and the process then continues.
This PML implementation has been found to be very
robust and accurate for terminating the FDTD com-
putational grids.

Because the FDTD method is simple to implement,
easy to set up, and highly efficient to calculate as
it does not require solving any matrix equations, it
has been widely used for numerical simulation of a
number of electromagnetic problems, including prob-
lems related to RF fields for MRI applications.27 – 41

The two most widely used commercial computer
codes based on the FDTD method are XFDTD by
Remcom42 and MWS (Microwave Studio) by CST
Computer Simulation Technology.43 In addition to
these two codes, there are many other in-house devel-
oped codes that can be adapted for the modeling and
simulation of RF coils and interactions between RF
fields and the human body. To demonstrate the ap-
plication of the FDTD in conjunction with the PML,

we consider the computation of the electric and mag-
netic fields inside a human head placed in a shielded
RF birdcage coil.28 The electromagnetic model of
the human head is highly inhomogeneous and con-
sists of 14 different tissues, some of which are listed
in Table 27.1. Three slices of this model are shown
in Figure 27.6. The birdcage coil has a diameter of
26 cm, a length of 26 cm, and consists of 16 elements.
The coil is excited in a quadrature mode and the max-
imum electric current in the elements is assumed to
be 1 A. The coil is placed inside a cylindrical shield
having a diameter of 32 cm and a length of 32 cm. The
entire structure is enclosed by a rectangular PML box,
which truncates the computational domain. The com-
puted electric field is displayed in terms of the SAR
defined by SAR = σ |E |2/ρ, where σ denotes the
electric conductivity and ρ denotes the density of the
tissue. Figure 27.7 displays the distribution of SAR
in the three slices at 256 MHz, and Figure 27.8 shows
the corresponding magnetic B1-field distribution.

27.6 FINITE-ELEMENT METHOD

Although the FDTD method is highly efficient, its
geometrical modeling capability is limited by the
staircase approximation. Although the staircase ap-
proximation of a dielectric object does not signifi-
cantly affect the accuracy of the solution, a staircase
modeling of small or thin conductors in RF coils can
be technically challenging and may introduce unde-
sirable errors. The FEM overcomes this limitation by
using an unstructured tetrahedral mesh to model the
computational domain. The FEM is often used in the
frequency domain, although it can also be formulated
to carry out a time-domain analysis.

(a) (b) (c)

Figure 27.6. Axial (a), sagittal (b), and coronal (c) slices of the head model used in the FDTD calculation. (Reproduced
from Ref. 28. © IEEE, 1998.)
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Figure 27.7. SAR (watts per kilogram) distribution in the axial (a), sagittal (b), and coronal (c) slices at 256 MHz.
(Reproduced from Ref. 28. © IEEE, 1998.)
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Figure 27.8. Magnetic field (amperes per meter) distribution in the axial (a), sagittal (b), and coronal (c) slices at 256 MHz.
(Reproduced from Ref. 28. © IEEE, 1998.)

To solve the boundary-value problem defined
by the partial differential equation (27.5) in
conjunction with the boundary conditions (27.6)
and (27.7) using the FEM,44,45 we first choose
a set of testing functions whose combination
fully covers the range of the solution to equation
(27.5). We then test equation (27.5) by taking
its scalar product with each testing function and
integrating over the entire computational domain.
This yields∫ ∫

V

∫
[W i · ∇ × (∇ × E ) − k2

0εrW i · E ]dV

= −jk0Z0

∫ ∫
V

∫
W i · J impdV (27.40)

where V denotes the volume where the fields
are to be computed and W i denotes a testing
or weighting function that satisfies the same
boundary condition as E . By invoking a vector
identity and Gauss’s divergence theorem and then

applying the boundary condition (27.7) to the
field on S that encloses volume V , we obtain

∫ ∫
V

∫ [
(∇ × W i ) · (∇ × E ) − k2

0εrW i · E
]

dV

+ jk0

∫ ∫
S

(n̂ × W i ) · (n̂ × E )dS

= −jk0Z0

∫ ∫
V

∫
W i · J impdV (27.41)

which is called the weak-form representation of the
boundary-value problem defined by equations (27.5)
and (27.7).

To discretize equation (27.41) using the FEM, the
entire computational domain V is first divided into
small elements such as tetrahedral elements and rect-
angular brick elements. An example of a tetrahedral
mesh is given in Figure 27.9, where only the surface
of the mesh is shown for the sake of clarity. Within
each small element, E can be interpolated using a set
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Figure 27.9. A finite-element mesh with tetrahedral elements (only the surface mesh is shown here for clarity).
(Reproduced from Ref. 46. © Elsevier, 2002.)

of discrete values. By assigning the tangential com-
ponent of E at each edge of a tetrahedral element and
then interpolating E elsewhere using a set of vector
basis functions, the field can be expanded as

E e(r) =
6∑

i=1

N e
i (r)E

e
i (27.42)

where Ee
i denotes the tangential component of E at

edge i of element e, and N e
i is the corresponding

interpolation or basis function. Denoting the simplex
coordinates of a tetrahedron as λl(l = 1, 2, 3, 4),45

the vector basis function associated with the edge
that connects vertices l and k is given by

N e
lk(r) =  lk(λl∇λk − λk∇λl) (27.43)

where  lk denotes the length of the edge and l, k =
1, 2, 3, 4 with l < k. Figure 27.10 shows one of the
six first-order vector basis functions for a tetrahedral
element. Clearly, such basis functions have a tangen-
tial component only along the associated edge, and
as such they ensure the tangential continuity of the
interpolated field while allowing the normal compo-
nent to be discontinuous at a material discontinuity.
Hence, they accurately model the nature of the vector
field E . The field in a rectangular brick element can

be interpolated as

E e(r) =
12∑
i=1

N e
i (r)E

e
i (27.44)

since the element has 12 edges. The first-order vector
basis functions have a very simple form and are given
by

N e
i (r) = x̂

(
1 − |y − yi |

Δy

)(
1 − |z − zi |

Δz

)
,

i = 1, 2, 3, 4 (27.45)

for edges parallel to the x-axis,

N e
i (r) = ŷ

(
1 − |x − xi |

Δx

)(
1 − |z − zi |

Δz

)
,

i = 5, 6, 7, 8 (27.46)

for edges parallel to the y-axis, and

N e
i (r) = ẑ

(
1− |x − xi |

Δx

)(
1 − |y − yi |

Δy

)
,

i = 9, 10, 11, 12 (27.47)

for edges parallel to the z-axis, where (xi, yi, zi)

denotes the middle point of the edge. The reason that
we discuss the rectangular brick elements specifically
here is that with this type of element, we can apply
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i th edge

Figure 27.10. One of the six first-order vector basis func-
tions for a tetrahedral element.

the FEM directly to the voxel model described in
Section 27.3.

When the E -field is interpolated in each element
using its tangential values at the edges of the element,
the E -field in the entire volume V can be expressed
as

E (r) =
Nedge∑
i=1

N i (r)Ei (27.48)

where Nedge denotes the total number of edges ex-
cluding those residing on conducting surfaces, Ei

denotes the tangential component of E at the ith
edge, and N i is the corresponding basis function.
Obviously, for an edge inside V,N i spans several
neighboring elements that share the common edge.
Also note that by excluding the edges on conducting
surfaces, the interpolated field satisfies the required
boundary condition in equation (27.6).

By substituting equation (27.48) into equation
(27.41) and using the same N i as the testing function
W i , we obtain

Nedge∑
j=1

KijEj = bi, i = 1, 2, . . . , Nedge (27.49)

where

Kij =
∫∫
V

∫
[(∇ × N i ) · (∇ × N j )−k2

0εrN i · N j ]dV

+ jk0

∫ ∫
S

(n̂ × N i ) · (n̂ × N j )dS (27.50)

bi = −jk0Z0

∫ ∫
V

∫
N i · J impdV (27.51)

The integrals involved can be evaluated either ana-
lytically or numerically using a Gaussian quadrature
since the integrands are simple linear or quadratic
functions. The results of analytical integration can be
found in Ref. 45. Equation (27.49) can be written
compactly as

[K]{E} = {b} (27.52)

which can be solved for the vector {E}. Because the
elemental interactions in equation (27.50) are local
in nature, [K] is a sparse and symmetric matrix
that can be computed and solved efficiently using a
sparse matrix solver. Once {E} is obtained, the field
everywhere in V can be calculated using equation
(27.48), from which other parameters such as the B1
magnetic field and the specific absorption rate can be
computed.

The FEM is probably the most popular numerical
method used in a number of engineering and sci-
ence studies because it can be adapted easily to solve
different boundary-value problems and its geometri-
cal modeling capability is unmatched by any other
numerical method. However, the method is not as
popular as the FDTD in computational electromag-
netics and, in particular, for modeling and simulation
of RF coils and RF fields in MRI. The main reason
is the requirement to generate an FEM mesh, usu-
ally with tetrahedral elements, for the problem to be
modeled. Although it is no longer difficult to create
a model and generate a mesh even for a compli-
cated RF coil, it is still highly challenging to create
an anatomically accurate solid model and generate a
tetrahedral mesh for a human body or a human head.
Since most FEM-based computer codes use tetrahe-
dral elements and there is no tetrahedral mesh readily
available for a human body or a human head, the
FEM has not been as widely used as the FDTD.
However, by incorporating rectangular brick elements
into the FEM, we can use the voxel model directly.
This may partially alleviate the difficulty of mesh
generation for using the FEM for MRI applications.
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The second reason that the FEM is less popular is
the need to solve the matrix equation (27.52). Even
though the matrix is symmetric and sparse, its di-
mension can be very large when it is used on an
accurate human model. Its efficient solution requires
a special solver that can exploit the sparsity of the
matrix with a minimum computational cost. The best
approach is to precondition the matrix equation us-
ing an incomplete LU decomposition first and then
solve the preconditioned matrix equation iteratively
using a Krylov subspace algorithm such as GMRES
and BiCGStab.47 Similar to the case with the FDTD,
the excitation of an RF coil can be modeled using
either a current probe, which amounts to specify-
ing J imp, or a voltage gap, which can be realized
by enforcing the electric field across the gap.48 The
incorporation of lumped circuit elements such as re-
sistors, inductors, and capacitors in the FEM is also
straightforward.45

The FEM has found some applications in the
modeling of RF coils and the interactions between
the RF fields and the human body in MRI.49 – 60

The most widely used FEM-based computer code
for full-wave electromagnetic analysis is HFSS
from ANSYS/Ansoft.61 Another computer code
is Multiphysics� from COMSOL.62 There are
several other computer codes that are aimed at the
quasi-static analysis of electromagnetic problems.
As a simple application example, Figure 27.11

RF shield

Current
elements

Figure 27.11. A shielded 16-element birdcage coil loaded
with a human head. (Reproduced from Ref. 57. ©
Wiley-Liss, Inc, 1997.)
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Figure 27.12. Magnitude of the magnetic field inside the
loaded birdcage coil at four different frequencies. (Repro-
duced from Ref. 57. © Wiley-Liss, Inc, 1997.)

shows a 2D model of a shielded birdcage coil loaded
with a human head.57 This model consists of a
cylindrical conducting shell of diameter 30 cm and
16 conducting wires equally spaced on a cylindrical
surface of diameter 26 cm. The coil is excited in
a quadrature mode and the human head is placed
inside the coil with its surface about 3.6 cm away
from the wires. The electromagnetic model of
the head consists of nine different tissues with
different material properties. This problem can
be analyzed by solving equation (27.52) for the
electric field, from which the magnetic field can
be calculated using equation (27.3). Figure 27.12
displays the magnitude of the magnetic field at 64,
128, 171, and 256 MHz. The field inhomogeneity
is mainly due to the presence of the human
head and is much more pronounced at higher
frequencies.

27.7 METHOD OF MOMENTS

Both the FDTD and FEM solve Maxwell’s equations
or the equivalent vector wave equation directly. As
such, they require a discretization of the entire com-
putational domain including the surrounding environ-
ment and they have to truncate the computational
domain using either a perfectly matched layer or
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an absorbing boundary condition. Another fundamen-
tally different approach to solving an electromagnetic
problem is to find a fundamental solution or the re-
sponse to a point source first and convert the partial
differential equation into an integral equation, which
can then be discretized and solved numerically. In the
community of computational electromagnetics, this
method is known as the method of moments (MoM)
or the moment method,63 – 69 and the fundamental so-
lution is called Green’s function.

To illustrate the MoM formulation, we consider a
shielded RF coil loaded with a nonmagnetic imaging
subject. The excitation to the coil induces a surface
electric current in the coil and its shield, which is
denoted as J s. For this case, Maxwell’s equations
(27.3) and (27.4) can be written as

∇ × E (r) = −jωμ0H (r) (27.53)
∇ × H (r) = jωε(r)E (r) + σ(r)E (r) + J s(r)

= jωε0E (r) + J eq(r) + J s(r) (27.54)

in which J eq(r) = jωε0[εr(r) − 1]E (r), where εr(r)
is defined after equation (27.5). These two equations
indicate that the fields produced by the shielded coil
loaded with an imaging subject can be expressed as
the superposition of the fields radiated by J s and
J eq in free space. On the basis of the well-known
free-space field–source relation,70 the total field is
given by

E (r) = −jωμ0

∫ ∫
SPEC

↔
Ge0(r, r ′) · J s(r ′)dS ′

− jωμ0

∫ ∫
Vd

∫ ↔
Ge0(r, r ′) · J eq(r ′)dV ′

(27.55)
where SPEC denotes the conducting surfaces of the RF
coil and the RF shield, Vd denotes the volume of the

imaging subject, and
↔
Ge0(r, r ′) denotes the free-space

dyadic Green’s function of the electric type70

↔
Ge0(r, r ′) =

(
↔
I + 1

k2
0

∇∇
)

exp(−jk0|r − r ′|)
4π|r − r ′|

(27.56)

where
↔
I is a unit dyad defined as

↔
I = x̂x̂ + ŷŷ + ẑẑ.

The first term in equation (27.55) is the field radiated
by the shielded coil without the imaging subject and
the second term is the field disturbance due to the
presence of the imaging subject. Equation (27.55) can

be rewritten as

D(r)
ε0εr(r)

= −jωμ0

∫ ∫
SPEC

↔
Ge0(r, r ′) · J s(r ′)dS ′

− jωμ0

∫ ∫
Vd

∫ ↔
Ge0(r, r ′) · χ(r ′)D(r ′)dV ′

(27.57)
where χ(r ′) = jω[εr(r) − 1]/εr(r). To solve for
the unknown surface current density J s on the coil
and shield and the unknown electric flux density
D inside the imaging object, we apply the first
boundary condition in equation (27.6) to have

n̂(r) ×
∫ ∫
SPEC

↔
Ge0(r, r ′) · J s(r ′)dS ′ + n̂(r)

×
∫∫
Vd

∫ ↔
Ge0(r, r ′) · χ(r ′)D(r ′)dV ′ = 0, r ∈SPEC

(27.58)
where n̂ denotes the unit normal on SPEC. We then
apply equation (27.57) to Vd to obtain

D(r)
jωμ0ε0εr(r)

+
∫ ∫
SPEC

↔
Ge0(r, r ′) · J s(r ′)dS ′

+
∫ ∫
Vd

∫ ↔
Ge0(r, r ′) · χ(r ′)D(r ′)dV ′ = 0, r ∈ Vd

(27.59)
which can be solved together with equation (27.58)
for J s and D .

To solve equations (27.58) and (27.59) numeri-
cally, we first discretize SPEC into small surface el-
ements such as triangular and quadrilateral elements
and then discretize Vd into small volume elements
such as tetrahedral and rectangular brick elements.
Figure 27.13 shows a surface triangular discretization
of a birdcage coil made of conducting strips.71 Next,
we need to expand J s and D in terms of basis func-
tions. By recognizing the fact that the normal compo-
nent of J s should be continuous across an edge shared
by two surface elements and should vanish at the
edges residing on the edge of a conducting surface,
we can expand J s using the divergence-conforming
Rao–Wilton–Glisson (RWG) basis functions67

J s(r ′) =
Ns∑
n=1

In f (s)
n (r ′) (27.60)
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Figure 27.13. A birdcage coil modeled with triangular
patches.

where Ns denotes the total number of edges in the
surface meshes of the coil and shield except for those
residing on the edges of the conducting surfaces, and
f (s)
n (r ′) is the RWG basis function associated with

edge n. For a triangular mesh, f (s)
n (r ′) is defined over

two triangular elements joined at edge n:

f (s)
n (r ′) =

{
ln

2A+
n
ρ+
n r ′ ∈ T +

n

ln

2A−
n
ρ−
n r ′ ∈ T −

n

(27.61)

where T ±
n denote the two triangles associated with

the edge, A±
n are the areas of triangles T ±

n , ln is
the length of the edge, and ρ±

n are the vectors de-
fined in Figure 27.14(a). The vector plot of f (s)

n (r ′)
is illustrated in Figure 27.14(b). The most important
feature of this basis function is that its component
normal to edge n is a constant (normalized to 1),
whereas the components normal to other edges are
zero. This feature guarantees the continuity of the
current flow over all edges. Similarly, since the nor-
mal component of D should be continuous across a
facet shared by two volume elements, we can expand
D using the divergence-conforming volumetric RWG
basis functions69:

D(r ′) =
Nv∑
n=1

Dn f (v)
n (r ′) (27.62)

where Nv denotes the total number of facets in the
volume mesh. The volumetric RWG basis functions

f (v)
n (r ′) are very similar to the surface function il-

lustrated in Figure 27.14: it spans two volumetric
elements and its normal component is a constant (nor-
malized to 1) at the facet shared by the two elements,
whereas the components normal to other facets van-
ish so that the normal continuity of D across each
facet is guaranteed.

Substituting the expansions in equations (27.60)
and (27.62) into equations (27.58) and (27.59) and
using n̂(r) × f (s)

m (r) to test equation (27.58) and
f (v)
m (r) to test equation (27.59), we obtain two matrix

equations

Ns∑
n=1

Z(ss)
mn In +

Nv∑
n=1

Z(sv)
mn Dn = 0, m = 1, 2, . . . , Ns

(27.63)
Ns∑
n=1

Z(vs)
mn In +

Nv∑
n=1

Z(vv)
mn Dn = 0, m = 1, 2, . . . , Nv

(27.64)

where

Z(ss)
mn =

∫ ∫
SPEC

f (s)
m (r) ·

∫ ∫
SPEC

↔
Ge0(r, r ′) · f (s)

n (r ′)dS ′dS

(27.65)

Z(sv)
mn =

∫ ∫
SPEC

f (s)
m (r) ·

∫ ∫
Vd

∫ ↔
Ge0(r, r ′)

·χ(r ′)f (v)
n (r ′)dV ′dS (27.66)

Z(vs)
mn =

∫∫
Vd

∫
f (v)
m (r) ·

∫ ∫
SPEC

↔
Ge0(r, r ′) · f (s)

n (r ′)dS ′dV

(27.67)

Z(vv)
mn = 1

jωμ0ε0

∫ ∫
Vd

∫
f (v)
m (r) · f (v)

n (r)
εr(r)

dV

+
∫ ∫
Vd

∫
f (v)
m (r) ·

∫ ∫
Vd

∫ ↔
Ge0(r, r ′)

·χ(r ′)f (v)
n (r ′)dV ′dV (27.68)

The evaluation of the integrals in the expressions
above is certainly nontrivial because their integrands
can be singular when |r − r ′| approaches zero. Fortu-
nately, the evaluation of these singular integrals has
been studied extensively and many accurate schemes
have been developed in the past.64 – 69
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Figure 27.14. (a) Two triangles joined at a common edge. (b) Vector plot of the RWG function.

Before we solve equations (27.63) and (27.64),
we have to apply the excitation to the coil. If the
excitation is a current probe I0 placed across edge
m′, we can simply replace the equation corresponding
to m = m′ in equation (27.63) with Im′ = I0. If the
excitation is a voltage source V0 applied across edge
m′, the right-hand side of the equation corresponding
to m = m′ in equation (27.63) is no longer zero
because of the applied voltage. Instead, it becomes
V ′
m = l′mV0, where l′m denotes the length of the edge

m′. Using a similar approach, we can incorporate
capacitors and inductors into the MoM analysis.1,71

Now, we can solve equations (27.63) and (27.64) for
In and Dn, from which the field everywhere else can
be found from equation (27.55) or (27.57) together
with equations (27.60) and (27.62). In particular, the
magnetic field can be calculated accurately from its
free-space field–source relation1:

H (r) = ∇ ×
∫ ∫
SPEC

G0(r, r ′)J s(r ′)dS ′

+ ∇ ×
∫ ∫
Vd

∫
G0(r, r ′)J eq(r ′)dV ′

(27.69)
where G0(r, r ′) denotes the free-space scalar Green’s
function

G0(r, r ′) = exp(−jk0|r − r ′|)
4π|r − r ′| (27.70)

Similar to the FDTD and FEM, the MoM has been
employed for the analysis and design of RF coils in
the past two decades.71 – 79 In most of these appli-
cations, the coils are either unloaded or loaded with
simple dielectric objects for the reason discussed be-
low.

On the basis of the formulation described above,
we can see that the MoM has two important advan-
tages over the FDTD and FEM. First, the MoM dis-
cretization is limited to the conducting surfaces and

dielectric volumes. It is not necessary to discretize
the free-space region surrounding the coil and the
imaging subject. This type of discretization reduces
the number of unknowns significantly compared with
the FDTD and FEM. Second, because of the use of
the free-space Green’s function, the MoM does not
require any mesh truncation using absorbing bound-
ary conditions or perfectly matched layers. Therefore,
it is free of any truncation errors that often appear
in the FDTD and FEM solutions. Unfortunately, the
coefficient matrix in equations (27.63) and (27.64)
is fully populated because of Green’s function. Even
though the number of unknowns is smaller than those
in the FDTD and FEM, the computation associated
with the generation of the MoM matrix and its so-
lution is significantly more expensive than the com-
putation of the FDTD and FEM. Therefore, a direct
solution of equations (27.63) and (27.64) is computa-
tionally intensive and requires a tremendous amount
of computer memory. Note that since Nv 	 Ns, the
main cause of the intensive computation is the second
term in equation (27.64), the term associated with the
volumetric discretization of the imaging subject. Con-
sequently, an MoM analysis of an RF coil loaded with
a practical imaging subject is very time consuming,
although the analysis of an unloaded coil can be done
quite efficiently. In the following, we briefly discuss
two approaches for overcoming this difficulty.

The first approach to alleviating the time-
consuming computation of the MoM is to employ a
fast algorithm to generate and solve the coefficient
matrix in equations (27.63) and (27.64). The most
efficient and general algorithms for this case are
those based on the fast multipole method80,81 and
the adaptive integral method.45,82 Both algorithms
can reduce the computational cost (computation
time and memory requirements) for evaluating a
matrix–vector product from O(N2) to O(N logN),
where N denotes the total number of unknowns.
However, the implementation of the two algorithms,
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especially the fast multipole algorithm, requires a
significant effort. In the case that the imaging subject
is modeled by a uniform regular grid as described
in Section 27.3 the most efficient algorithm is the
fast Fourier transform (FFT) method.76,83 In this
algorithm, the matrix associated with Dn in equation
(27.64) can be reformulated as a circulant matrix,
whose product with a vector can be evaluated
very efficiently via the FFT. This algorithm,
especially its modified weak-form version,84,85 can
be implemented relatively easily. To facilitate the
use of this algorithm, we can first ignore the second
term in equation (27.63) and carry out the analysis of
an unloaded coil by solving the remaining equation:

Ns∑
n=1

Z(ss)
mn I

(0)
n = 0, m = 1, 2, . . . , Ns (27.71)

Once I
(0)
n is solved, we use it as In in the first term

of equation (27.64) and solve the following equation
for D

(0)
n :

Nv∑
n=1

Z(vv)
mn D(0)

n = −
Ns∑
n=1

Z(vs)
mn I (0)n , m = 1, 2, . . . , Nv

(27.72)

This solution neglects the effect of the imaging sub-
ject on the coil; hence, the calculated I

(0)
n and D

(0)
n

can be considered as the zeroth-order approximation
to the exact solution. The accuracy of the approxima-
tion can then be improved through an iterative pro-
cess. For example, the first-order approximation can
be obtained by first solving the following equation
for I

(1)
n :

Ns∑
n=1

Z(ss)
mn I

(1)
n = −

Nv∑
n=1

Z(sv)
mn D(0)

n , m = 1, 2, . . . , Ns

(27.73)
and then solving the following equation for D

(1)
n :

Nv∑
n=1

Z(vv)
mn D(1)

n = −
Ns∑
n=1

Z(vs)
mn I (1)n , m = 1, 2, . . . , Nv

(27.74)

This approximate solution is usually sufficient for
practical applications, although the accuracy can be
improved continually by the second and third itera-
tions. In this iterative process, equations (27.71) and
(27.73) can be solved directly using either a Gaussian
elimination or an LU decomposition or an iterative
algorithm since Ns is usually quite small, whereas

equations (27.72) and (27.74) can be solved using
the FFT method because a direct solution would have
been very time consuming since Nv can be very large.

The second approach for alleviating the
time-consuming computation associated with the
second term in equation (27.64) is to calculate the
fields inside the imaging subject using either the
FDTD or the FEM or, in other words, to replace
equation (27.64) with the corresponding equations
from the FDTD or FEM. In this approach, we first
perform the analysis of an unloaded RF coil by
solving equation (27.71). Using this solution, we
can calculate an incident field due to the coil on
the imaging subject or construct equivalent surface
currents on the Huygens’ surface that encloses
the imaging subject. Using this incident field or
Huygens’ surface, we can compute the fields inside
the imaging subject using either FDTD or FEM, as
described in Sections 27.5 and 27.6. This yields the
zeroth-order approximation that neglects the effect
of the imaging subject on the RF coil. However,
as mentioned above, the accuracy of this solution
can be improved systematically via an iterative
process to include the mutual interactions between
the coil and the imaging subject. The calculated
fields inside the imaging subject can be used to
calculate the right-hand side of equation (27.73),
which can be solved for a more accurate solution
to the induced currents in the coil and shield. This
solution can then be used to calculate a new and
more accurate incident field or construct a new
and more accurate Huygens’ surface to produce
a more accurate calculation of the fields inside
the imaging subject using either the FDTD or the
FEM. This approach, often referred to as the hybrid
MoM/FDTD or MoM/FEM technique, has been
employed successfully for the analysis of RF coils
loaded with a dielectric object.86 – 88 It utilizes the
strength of the MoM for modeling an RF coil and
takes full advantage of the FDTD and FEM for
calculating the fields inside a complicated dielectric
object.

Finally, both the FEM and MoM described here
solve Maxwell’s equations in the frequency domain
and, as such, the computations have to be repeated
at each frequency if one intends to compute the
solution over a frequency band; however, efficient
approaches have been developed to perform a fast
frequency sweep by computing the fields at only a
few frequency points.45,71 Furthermore, commercial
computer codes have been developed based on the
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Table 27.2. Comparison between calculated and mea-
sured resonant frequencies of a flat low-pass ladder coil

Resonant
mode

Calculated
(MHz)

Measured
(MHz)

Relative error
(%)

1 47.6 48.2 1.2
2 75.2 75.5 0.4
3 93.8 93.8 0.0
4 107.2 107.2 0.0
5 117.6 117.5 0.1
6 125.4 125.1 0.2
7 130.6 130.2 0.3
8 133.8 133.7 0.1

2.28 cm

2.28 cm

Figure 27.15. A flat low-pass ladder coil made of
0.143-cm wide conducting strips and 200-pF capacitors.

MoM and are available for RF coil analysis. One
such code is FEKO from EM Software & Systems.89

In fact, in addition to the MoM, the MoM/FEM hy-
brid is also implemented in FEKO to deal with RF
coils loaded with a dielectric object. As a simple
example, Table 27.2 gives the MoM-calculated re-
sults of the resonant frequencies of a flat low-pass
ladder coil as compared with the measured data.1 The
specific configuration of the ladder coil is sketched in
Figure 27.15. Note that a very good agreement be-
tween the calculated and measured data is obtained
here because the coil is very simple and can be de-
scribed very accurately. For more complicated coils,
especially when they are loaded with a dielectric ob-
ject, such an agreement is difficult, if not impossible,
to obtain. However, as discussed in the next section,
for a practical coil design, it is not necessary to pre-
dict resonant frequencies very accurately. Instead, it
is more important to understand the current and the

resulting field distributions of each resonant mode so
that the right resonant mode can be chosen and shifted
to the desired frequency.

An excellent example to demonstrate the applica-
tion of the hybrid techniques is given by Li et al.87

Figure 27.16(a) shows a 3D view of a shielded
phased-array head coil loaded with a seven-layer
dielectric sphere of diameter 140 mm. The mate-
rial properties of the sphere are similar to those of
a human head. The phased-array coil consists of
four 120 mm × 120 mm individual coils placed on
a cylindrical surface of diameter 204 mm, which, in

Shielding The seven-layer
spherical phantom

Coil 4: 3 V-270°

Coil 2: 3 V-90°

C
oi

l 3
: 3
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-1

80
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oil 1: 3V
-0°

A
re

a 
4

A
rea 2

Area 5

Area 3

Area 1

(a)

(b)

Figure 27.16. (a) A 3D view of a shielded phased-array
head coil loaded with a seven-layer stratified sphere model
with a diameter of 140 mm. (b) Transmitted B1 field when
the phased-array head coil is excited with quadrature exci-
tation. (Reproduced from Ref. 87. © IEEE, 2006.)
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Figure 27.17. (a) A shielded four-element phased-array
head coil loaded with the voxel-based human head model.
(b) FDTD calculated signal intensity map when the
phased-array head coil is excited with quadrature excitation.
(Reproduced from Ref. 87. © IEEE, 2006.)

turn, is placed inside a cylindrical RF shield with a
diameter of 242 mm and a height of 160 mm. The
figure also shows the surface discretization of the RF
shield and the volume discretization of the sphere.
This problem was simulated using FEKO based on
the hybrid MoM/FEM, where the MoM was used

to model the currents on the coils and shield and
the FEM was used to calculate the fields inside the
sphere. Figure 27.16(b) shows the transmitted B1
field in the middle slice of the sphere when the
phased-array head coil is excited with quadrature ex-
citation at 470 MHz.87 It is obvious that the B1 field
exhibits a bright spot in area 5 and dark spots in ar-
eas 1–4 because of the strong interaction between
the RF field and the dielectric sphere. The computed
currents on the coils and shield were then impressed
into the FDTD calculation using a voxel-based hu-
man head model, illustrated in Figure 27.17(a). The
calculated B1 field inside the head model was sub-
sequently used to evaluate the signal intensity map.
The result in the middle axial slice is shown in
Figure 27.17(b), which shows a similar pattern to that
of the B1 field in the sphere model.87 The problem
shown in Figure 27.17(a) can also be simulated by
using the FDTD method alone with the coils and the
shield modeled as conductors and excited by voltage
sources. However, an efficient MoM/FEM simulation
would allow one to optimize the excitations (ampli-
tudes and phases) of the four coils to produce another
B1 field to compensate the field inhomogeneity ob-
tained with quadrature excitation. The image obtained
with the optimized excitation can then be combined
with the image obtained with quadrature excitation to
obtain an improved image, which was demonstrated
successfully for brain imaging at 11 T by Li et al.87

27.8 SUMMARY

In this chapter, we discussed several practical
methods for electromagnetic modeling of RF coils
and RF fields for MRI applications. We first defined
the boundary-value problem, which consists of
Maxwell’s equations and relevant boundary condi-
tions. We then described the process required to build
an electromagnetic model for the analysis of loaded
RF coils, which consists of geometrical discretization
and specification of electrical properties of the media
involved. Next, we described the analytical solution
of two simplified problems, whose results allow
a quick qualitative examination of critical issues
such as the field penetration into a dielectric object
versus frequency, the achievable signal-to-noise ratio
versus frequency, the magnetic field inhomogeneity
due to the increased displacement current at higher
frequencies, the level of the specific absorption rate
due to the dielectric and conduction losses, the
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effects of an RF shield, and the field penetration
depth of a surface coil. For a more accurate
quantitative analysis of these issues, we described
three numerical methods, which are most suited for
the modeling of RF coils loaded with a dielectric
object. The first method is the FDTD, which is
simple to implement and efficient to calculate.
However, its geometric modeling capability for
RF coils is limited by the staircase approximation.
The second method is the FEM, which has an
excellent geometric modeling capability. However,
its application has been hindered by the necessity
to generate an FEM mesh for the geometry to be
discretized. The third method is the MoM, which
is highly accurate and efficient for the analysis of
unloaded coils. However, the method becomes very
time consuming when the MoM is applied to the
modeling of a dielectric object. For each method,
we discussed solutions to overcome its limitations,
such as the use of a voxel model directly in the
FEM via the use of brick elements, the use of fast
algorithms to speed up the MoM analysis of the
dielectric object, and the hybridization of the MoM
with either the FDTD or the FEM to perform a
practical analysis of loaded RF coils.

It should be noted that the main objective of an
electromagnetic modeling of RF coils is to under-
stand how a specific RF coil design works (its reso-
nant modes, and the electric current and the magnetic
field distributions for each resonant mode) and then
how the RF field interacts with the imaging subject
(the electric and magnetic field distributions, and the
resultant specific absorption rate and signal-to-noise
ratio). This understanding can guide one to design a
better RF coil for a specific application. The quan-
titative results of the field distribution can also be
incorporated in the design of pulse sequences and
image-processing algorithms to compensate for the
field inhomogeneity and enhance the image quality.
With respect to the coil design, it is rarely the case
that one can use the result of a simulation to con-
struct an RF coil that works on the first try. This is
due in part to the use of inaccurate parameters such
as the permittivity and conductivity values of human
tissues because the accurate values are simply not
available and in part to some necessary simplification
of the problem such as neglecting the effect of the
MRI system outside the RF coil (gradient coils, shim
coils, magnets, and the supporting structures) for a
practical numerical modeling. Therefore, the resonant
frequency of an initial design is always shifted from

the desired frequency. This is actually not a serious
problem and there is no need to deal with it through
a more accurate and more complicated analysis. One
can simply scale the values of the capacitors based
on the measured resonant frequency and the desired
value to make the coil resonate at the desired fre-
quency with only one iteration. The important thing
is to pick up the right resonant mode to scale the
capacitors and that requires a good understanding of
the resonance of the RF coil, which can be gained
through a numerical modeling using the methods de-
scribed in this chapter. Finally, we note that since the
objective of this chapter is to describe a few practi-
cal methods for electromagnetic modeling of RF coils
and their interactions with the imaging subject, no at-
tempt was made to use any of these methods to solve
specific problems or to design specific coils for MRI
applications. The examples given here were simply to
demonstrate the use and capabilities of the numerical
methods. Specific applications of these methods are
addressed in other chapters.
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28.1 INTRODUCTION

Until recently, the design of RF coils in MRI has
been predominantly based on the use of circuit con-
cepts and transmission line theory.1,2 These analytical
models invoke quasistatic field approximations.3 At
relatively smaller electrical sizes, which typically oc-
cur at lower MRI Larmor frequencies (<3 T) and
smaller coil loads, the quasistatic approximations
are valid for head coils because the RF coil and
human head are small compared to the wavelength
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of the RF field. For instance, many 1.5 T (Lar-
mor frequency = 64 MHz) MRI systems use RF head
coils such as the birdcage resonator,2 which is usually
driven in quadrature (two ports).1 At this frequency,
circuit/transmission line models can be applied to
predict the resonance frequency and to determine
the magnetic field distribution, by assuming that the
currents on the coil structure are uniform and then
using the Biot–Savart Law to determine the mag-
netic field produced by these currents. While cir-
cuit/transmission line models are 0D approximations
for the 3D near-field electromagnetic behavior in the
coil, they can be very accurate for modeling relatively
complex coil geometries.

As the electrical sizes of the RF coil and/or the
load become larger, the circuit/transmission models
start to fail to describe the electromagnetic behavior
of the RF coil.4 – 21 While circuit/transmission line
models start to break down with increasing operating
frequency,20,22,23 they fail at a much faster rate with
the presence of tissue. Tissue distorts the “ideal”, eas-
ily modeled (from an analytical point of view) trans-
verse electromagnetic (TEM) field structures6,24,25

leading to more complex hybrid electromagnetic
modes that are extremely challenging to analytical
model. In this chapter, we examine full-wave compu-
tational electromagnetic modeling, using the birdcage
coil as an example.
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28.2 BACKGROUND

Since the inception of MRI, the goal of a Tx/Rx RF
volume coil design, such as a birdcage coil, has been
to produce a uniform circularly polarized component
of the transverse magnetic field, both excitation
(B1

+) and reception (B1
−), and acceptable specific

absorption rate (SAR) values in the imaged subject.
These qualities have been typically attainable at
64 MHz. As the resonant frequency increases with
field strength, however, not only does the quasistatic
approximation begin to fail, but also the homogeneity
of the B1

+/B1
− field deteriorates, and the tissues

become more prone to localized heating (hot-spots)
due to electromagnetic absorption. With the failure
of quasistatic approximations as the MRI operational
frequency increases, a computational tool based
on full-wave electromagnetics becomes essential in
conducting feasibility studies and in designing and
evaluating the performance of high-field RF coils.

Until the early mid 90s, full-wave numerical
methods were seldom used to model the fields in
RF coils for MRI systems. Before that, there was
not much need for such an approach because most
of the systems were at magnetic field strengths
of 1.5 T and below. In the last decade, however,
there have been numerous applications of full-wave
numerical methods to analyze a variety of MRI RF
coils.15,26 – 33 Within the context of birdcage designs,
in 1996, Jin et al. employed the conjugate gradient
method with the fast Fourier transform (FFT) to
study the birdcage coil.34 A 2D finite elements
model (FEM) model has also been used to study the
field and the SAR in a birdcage coil loaded with a
human head model.35 Later, the finite difference time
domain (FDTD) method was also used to analyze the
same coil.7,9,30,36 – 47 In addition, simulations have
also made advances in the prediction of temperature
distributions by thermal modeling.48 – 51

28.3 MODELING BIRDCAGE
RESONATORS: POTENTIAL
COMPUTATIONAL
ELECTROMAGNETICS OPTIONS

There are three major numerical methods used in
electromagnetics: the FEM, the FDTD method, and
the integral equation method, method of moments
(MM). Although MM and FEM can be solved in the
time domain, they are rarely used in this way; FEM

and MM are usually associated with the frequency
domain. MM is different from FEM and FDTD in
that MM can be formulated in terms of unknown
surface currents on perfect conductors and unknown
volume currents in materials, whereas the unknowns
in FEM and FDTD are the field values everywhere
within the volume of interest. Because of this, MM
has great advantages over FDTD and FEM when it
is applied to geometries consisting of only perfect
conductors since the number of unknowns in MM is
much less than the other two methods.

For problems where large portions of the geom-
etry are non-perfectly conducting, the number of
unknowns for all three methods is comparable; how-
ever, the computation times are very different. Both
MM and FEM require the solution of matrix equation.
Since the number of unknowns required to model the
coil is very large, iterative methods offer the only vi-
able way to solve the matrix equation. Assuming the
number of unknowns in the problem as N , the com-
putation time is proportional to Nθ , where θ is 2 for
MM and 1.5 for FEM. It should be noted that when
there are large permittivity and conductivity contrasts
in the geometry, which occur when human tissue is
present, the values of θ may be significantly larger
than the nominal given values. On the other hand,
the FDTD method does not require a matrix solution,
and its computation time is proportional to N4/3.

There is also a wide disparity in terms of mem-
ory requirements between the three methods. The
memory needed to solve an MM problem with
50 000 unknowns can be used to solve an FEM
problem with 5 000 000 unknowns and an FDTD
problem with 100 000 000 unknowns. The one dis-
advantage of FDTD relative to FEM is that it
is less flexible for modeling arbitrary geometries
because FEM can be applied to an unstructured
grid. However, for the electrically large geometries,
one can argue that it is better to use FDTD than
FEM because, in many cases, the number of un-
knowns needed to solve the problem is relatively
very large. In addition, many other tailored algorithms
can also be utilized to optimize the standard FDTD
scheme. In fact, many such algorithms have been
successfully applied for MRI simulations.25,37,52 It
is noted however that with current advances in com-
putational hardware such as GPUs, matrix solution
methods such as FEM, hybrid FEM/FDTD, and/or
hybrid MOM/FDTD methods53 – 55 may become more
computationally affordable, rendering more accurate
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results when compared to a standalone method such
as the FDTD method.

28.4 MODELING BIRDCAGE
RESONATORS USING THE FDTD
METHOD

The FDTD technique introduced by Kane56 is used
to give a direct solution to Maxwell’s time-dependent
curl equations. The FDTD method is essentially
based on replacing the spatial and time domain
derivatives of Maxwell’s equations with finite
difference approximations. An excellent source for
the FDTD formulation can be obtained from Ref. 57.

28.4.1 Grid and Absorbing Boundaries

3D FDTD models of a high pass birdcage coil can
be developed with different coil conductor widths.
For the results shown in this chapter, the width of
the coil conductors was set to infinitesimal36,37,58 or
to 0.3 in Refs 38, 39. In order to obtain accurate
electromagnetic field calculations with the FDTD al-
gorithm, an octagonal geometry can be utilized in
which the lumped capacitive elements could be prop-
erly modeled. Figure 28.1 shows the FDTD grid and

the human head, where eightfold symmetry is main-
tained. The different color points on the grid cor-
respond to different algorithms utilized to describe
the desired geometry. For instance, a lumped ele-
ment FDTD algorithm was used to model the tuning
capacitors.59 This algorithm requires that the capaci-
tive lumped elements be positioned along the Carte-
sian axes, namely, x or y. Thus, in order to maintain
symmetry, the orientation of the capacitors along the
eight slanted edges of the rings may change. An-
other example is an FDTD algorithm that was uti-
lized to account for the curvatures of the rings and
strips, which results in removing stair-stepping errors
from these critical coil components. For some of the
examples shown in this chapter, a total of 4 000 000
cells were utilized in the case of the thin conductor
model and 25 000 000 cells in the case of 0.3 in con-
ductor model to generate the complete grid. Note that
the magnet shield was modeled in the 25 000 000 cell
system. The perfectly matched layer (PML) absorb-
ing boundary condition can be used to absorb the RF
radiation from the coil.57,60 – 63

28.4.2 Developing a Code

FDTD codes typically start by dynamically allocating
the memory requirements for the birdcage coil
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Figure 28.1. FDTD grid (ref) of a 16-end ring high pass birdcage coil loaded with the anatomically detailed visible human
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achieve an accurate representation of the physical performance of the coil. These include lumped capacitors and slanted
noncubical cells for the curvatures of the ring as well as the struts. (Adapted from Ref. 64. © Springer, 2006.)



366 Coil Modeling and Evaluation

including electric field vectors, magnetic field
vectors, permittivity, conductivity, and capacitance.
With different coil geometries, cell sizes, and coil
loading (unloaded, phantoms, or human head mod-
els), dynamic allocations provide convenience and
conservation of memory. The next step is assigning
the electrical properties to the desired portions of the
grid including the phantom or the biological tissues
of the human head model. The time loop then starts
with no coil excitations, so the initial field values are
set to zero. The time is incremented by a time step.
The excitation is turned on in the specified excitation
location. The shape of the excitation is unimportant
as long as its frequency spectrum contains the

frequencies of interest. The electric field values are
then updated everywhere in the grid. A lumped
element FDTD algorithm is used to model the tuning
capacitors at their corresponding positions on the
coil. The electric field components that are tangent
to a perfectly conducting surface (coil structure)
are forced to zero. To avoid stair-stepping errors,
algorithms can be used to create slanted perfect con-
ductors. Using the calculated electric field values, the
magnetic field values are then updated over the entire
grid. This is the end of the time step. The time step
procedure is repeated until the simulation has run a
prescribed number of time steps. Because the updated
field values are only functions of the previous field
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Figure 28.2. Sample time responses inside the birdcage resonator for an unloaded coil (a, c), and a coil numerically
loaded with a large octagonal phantom with dielectric properties similar to muscle (b, d). The coil’s mode of interest is
tuned to 64 MHz (a, b) and 200 MHz (c, d). (Adapted from Ref. 36. © Elsevier, 2000.)
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values, memory is conserved. At any cell, memory
conservation is accomplished by overwriting the
updated field value into the same memory location,
which contains the previous value at the same cell.

Typically, the goal is to obtain the field distribution
within the coil at the resonance frequency where the
lumped capacitors must be tuned to set the resonance
at the Larmor frequency. From the magnetic field
distribution, one can extract the B1 field distribution.
From the electric field distribution, one can find the
SAR as well as the total power absorbed by the phan-
tom or the human head. Finding the field distribution
is a two-step process. In the first step, an initial guess
is made for the capacitor values. An FFT is then
applied to the FDTD solution at a few points within

the grid to obtain the frequency response of the coil,
or if transmission line excitation is used, S11/coil
input impedance can be obtained.25,65,66 If the
calculated resonance frequency of the coil is not at
the desired location, the capacitor values are changed
and the FDTD program is rerun. This step is repeated
until the desired resonance frequency is obtained. In
Figure 28.2(a)–(d), time domain data is displayed for
the birdcage coil (legs and end rings that are modeled
with infinitesimal width), which demonstrate that the
signal has significantly decayed or reached steady
state within a prescribed number of time steps (in un-
loaded or loaded coils). In the second step, the FDTD
solution is run with the correct capacitor values, and a
discrete Fourier transform (DFT) is applied on-the-fly
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at all points within the grid at the resonant frequency.
Thus, the time data does not need to be stored, and the
field distribution is known at the resonant frequency.

28.4.3 Validation of Modeling through
Tuning and Field Distribution

The electrical performance of the coil can be
well maintained since the modeled geometry
does not deviate too far from the circular shape.
Figure 28.3 clearly demonstrates this issue where
FDTD-calculated frequency spectra38,39 of 1.5 and
3 T high pass birdcage coils (width of the coil
conductors is 0.3 in.) that are numerically loaded with
the visible human project head/shoulder anatomical
mesh (ftp://starview.brooks.af.mil/EMF/dosimetry
models) are shown. Note that the dielectric properties
of the mesh are assigned from Ref. 67. The capacitor
values used along the end rings are the values of the
actual lumped capacitors used in the GE birdcage
coil in a clinical scanner (15.5 pF for 3 T and 69 pF
for 1.5 T). The spectra show 9 modes corresponding
to the 16 struts in the coil. Also, the resonance
frequency of mode 1, the mode of operation, differs
only by less than 9% from what is actually obtained
in the real coil (128 and 64 MHz). This is the case
even though perfect conductors and octagonal coil
shape are utilized.

In terms of distributions of electromagnetic
fields, Figure 28.4 displays the circularly polarized

component of the B1 (B1
+) field as a function of

anterior–posterior direction in the center of a high
pass birdcage coil (Figure 28.4a) and as a function
of the median–lateral direction 10 cm down from the
center plane of the coil (Figure 28.4b).36 The numeri-
cal FDTD solution (dashed curve) is compared to the
experimental 1.5 T extracted B1

+ field measurements
(solid curve). The coil is operating at 64 MHz with
quadrature excitation and is loaded with a cylindrical
phantom, which is numerically and experimentally
filled with material with muscle-like dielectric
properties.68 The sharp variations (spikes) in signal
intensity in the MRI curve were due to the presence
of air bubbles in the phantom. The results show
excellent agreement between the numerical FDTD
solution and the experimental MRI measurements.

28.5 ELECTROMAGNETIC
OBSERVATIONS FROM MODELING
BIRDCAGE RESONATORS USING
THE FDTD METHOD

28.5.1 Tuning Behavior

The resonance frequency of the birdcage head coil
is strongly dependent on the lumped capacitor values
used in the coil. In order to better understand this
dependence, simulations for capacitor values varying
from 0 to 70 pF in steps of 1 pF for the birdcage
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coil (legs and end rings that are modeled with in-
finitesimal width) are shown in Figure 28.5. This
corresponds to a total of 71 simulations for the un-
loaded case and 71 simulations for the phantom case.
From this figure, it can be noted that a relatively linear
relationship exists between the resonance frequency
and the capacitor values up to about 75 MHz. In addi-
tion, no significant differences are observed between
the unloaded and loaded cases in this range. Above
this frequency (100–270 MHz), however, an increas-
ingly nonlinear relationship begins to hold, and the
frequency shift caused by the loading of the phantom
widens with increasing the tuning frequency.

28.5.2 Current Distribution on Coil Legs

Many of the modeling approaches utilized for bird-
cage coil simulations have used idealized current
distributions that do not fully consider the coupling
between the coil and the sample where the com-
mon assumption is that birdcage coil functions as an
azimuthal transmission line. For instance, this is done
by determining the current distribution on the coil
legs/end rings without the head being present, us-
ing the MM, or by replacing the lumped capacitors
with voltage sources in which magnitudes vary sinu-
soidally. As a result, the currents on the coil elements
are required to have a sinusoidal distribution; i.e., the
coil is assumed to operate solely in the TEM mode of

interest, the ideal mode of operation for the birdcage
coil. Therefore, the currents on the coil elements were
assumed to vary as

Ii = Imax cos

(
i2π

N

)
(28.1)

where Ii is the current in the ith element, Imax is
the maximum current, and N is the number of coil
elements. Another approach would be the rigorous
FDTD modeling approach where the effects of the
load on the birdcage coil are captured in the mod-
eling approach.36 – 38,58,69 In Figure 28.6, the current
on each wire (birdcage coil element) is calculated us-
ing the latter approach (in-house FDTD package) at
64 MHz for (i) an unloaded coil, (ii) a coil (legs and
end rings that are modeled with infinitesimal width)
loaded with a head sized cylindrical phantom with
circular cross section called small phantom, and (iii)
a coil loaded with a coil-sized cylindrical phantom
with octagonal cross section called large phantom.36

Both of the phantoms were filled with muscle-like
dielectric properties. The ideal sinusoidal coil current
is also plotted for comparison. As expected, the un-
loaded coil current is close to the ideal case. When the
coil is loaded by a phantom, the interaction between
the coil and the phantom can induce additional cur-
rents on the wires. At 64 MHz, the induced currents
are not too significant for the small phantom, but for
the octagonal phantom, the induced currents can be
significant. The interaction is stronger for the octago-
nal phantom because it is electrically larger and thus
closer to the coil elements and the excitation port.
Also, the phantom does not have circular symmetry,
which produces greater asymmetries in the induced
currents.

In Figure 28.6(b), the currents on the wires are
once again plotted for the case where the unshielded
birdcage coil (legs and end rings that are modeled
with infinitesimal width) has been retuned to resonate
at 200 MHz.36 The results show that the currents do
not follow the ideal sinusoidal curve. At 200 MHz,
each leg of the coil is one quarter wavelength long,
which means that the coil acts more like an antenna
rather than a resonator. To demonstrate this point,
Figure 28.6(c) displays the current on one of the coil
elements along its length at both 64 and 200 MHz. It
is observed that at 64 MHz, the current is relatively
constant. At 200 MHz, a standing wave has formed
on the wire.
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28.5.3 Effects of Feeding on SAR

By exciting the coil in one point (on the top ring) and
allowing the coil currents to be properly calculated
with Maxwell’s equations, one can properly account
for the coupling between the drive port and the object
to be imaged. At high frequency, it is expected for
this coupling to have a significant effect on the SAR
values, especially near the source. To demonstrate
this point, Figure 28.7 shows a volumetric 3D view
of the SAR inside the “small” and “large” muscle
phantoms for linear excitation at 64 and 200 MHz
for the unshielded birdcage coil (legs and end rings
that are modeled with infinitesimal width). While
the drive port does not have much of an effect
on the SAR values at 64 MHz (except minimally
for the large phantom), the maximum SAR values
are located near the source for both the cylindrical
and octagonal phantoms at 200 MHz. Because the
“large” phantom is present along the length of the
coil and is larger than the cylindrical phantom, the
source is much closer to the “large” phantom, and
consequently, a high local hot spot is observed near
the source (see Figure 28.7).37,69,70

For the large phantom, the SAR values near source
are about 20% higher than those for the small phan-
tom. This is despite the fact that these calculations are
given for 1 W CW absorption and the volume of the
“large” phantom is about 2.5 times that of the “small”
one so that, on average, the SAR values should be 2.5
times lower than the “small” phantom case. Hence,

the interaction between the excitation source(s) and
the object to be imaged is critical at high frequency;
it depends on the size and the shape of the object and
its placement inside the coil. From a full-wave anal-
ysis point of view, this physical observation associ-
ated with high frequency operation and/or electrically
large loads cannot be accounted for by utilizing ideal
current distributions on the coil elements or by cal-
culating the currents on the coil elements without the
load and then forcing these currents on the elements
when the load is present. Therefore, (i) rigorous mod-
eling of the excitation source(s) and the lumped ca-
pacitors, (ii) accurate consideration of their spatial
positioning on the coil, and (iii) numerical tuning, as
is done in an experiment, must all be computationally

Small cylindrical phantom Large octagonal phantom

1.5 T 4.7 T 1.5 T 4.7 T

Figure 28.7. Specific absorption rate calculated using the
FDTD method inside loaded high pass birdcage coil. The
phantoms contain material with muscle-like dielectric prop-
erties. The coil is operating under linear excitation where
the drive port is positioned near the top of the phantom.
(Adapted from Ref. 64. © Springer, 2006.)
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Coil bottom ring is 1 cm
away from shoulders

Coil bottom ring is 5.5 cm
away from shoulders

1.5 T

3 T

Figure 28.8. SAR calculations inside the head/shoulder
model (loaded in birdcage coils) at 1.5 and 3 T. The coronal
slices correspond to a case where the excitation locations are
positioned behind the head (see Figure 28.1.)

carried out in order to accurately describe the electro-
magnetic interactions between the birdcage coil and
the tissues, most especially at high field operation.

28.5.4 Effects of End Rings on SAR

The effect of birdcage coil end rings has been evalu-
ated extensively at different field strengths.30,39,71 – 73

In Figure 28.8, for high pass birdcage coils (width of
the coil conductors is 0.3 in.), the SAR distribution
is shown for a coronal slice at 1.5 and 3 T for two
different head positions. In the first case, the coil is
placed such that the end rings are 1 cm away from the
shoulder. In this case, the SAR values on the shoul-
der are high. As the coil is moved away from the
shoulder (5.5 cm away from shoulder), the SAR value
decreases (most profoundly for the 1.5 T case); how-
ever, it appears that high SAR values are generated
in the neck region.

28.5.5 Effects of Excitation Mechanism on
SAR and the B+

1 Field Distribution

In this section, we will examine the effect of the exci-
tation mechanism, number of drive ports and quadra-
ture vs RF shimming on the B1

+ field distribution,
and SAR during low and high field operation. It is
noted here that the coil tested at 200 MHz was not

optimized geometrically for this frequency. It was
simply tested by reducing the lumped capacitor val-
ues such that the mode of operation was tuned to
200 MHz.

28.5.5.1 Phantom Observations

Figure 28.9 displays B1
+ field inside the “small”

phantom for axial slices at 64 MHz for linear and
quadrature excitations. For linear excitation, B1

+ field
distribution is approximately 60% homogeneous (the
difference between the maximum and the minimum
values of the B1

+ field in this slice is 40% of the max-
imum value). A better overall homogeneity (90%) is
obtained from linear to quadrature excitation. The re-
sults at 200 MHz, however, are quite different. Unlike
the 64 MHz case, there is not much improvement in
the homogeneity of the fields from linear to quadra-
ture (29% homogeneity) drive. This is due to the fact
that the ideal current distribution predicted from cir-
cuit analysis is no longer present, rendering the con-
ventional quadrature excitation ineffective. In other
words, linear excitation does not produce adequate
linear polarization; thus, quadrature excitation does
not produce adequate circular polarization.

The corresponding SAR values for 1 W absorption
are also shown in Figure 28.9. The two-port quadra-
ture excitation for the unloaded coil (or for the bird-
cage coil loaded with the “small” phantom) produces
fields that are approximately circularly polarized at
low frequency. For the “small” phantom, simulations
and experiments show that at 64 MHz, the polariza-
tion of the tangential electric fields is almost circular
when the excitation is applied in quadrature. Because
the SAR is an indication of the electric field for the
homogeneous medium, Figure 28.9 shows that the
SAR distribution is symmetric around the azimuthal
direction. It is also well documented that quadrature
excitation reduces the transmitting power and conse-
quently the absorbed power by approximately a factor
of 2 at 64 MHz (the ratio of the absorbed and radi-
ated power is independent of the source at the same
frequency). As the absorbed RF power deposition in
the phantom is an indication of the SAR, Figure 28.9
shows that at 64 MHz, by applying quadrature ex-
citation, the SAR peak values have decreased by
approximately a factor of 2 compared to the case
when the coil is linearly excited.

At 200 MHz (4.7 T), the situation is quite different,
however. Because linear excitation does not give a
sinusoidal current distribution on the coil elements or
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+ Distribution

Linear Quadrature Linear Quadrature

SAR
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Figure 28.9. Axial slices displaying the calculated nor-
malized B1

+ field and SAR of a high pass birdcage coil
loaded with the “small” phantom at 64 and 200 MHz using
linear and quadrature excitations. (Adapted from Ref. 36. ©
Elsevier, 2000 and Ref. 64. © Springer, 2006.)

linear polarization for the loaded case at 200 MHz,
it is impossible to obtain predominantly circularly
polarized fields using the conventional (two-port)
quadrature drive. This can be clearly seen from
Figure 28.9 where the azimuthal symmetry is lost
at the 4.7 T case. In addition, the fields induced by
each of the two drive ports can now add up either
constructively or destructively, depending on the ge-
ometrical shape and material properties of the head or
phantom. As a result, it can be quite possible for the
peak SAR value to increase when switching from lin-
ear to the conventional two-port quadrature excitation
(unlike that at 64 MHz). This is also demonstrated in
Figure 28.9.

28.5.5.2 Human Head Observations

Figure 28.10(a) shows an axial slice of the B1
+ field

in the human head model at 64 MHz for quadrature
excitation. Within the brain region, where the axial
slice is taken, the homogeneity of the B1

+ field
is around 90%. A better overall homogeneity with
quadrature drive is achieved when compared to the
linear drive. The same axial slice of the B1

+ field is
shown at 200 MHz in Figure 28.10(b) for quadrature
excitation. The field homogeneity has dropped to
37%, making it much less homogeneous than the
64 MHz case.

Four-port quadrature drive (a fixed integer incre-
ment of π/2 phase shifts on each of the four drive
ports) and the phase-optimized four-port excitation
(RF shimming) are tested for the 200 MHz case. The
phase shifts used to produce the phase-optimized

four-port excitation results of this figure are 0,
0.714π, π, and 1.52π. Figure 28.10(c) and (d) show
axial slices of the B1

+ field distribution at 200 MHz
using four-port quadrature drive (52% homogeneity)
and the phase-optimized four-port excitation (63%
homogeneity), respectively.

Figure 28.10(e) shows the SAR values in the afore-
mentioned axial slice for quadrature excitation at
64 MHz. Compared to the linear excitation case, it
is observed that SAR peak values have dropped by
approximately 30% when the excitation is done in
quadrature. Note that this value is less than that
with the cylindrical phantom. This is because the
human head model is heterogeneous and asymmet-
ric; hence, the fields inside it are less circularly po-
larized (not necessarily homogenous) than with the
symmetric and homogeneous cylindrical phantom.
Figure 28.10(f) shows the same slice at 200 MHz;
no reduction in the SAR peak values was observed
for the human head from linear (results not shown) to
quadrature excitation. At 200 MHz, Figure 28.10(g)
demonstrates that the SAR peak values have dropped
by about 50% using a four-port quadrature drive
when compared to the conventional quadrature ex-
citation (Figure 28.10f). As previously demonstrated,
the four-port quadrature drive reduces effects due to
the head-coil interactions leading to more uniform
currents on the coil legs. As the optimized phased
array drive was used to obtain the most homoge-
nous B1

+ field distribution at 200 MHz without taking
into account SAR in this particular case, the elec-
tric field components can add up constructively in
some spots and consequently lead to higher peak
SARs compared to that obtained with the four-port
quadrature excitation case. Figure 28.10(h) shows
that the phase-optimized four-port excitation provides
SAR peak values higher than those with the four-port
quadrature drive; they are however still less than
what was obtained with the linear or the conventional
quadrature excitations at 200 MHz. Recent computa-
tional studies have shown that local SAR can still be
constrained as a part of the homogenization of B1

+
field distribution.14,15,51

28.6 CONCLUDING REMARKS

This work is presented as a guide for modeling
the electromagnetic interactions of birdcage coils.
Some of the results shown and many other works
throughout the MRI community indeed show that the
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Figure 28.10. Axial slices displaying B1
+ field and the SAR inside the human head model. Figure (a, e) correspond to

the B1
+ field and the SAR at 64 MHz using quadrature excitation, respectively. Figure (b, f), (c, g), and (d, h) correspond to

the B1
+ field and the SAR at 200 MHz for quadrature, four-port, and phase-optimized (B1 shimming) four-port excitation,

respectively. The color scale for the SAR values is in watts per kilogram for 1 W CW absorption. (Adapted from Ref. 37.
© Elsevier, 2000.)

field of computational electromagnetics has become
a vital foundation in not only understanding but also
advancing MRI systems.

REFERENCES

1. G. H. Glover, C. E. Hayes, N. J. Pelc, W. A. Edelstein,
O. M. Mueller, H. R. Hart, C. J. Hardy, M. O’Donnell,
and W. D. Barber, J. Magn. Reson. (1969), 1985, 64,
255–270.

2. C. E. Hayes, W. A. Edelstein, J. F. Schenck, O. M.
Mueller, and M. Eash, J. Magn. Reson. (1969), 1985,
63, 622–628.

3. J. Tropp, J. Magn. Reson. (1969), 1989, 82, 51–62.

4. T. S. Ibrahim, R. Lee, B. A. Baertlein, A. Kan-
garlu, and P. M. L. Robitaille, Dielectric Resonance
in Ultra High Field MRI, in International Society
for Magnetic Resonance in Medicine Annual Meeting ,
ISMRM: Denver (CO), 2000, p. 1681.

5. T. S. Ibrahim, IEEE Trans. Microw. Theory Tech.,
2004, 52, 1999–2003.

6. T. S. Ibrahim, C. Mitchell, R. Abraham, and P.
Schmalbrock, NMR Biomed., 2007, 20, 58–68.

7. C. M. Collins, S. Li, and M. B. Smith, Magn. Reson.
Med., 1998, 40, 847–856.

8. J. T. Vaughan, M. Garwood, C. M. Collins, W. Liu,
L. DelaBarre, G. Adriany, P. Andersen, H. Merkle, R.
Goebel, M. B. Smith, and K. Ugurbil, Magn. Reson.
Med., 2001, 46, 24–30.

9. C. M. Collins and M. B. Smith, Magn. Reson. Med.,
2001, 45, 684–691.

10. C. M. Collins and M. B. Smith, Magn. Reson. Med.,
2001, 45, 692–699.

11. S. Crozier, I. M. Brereton, F. O. Zelaya, W. U.
Roffmann, and D. M. Doddrell, J. Magn. Reson., 1997,
126, 39–47.

12. B. Xu, Q. Wei, F. Liu, and S. Crozier, IEEE Trans.
Biomed. Eng., 2005, 52, 1582–1587.

13. F. Liu, B. L. Beck, B. Xu, J. R. Fitzsimmons, S. J.
Blackband, and S. Crozier, Concepts Magn. Reson.
Part B Magn. Reson. Eng., 2005, 24B, 28–38.



374 Coil Modeling and Evaluation

14. C. A. Van den Berg, B. van den Bergen, J. B. Van de
Kamer, B. W. Raaymakers, H. Kroeze, L. W. Bartels,
and J. J. Lagendijk, Magn. Reson. Med., 2007, 57,
577–586.

15. B. van den Bergen, C. A. T. van den Berg, L. W.
Bartels, and J. J. W. Lagendijk, Phys. Med. Biol.,
2007, 52, 5429–5441.

16. L. L. Wald, G. C. Wiggins, A. Potthast, C. J. Wiggins,
and C. Triantafyllou, Appl. Magn. Reson., 2005, 29,
19–37.

17. B. L. Beck, K. Jenkins, J. Caserta, K. Padgett, J.
Fitzsimmons, and S. J. Blackband, Magn. Reson.
Med., 2004, 51, 1103–1107.

18. A. Kangarlu, T. S. Ibrahim, and F. G. Shellock, Magn.
Reson. Imaging , 2005, 23, 53–60.

19. G. Adriany, P. F. Van de Moortele, F. Wiesinger,
S. Moeller, J. P. Strupp, P. Andersen, C. Snyder, X.
Zhang, W. Chen, K. P. Pruessmann, P. Boesiger, T.
Vaughan, and K. Ugurbil, Magn. Reson. Med., 2005,
53, 434–445.

20. D. I. Hoult, J. Magn. Reson. Imaging , 2000, 12,
46–67.

21. D. I. Hoult, Concepts Magn. Reson., 2000, 12,
173–187.

22. T. S. Ibrahim and L. Tang, J. Magn. Reson. Imaging ,
2007, 25, 1235–1247.

23. J. T. Vaughan, H. P. Hetherington, J. G. Harrison, J.
O. Otu, J. W. Pan, P. J. Noa, and G. M. Pohost, Phys.
Med. IX , 1993, 147, 147–153.

24. B. A. Baertlein, O. Ozbay, T. Ibrahim, R. Lee, Y. Yu,
A. Kangarlu, and P. M. Robitaille, IEEE Trans.
Biomed. Eng., 2000, 47, 535–546.

25. T. S. Ibrahim, Y. K. Hue, and L. Tang, NMR Biomed.,
2009, 22, 927–936.

26. J. M. Jin, IEEE Antennas Propag. Mag., 1998, 40,
7–22.

27. Q. X. Yang, J. Wang, X. Zhang, C. M. Collins, M.
B. Smith, H. Liu, X. H. Zhu, J. T. Vaughan, K.
Ugurbil, and W. Chen, Magn. Reson. Med., 2002, 47,
982–989.

28. S. M. Wright, Concepts Magn. Reson., 2002, 15,
2–14.

29. T. Ibrahim, 7 Tesla Whole-Slice and Localized Exci-
tation Everywhere in the Human head, In Proceedings
14th Scientific Meeting, International Society for Mag-
netic Resonance in Medicine, Seattle (WA), 2006, p.
700.

30. W. Liu, C. M. Collins, P. J. Delp, and M. B. Smith,
Magn. Reson. Med., 2004, 51, 217–221.

31. F. Liu and S. Crozier, Phys. Med. Biol., 2004, 49,
1835–1851.

32. Q. Wei, F. Liu, L. Xia, and S. Crozier, J. Magn.
Reson., 2005, 172, 222–230.

33. U. Katscher, T. Voigt, C. Findeklee, P. Vernickel, K.
Nehrke, and O. Dossel, IEEE Trans. Med. Imaging ,
2009, 28, 1365–1374.

34. J. M. Jin, J. Chen, W. C. Chew, H. Gan, R. L.
Magin, and P. J. Dimbylow, Phys. Med. Biol., 1996,
41, 2719–2738.

35. J. M. Jin and J. Chen, Magn. Reson. Med., 1997, 38,
953–963.

36. T. S. Ibrahim, R. Lee, B. A. Baertlein, Y. Yu, and
P. M. Robitaille, Magn. Reson. Imaging , 2000, 18,
835–843.

37. T. S. Ibrahim, R. Lee, B. A. Baertlein, A. Kangarlu,
and P. L. Robitaille, Magn. Reson. Imaging , 2000, 18,
733–742.

38. Ibrahim, T. S. and R. Lee, Effects of Geometry, Exci-
tation and Spatial Positioning on the Birdcage Coil
Performance, In International Society for Magnetic
Resonance in Medicine Annual Meeting , ISMRM:
Toronto, Canada, 2003, p. 2518.

39. Ibrahim, T. S. and R. Lee, Specific Absorption Rate
at 1.5 T and 3 T: A Numerical Study of the Bird-
cage Coil, In International Society for Magnetic Reso-
nance in Medicine Annual Meeting , ISMRM: Toronto,
Canada, 2003, p. 2602.

40. S. Li, C. M. Collins, B. J. Dardzinski, C. L. Chin, and
M. B. Smith, Magn. Reson. Med., 1997, 37, 600–608.

41. B. J. Dardzinski, S. Li, C. M. Collins, G. D. Williams,
and M. B. Smith, J. Magn. Reson., 1998, 131, 32–38.

42. M. Alecci, C. M. Collins, J. Wilson, W. Liu, M. B.
Smith, and P. Jezzard, Magn. Reson. Med., 2003, 49,
363–370.

43. F. Liu, B. L. Beck, J. R. Fitzsimmons, S. J. Black-
band, and S. Crozier, Phys. Med. Biol., 2005, 50,
5281–5291.

44. O. P. Gandhi and X. Bin Chen, Magn. Reson. Med.,
1999, 41, 816–823.

45. C. Wang and G. Shen, Optimization of a
Multi-Channel Transmit, Quadrature Receive
Birdcage Coil, In Proceedings 14th Scientific Meet-
ing, International Society for Magnetic Resonance in
Medicine, Seattle (WA), 2006, p. 3539.



RF Fields and SAR for Bird Cages 375

46. C. Wang, P. Qu, and G. X. Shen, J. Magn. Reson.,
2006, 182, 160–167.

47. C. Wang and G. X. Shen, J. Magn. Reson. Imaging ,
2006, 24, 439–443.

48. C. M. Collins, M. B. Smith, and R. Turner, J. Appl.
Physiol., 2004, 97, 2051–2055.

49. A. Trakic, S. Crozier, and F. Liu, Phys. Med. Biol.,
2004, 49, 5547–5558.

50. J. W. Hand, J. J. W. Lagendijk, J. V. Hajnal, R. W.
Lau, and I. R. Young, J. Magn. Reson. Imaging , 2000,
12, 68–74.

51. L. Tang, Y. K. Hue, and T. S. Ibrahim, Concepts
Magn. Reson. Part B , 2011, 39B(1), 11–25.

52. Ibrahim, T. S., A. Kangarlu, and R. Abraham, FDTD
Simulations of Implantable Devices at 3 and 7 Tesla,
In International Society for Magnetic Resonance in
Medicine Annual Meeting , ISMRM: Berlin, Germany,
2007, p. 1097.

53. F. J. Meyer, D. B. Davidson, U. Jakobus, and
M. A. Stuchly, IEEE Trans. Biomed. Eng., 2003, 50,
224–233.

54. T. Grosges, A. Vial, and D. Barchiesi, Opt. Express ,
2005, 13, 8483–8497.

55. B. K. Li, F. Liu, E. Weber, and S. Crozier, NMR
Biomed., 2009, 22, 937–951.

56. K. S. Yee, IEEE Trans. Antennas Propag., 1966, 14,
302–317.

57. A. Taflove and S. C. Hagness, Computational Electro-
dynamics The Finite Difference Time Domain Method ,
Artech House: Boston, MA, 2000.

58. T. S. Ibrahim, R. Lee, B. A. Baertlein, and P. M.
Robitaille, Phys. Med. Biol., 2001, 46, 609–619.

59. A. Cangellaris and P. Russer, Int. J. Appl. Electromag-
net. Mech., 2003, 17, 19–30.

60. J. P. Berenger, J. Comput. Phys., 1994, 114, 185–200.

61. J. P. Berenger, J. Comput. Phys., 1996, 127, 363–379.

62. D. S. Katz, E. T. Thiele, and A. Taflove, IEEE Microw.
Wirel. Compon. Lett., 1994, 4, 268–270.

63. V. Anantha and A. Taflove, IEEE Trans. Antennas
Propag., 2002, 50, 1337–1349.

64. Ibrahim, T. S., A Perspective into Ultra High Field
MRI RF Coils, In Ultra High Field Magnetic Reso-
nance Imaging (Biological Magnetic Resonance), eds
P. M. Robitaille and L. Berliner, Springer: New York,
2006.

65. T. S. Ibrahim, D. Abraham, R. Abraham, and
R. Gilbert, 3D Simulation Technique to Ob-
tain Input Impedance and Frequency Response of
Empty/Biologically Loaded RF Coils with Experimen-
tal Verifications, In International Society for Magnetic
Resonance in Medicine Annual Meeting , ISMRM:
Seattle (WA), 2006, p. 1384.

66. T. S. Ibrahim, Y.-K. Hue, R. Gilbert, and F. E. Boada,
Tic Tac Toe: Highly-Coupled, Load Insensitive Tx/Rx
Array and a Quadrature Coil Without Lumped Ca-
pacitors, In International Society for Magnetic Reso-
nance in Medicine Annual Meeting , ISMRM: Toronto,
Canada, 2008.

67. C. Gabriel, Compilation of Dielectric Properties of
Body Tissues at RF and Microwave Frequencies ,
http://www.brooks.af.mil/AFRL/HED/hedr/reports/
home.htm, AL/OETR-1996-0037, 1996.

68. S. Field and C. Francon, Physics and technology
of hyperthermia , Martinus Nijhoff Publishers: Dor-
drech/Boston/Lancaster, 1987.

69. T. S. Ibrahim, R. Lee, B. A. Baertlein, A. Kangarlu,
and P. M. L. Robitaille, On the Physical Feasibility
of Achieving Linear Polarization at High-field: A
Study of the Birdcage Coil, In International Society
for Magnetic Resonance in Medicine Annual Meeting ,
ISMRM: Philadelphia (PA), 1999, p. 2058.

70. T. S. Ibrahim, C. Mitchell, P. Schmalbrock, R. Lee,
and D. W. Chakeres, Magn. Reson. Med., 2005, 54,
683–690.

71. C. Collins, W. Liu, and M. Smith, Comparison of Four
Different Birdcage Type Coils, In Proceedings 14th
Scientific Meeting, International Society for Magnetic
Resonance in Medicine, Seattle (WA), 2006, p. 3550.

72. A. Novikov, Magn. Reson. Imaging , 2011, 29(2),
260–271.

73. H. Fujita, W. O. Braum, and M. A. Morich, Magn.
Reson. Med., 2000, 44, 633–640.

http://www.brooks.af.mil/AFRL/HED/hedr/reports/home.htm
http://www.brooks.af.mil/AFRL/HED/hedr/reports/home.htm




Chapter 29
RF Field Modeling for Double-Tuned
Volume Coils

Wanzhan Liu
Medtronic Inc., Minneapolis, MN 55126, USA

29.1 Introduction 377
29.2 Double-Tuned Birdcage and TEM

Coils 378
29.3 Finite Different Time Domain Method for

Electromagnetics 379
29.4 FDTD Modeling of a 31P/1H Four-Ring

Resonator at 3T 381
29.5 Summary 385

References 386

29.1 INTRODUCTION

29.1.1 Why Double-Tuned Volume Coils?

Double-tuned coils are coils simultaneously tuned
to two different Larmor frequencies, thus allow-
ing simultaneously acquisition of magnetic resonance
(MR) signals from two different nuclei. One of the
two nuclei is usually the proton (1H), which has a
strong signal compared to other nuclei in the human
body and is used to acquire magnetic resonance im-
ages (MRIs). The other nucleus that is most widely
used is phosphate 31 (31P) although any nucleus
with an MR signal can be investigated. Magnetic

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

resonance spectroscopy (MRS) of the non-proton
nucleus such as 31P is a well-established method
to study physiology such as muscle function. Pro-
ton MRI provides an anatomical reference for the
MRS, since signal from the non-proton nucleus is
generally not high enough to form images. The B0
shimming is also done using the high signal from
the proton resonance. Although the excitation of the
two nuclei can be done with two separate coils,
simultaneously exciting RF fields at both frequen-
cies speeds up the experiments and minimizes the
error associated with switching coils. Volume coils
are typically used as transmit coils since they pro-
vide homogeneous excitation over a large region
of interest. They can also be used as receive coils
if the signal-to-noise ratio (SNR) is not a pressing
issue.

29.1.2 Why Numerical Methods?

Numerical modeling helps RF coil design by (i) gain-
ing information that cannot be obtained empirically
such as the E field and SAR maps inside the human
body; (ii) speeding the iterative design process with
tools such as field optimization.

Table 29.1 lists the strengths and weaknesses of the
numerical method for all the coil design activities. In
many areas, the numerical method is complementary
to the empirical method.
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Table 29.1. Comparison of experimental and numerical
approaches to RF coils’ design activities

Experimental Numerical

B1 field
mapping

Medium Easy

E field/SAR
mapping

Very difficult Easy

Receive
sensitivity

Medium to difficult Easy

Optimization Difficult Easy
Tuning Easy Medium to difficult
Matching Easy Irrelevanta

Decoupling Medium Difficult

aThe input power in numerical computation can be scaled
to any arbitrary levels so matching is not required.

29.1.3 Why Finite Different Time Domain
Method?

The finite difference time domain (FDTD) method,1

the finite element method (FEM),2 and the method
of moments (MoM)2 are among the most popular
numerical methods for full wave electromagnetic
modeling. FDTD is recommended by IEEE as the

preferred method for performing electromagnetic
simulations for biological effects.3 The FDTD
method has been shown to be the most efficient
approach and provides accurate predictions of the
field penetration into biological tissues.4

29.1.4 Outline

This chapter provides readers with a tutorial on how
to model RF fields in double-tuned volume coils.
First, the two commonly used double-tuned coil
designs: the four-ring resonator of the birdcage type5

and the transverse electromagnetic (TEM) coil are
introduced.6 Then, the fundamentals of the FDTD
methods including formula, boundary conditions,
and stability and accuracy are reviewed. Section 29.5
shows how to model a head-size four-ring resonator
at 3 T, step by step.

29.2 DOUBLE-TUNED BIRDCAGE AND
TEM COILS

This section very briefly introduces the two most
commonly used double-tuned volume coils – the

31P
channel

1H
channel

Capacitors or
sources

12.5
cm

27 cm

25 cm

Figure 29.1. Scheme of the LP–LP 31P/1H four-ring birdcage resonator. Capacitors and driving sources, which would be
placed at the gaps, are not shown. The coil has a diameter of 27 cm. The distance between the two outer rings is 25 cm
and that between the inner rings 12.5 cm.
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1H channel
31P channel

Figure 29.2. Structure of a double-tuned TEM coil.

birdcage coil and the TEM coil. Birdcage-type
designs have been widely used for human head-size
double-tuned coils at 1.5 and 3 T. Head-size
double-tuned TEM coils have been used at 4 and 7 T.

The four-ring resonator is chosen as the birdcage
example for this study. Four-ring double-tuned res-
onators were introduced by Murphy-Boesch et al. in
1994. They are constructed by stacking three same
diameter birdcage coils together and fusing the two
end-rings in the middle so there are four rings in
the final structure; thus the name (Figure 29.1). The
middle coil is a low-pass (LP) type, tuned for phos-
phorus or a nucleus other than protons. The two coils
at the ends are tuned for protons. They can be LP or
high-pass (HP) types. The LP type has all the capac-
itors on the rungs and the HP type has the capacitors
in the end-rings. In both cases, no capacitors are
placed in the two middle rings. The LP–LP configu-
ration suits lower fields or smaller coil dimensions
and the LP–HP suits higher fields and larger di-
mensions. The four-ring resonator geometrically de-
couples the two frequencies and provides excellent
homogeneity and sensitivity for the non-proton nu-
cleus and sufficient homogeneity and sensitivity for
the proton.

Since they were introduced by Vaughan et al. in
1994, TEM double-tuned coils have been used in
ultrahigh field MRI/MRS. The alternate rungs in a
TEM coil are tuned to two different frequencies
by adjusting the length of the inner conductor of
the coaxial transmission line elements (Figure 29.2).
In the original TEM design, the rungs were coax-
ial transmission line elements and in the later de-
sign multi-strips are also used. These elements can
be adjusted individually, either passively by chang-
ing the capacitor values or actively by driving with
different magnitudes and phases to achieve optimal
B1 homogeneity for different frequencies in human
bodies at high fields.7 Although this type of opti-
mization is a great application for numerical simula-
tions, it is not included in this chapter due to limited
space.

29.3 FINITE DIFFERENT TIME DOMAIN
METHOD FOR
ELECTROMAGNETICS

Numerical methods for electromagnetics solve
Maxwell’s equations numerically with a set of
formulas. Certain boundary conditions are needed
since the computational domain cannot be infinite.
The formulas also have to meet certain criteria to be
numerically stable. The three aspects of the FDTD
method: the formula, the boundary conditions,
and the stability criteria will be covered in this
section.

29.3.1 Formula

The FDTD method uses the finite difference approx-
imations to replace the derivatives in space and time
in Maxwell’s curl equations so they can be solved
directly on a computer in the time domain for arbi-
trary geometries and material electrical properties. In
linear, isotropic, nondispersive materials, Maxwell’s
curl equations can be written as

∂B
∂t

= −∇ × E
∂εE
∂t

= −σE + ∇ × B
μ

(29.1)

where B is magnetic flux density, t is time, E is elec-
trical field intensity, ε is electrical permittivity, σ is
electrical conductivity, and μ is magnetic permeabil-
ity. In a Cartesian coordinates system, the equations
can be written as the following:
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(29.2)

The FDTD method simply substitutes finite differ-
ence approximations for the partial derivative with
respect to time

∂f

∂t
= f (i,j,k,n+1) − f (i,j,k,n−1)

2Δt

(29.3)

and to space

∂f

∂x
= f (i+1,j,k,n) − f (i−1,j,k,n)

2Δx

∂f

∂y
= f (i,j+1,k,n) − f (i,j−1,k,n)

2Δy

∂f

∂z
= f (i,j,k+1,n) − f (i,j,k−1,n)

2Δz

(29.4)

where f is one of B or E field components, i, j ,
and k are indices for positions on the 3D grid in
the x, y, and z directions; n is the number of time
steps; Δt is the size of time step; and Δx,Δy , and
Δz are the spatial grid cell size in the x, y, and z

directions, respectively. The actual algorithm used in
electromagnetism computation, the Yee algorithm, is
more efficient by staggering the field components in
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Figure 29.3. Structure of a Yee cell.

space by half a cell size and in time by half a time
step.1 The positions of the E and B components in
a Yee cell are shown in Figure 29.3. The E compo-
nents are located in the middle of the edges and the
B components are located at the center of the faces.
Every E component is surrounded by four circulating
B components and every B component is surrounded
by four circulating E components (Figure 29.3). With
this leapfrog approach, if all E and B components at
or before time t = 0 are assumed zero, with appropri-
ately set E components at drive sources at each time
step and proper boundary conditions, any field com-
ponent at any spatial point at any future time point
can be solved. The FDTD method is straightforward
to realize on the computer and the electric properties
of media can be easily included into the calculation
by assigning proper values to the conductivity σ and
permittivity ε to spatial points. This feature is very
useful for the modeling of human tissues exposed to
RF fields in MR.

29.3.2 Boundary Conditions

A boundary condition is needed for the formula-
tion developed in Section 29.3.1, since any com-
puter can handle only limited space. Most commonly
used boundary conditions for FDTD fall into three
categories: perfectly electrical conductive (PECs) or
perfectly magnetic boundary conditions (PMCs), pe-
riodic boundary conditions, and absorbing boundary
conditions (ABCs). The PECs and PMCs terminate
the computational space with perfectly conducting
and perfectly magnetic planes, respectively. They can
be used to model structures where no electromag-
netic energy can escape outside. The periodic bound-
ary conditions mirror the geometry in computational
space periodically into infinite space. They can be
used to model structures with periodic characteristics
such as waveguides. The ABCs simulate the infinite
space by absorbing all the electromagnetic waves at
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the boundary. They are the most widely used bound-
ary conditions in MRI RF simulations. Two major
implementations of ABC are analytical ABCs and
perfectly matched layers (PML) ABCs. The analytical
ABCs use fields close to the boundary to update the
fields at the boundary such that no waves are reflected
back into computational space. The PML ABCs lit-
erally patch the computational space with layers of
material that perfectly absorbs the outgoing waves.
The analytical ABCs are of less computational burden
but PML ABCs can be put much closer to the struc-
tures in the computational domain. The PML ABC
is used in all the simulations in this chapter. Inter-
ested readers can find detailed treatment of boundary
conditions in Taflove’s book.

29.3.3 Stability and Accuracy

Computational stability of FDTD requires that

Δt <
1

cmax
√
(1/Δx)2 + (1/Δy)2 + (1/Δz)2

(29.5)

where cmax is the maximum light velocity in the
region concerned and Δx,Δy , and Δz are the sizes
of the smallest Yee cell in the x, y, and z directions.
The central-difference approach in space and time
used in the Yee algorithm has second-order accuracy,
or the error of the approximation is proportional
to the square of Δt or Δx . Since Δt is restricted
by the size of the Yee cell because of the stability
requirement, the accuracy of the calculations can be
mainly controlled by the Yee cell size. Normally,
the Yee cell dimensions are chosen to be equal to
or less than 0.1 of the wavelength, to achieve the
desired accuracy. Doubling spatial resolution in all
three directions increases the computation burden
by 16 times because the time step has also to be
cut into half to ensure stability. A balance between
accuracy and speed has to be made for almost any
simulation.

29.4 FDTD MODELING OF A 31P/1H
FOUR-RING RESONATOR AT 3T

Typical steps to model RF fields for an RF coil are
the following:

1. Create a 3D model of the coil and sample.

2. Mesh the 3D model into Yee cells with sufficient
resolution.

3. Choose the minimum time-step size to ensure
numerical stability.

4. Excite the coil with an appropriate drive method
and boundaries.

5. Save the results.

Commercial FDTD software packages such as SE-
MCAD X (SPEAG, Switzerland, www.semcad.com)
or XFDTD (Remcom, USA, www.remcom.com) pro-
vide an integrated environment for all the steps. Step
3 is normally chosen by the software to guarantee
stability. For the double-tuned RF volume coil, the
whole process needs to be repeated to tune the coil
to different frequencies. The effect of coupling be-
tween the two channels on the B1 field is studied
by exciting one coil with the other tuned and then
examining the B1 field distribution.

29.4.1 3D Structure

A 16 rung head-size LP–LP four-ring resonator is
modeled to have 31P/1H double resonances at 3 T
(Figure 29.1). The diameter of the resonator is 27 cm
and the distance is 25 cm between the two outer rings
and 12.5 cm between the two inner rings. The inner
LP birdcage coil is tuned to the phosphate resonant
frequency (52 MHz) and the two outer LP birdcage
coils are tuned to the proton resonant frequency
(128 MHz). The width of the rungs and the rings is
1 cm. One capacitor is placed across a 1 cm gap in the
middle of each rung in all three coils. More than one
capacitor can be distributed in series evenly along
the rung if the capacitor value becomes too small.
The coil is loaded with a cylindrical brain phantom
(diameter of 24 cm, 30 cm long) that has average
electric properties of gray matter and white matter
at 3 T. Parameterized 3D models of the structure and
phantom are constructed within the software package
(SEMCAD X, Switzerland) and then meshed into Yee
cells.

29.4.2 FDTD Meshes

The coil and phantom models are placed in an
88.5 cm × 88.5 cm × 90 cm space where the coil
is at least 10 cm away from the boundaries. A to-
tal of 5.6 million isotropic 5 mm Yee cells are used

http://www.semcad.com
http://www.remcom.com
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Figure 29.4. Three coil drive methods shown with top view (looking along the axis of the coil). The dots indicate the
source locations. The numbers next to the dots are the phase angles (degrees) of the sources. The shaded area is the brain
phantom. The ideal drive method uses ideal sources to replace the capacitors to produce the desired current and field pattern.
Capacitors are modeled in the linear and quadrature drives.

to mesh the whole computational space. A time step
of 9.6 e−12 s is chosen by the software to guaran-
tee the stability of the computation. PML boundaries
are used in all three directions. In the studies pre-
sented here, all computations were accelerated on a
graphic card running on a Dell precision workstation
with 2.66 GHz Intel X5355 CPU and 8 GB RAM.
All simulations converged in several hours.

29.4.3 Source Type

Two types of excitation sources are used in most
FDTD simulations: broadband excitation and single
frequency excitation.

A broadband excitation is typically a Gaussian
pulse containing a band of frequencies of interest.
Fast Fourier transform (FFT) can then be applied
to field components to reveal the coil’s resonant
spectrum. All the frequency components have to
decay to zero before the FFT can apply. This could
take a long time in the resonance condition. The RF
fields at discrete frequencies can also be saved from
a broadband simulation.

Single frequency excitations are used to compute
the RF field distribution at the resonant frequency.
Simulations need to reach a steady state to ensure
accurate results. An artificial low-loss free space
can be used to accelerate the convergence of the
simulations in very high-Q resonators as long as the
added loss does not change the solution significantly.8

29.4.4 Coil Drive Methods

29.4.4.1 Ideal Drive

This section defines the ideal drive, a method to
achieve targeted current patterns in an RF coil by
replacing the capacitors with ideal current or voltage
sources, whose magnitudes and phases can be freely
adjusted (Figure 29.4). Ideal drive is a great way to
have a quick assessment of the RF field distribution,
since the internal impedance of the sources can be
adjusted to converge the computations faster without
affecting the field distribution. Although by forcing
the current pattern, the effect of sample loading
on the coil tuning is not modeled, the ideal drive
method has been shown to generate useful results for
a birdcage body coil at 128 MHz.9 The ideal drive
can also be used to calculate the capacitor values
to tune an RF coil. The method will be explained in
detail in Section 29.4.5.

29.4.4.2 Linear Drive

In linear drive, the RF coil is excited with one
source and the resulting B1 field is linearly polarized
(Figure 29.4). Since the linear drive requires twice as
much power as the quadrature drive, it is rarely used
in volume coils anymore. In numerical modeling,
however, it is a good way to verify the resonant
mode of a volume coil since the field pattern of
the MR useful mode in a birdcage or TEM coil
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Figure 29.5. B1
+ maps for the 31P channel with different

coil drive methods. The maximum value of each slice is
normalized to 0 dB individually; Quad. = quadrature.

is very distinguishable. RF field distribution in the
four-ring coil driven linearly is shown in Figures 29.5
and 29.6.

29.4.4.3 Quadrature Drive

In the quadrature drive, the RF coil is excited with
two equal-magnitude sources that are 90◦ separated,
both spatially in azimuthal angle and electrically in
phase angle (Figure 29.4). The quadrature drive pro-
duces a circularly polarized B1 field that is more
homogeneous than that with the linear drive and re-
quires only half of the power. It is the most com-
monly used drive method for RF volume coils. In a
double-tuned birdcage or TEM coil, both proton and
non-proton channels can be driven in quadrature, an
advantage due to the symmetric structure found in
both designs.

29.4.5 Coil Tuning

29.4.5.1 Empirical Coil Tuning

Tuning an RF coil is an iterative process. One starts
with initial capacitor values either known from expe-
rience or calculated for well-studied structures such
as birdcage coils. The capacitor values are then ad-
justed, usually together with the variable capacitors in
the matching circuits, until the coil is resonating at the
desired mode and frequency. During the process, the
coil is also matched to the characteristic impedance
of the driving RF cable, which is typically 50 �. The
|S11| at the driving port shows the frequencies for the
resonant modes. A pickup coil is used to interrogate
the B1 field inside the coil to confirm that the desired
field distribution has been reached. MRI images ac-
quired with the coil serve as the final check of the
tuning.

29.4.5.2 Numerical Coil Tuning

In numerical simulations, the RF coils are generally
tuned but not matched. There are two reasons for
that: (i) matching is a tedious process. Anytime a
capacitor value is changed, a simulation needs to
be rerun and (ii) matching is not as important in
simulation as in experiments. In experiments, coils
are matched to receive maximum power from the RF
amplifiers but in modeling the power is not limited
at all. Also, matching does not affect the RF field
distribution in the same way as the tuning does. The
only downside of not matching the coil to the drive
source impedance in modeling is that the resonant
modes are not always shown clearly on the |S11| plot.
An alternative is to record the field inside the coil
during a broadband excitation and run FFT on the
field to get the spectrum. This gives the same result
as using a pickup coil inside the coil and looking
at the |S12| spectrum between the drive port and the
pickup coil.

For coils that use lumped capacitors, one can
directly determine the capacitor values for a known
current pattern of a resonant mode as presented by
McKinnon and Wang in the International Society of
Magnetic Resonance in Medicine conference in 2003.
The idea is to produce the desired current pattern
at the desired resonant frequency with ideal sources
replacing the capacitors and compute the inductance
seen by the sources. The capacitors are then put back
into the coil with values that cancel the inductance.
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Figure 29.6. B1
+ maps for the 1H channel with different coil drive methods. The maximum value of each slice is

normalized to 0 dB individually. Quad. = quadrature. The impact on the fields of coupling to the 31P channel can be seen
in the last row.

This method is used to tune the four-ring resonator
in Section 29.4.6.

To tune the phosphate coil in the middle to
52 MHz, the first 16 current sources are placed at the
gaps in the middle of the rungs. The sources have
the same amplitude and incremental phase change of
22.5◦ (Figure 29.4 Ideal) – the current pattern for
mode 1 in an LP birdcage coil. The simulation is
then run at 52 MHz. The average reactance seen at the
sources is 235 �, which requires capacitor value of
13 pF to resonate at 52 MHz. The 16 current sources
are then replaced with sixteen 13 pF capacitors and
the coil is driven either linearly with one current
source parallel to one capacitor or in quadrature with
two current sources at 90◦ phase apart (Figure 29.4).
The 1H is detuned during this process, meaning no
capacitors are placed in the two 1H coils.

The tune process is repeated for the proton channel,
which consists of two outer LP structures. The coro-
tating mode of the coupled outer structures produces
the desired B1 field at the center of the coils. In the
corotating model, the current pattern is the same in
the two structures. Sixteen current sources are placed
at the gaps in the middle of each coil to produce the
same current and B1 field pattern. The magnitudes
and phases of each set of 16 sources are set the same
as the ones used for the phosphate channel except that
the excitation frequency is now set to 128 MHz, the
proton resonant frequency at 3 T. The B1 field pat-
terns (Figure 29.6) in both coils (top and bottom) are
checked to make sure the corotating mode is excited.
The average reactance seen at the sources is 490 �,
which requires capacitor value of 2.54 pF to resonate
at 128 MHz. The 16 current sources in each coil are
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then replaced by sixteen 2.54 pF capacitors and each
coil is driven either linearly or in quadrature in the
same manner as the phosphate channel. The 31P is
detuned during this process, meaning no capacitors
are placed in the middle 31P coils.

After the capacitor values for both channels are
determined, each channel is driven in quadrature
with the other channel tuned, meaning that all the
capacitors are in place. The effect of the coupling
from the other channel on the B1 field distribution
can then be observed.

29.4.6 B1
+ Maps

After the simulation reaches steady state, the vector B
fields are saved. The magnitude of B1

+, the compo-
nent of B1 that is rotating with the spin and exciting
the spins, is computed using the following equation:

B1
+ =

∣∣∣∣ (Bx + i × By)

2

∣∣∣∣ (29.6)

where Bx andBy are the complex B1 fields in the x

and y directions and i is
√−1.

The B1
+ field map at the central axial and coro-

nal slices in the 31 P coil are shown in Figure
29.5 for different drive methods. The field produced
by the linear drive is less homogeneous than the
ideal drive and the quadrature drive, which both
yield homogeneous field distribution. The top three
rows in Figure 29.5 are the maps generated with
the 1H channel detuned. The last row shows the
field distribution driven in quadrature with the 1H
channel in tune. One can see that the 1H channel
has little effect on the 31P – a phenomenon also
observed by Murphy-Boesch et al. in their experi-
ments.

The B+
1 field map at the central axial and coronal

slices in the 1H coils is shown in Figure 29.6 for
different drive methods. The top three rows are the
maps generated with the 31P channel detuned. The
last row shows the field distribution with the coils
driven in quadrature with the 31P channel in tune. One
can see the coupling from 31P channel has changed
the field distribution of 1H significantly.

29.4.7 SAR Maps and Power

After the simulation reaches steady state, the vector
E fields are saved and the total power absorbed in

Table 29.2. The power required to produce an average of
11.7 μT B1

+ at the center of the 1H coils for different drive
methods

Ideal Linear Quad. Quad. with 31P

Absorbed power (W) 506 1125 511 674

.The coil loss is ignored.

the sample is computed as

Pabs = 1

2

∑
N

(
σnE

2
xn+σnE

2
yn + σnE

2
zn

)
ΔxnΔynΔzn

(29.7)

where N is the total number of voxels in the sample,
σn is the conductivity at cell n,Exn, Eyn, and Ezn is
the magnitude of the E field at the nth cell in the
x, y, z directions. Δxn,Δyn, and Δzn are the size of
the nth cell. Table 29.2 lists the total absorbed power
in the sample to produce an average of 11.7 μT B1

+
at the center point of the two 1H coils. The SAR is
computed as

SAR = σE2

2ρ
(29.8)

where E is the magnitude of the E vector and ρ

is the mass density. The unit for SAR is W kg−1.
Figure 29.7 shows the 10 g average SAR maps at the
central axial slices and sagittal slice in the phantom
with 1H coils driven. We only list the power and
SAR at the proton frequency since the power and
SAR increase with square of the frequency, and it
is the higher frequency in the double-tuned coil that
might reach SAR limits first. The ideal drive has high
power efficiency since it forces circular polarization
in the coil. The quadrature drive with the 31P coil
detuned has almost the same efficiency as the ideal
drive, indicating that highly circular polarization is
also achieved. The coupling from the 31P in the
quadrature drive disturbs the circular polarization and
yields higher power consumption. The linear coil
consumes twice as much power as the quadrature
drive, as expected.

29.5 SUMMARY

This chapter covers the basic theory of the double-
tuned four-ring resonator and TEM RF volume
coils, the fundamentals of the FDTD numerical
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Figure 29.7. The 10 g average SAR maps in the phantom with 1H channel driven. The SAR is normalized to total power
that produces average of 11.7 μT B+

1 at the center point of each 1H coil. The SAR is higher than it would be in a head
since the phantom is bigger (diameter of 20 cm, 30 cm long).

method, and the step-by-step process of using FDTD
to model RF fields in a double-tuned four-ring
resonator. The principle and process for coil tuning
and driving, B1

+ field mapping, and E field and
SAR mapping can also be applied to general purpose
coils. Once the basic maps of RF fields are obtained,
further optimization can be done for more complex
structures such as RF coil arrays.

REFERENCES

1. A. Taflove, S. C. Hagness, Computational electrody-
namics: the finite-difference time-domain method , 2nd
edn., Artech House: Boston, 2000, p. 852.

2. J.-M. Jin, Electromagnetic analysis and design in mag-
netic resonance imaging , CRC Press: Boca Raton, FL,
1999, p. xiv.

3. IEEE C95.3–2002 (Revision of IEEE Std
C95.3–1991). IEEE Recommended Practice for

Measurements and Computations of Radio Frequency
Electromagnetic Fields With Respect to Human Ex-
posure to Such Fields,100 kHz-300 GHz , 2002, The
Institute of Electrical and Electronics Engineers, Inc:
New York, p. 126.

4. J. W. Hand, Phys. Med. Biol., 2008, 53, R243.

5. J. Murphy-Boesch, R. Srinivasan, L. Carvajal, and
T. R. Brown, J. Magn. Reson. B, 1994, 103, 103.

6. J. T. Vaughan, H. P. Hetherington, J. O. Otu, J. W. Pan,
and G. M. Pohost, Magn. Reson. Med., 1994, 32, 206.

7. C. J. Snyder, L. DelaBarre, G. J. Metzger, P. F. van
de Moortele, C. Akgun, K. Ugurbil, and J. T. Vaughan,
Magn. Reson. Med., 2009, 61, 517.

8. A. Taflove, IEEE Trans. Electro. Comp., 1980,
EMC-22, 191.

9. W. Liu, C. Collins, and M. Smith, Appl. Magn. Reson.,
2005, 29, 5.



Chapter 30
Radiofrequency Fields and SAR for
Transverse Electromagnetic (TEM)
Surface Coils

Can Eyup Akgun
Center for Magnetic Resonance Research, University of Minnesota, Minneapolis, MN 55455, USA

30.1 Introduction 387
30.2 RF Coils 388
30.3 Finite Difference Time Domain 389
30.4 Transmit B1

+ 391
30.5 Specific Absorption Rate 392
30.6 Surface Coil 392
30.7 Transceive Arrays 392
30.8 Conclusions 395

References 395

30.1 INTRODUCTION

In magnetic resonance imaging (MRI) systems,
radiofrequency (RF) coils are integral parts of the
imaging system. RF coils are the devices used in
MRI to inductively excite and receive the nuclear
magnetic resonance (NMR) signal from the anatomy.
This nuclear magnetic induction is most efficient
at the field-strength-dependent Larmor frequency
for a nuclear species. RF coils must resonate at
Larmor frequencies of 42.58 MHz/tesla(T)−1 to take
advantage of the signal-to-noise ratio (SNR) benefits

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

of MRI systems of varying field strengths (e.g., 1.5
T = 63.86 MHz, 7 T = 298.06 MHz, etc.).

To capture the benefits of SNR and spectral
resolution with increasing magnetic field strength,
in clinical settings, traditional 1.5 T magnets are
being replaced by 3 T magnets, which are currently
the highest field strength used for clinical systems.
High-field MRI magnets (7 T and higher) are being
investigated for their “clinical” potential.1 – 4 The
highest field for “standard” factory-supported sys-
tems is 7 T, with approximately 35 of these systems
installed. Above this, four 9.4 T systems exist, and
one 11.7 T, 68 cm bore (head only) system is being
installed at the National Institutes of Health (NIH),
while whole-body 10.5 and 11.7 T magnets are being
installed at the University of Minnesota Center for
Magnetic Resonance Research (CMRR) and at the
Atomic Energy Commission (CEA) in France.

As MRI field strengths increase, there are var-
ious RF challenges that need to be overcome in
coil design strategy. One obstacle at high fields is
that RF wavelengths become shorter than the di-
mensions of the object to be imaged. This leads
to significant B1 (magnetic field component of the
RF field) distortions, which are dependent on the
tissue electromagnetic properties and geometry.5,6

One approach toward overcoming these obstacles
is combining surface coils in multi-element coil
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phased-array configurations.7 – 9 Resonant elements
with small electrical lengths, preferably less than
λ/10, can greatly reduce the coil’s losses10,12 when
compared to larger RF coils. The ability to control
the magnitude and phase parameters in these individ-
ual current-carrying elements allows the utilization of
techniques like B1 shimming,13 – 15 which can greatly
reduce distortion in images.

Another issue at high field strengths is, as the
wavelengths decrease, RF wave penetration depths in
tissues decrease,3,16 – 18 consequently a homogeneous
RF coil can no longer generate a uniform B1

+ field
(transmit RF magnetic field component) in the head
at higher magnetic field strengths.6 Hence, more RF
power is required to attain the same flip angles in
an imaging protocol than at low fields, which leads
to greater electrical fields deposited in the tissue.
RF losses in the tissue loading the coil also become
even more significant. Losses due to the B1-induced
eddy current density and electrical field displacement
current density both increase with increasing field
strength.19

Measurements or estimates of these high field
issues are not trivial, particularly in human subjects.
Bench testing of coils and circuits cannot predict
electromagnetic behavior during an MRI experiment,
and an MRI experiment cannot predict losses in
the circuit or the electric fields and subsequent
specific absorption rate (SAR) values to which the
subject will be exposed. Also, SAR that is produced
during an MR experiment is a complex function
of numerous variables including the frequency, the
type of RF pulse sequences used, the repetition time,
the type of transmit RF coil used, the volume of
tissue contained within the transmit RF coil, and the
configuration of the anatomical region exposed, as
well as other factors.

The development and safety verification of
multi-element surface coils and RF field optimiza-
tion schemes at ultrahigh magnetic fields (7 T and
above) require the ability to predict transmit char-
acteristics in vivo. Accurate simulation permits the
estimation of B-fields and E-fields (as mentioned,
these are not measured by MR scanners) and con-
sequent SAR values. Numerical simulation provides
an accurate tool for the extraction of information
including element-specific B1 and electric fields to
evaluate B1

+ performance and the impact of SAR.
In this chapter, an electromagnetic solver, finite

difference time domain (FDTD), is illustrated as a
tool to calculate magnetic field patterns produced

by multi-element surface coils, as well as a means
to determine SAR in human anatomy with these
coil configurations. The basics of RF surface coils,
surface coil combinations, and FDTD formulations
of RF coils will be discussed. The remainder of
this chapter illustrates examples of electromagnetic
verification of coil designs and approaches that have
been used to control RF loss and penetration for
human biomedical applications.

30.2 RF COILS

RF coils in high-field MRI systems must efficiently
couple magnetic energy to human anatomy at Larmor
frequencies of up to 500 MHz (11.7 T) to make these
systems useful. RF coil efficiency (defined here as
magnetic energy versus localized electric field energy
or simply B1

+ versus SAR) decreases as wavelength
decreases, which includes both the wavelength of the
coil circuit itself and the wavelengths of the media
(air, plastic, anatomy, etc.) through which the RF
field propagates. To produce homogeneous images,
it is generally desirable to have a homogeneous RF
magnetic field that covers the portion of the subject
being imaged in order to both excite a uniform
distribution of flip angles in this portion and to
receive signals equally well from the portion of the
subject being imaged.

In high-field MRI, additional challenges occur, as
the RF wavelength in tissue decreases and coils that
produce homogeneous fields at lower frequencies do
so less effectively. At these high RF frequencies, the
wavelengths become shorter than the dimensions of
the subject to be imaged. This leads to significant B1
field distortions that occur as a result of the tissue
electromagnetic properties and geometry.

30.2.1 Multi-element Surface Coils
(Transceive Arrays)

One approach to reduce the RF losses and to control
the RF fields in high-frequency MRI systems is
to limit the electrical length of the coil, preferably
to less than λ/10. The electrical length of a coil
can be limited by reducing its physical dimensions
or by distributing capacitors along the length of
the resonator. This reduction in size reduces the
coil’s losses, and the low inductance of a small coil
also extends the upper frequency limit at which the
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Figure 30.1. Coaxial transmission line loop surface coil.

coil resonates (see Chapter 1). The most common
small coil is exemplified by a simple LC circuit
loop whose current generates an RF magnetic dipole
which inductively couples to a nuclear spin system
for excitation and reception of the free induction
decay (FID) signal. This coil is generally known as a
“surface coil” (Figure 30.1). While small loop coils
are efficient at high frequencies, they couple only to
limited depths in the sample.

An important development in MRI that may have
particularly promising potential at high fields is the
use of multiple coils. Multi-element transceiver coils
comprised of individual current-carrying surface coils
have become a popular means for signal transmis-
sion and reception at high magnetic fields. The
multi-element coil consists of an array of transmis-
sion line (transverse electromagnetic, TEM) elements
that are mutually decoupled and operated as inde-
pendent coils in typically multiple-element transmit
and receive configurations. Although an individual
surface coil gives the highest possible SNR up to
a field of view (FOV) comparable to the diameter
of the coil,7 a single surface coil can only effec-
tively image a limited region. Thus, by combining
these noninteracting surface coils into a phased ar-
ray coil, an image of a larger area can be obtained
with uniform sensitivity and higher SNR as compared
to large volume coils (e.g., Helmholtz or birdcage
resonators). One choice to be made in coil design
is whether to use microstrip line elements or loop
elements (see Chapters 9 and 10) in the coil con-
struction (Figures 30.2 and 30.3). While both element
choices can be made more efficient by transmission
line design, the microstrip element is electrically the
shortest and can provide a deeper FOV then loops,
whereas the loops have stronger SNR performance
in the periphery of the imaged object. However, mi-
crostrip elements have the additional benefit that op-
timization schemes can be simplified because of the
bi-directional currents on the line elements.20

Figure 30.2. Multi-element (7 T) head coil with an array
of loops.20

Figure 30.3. Eight-element multi-element body coil array
with microstrip segments.13

30.3 FINITE DIFFERENCE TIME
DOMAIN

First introduced by Yee,21 the FDTD22 – 24 method
is the most widely used full-wave electromagnetic
technique in MRI (see Chapter 27). This method is
based on Maxwell’s curl equations

∂B
∂t

= −∇ × E (30.1)

ε
∂E
∂t

= ∇ × B
μ

− σE (30.2)
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where B (T) is magnetic flux density, E (V m−1)
is electrical field, t is time, σ (S m−1) is electrical
conductivity, ε is electrical permittivity (ε = εr∗ε0)
(F m−1), and μ0 is magnetic permeability (for the
purposes of this example, μ in all materials is equal
to that of air).

In FDTD, the problem space is initially created by
a 3D box referred to as the Yee cell (Figure 30.4).
This cell is small compared to the wavelength and
is further defined as a “mesh” when many FDTD
cells are combined to create a 3D volume. In this
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mesh, the edges represent the electrical fields
while the faces of the box represent the
magnetic field components that need to be
solved by Maxwell’s equations (Figure 30.4).

In these cells, time is quantized into increments
where each increment represents the time required

Ex

Ey

Ey

Ez

Ez

Ex

Ex

Ez

Ey

Hx

Hy

Hz

Figure 30.4. Yee cell illustrating offset of E and H field
modeled by FDTD.

for a wave to propagate from one cell node to the
next. In all directions, reference nodes for electric
and magnetic fields are offset from each other by
one-half of grid spacing and one-half of a step in
time. Moving forward in time, the electric and mag-
netic fields are updated using a “leapfrog” scheme
where first the electric fields, and then the magnetic
fields are computed at each step in time. Equation
(30.3) illustrates the computation of electric field (E)
(x-component) by using the surrounding the magnetic
field (B) components (y and z components).

The x-component of the magnetic field can be calcu-
lated from the surrounding electric field components
(y and z):
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(30.4)

Similarly, the y and z components of the electric
and magnetic field can also be calculated. Provided
that the grid spacing and steps forward in time are
small enough to ensure stability and accuracy (there
also needs to be computer resources available to
complete the calculation in a reasonable time), the
fields in the entire problem region can be calculated
for any future point in time. By applying appropriate
initial boundary equations, these two equations can
be alternately applied to simulate the propagation of
an electromagnetic wave throughout the model.
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In FDTD calculations, the frequency limits and
time increment are determined by the cell dimension.
In general, it is recommended that the minimum res-
olution, which also determines the upper frequency
limit, should be set at 10 cells per wavelength.23 In
practice, the cell size will often be set by the dimen-
sions and features of the structure to be simulated
(e.g., length of a wire or thickness of dielectric);
hence, the smaller the feature, the smaller the cell
size. There are some limitations to the FDTD method
as distinct features or discrete elements such as ca-
pacitors are not always fitted well in the mesh. Also,
stair-step approximations are needed for diagonal di-
mensions such as angled conductor plates and long
wires. To improve model accuracy for either of these
features, a finer mesh has to be used, which increases
the memory requirements and computation time.

Remcom’s XFdtd (State College, PA) is one of
many software packages that incorporate a model of
the human body with the FDTD. This 3D mesh was
created by first segmenting the digital photographic
data of the National Library of Medicine’s Visible
Male Project, and then a 3D grid of Yee cells was
created from the segmented data. Values for material
density were taken from the literature25 and values for
electrical properties were derived at each frequency
by linear interpolation from measurements by Gabriel
et al.26 – 28 in each tissue.

30.4 TRANSMIT B1
+

In MRI RF coils, a time-varying magnetic field B1
(B1 = μH1), which is generated by a unit current in
an RF coil with angular frequency ω and phase angle
θ , may be represented as a phasor:

B1 = B1x exp(jθx), B1y exp(jθy), B1z exp(jθz)
(30.5)

Time-domain field quantities are then obtained after
multiplying equation (30.5) by ejwt (t = time) and
taking the real part. The z-component of the RF field
does not influence the MR signal; hence, we will not
consider it further. For the subsequent discussion,
it is convenient to decompose the RF field into
two rotating fields, a circularly polarized component
(B1

+) rotating counterclockwise with respect to the
direction of the main magnetic field B0 [equation
(30.6)], and a circularly polarized component rotating
in the opposite direction (B1

−) [equation (30.7)]. The
asterisk denotes a complex conjugate in equation

(30.7). B1
+ is denoted as the transmit component of

the magnetic field and B1
− as the receive magnetic

field. This chapter focuses on the transmit component
B1

+, since SAR is directly related to the electrical
fields produced by coils and, if applicable, RF field
combination techniques during the transmit stage of
the MR acquisition.

B1
+ = Bx + iBy

2
(30.6)

B1
− = (Bx − iBy)

∗

2
(30.7)

In order to quantify RF coils in an MRI experiment,
a map of the B1

+ field map must be obtained. A
conventional approach to B1

+ mapping is to col-
lect two scans, one of which uses twice the RF
amplitude of the other. By taking a ratio of pix-
els of the two images with the same imaging pa-
rameters (except for flip angle), the effects of T2
relaxation, proton density, and receiver coil sensi-
tivity are cancelled out and therefore not present in
the ratio of the two images. This method is com-
monly referred to as the “double angle mapping”
method.29,30 It can be used to determine the driv-
ing voltage necessary to obtain the desired flip angle
in addition to obtaining the B1

+. Other popular meth-
ods are the “absolute flip imaging” method31 and the
“Bloch–Siegert” method.32

In Remcom’s XFdtd, steady-state B1
+ results in

a simulation that can be normalized to 1 W of net
input power by the Remcom post-processing tool.
Alongside the input power, also the radiated power,
dissipated power, and other discrete frequency out-
puts measured on the coil are scaled. By normalizing
the input powers to the same value, experimental and
simulated results can be compared. There is, however,
some discrepancy; in MRI experiments, power deliv-
ered by the coil is not measured on the RF coil. MRI
systems typically provide these voltage values from
power monitors (directional couplers) established at
the back of the magnet, hence there are additional
cable losses associated with MRI experiments when
compared to simulations (between 10% and 20%).
Also, component (capacitor, inductor, etc.) and ca-
ble losses and impedance mismatches to the coil
are not incorporated in FDTD calculations. To ac-
curately compare experimental and simulated results,
one must accurately quantify the experimental losses
mentioned above and incorporate them in the final
calculations.



392 Coil Modeling and Evaluation

30.5 SPECIFIC ABSORPTION RATE

Although high B0 field strengths and correspond-
ingly high B1 field frequencies (300 MHz and above)
improve the SNR, this improvement comes at a price;
RF power deposition in tissue becomes more evi-
dent with increase in field strength, leading to safety
concerns. A time-varying magnetic field B1 induces
a time-varying electrical field and consequently RF
energy is dissipated in the human body resulting in
unwanted heating33 – 35 (see Chapter 33). The SAR
is an approximation for this temperature change and
can be defined as

SAR= RF energy absorbed in sample

Exposure time × weight of sample
(30.8)

Since the E-fields and subsequent SAR fields cannot
be measured by an MRI scanner, numerical calcula-
tions of SAR become necessary. In FDTD, at every
location, SAR can be calculated from the following
equation:

SAR = σx

2ρx

|Ex |2 + σy

2ρy

|Ey |2 + σz

2ρz

|Ez|2

= SARx + SARy + SARz (30.9)

where E, σ , and ρ are the electric field magnitude,
material conductivity, and material density, respec-
tively, for Yee cell elements in the x, y, and z direc-
tions (as indicated by the subscripts) at the specific
locations.

In order to reduce the risk of local tissue dam-
age in the patient, the International Electrotechnical
Commission (IEC) has issued guidelines for the safe
operation of MRI, suggesting limits for the SAR
(watts of RF power per kilogram of tissue) allow-
able over the whole body, averaged over the head,
and in any 10 g of tissue. The current IEC normal
operating mode limits are 2 W kg−1 over the whole
body, 3.2 W kg−1 over the head, and 10 W kg−1 over

any 10 g sample of tissue. All of these limits are av-
eraged over a 6 min period. There is also a peak limit
of not more than two times the above values over any
10 s period.36

30.6 SURFACE COIL

A simple example of an RF coil is the loop res-
onator. In MRI applications, single surface coils (see
Chapter 2) can still be utilized at high fields in ways
similar to those at lower field, sharing with the latter
a stronger B1 field magnitude within the vicinity of
the RF coil. The loop resonator can be used to image
small objects or to localize imaging to a small region
in the anatomy. In Figure 30.5, a loop resonator is
designed to have four equidistant capacitors tuned to
298 MHz (Figure 30.5a). This resonant surface coil is
placed inside a phantom that has the same electrical
properties as the average human body at the same
frequency. The placement of the loop is intended
to represent the placement of a surface coil within
human anatomy, much like an endo-rectal RF coil
used to image the prostate.37 The FDTD solver can
be used to visualize the magnetic fields of the loop
with the sample. Along the plane of the coil, there
is equal propagation of the B1

+ field (Figure 30.5b).
The impact of the circuitry and its proximity are seen
in the SAR maps in Figure 30.5(c). The SAR dis-
tribution is uniform along the loop and peaks above
the capacitors. The B1

+ and SAR values can provide
a benchmark for the loop design, as well as a means
to limit the RF transmit power in an experiment.

30.7 TRANSCEIVE ARRAYS

As RF wavelengths become shorter than the dimen-
sions of the object to be imaged, significant B1 field
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Figure 30.5. (a) RF loop resonator embedded in phantom. (b) B-field magnitude profile (μT). (c) SAR profile (W kg−1).
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distortions occur, which are dependent on tissue elec-
tromagnetic properties and geometry. To image larger
objects such as the human head, numerous surface
coils can be combined in an array configuration to
“focus” the RF field in large regions of interest such
as the heart, kidneys, or even the human head. As an
example, multiple microstrip TEM surface coils con-
sisting of microstrip transmission line elements can
be used to transmit and receive signals in the head
(see Chapter 26). In XFdtd, an eight-element stripline
transceiver array is modeled (Figure 30.6a) about an
anatomically correct head for numerical verification.
In both experiment and simulation, the phase an-
gles on the array elements are incrementally phased
over 360◦ to generate a theoretically uniform trans-
verse field through the coil volume (Figure 30.6b). In
Figure 30.6(c), experimental B1

+ maps acquired from
a coil with exactly the same dimensions as the model
in Figure 30.6(a) are illustrated. The combined exper-
imental RF field profile in the brain is illustrated in
Figure 30.6(c), while the simulated coil’s B1

+ pro-
file and the resulting SAR profile are illustrated in
Figures 30.6(d) and (e), respectively.

When normalized to 1 W of total input power
to the coil, the coil produces an average B1

+
of 0.332 μT W−0.5 in the center of the brain. In
Remcom simulations, an average B1

+ value of
0.409 μT W−0.5 is seen at the center of the brain for
the combined coil performance. Simulation results

having greater B1
+ than experimental results are

not surprising; the exclusion of cable losses and
mismatches at the coil front end (discussed earlier)
explain the differences in the values. However, the
results give us confidence to determine the SAR
values; the unaveraged peak SAR value from this
coil in simulation was 1.466 W kg−1 (Figure 30.6d)
for the same input power.

As seen in Figure 30.6(b) and (c), the B1 profiles
of transceiver RF coils at high field exhibit a feature
often described as a “bright center”. This is the result
of a complicated combination of destructive and con-
structive interferences.5,6 This high-field effect can
be used to our advantage; a more homogeneous B1
field can be obtained at a specific location in a slice
and suppressed in other regions of the same image by

Figure 30.7. Remcom’s hi-fi human body mesh (5 × 5 ×
5 mm resolution) in sagittal direction with transceiver
elements centered on the prostate.
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Figure 30.6. (a) Remcom illustrations of head coil around the human head. (b) Geometric phase distribution of elements
in volume coil. (c) Experimental B1

+ map of eight-element head coil excited in head (μT W−0.5). (d) Simulated B1
+ of

eight-element volume coil in (c) (μT W−0.5). (e) SAR profile from the eight-element head coil (W kg−1).
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adjusting individual current-carrying elements within
a transceiver coil at high field (also referred to as
“B1 shimming” or “field focusing”).13,14 Modeling
the B1

+ and E-fields in this field optimization tech-
nique is important for understanding and developing
methods to manage local SAR.

B1
+ phase shimming can be performed by deter-

mining a set of transmit phases that will maximize the
B1

+ phase coherence at the center of the object being
imaged. This can be graphically prescribed in a cus-
tom GUI (graphic user interface) tool such as Matlab
(MathWorks, Natick, MA). These phases are calcu-
lated by averaging the relative transmit phase over
the chosen region of interest (ROI) (center of the ob-
ject being imaged) and subtracting these phases from
each transmit element’s initial drive phase in simu-
lation (in an experiment, computer-controlled phase
shifters would be used to change initial drive phase
of coil elements), for subsequent acquisitions when
transmitting with all elements simultaneously.

To illustrate this B1
+ shimming technique, as an

example, an eight-element, flexible TEM transceiver
array38 was investigated experimentally and further
validated by simulation (illustrated in Figure 30.7).
In the experiment, the coil elements were evenly
distributed between two identical plates (similar to
that in Figure 30.3) which were placed anteriorly
and posteriorly on the body, and centered above the
prostate. Each element was driven by one voltage
source and tuned to the Larmor frequency at 7 T
for the prostate. The current phase angles on the
array elements were determined to create a uniform
transverse field at the prostate. Once the B1

+ profiles
and the phases at the ROI of each element are known,
the phases for B1

+ shimming at the prostate can be
employed to optimize the transmit phase for each
element on the array.

Figure 30.8(a) shows the fractional available
B1

+ maps for simulated data at an axial slice of
the prostate before B1

+ shimming (the yellow

(a) (c)(b)
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Figure 30.8. XFdtd simulation illustrating (a) fractional B1
+ map (transaxial view), (b) fractional available B1 maps

determined for the prostate from simulation, and (c) 7 T experimental results with the same phases the simulation in (b).13

0.3

0.2

0.4

0.5

0.1

(b)

a.
u.

(a)

Figure 30.9. Theoretical SAR values for the prostate demonstrating local SAR (a) before and (b) after shimming for an
equal B1

+ within the prostate.13
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bars indicate the placement of the coil elements).
Figure 30.8(b) shows the B1

+ maps after correct
phases are incorporated into the coil in simulation
and Figure 30.8(c) illustrates the experimental 7 T
results for a subject with the corrected phases
(same phase values as simulation). The “S”-shaped
pattern observed in the experimental data is also
observed in the simulated data with similar transmit
B1

+ values (Figure 30.8b and c). This data gives
confidence that the simulated E-fields and the SAR
values calculated from them are also correct. The
impact of B1 shimming on SAR levels is illustrated
in Figure 30.9. The optimal phase values for a
region (Figure 30.9b) of interest produce lower
SAR values throughout the slice when compared
to the simulation with geometric phase values
(Figure 30.9a).

30.8 CONCLUSIONS

The age of high-field MRI presents new challenges
to the RF coil builder. Shorter wavelengths and
greater power deposition in tissues are obstacles that
must be overcome as more applications are being
developed to capture the benefits of high fields.
Multiple-element surface arrays have been shown as
a successful RF coil strategy, along with techniques
such as B1

+ shimming, when trying to tackle these
obstacles. Numerical techniques such as FDTD have
provided a means to predict transmit characteristics
in vivo for development and safety verification in
these strategies and undoubtedly will be relied on
more as new RF coil designs and optimization tech-
niques surface.
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31.1 INTRODUCTION

High-frequency MRI scanners, with a main magnetic
field of 3 T or above, have many advantages over
their lower frequency counterparts, but they also de-
mand more complicated and elaborate RF coil design
to make use of these advantages. In short, at high fre-
quency (i) RF coils are harder to tune to the required
Larmor frequency, (ii) RF B1 fields at the Larmor
frequency become less uniform, and (iii) RF losses,
including coil ohmic losses, coil radiative losses, and
the RF power losses within human tissues, increase
with frequency. Without solutions to the limitations of
RF loss and self-resonance for high-frequency coils,
the benefits of high-frequency MRI will be lost.

To meet these high-frequency RF coil design
challenges, Dr. Vaughan suggested in the early 1990s
that lumped element circuit theory should be replaced
by distributed circuit theory for high-frequency
MRI RF coil design.1 Therefore, transmission line
coils were proposed for high-frequency MRI. These

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

coils support transverse electromagnetic (TEM) or
quasi-TEM modes, and are therefore called TEM
coils. Since then, TEM coils have been the most
widely used coils for MRI at or above 128 MHz.

A TEM coil comprises N-transmission line ele-
ments that can be coaxial elements, microstrip ele-
ments, or strip-line elements (Figure 31.1).1,2 Each
element is connected to a section of RF shielding
to form an LC resonance loop through a section
of end-ring. Depending on the coupling among the
resonance loops, TEM coils can be classified as
inductively coupled TEM coils and independently
driven decoupled TEM coil. Only inductively cou-
pled TEM coils will be discussed, and by default, the
term TEM coil will refer to coupled TEM coil in this
chapter.

One TEM resonance loop is an LC resonator: L is
the inductance of the resonance loop and C is the
capacitance in the resonance loop. As an LC res-
onant circuit, capacitance is usually varied to tune
the resonant frequency to the required Larmor fre-
quency. The TEM coaxial element comprises two
sections of center conductors and one outer conduc-
tor, which form two variable cylinder capacitors. By
adjusting the overlapping length, the cylinder capac-
itance can be varied to tune the element or the whole
TEM coil to the required Larmor frequency. Addi-
tional variable lumped capacitors can also be applied
between the TEM coaxial element and the shielding
section to increase the frequency tuning range. For
TEM coils with microstrip or strip-line elements, el-
ements are usually terminated with lumped capacitors
for frequency tuning.
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The resonant theory of a TEM coil with N ele-
ments was developed in the mid-1990s.1 In short, for
a TEM coil with N symmetric elements, there are
(N /2 + 1) modes that can be seen in a tuned TEM res-
onator. Separation of modes depends on the strength
of the mutual inductive coupling between the ele-
ments. When mutual inductance increases, mode sep-
aration increases. As the mutual inductive coupling
between the tuning elements decreases, the modal
resonances converge toward a single frequency, de-
termined by one single element’s self-inductance and
capacitance. Of all the modes, mode 1 produces the
most uniform and the most efficient RF B1 field.
Mode 1 is therefore the most commonly used mode
for TEM coils. In reality, to increase the image field
of view (FOV) and to improve the transmission effi-
ciency and reception sensitivity of the MRI RF coil,
a TEM resonator is usually driven in quadrature at
mode 1 frequency.

The resonant frequency of a TEM coil is largely
determined by the inductance and the capacitance
of its resonance loop, only slightly modified by the
mutual inductance of the other elements. This brings
additional advantages to a TEM coil: (i) compared
with birdcage coils, a TEM coil of the same size
has a much shorter resonance loop path and can
thus resonate at much higher frequency, (ii) a TEM
coil can be tuned such that alternating (odd and
even) elements resonate at different frequencies to
get MR information from multiple nuclei,1 and (iii)
the amplitude and phase of the elements can be
modulated to effect corrective RF field shimming or
volume selection.3

RF magnetic field B1 consists of two parts rotating
in opposite directions: B1

+ for transmission and B1
−

for receipt. For quadrature-driven inductively coupled
TEM coils, B1

+ and B1
− are similar and symmetric.

Descriptions of B1
+ are usually valid for B1

−. There-
fore B1 is used to represent the general RF magnetic
field in this chapter, though the RF magnetic field
plots and values within tissues are based on B1

+.
In this chapter, RF magnetic field B1, together

with the specific absorption rate (SAR) within the
human body, for the inductively coupled TEM coil
is introduced. At high frequency, the B1 fields have
very different patterns in free space and within hu-
man tissues, owing to the short wave effects and
B1 phase interactions at high frequency and within
human tissues. At 300 MHz, the wavelength within
the brain is only about 12 cm, which is less than
half of a head-size coil diameter. Therefore, a B1

field within human tissues cannot be approximated by
the DC Biot–Savart method, but rather a full wave
time-dependent numerical method, such as finite dif-
ference time domain (FDTD), should be adopted. By
default, B1 fields and SAR were numerically calcu-
lated by XFDTD (Remcom, Inc., State College, PA),
a commercially available software employing FDTD
(see Chapter 27).

Two different sizes of TEM coil are used for
B1 and SAR calculations. The 16-rung head-size
TEM coils are 20 cm long, with a coil diameter of
28.8 cm. The body-size TEM coil under test has the
following dimensions: 24-rung, inductively coupled,
58-cm coil diameter, 33-cm coil length, 63-cm cavity
diameter, and 100-cm cavity length. The head and
body models loaded into TEM coils for B1 and SAR
prediction are based on the male head and body
from the National Library of Medicine Visual Human
Project.

31.2 TEM B1 FIELD

31.2.1 TEM B1 with or without RF Mirror

Besides the basic structures in Figure 31.1, an RF
mirror may be attached at the service end of the TEM
coil to electrically increase coil length, and therefore
improve B1 field homogeneity along the coil axis
direction. This is demonstrated in Figure 31.2 with
B1 fields of head-size TEM coils tuned to 170 MHz,
with and without RF mirror. It is apparent that an RF
mirror helps improve TEM B1 homogeneity within
the top half coil, with or without a human head loaded
in the TEM coils.

31.2.2 TEM B1 within Human Head Tissues

B1 fields, for the head-size TEM coils tuned to
170 and 300 MHz respectively, are provided in
Figure 31.3. In contrast to what is observed in free
space, the B1 field homogeneity drops within the
brain as frequency goes higher. At 170 MHz, B1
strength in the brain periphery is down 35% from
the center value, whereas this B1 drop is 52% at
300 MHz. An average of 17% less homogeneity
is seen at 300 MHz than at 170 MHz in this
comparison. Here, B1 homogeneity is defined as the
B1 field drop within human tissues, divided by the
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Ground
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D1 D2

L

Dielectric or air

(a) TEM coaxial element

(b) TEM microstrip element

(c) TEM coil with RF shielding removed

(d) A whole 15-rung coaxial TEM coil

Figure 31.1. TEM coil structures: (a) coaxial TEM
element, (b) microstrip element, (c) a 16-rung coaxial TEM
coil, in which RF shielding was removed to better demon-
strate the inside structure, and (d) a whole 15-rung coaxial
TEM coil.

maximum field. Varying coil dimensions, loading
coils with head of a different size, or attaching an
RF mirror may change field homogeneity.

In another calculation and MR image experiments,
the B1 field homogeneity with a head-size TEM coil

is 23.5% at 170 MHz and 42.5% at 300 MHz. The
transmission B1 magnitude is 19.6 μT in the center
of the brain and 14.1 μT per 1 kW RF power into
the head-size TEM coil.4

By observing the B1 field along three central axes,
it is obvious that the B1 homogeneity drops with
frequency, resulting in a relatively higher B1 at the
center and a weaker B1 at the periphery at higher
frequency within the human brain. This is a B1
field phenomenon commonly seen in high-frequency
human MRI images with coupled head coils or array
coils driven as described in mode 1. Referred to
as “dielectric resonance” in some earlier references,
recent numerical modeling and image experiments
show that this “center brightness” is a superposition
of B1 fields from all rungs/channels of TEM coils.5 At
the brain center, the B1 fields from each of the rungs
have relatively close phases and tend to add to each
other, but at the periphery, the phases vary greatly
and B1 fields near the certain rungs tend to cancel
each other. These two kinds of RF field interactions
due to relative phases are called constructive and
destructive phase interferences. Compared with the
central transverse slices, the field inhomogeneity in
sagittal and coronal slices is even worse, owing
to the much lower B1 fields within facial muscles
(Figures 31.3 and 31.4).

Although the center brightness caused by destruc-
tive phase interference seriously reduces B1 field ho-
mogeneity and image FOV, efforts are being taken
to take advantage of this to achieve images of uni-
form intensity by using a TEM coil for transmission
and a separate surface coil array for receive. In con-
trast to the transmission B1 fields within a head-size
TEM coil, surface coils generate stronger B1 fields
in the periphery and weaker B1 fields in the center.
When used in receive mode, surface coil arrays have
more sensitivity at the periphery and less at the cen-
ter. Since the final image intensity is a function of
the transmission B1 of the TEM volume coil and the
receive sensitivity of the surface array, more uniform
image intensities are expected from the combination
of TEM transmission and surface array receive.

31.2.3 TEM B1 Field within a Body Coil

A body coil is favored for homogeneous excitation,
but body coil design is challenging at 3 T or above,
since such a coil is required to produce a uniform
and efficient transmission B1 field across an FOV
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Figure 31.2. TEM B1 field at 170 MHz, without (a, c, e) and with (b, d, f) an RF mirror/end-cap at the service end. All
B1 fields are normalized to center B1 and the same color scale (color-bar) is used (g). B1 field along the coil axis (vertical
lines in c–f) shows that B1 field homogeneity within the top half of the coil or the human brain can be improved with an
RF mirror.
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Figure 31.3. TEM B1 distribution within the human head on three central slices at 170 MHz (d–f) and 300 MHz (g–i).

comparable or bigger than the wavelength and the
dimensions of a human being.

Birdcage coils are the most used body coils for
low-frequency MRI, but their use in high-frequency
MRI is limited by their resonance, field homogeneity,
and efficiency, owing to the long resonant circuit and
its end-ring effects.

The resonant frequency of a TEM coil is dependent
on the resonant frequency of the independent line
element, modified slightly by its reactive coupling

with neighboring elements in the coil, and it can be
tuned to resonate at a high MRI frequency. Bench
tests with the body-size TEM coil show that it can
resonate at up to 348 MHz.2 TEM coils produce
uniform B1 field efficiently without end-ring currents
at the two coil ends (Figure 31.5). At 170 MHz,
the unloaded central transverse B1 field is highly
homogeneous and does not vary by more than 1 dB
over a 46-cm-diameter FOV, and the RF field falls by
less than 3 dB from its peak value at the coil center to



402 Coil Modeling and Evaluation

0.3

1.05
1

0.95
0.9

0.85
0.8

0.75
0.7

0.65
0.6

0.55

−60

−100

−200 −150 −100 −50 0 50

−50 0 50 100

−40 −20 0

B1 field along the left-right (X )

20 40 60

0.4

0.5

0.6

0.7

0.8

0.9

1

128 MHz
170 MHz
300 MHz
400 MHz

0.8

0.6

0.4

0.2

0

1

(a)

B1 field along the anterior–posterior (Y ) axis(b)

B1 field along the coil (Z ) axis(c)

A
xi

s

Figure 31.4. TEM B1 distribution over three central axes
within human head at 128, 170, 300, and 400 MHz. Cen-
ter brightness and B1 field homogeneity degradation with
frequency are apparent.

the lowest value at the coil ends along the coil axis,
suggesting that for a TEM coil, the axial 3-dB FOV
is dependent on coil length. In agreement with the
simulation, the test coil has a ±1.5-dB homogeneity
over a cylindrical volume (36 cm long and 46 cm
in diameter), but outside the coil there is a 7-dB
drop over 10 cm. The slow field drop within the
coil and the relatively steep drop outside it indicate
both high field homogeneity and high transmission
efficiency.2

The RF field has been modeled by the FDTD
method for the body coil loaded with human body
at 128 MHz, 170 MHz, and 300 MHz (Figure 31.6).

On central transverse
slice

On central sagittal slice
with colorbar

(b)

+5%

+10%

+1 dB
−1 dB

−2 dB

−3 dB

−25 −20 −15 −10 −5 0

(a)

Figure 31.5. Body TEM B1 field distribution and its con-
tour lines on central transverse (a) and sagittal slices (b) in
air at 170 MHz. For an unloaded TEM coil, the B1 field is
homogeneous within the coil.

In general, the B1 field homogeneities within the
human body look acceptable at 128 and 170 MHz
for MR images with most parts of the human body.
For example, at 170 MHz, the RF field homogene-
ity and MR images are still good within the head
and breast, which agrees with the spin-echo im-
ages, but B1 artifacts are evident within the human
heart6; RF shimming could be used as a solution.
Owing to RF power limits and the heavy loading
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Table 31.1. RF power requirements for whole body imag-
ing at 4 T

1-ms inversion block pulse Weight/ Power/ Flip
kg kW angle

Abdomen = 10.9 kW for 60 3.1 120
95 kg human 75 3.1 114

95 3.0 96

Thorax = 6.7 kW for 95 kg 60 3.1 150
human 75 3.1 135

95 3.0 120

Head = 6.7 kW For 95 kg 60 3.1 178
human 75 3.1 169

95 3.0 139

of the human body, RF power requirements for
spin-echo imaging were estimated and reproduced in
Table 31.1.2

Destructive interference patterns are shown
to increase with frequency and create high non-
uniformities in the B1 field within the body at
300 MHz. In the body, the B1 spans 40 dB, with the
lowest level regions running longitudinally in
the body center and the highest B1 magnitude in
the periphery of the body. The numerical modeling
predicted significant RF artifacts in at least one
sharp line running longitudinally through the body,
primarily because of destructive interference of the
short (12 cm) wavelengths in the high water content
tissue dielectrics at 300 MHz. The central black lines
of RF destructive interference in the figure were also
observed in the body images.6,7 Interestingly, the
head, which is outside of the coil, experiences some
of the highest B1 values due to the traveling waves.
The severe B1 artifacts within the human body at
300 MHz suggest that conventional MRI methods
employing a homogeneous, circularly polarized
body coil with quadrature excitation do not produce
uniform enough RF fields within the area of interest
for 7 T proton imaging.

31.3 TEM SAR WITHIN HUMAN HEAD
AND BODY TISSUES

In the assessment of SAR levels for MRI, numerical
simulation has been an important option for evaluat-
ing the maximum 1-g-averaged and 10-g-averaged
local SAR within human head and torso tissues.

Body TEM coil loaded with human body

B1 on central sagittal slice at 128 MHz

B1 on central sagittal slice at 170 MHz

B1 on central sagittal slice at 300 MHz

−25 −20 −15 −10 −5 0

(a)

(b)

(c)

(d)

Figure 31.6. Body TEM B1 on the central sagittal slice at
128 MHz (b), 170 MHz (c), and 300 MHz (d). The body-size
TEM coil is loaded with the human body (a).
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Table 31.2. Ratio of maximum local to whole head aver-
age SAR for a human head model in the head TEM coil at
170 and 300 MHz, compared to the regulatory limits

Frequency SAR1g/SARw SAR10g/SARw

170 6.7 4.6
300 8.3 6.4
FDA limit 2.7 —
IEC limit — 3.12

To guarantee patient safety, the US Food and
Drug Administration (FDA) and the International
Electro-technical Commission (IEC) have published
local maximum 1 gram SAR (SAR1g) guidance,
maximum SAR requirements over any 10 gram
volume (SAR10g), and global SAR limits averaged
(SARW) over the whole head or body.8,9

Ratios of calculated maximum SAR1g and SAR10g
to SARW are compared with ratios in the regulatory

limits, and results are listed in Table 31.2. For
this simulation setup, the calculated ratios are much
higher than those in the regulatory limits, suggest-
ing that the local maximum 1 g and 10 g SAR limits
would be reached first, and that tighter SARW limits
are therefore required to guarantee patient or subject
RF safety.10 Since SARW can be easily monitored
during MRI scans, maximum RF power without ex-
ceeding SAR1g and SAR10g limits can be calculated
with these ratios. At 300 MHz, the maximum 1 g SAR
within the head occurs within CSF and blood tissues
in the top of the head, right below the skull, with a
value of 24.9 W kg−1 for a head SARW of 3.0 W kg−1

Figure 31.7.
More RF energy deposits within brain or top

head as frequency goes higher, i.e., brain SAR1g
increases with frequency for same RF power deposi-
tion. From 170 to 300 MHz, the averaged SAR1g over
the central transverse slice goes from 0.18 W kg−1 to
0.2572 W kg−1 for a total of 1 W RF power deposition

On transverse
at 170 MHz

On sagittal
at 170 MHz

On transverse
at 300 MHz

On sagittal
at 300 MHz

SAR1g/SARw colorbar for all central slice

(a)

(d)

(g)

(e) (f)

(b) (c)On coronal
at 170 MHz

On coronal
at 300 MHz

0 1 2 43

Figure 31.7. TEM SAR1g/SARw ratio distributions within the human head on the three central slices at 170 MHz (a–c)
and 300 MHz (d–f).



TEM Coil Fields and SAR 405
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Figure 31.8. TEM SAR1g/SARw on central sagittal (a) and transverse (b) planes for a body-size TEM coil tuned to
300 MHz. Note that different decibel gray scales are applied to the two planes.

within the human head. This is a 43% jump for same
RF power deposition within human tissues. In real-
ity, more RF energy at higher frequency is required
at 300 MHz because of the higher RF losses. For
example, to achieve an averaged B1 magnitude of
1 μT on the central transverse slice, the averaged
SAR1g in the same slice is 0.4272 W kg−1 at 170 MHz
and 1.2156 W kg−1 at 300 MHz, resulting in a 185%
increase.

Dr. Collins performed SAR calculations for a
head-size birdcage coil at 64 MHz and a head-size
TEM coil at 300 MHz. For the birdcage coils at
64 MHz, a maximum SAR1g of 16.2 W kg−1 within
the head was seen within the skin and facial mus-
cles, and a maximum SAR1g of 13.7 W kg−1 within
the brain was located in the superior cerebrum and
superior sagittal sinus. The TEM coil at 300 MHz has
a maximum 16.1 W kg−1 SAR1g in the muscle tissue
in the masticator space. The TEM coil at 300 MHz
has less local maximum SAR than the birdcage coil
at 64 MHz.11

The SAR was also estimated by the FDTD method
for a human body-loaded coil at 7 T.7 The SAR con-
tours span a 50 dB range, with maximum SAR ex-
perienced in the tissues nearest to the drive elements
of the coil, and the lowest SAR values found near
the center-line of the body. To better compare with
the regulatory limits, the ratio of SAR1g/SARw in the
sagittal body plane is presented (Figure 31.8).

During 7-T MR body imaging with the body-size
TEM coil, the RF power used to acquire the images
was estimated as 996 W peak power, which, when
imaging parameters were taken into consideration,
resulted in an average body SAR of less than the
1.0 W kg−1 FDA guideline for human torso imaging
with most adults.6

SAR is determined by multiple factors, including
frequency, head or body size, coil dimension,
the human body loading position in the coil, and
the biological conditions of the patient being

imaged.12 To guarantee patient safety, SAR should
be revisited when any of the above factors varies
significantly.

Correlations between SAR and B1 fields are ob-
served for both head and body TEM coils. In general,
SAR is usually high wherever a high B1 field exists.
For example, the top head, including brain and the
CSF and blood above the brain, has the highest B1
and the highest SAR for head TEM coils. For body
TEM coils, the area that has both high B1 and SAR
is the body periphery close to the drive elements.
Caution should be taken when a relatively high B1 is
seen in an area of MR images.
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32.1 INTRODUCTION

While it is the magnetic component of the RF field
that produces the desired torque on the nuclei in
NMR and MRI, the accompanying electric field is
the source of bioeffects. The immediate bioeffects of
electromagnetic fields are, principally, the stimula-
tion of nerves and tissue heating.1 Tissue heating is
the dominant bioeffect for frequencies greater than
100 kHz. Thus, safety considerations in NMR and
MRI are focused on limiting in vivo temperature
rises to safe limits. This chapter deals with power
deposited in the body due to interaction with the RF
coil. This results in core and local temperature eleva-
tion. Potential bioeffects due to long-term exposure
to power deposition in the body are not addressed.

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

In this chapter, MRI/MR will mean both NMR
(which generally refers to laboratory instrumenta-
tion) and MRI (which generally refers to medical
imaging equipment).

Safety considerations for MR coils may be broadly
categorized as follows:
• Safety of the electronic instrumentation that pow-

ers the coils: Instantaneous and average power is
applied to an MR coil. It is essential that MR
workers and patients do not come in contact with
the high voltages in the amplifier electronics, the
cabling, and the metal of the coil. For instance, the
Siemens Verio 3 T produces a peak RF power of
35 kW.2 This power presents 1333 V rms across
a 50� load. Working with this level of power re-
quires appropriate training, protection equipment,
and caution. Further discussion on this topic is
beyond the scope of this article.

• Power deposition in the body of the MR work-
ers and patients: This thermal power comes from
the electric fields that are induced in the patient
by the time-varying RF magnetic field and ca-
pacitively coupled by the high voltages of the
coil. The local power deposition is quantified by
the specific absorption rate (SAR, with typical
units of W kg−1). The local SAR is strongly in-
fluenced by the different electrical properties of
tissues in the body and thus there has been con-
cern over “hot spots” in critical tissues such as
the eyes. A comprehensive review of RF-induced
heating during MR procedures, with an empha-
sis on clinical and physiological issues, has been
presented by Shellock.3
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• Localized concentration of SAR due to the inter-
action of metallic structures with the RF electric
fields: The presence of an implant alters the distri-
bution of the electric field in its vicinity. Signifi-
cant temperature elevation near the electrodes has
been measured during in vitro tests on pacemaker
and neurostimulator leads. Significant attention
has recently been devoted to measurement and
computational methods for assessment of implant
heating. External conductors, such as guidewires
and electrodes connected to conductors may lead
to burns where they come into contact with the
patient.

In this chapter, we provide background information
on the safety of MR coils and present results of our
recent calculations relevant to MR safety. Regulatory
requirements for MR safety are summarized. SAR
distributions in the patient without implants are pre-
sented. High-resolution (1 mm) calculations of local
SAR in the eyes and the heart are shown. Interactions
of implants with the electric field in the patient are
discussed and calculations related to patient safety are
presented. We provide an overview of test methods
for in vitro measurements of implant heating by the
RF magnetic field in MR. An introduction is given
on the calculation of the in vivo temperature rise and
safe limits for temperature elevation are calculated
using CEM 43 analysis.

32.2 SAFETY STANDARDS FOR SAR IN
MRI

Safety and standards organizations have developed
limits on SAR for safe MRI. The National Radi-
ological Protection Board has determined that a
whole-body temperature rise of 1◦C can be safely
withstood by healthy people.4 Experiments and
calculations have projected that a whole-body SAR
of approximately 4 W kg−1 would produce this
temperature elevation. The International Commission
of Non-Ionizing Radiation Protection (ICNIRP)
has published guidelines5 for limits on whole-body
average SAR for occupational and general public
exposure. For occupational exposure, the limits
are 0.4 W kg−1 for whole-body average SAR,
10 W kg−1 for localized SAR in the head and
trunk, and 20 W kg−1 for localized SAR in the
limbs. The corresponding limits for general public
exposure are 0.08, 2, and 4 W kg−1, respectively.

The SAR values are to be averaged for 6 min and
the local SAR is evaluated in any 10 g of contiguous
tissue.

In 2005, ICNIRP published a statement on the
protection of patients during MRI.6 SAR levels for
whole-body, partial-body SAR, and local SAR were
presented. These levels are for a running average of
6 min. The objective of the SAR levels in normal
mode is to limit the core temperature rise to 0.5 ◦C
and to limit temperatures in the head, trunk, and
extremities to 38, 39, and 40 ◦C, respectively. The
temperature limits are the same for controlled mode,
but a core rise of 1 ◦C is permitted.

Since the original ICNIRP statement, there have
been numerous scientific studies on bioeffects of
high-frequency electromagnetic fields. Numerical
modeling has yielded significant additional infor-
mation on current and SAR distribution in the
body, including elevation of local SAR due to the
resonances in the body. Nonetheless, in a recent
follow-up statement,7 ICNIRP concluded as follows:

However, it is the opinion of ICNIRP that the scien-
tific literature published since the 1998 guidelines has
provided no evidence of any adverse effects below the
basic restrictions and does not necessitate an imme-
diate revision of its guidance on limiting exposure to
high frequency electromagnetic fields.

The standard IEC 60601-2-338 lists the SAR limits
for the different operating modes of the MR system
in Table 105. A summary of these limits for volume
transmit coils is presented in Table 32.1. The normal
mode is the default mode of the MR system in which
the system outputs will not cause physiological stress.
The first-level controlled mode requires operator ap-
proval prior to the start of the scan. There is also
the second-level controlled mode with higher SAR
limits; this level requires the approval of a review
board.

The partial-body specific absorption rate (PB-SAR)
limit is calculated as

PB − SAR = 10 W kg−1 − K

×(exposed patient mass/patient mass)
(32.1)

where K = 8 W kg−1 in normal mode and 6 W kg−1

in first-level controlled mode. The exposed patient
mass is the mass of the patient that is within the ef-
fective volume of the RF transmit coil. The effective
volume is defined to be the volume of a homogeneous
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cular polarization. Landmark is the distance from the top of
the head to the coil center. B+

1 is averaged over the slice at
landmark.

material that absorbs less than 95% of the total RF
power.

IEC 60601-2-33 specifies the local SAR to be
averaged over a mass of 10 g. For both normal and
first-level controlled operating mode, the local SAR
limits are 10 W kg−1 in the head and trunk and
20 W kg−1 in the extremities.

Figure 32.1 shows a calculation of the RF magnetic
field B+

1 in the rotating frame versus position in the
coil for the Hugo model at IEC normal operating
mode limits. (The Hugo model is derived from the
Visible Human Project at the National Library of
Medicine and has frequently been used in calculations
of SAR. The model is shown in Figure 32.2.)

The B+
1 limits in Figure 32.1 were calculated

as the values that meet the head, whole-body, and
partial-body limits in Table 32.1. For landmarks (dis-
tances between top of head and center of RF coil)
10 and 20 cm below the head, B+

1 is set by the head
SAR restriction. For landmarks 30–140 cm, B+

1 is
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Figure 32.2. Hugo model in the MRI coil with landmark
(center of coil) being 40 cm below the top of the head. The
red lines on the side represent the shield of the RF coil,
which extends about 10 cm beyond either end of the coil.

set by the whole-body SAR. At the landmark of
150 cm, which is in the center of the lower leg,
the partial-body and whole-body SAR restrictions set
similar values for B+

1 . For landmarks beyond 150 cm,
such as for an ankle scan, partial-body SAR will pre-
sumably set the B+

1 limit. It is not clear, however,
whether current MR systems exceed the maximal B+

1
values of 9 μT at 64 MHz and 4 μT at 128 MHz in
Figure 32.1.

The American College of Radiology (ACR) has
published guidance for safe MR practices.9 Guidance
pertaining to thermal issues with RF include (i) re-
moval of electrically conductive materials that are
not needed, prior to the scan; (ii) placing of ther-
mal insulation (including air, pads etc.) between the
patient and conductive materials; (iii) where appro-
priate, avoiding contact between the patient and the
inner bore of the MR system; and (iv) avoiding loops
made by the patient’s arms and legs. In the document,

Table 32.1. IEC 60601-2-33 limits on SAR for volume transmit coil. These limits are valid for environmental temperatures
of 24 ◦C and below

Operating mode Whole-body SAR (W/kg) Partial-body SAR (W/kg) Head SAR (W/kg)

Normal 2 2–10 3.2
First-level controlled 4 4–10 3.2
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ACR describes precautions for patients with skin sta-
ples, superficial metallic sutures, and dark tattoos.
Long conductive wires and leads are identified as a
potential source of burns, with temperatures at the
tips of wires or leads potentially reaching 90 ◦C in a
few seconds. A brief discussion is made of thermal
hazards associated with implants, which depend on
several factors.

32.3 CALCULATION OF SAR IN THE
BODY

The SAR, in units of W kg−1, at some location inside
the body is calculated as

SAR = σE2

ρ
(32.2)

where σ is the electrical conductivity, E is the rms
electric field in V m−1, and ρ is the mass density in
W kg−1.

For the patient in an MRI coil, the SAR is usually
calculated with the finite difference time domain
(FDTD) method, in which Maxwell’s equations are
numerically integrated in time. Figure 32.2 shows the
Hugo model inside the MRI coil at a landmark of
40 cm. The hands have been removed to reflect the

clinical recommendation9 to avoid loops that may
result in RF burns.

Figure 32.3 shows the calculated RF magnetic field
intensity B+

1 with the patient in the coil. (The calcula-
tions in this chapter were made with custom programs
developed by the author and his collaborators. Com-
puter resources of the Purdue University Rosen Cen-
ter for Advanced Computing were used for several
of the calculations.) The field is relatively uniform
over the cross section of the patient, though there is
some nonuniformity as a consequence of the currents
induced in the patient. Figure 32.3 also shows the
electric field pattern inside and outside the patient.
It is worth noting that the electric field intensity is
greatest outside the patient, as the external electric
field is screened by the dielectric properties of the
body.

The electric field E may, in general, be written as

E = −∂A
∂t

− ∇Φ (32.3)

where A is the magnetic vector potential and Φ is
the electrostatic potential. The sources of A are the
current in the coil and the induced eddy currents in
the body. The sources of Φ are electric charge on the
metal of the coil, electric charge on the surface of
the patient, and electric charge within the patient at
the interfaces between tissues with different dielectric
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1

at the value that produces a whole-body SAR of 2 W kg−1. The coronal section is through the middle of the body.

properties. The charge distribution on the coil is
different for different coil types, i.e., high pass versus
low pass versus band pass. However, due to the
screening effects of the body, the internal electric
fields is mostly sourced by ∂A/∂t . The charges on the
coil, however, contribute to the internal electric field.
There is the potential for patient burns,10 especially
if there is RF current through the relatively poorly
conducting skin. Hence, it has been recommended9,11

that at least a centimeter of foam or similar insulating
material is placed between the patient’s skin and
the RF transmit coil. The foam, with its relatively
small dielectric constant, should form a significant
impedance that limits the capacitive current between
the patient and the coil.

Figure 32.4 shows a calculated SAR in the patient
at 64 MHz and 128 MHz. Features of the SAR in
Figure 32.4 that apply in general are the following:
(i) the greatest SAR tends to be concentrated at
the periphery of the body and (ii) there are local
“hot spots” of SAR concentration due to different
electrical conductivity of the various tissues. The
SAR patterns in Figure 32.4 are calculated at an RF
intensity that produces a whole-body average SAR of
2 W kg−1. With this normalization, the intensity and
distributions of the two SAR patterns for 64 MHz and
128 MHz in Figure 32.4 are similar, although there
are some differences in the details of the hot spots.

The SAR patterns in Figure 32.4 are calculated for
a model with a 5-mm voxel resolution. For evaluat-
ing the global SAR parameters such as that presented
in Table 32.1, this resolution has been found to be
adequate.12 Arbitrarily fine resolution is possible in
FDTD, but the computer time to model a uniformly
meshed volume scales as the inverse fourth power
of the cell size. Thus, assuming the computer mem-
ory capacity does not become the limiting factor, a
model with 1-mm resolution requires a factor of 625
more computer time than does a 5-mm model. One
approach to accomplish a finer resolution is to use the
Hugyen’s box approach, which, for this application,
involved two FDTD simulations.

• FDTD simulation 1: The electric (E) and mag-
netic (H ) fields are calculated with Hugo model
and MRI coil of relatively coarse resolution equal
to 5 mm.

• FDTD simulation 2: A rectangular portion
(Huygen’s box) of the 1-mm Hugo model is
selected. The electric and magnetic fields from
the whole-body simulation set the boundary
conditions on the box. These boundary conditions
are updated for each time step of the FDTD
simulation.

The boundary conditions for E and H on the sur-
face of the Huygen’s box have been presented by



414 RF Safety

10

8

6

Y
 (

cm
)

−8 −4 0 4

X (cm)(a)

10

8

8

6

4

2

06

Y
 (

cm
)

−8 −4 0 4

X (cm)(b)

(c)

Model at z = 10.4 cm

SAR (W kg−1) 64 MHz B1 = 6 μT

10

8

8

6

4

2

06

Y
 (

cm
)

−8 −4 0 4

X (cm)

SAR (W kg−1) 128 MHz B1 = 3 μT

Figure 32.5. (a) Axial section through the eyes of the
Hugo model at 1-mm resolution with the SAR distribution
for (b) 64 MHz and (c) 128 MHz). The head-average SAR
is 3.2. W kg−1 and the landmark is 10 cm.

Merewether et al.13 Neufeld et al. recently described
the use of this method to calculate RF-induced tem-
perature rises model implants in the form of an insu-
lated wire and a spiral.14

We present two examples of the assessment of
local SAR at 1-mm resolution. In Figure 32.5, the
SAR distribution in the eyes of the human model
is calculated. At a head-average SAR equal to the
IEC limit of 3.2 W kg−1, the local SAR in the eyes
is generally less than 2 W kg−1. There is a region
of greater SAR in the right eye, which may be a
consequence of current from two adjacent muscles
flowing through the eye. A calculation with a finer
resolution model would yield more detail. The low
SAR values calculated here are consistent with the
modest temperature rises of the cornea that were

measured in clinical investigations with head and
body transmit MR coils.15

In Figure 32.6, the electric field intensity is shown
for a coronal section of the heart. The greatest inten-
sity occurs at the lower part of the ventricle. When
scaled to the same whole body SAR of 2 W/kg,
the electric field intensity is similar for 64 MHz and
128 MHz.

32.4 SAR FOR OTHER COIL TYPES

The SAR calculations presented above are specific
for a circularly polarized whole-body coil, in part,
because this type of coil is used in most clinical MR
systems. The FDTD method can be used to calculate
the SAR for essentially any MRI coil. The crucial
step is setting up the coil model in the program and
achieving the correct current distribution.

The SAR distribution for a birdcage coil operating
in linear mode would depend on the direction of the
incident RF field. Since a linearly polarized RF wave
is equivalent to two oppositely circulating polarizing
waves, only one of which is effective for MRI, the
average SAR for the linear coil will be approximately
twice that for a quadrature coil.

Wang et al.16 calculated the average SAR and the
1 and 10 g local SAR in a head coil. The ratio of
the local SAR to the average SAR was greater than
the ratio in the regulatory limits. The ratio of 10 g
average SAR to head-average SAR ranged from 3.4
to 5.0 over a frequency range of 64–400 MHz. This
compares to the ratio of 3.12 in the IEC standard,
for which the head-average SAR limit is 3.2 W kg−1

and the local SAR limit is 10 W kg−1. For the body
coil, the ratio of 10 g local SAR to whole-body SAR
with two subjects and frequencies of 64 and 128 MHz
ranged from 10 to 13, compared to the ratio of 5 in the
IEC limit. Thus regulatory limits on local SAR limit
would be exceeded before limits on body-average or
head-average SAR are reached.

Figure 32.7 shows SAR patterns in the coro-
nal plane for the Hugo model in a head coil. The
head-average SAR is 3.2 W kg−1 for the calculations
at 64 and 128 MHz.

In the birdcage resonator, the currents in the arms
are of equal magnitude and have a constant phase
difference between each of the arms. In a transmit
array coil,17 the magnitude and phase of the current
in each conductor is variable. This flexibility allows
a reduction of B+

1 inhomogeneity that is associated
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with higher frequencies. The change in B+
1 also

causes a change in the SAR distribution. Modeling
will, in general, be required to ensure that regulatory
limits on SAR are not exceeded.

Ibrahim et al. calculated SAR for an 8-T transverse
electromagnetic (TEM) head coil with a 2-mm res-
olution human head model.18 SAR was found to be
affected by the local conditions in the coil, such as
coil geometry and the number of drive points, as well
as the head to coil interaction.

A rather different method for applying B1 at
high field has recently been described.19 The patient
is placed inside a conducting bore. An antenna at
the end of the core launches traveling waves, i.e.,
the MR bore becomes a waveguide. The magnetic
part of the wave excites the nuclear magnetization.
Magnetic gradient fields are applied and an antenna
receives the signal from the precessing protons. An
image of a human leg obtained with this method

was superior to the one obtained with a traditional
resonant probe. The same thermal safety considera-
tions discussed earlier would apply to traveling wave
coils. Presumably, FDTD or similar modeling could
be used to determine the SAR distributions. It is noted
that a traveling wave MRI is suitable only for higher
frequencies that exceed the cutoff frequency of the
bore.

Surface or local coils may be of the transmit or
receive type. The electric and magnetic fields from
the local coil will be most intense in its proximity.
Collins and Smith calculated SAR for a surface coil
adjacent to a human model.20 SAR limits were ap-
proached for some imaging sequences at frequencies
above 175 MHz. Schaefer calculated SAR for a gen-
eralized model of a surface coil.21 SAR was found
to fall off much more rapidly than B1 for increasing
distance into the patient. For receive-only coils, the
blocking network may become warm.21
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Figure 32.7. SAR distribution for a head transmit coil for 64 MHz (a) and 128 MHz (b). The RF field amplitude produces
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32.5 RF SAFETY WITH IMPLANTS

Patients with implants, especially complex ones
such as cardiac pacemakers and neurostimulators,
are generally contraindicated for MRI. However,
there is increasing interest in qualifying implants for
MRI. The US Food and Drug Administration (FDA)
has recently released guidance for establishing
safety and compatibility of implants in the MRI
environment.22 ASTM International has developed
standards for the testing of passive implants with
MRI. An ISO/IEC (International Organization
for Standarization/International Electrotechnical
Commission) joint working group is developing test
methods for assessing MRI interactions with active
implants.

A review of MRI safety from a clinical perspective
that includes a discussion of implant safety has been
presented by Shellock and Crues.23

Metallic implants concentrate on the RF electric
field inside the body, producing locally elevated SAR.
Note that the SAR within the metal of the implant will
be essentially zero. However, the implant will heat
due to the transference of heat from the surrounding
tissue.

The greatest heating of implants occurs for
elongated structures, such as catheters, leads, and
guidewires. A review of the heating of implants
by MRI has been presented by Nyenhuis et al.24

Some of the significant rises reported in in vitro
measurements have been 30 ◦C for guidewires,25

30–60 ◦C for electrodes on cardiac pacemaker

leads,26,27 and 25 ◦C for electrodes on deep brain
stimulation leads.28

Implants with smaller dimensions tend to exhibit
lower in vitro rises. For example, the Bion micros-
timulator was found to exhibit minimal heating in
in vitro tests.29 Implants that are made from electri-
cally insulating materials30 are candidates for being
designated as MR safe, as defined in ASTM F2503.31

Physically, the implant can be viewed as an an-
tenna in a lossy media. The RF electric field induces
waves of current on the metal surface. These current
waves32 propagate along the length of the implant. At
the end of the implant, part of the current is reflected
and part of the current flows into the surrounding tis-
sue. The current that flows into the tissue will produce
a local SAR according to equation (32.2).

As described by Park et al.,33 the temperature rise
ΔT of an electrode may be expressed as

ΔT = A

∣∣∣∣
∫ L

0
S(z)Etan(z)dz

∣∣∣∣
2

(32.4)

where A is a constant, S is the electric field sen-
sitivity function of the lead, Etan is the tangential
electric component of the incident electric field, z is
the distance along the lead, which has a length L and
z = 0 is at the electrode. Both Etan and S are complex
quantities, having magnitude and phase. The sensitiv-
ity function S will depend on the construction of the
lead, the conductivity of the surrounding tissue, and
whether or not the pulse generator is present. To a
first approximation, S should not be influenced by
slight curvature of the lead, but significant curvature
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such as that which is present with loops will
affect S.

The lead wire for an implant has a length of the
order of tens of centimeters and a minimal dimension
that is less than 0.1 mm. This large aspect ratio makes
numerical calculation of lead heating challenging.
Recently, however, calculations were made of the
heating of model leads during MRI with FDTD14

and of the heating of the electrodes of a vagus
nerve simulator with finite element analysis (FEA).34

Improvements in computer hardware and algorithms
for lead modeling should make accurate calculation
of electrode heating feasible in the future.

ASTM Standard F2182-0935 describes an in vitro
measurement method for evaluating RF heating of
an implant. A rectangular phantom with dimen-
sions 65 × 42 × 9 cm3 is presented in this docu-
ment. The phantom is to be centered inside the MRI
coil and the conductivity of the material is about
0.45 S m−1. Figure 32.8 shows the calculated SAR
patterns inside the phantom at 64 and 128 MHz.
The arrows in the coronal images indicate the di-
rection of the electric field. As expected, the elec-
tric field near the edges is parallel to the wall.
The SAR, and hence electric field, is the most in-
tense near the sidewall section at the coil center.
There is significant nonuniformity in the SAR in
the vertical direction, with the same skewing pat-
tern that has been described by Amjad et al.36 for
the previous ASTM phantom. The vertical varia-
tion in heating is particularly strong at 128 MHz,
with SAR near the sidewalls differing by a fac-
tor of nearly 4 between top and bottom. Thus, the
in vitro temperature increase of an implant will be
sensitive to its location in the phantom, especially at
128 MHz.

The implant to be tested for heating is to be placed
close to the wall at the longitudinal midline. The
measured temperature rise will be the “worst case”
rise for any location in the phantom. Fiber-optic
temperature probes are placed on parts of the implant
that are expected to exhibit the greatest temperature
rise. The phantom and implant are inserted in the
MRI coil and an RF pulse sequence is applied.

The new F2182-09 specifies that the background
or local SAR at the site of the implant be measured.
This measurement is made by removing the implant
and measuring the SAR at the site where the implant
was during the tests. (It is assumed that the power
applied to the RF coil for the SAR test is the same as
that applied for the tests with implants.) A reference

implant for the assessment of the local SAR has
recently been introduced and F2182-09 has an ap-
pendix on the use of the implant. This implant is
a 3.175 mm diameter by 10-cm-long rod made from
Grade 5 titanium. Holes are drilled in the ends of the
rod and the fiber-optic temperature probes are placed
in the rod for the SAR run. Figure 32.9(a) shows
the standard implant with the fiber-optic temperature
probes placed in the end. Figure 32.9(b) shows an
MR image of the rod in the phantom. There is a dis-
tortion that extends about 5 cm from the rod that is a
result of the induced current.

The reference implant heats by the interaction with
the tangential electric field. The temperature rise will
thus be proportional to the tangential SAR, which is
obtained by replacing E by Etan in equation (32.2).
We have calculated the temperature rises of the Ti
reference rod scaled to the local tangential SAR.37

For a tangential electric field producing a local tan-
gential SAR of 1 W kg−1 and medium conductivity of
0.46 S m−1, the temperature rise at the end of the rod
will be approximately 1.30 ◦C at 64 MHz and 1.45 ◦C
at 128 MHz. By comparing the local measured and
calculated temperature rises, the tangential SAR is
determined. Figure 32.10 shows an example of cal-
culation and measurement. The measured temperature
rise versus time for the two probes at the end of the
rod is plotted and superimposed on the plot of calcu-
lated temperature rise versus time. A local tangential
SAR of 8.95 W kg−1 provides a nearly exact fit be-
tween the measured and calculated temperature rises.

The titanium rod can be viewed as an SAR am-
plifier, yielding a temperature rise much greater
than would be the rise of the gel. For example, in
Figure 32.10, the local SAR of 8.9 W kg−1 would pro-
duce a background rise in the gel of just 0.77 ◦C. The
error in local SAR assessment will be less with the
rod. Nonetheless, we have generally found agreement
to within 10–20% for SAR determined by tempera-
ture rise of the gel and by temperature rise of the
rod.

Another application of the Huygen’s box FDTD
technique has been to calculate the electric field
scattering by the rod and the consequent temperature
rise. In FDTD simulations, the rod was embedded in
a lossy background with conductivity 0.46 S m−1 and
relative dielectric constant of 80. It was exposed to
two plane waves propagating perpendicularly to its
axis in opposite directions, which yield a standing
wave with rather uniform electric field in the vicinity
of the rod. The E-field component of the plane wave



418 RF Safety

−40

−30

−20

−20 0 20

−10

−5

0

5

−20 −10 0
0
0.25
0.5
0.75
1

10 20

0

10

20

30

40

Z
 (

cm
)

Y
 (

cm
)

X (cm)(a)

(b)

(d)

(c)

X (cm)

SAR (W kg−1) 64 MHz B1 = 1 μT

SAR (W kg−1) 64 MHz B1 = 1 μT

1

0.75

0.5

0.25

0

−40

−30

−20

−20 0 20

−10

−5

0

5

−20 −10 0 0
0.75
1.5
2.25
3

10 20

0

10

20

30

40

Z
 (

cm
)

Y
 (

cm
)

X (cm)

X (cm)

SAR (W kg−1) 128 MHz B1 = 1 μT

SAR (W kg−1) 128 MHz B1 = 1 μT

2

1.5

1

0.5

0
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is aligned with the wire. An FDTD grid with variable
size was used, with a minimal grid size equal to
0.1 mm in the vicinity of the rod.

Figure 32.11(a) shows the SAR distribution sur-
rounding the rod. Near the surface, the SAR is more
than 100 times greater than the background rise.
Figure 32.11(b) shows the temperature distribution

after 6 min. The region of maximal SAR is concen-
trated to within about 2 mm from the edge of the
rod and the temperature rise is concentrated to within
3 mm or so from the end of the rod. Thus variations in
temperature probe placement of approximately 1 mm
will not result in significant in measured differences
in temperature rise.
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As demonstrated by the MR image in
Figure 32.9(b), the incident electric field induces
current in the rod. Figure 32.12 shows the current
induced in the rod by the incident electric field.
As is expected, the current has the shape of a
half-sinusoid and is maximal at the center of the rod.
MRI could, in principle, be used to determine the
induced currents. The measurement of current in the
titanium reference rod and the calculated currents in
Figure 32.12 could be used as a validation for the
use of MRI to determine induced currents.

The relationship between the temperature rise of
the reference rod and the local SAR described here
is valid for a uniform tangential electric field. This
condition is satisfied if

1. the rod is parallel to the wall of the phantom and
longitudinally centered at mid-torso;

2. the center of the rod is at the longitudinal center
of the RF coil. Calculation confirmed by mea-
surement shows that for a nonuniform electric
field, the average rise at the two ends provides
a good indication of the average SAR along the
length.

32.5.1 Heating with Externalized Lead Wires

While considerable attention has been devoted to
thermal safety of implants, a perusal of the FDA
MAUDE database reveals that device-related burns
in MRI are largely related to external cabling. In one
case,38 failure to remove a pulse oximeter sensor and
cable resulted in a burn so severe that it was necessary
to amputate the forearm of the infant patient. In
another case, a pressure transducer adhered to the
patients scalp after MRI and 3 days thereafter, there
was 3.5 × 6 cm necrotic area on the right temporal
aspect of the head, suggestive of a burn.

The mechanism for the heating of an external
conductor is essentially the same as that for the
heating of an implant. Assume that a conducting
wire is connected to an electrode on the skin. The
tangential component of the electric field induces
current waves on the surface of the wire. Part of
the current will be transmitted through the electrode,
heating the skin. If the impedance between the skin
and the electrode is appropriate, the power dissipation
will be large, producing a burn. Since the external
wire is in the air, the wavelength of the RF field
will be nearly nine times longer than in the tissue.
The longer wavelength will permit efficient coupling
of the electric field over a long distance, resulting
in potentially massive power deposition. Note that
closed loops are not required for heating; dangerous
heating can occur under an electrode that is connected
to a straight wire.

Heating with external conductors touching the pa-
tient wire may be decreased by reducing the induced
voltage. This can be seen by the examination of
equation (32.4). For simplicity, assume that S is uni-
form along the length of the wire. The temperature
rise at the electrode is then

ΔT = A|S|2
∣∣∣∣
∫ L

0
Etan(z)dz

∣∣∣∣
2

= A|S|2|ΔV |2 (32.5)

ΔV is the line integral of the electric field along the
path of the wire. By running the lead to minimize
the induced voltage ΔV , heating at the electrode or
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m−1. The current maxima are 1.79 mA at 64 MHz and 2.75 mA at 128 MHz.

other structure under the skin is reduced. By reference
to a plot of the external electric field, such as in
Figure 32.3, a strategy for safe placement of the lead
can be devised. In general, it is best to run the wires
near the center of the bore, where the electric field
intensity is lowest.

The Codman ICP is an intracranial pressure trans-
ducer that is connected to a long lead wire. From test-
ing and physical considerations, conditions for safe
MRI at 1.5 T with the Codman ICP were identified.
The labeling39 specifies that the lead wire be bundled
on top of the head, on top of an insulating pad. Ow-
ing to the central position of the head in the bore, the

electric field intensity at the lead bundle will be small.
Furthermore, the impedance from the inductance of
the loops will restrict the current flow. Added safety
is provided in the labeling by the requirement that
whole-body and head SAR do not exceed 1 W kg−1.

32.6 IN VIVO TEMPERATURE RISE

In the absence of cooling, the temperature rise ΔT

induced by the SAR will be

ΔT = SAR × t

C
(32.6)
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where t is the time and C is the heat capacity. For
most tissues, C does not differ much from the value
for water, 4186 J (kg◦C)−1. In the absence of cooling,
the temperature rise would increase without limit. For
example, a local SAR of 10 W kg−1 would produce
a temperature rise of 2.15 ◦C after 15 min.

In the presence of blood flow, the bioheat equation
is

dΔT

dt
= α∇2T − 1

τ
ΔT + 1

c
SAR (32.7)

where ΔT is the temperature rise, c is the heat
capacity, α is the thermal diffusivity, and τ is the
perfusion time constant. The thermal diffusivity α is
expressed as

α = k

ρc
(32.8)

where k is the thermal conductivity (in W (m◦C)−1)
and ρ is the mass density (in kg m−3). The units of α
are m2 s−1 and its value for tissue is approximately
1.4 × 10−7 m2 s−1. The perfusion time constant is

τ = c

cbρbm
(32.9)

where cb is the heat capacity of the blood, ρb is the
mass density of the perfusing blood, and m is the
volumetric flow rate of the blood per unit mass of
tissue.

As an example, consider the maximum perfusion
rate m for muscle, which is about 2.5 l (kg−1 min−1),
which is equivalent to 4.17 × 10−5 m3 (kg−1 s−1).
Assume that c = cb and ρb = 1000 kg m−3. The
perfusion time constant τ is then calculated to be
24 s.

With blood perfusion, the approximate maximum
of the local temperature rise is obtained by setting t =
τ in equation (32.6). A more sophisticated analysis
has been used by Athey40 to model temperature rise
in the head during MRI.

Figure 32.13 shows a numerical calculation on how
perfusion may influence the temperature rise of an
implant. The temperature rise has been calculated for
the 3.175 mm diameter × 10-cm titanium rod with-
out perfusion and with a perfusion time constant of
150 s. The temperature rise after 6 min with perfusion
is about 40% less than the rise with no perfusion. The
curve with perfusion follows the trend shown by Aksa
et al.,41 with the temperature rise saturating at a time
approximately equal to the perfusion time constant.

There is also an overall rise in core temperature
due to power deposition in the body. In response to

No perfusion
t = 150 s
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Figure 32.13. Calculated temperature versus time for the
3.175 mm diameter ×10 cm long titanium rod, with no
perfusion and with a perfusion time constant of 150 ms.
The RF field is turned off at t = 360 s.

temperature elevation, the body will dissipate heat
through the skin. The amount of power dissipation
will depend on factors such as ambient temperature,
air flow, and clothing. A comprehensive analysis of
patient response to the power deposition during MRI,
which includes much clinical data, has been presented
by Shellock and Schaefer.15

An important question is how much temperature
rise may be safely experienced by tissue in the
vicinity of an implant. The CEM 43 thermal analysis
described by Goldstein42 is used here to project
the relationship between temperature elevation and
risk for tissue damage. The allowable time tD for
thermal damage at a given tissue temperature T can
be expressed as

tD = t432(43−T ) For T > 43 ◦C (32.10)
tD = t434(43−T ) For T < 43 ◦C (32.11)

where t43 is the CEM 43 thermal time. The CEM 43
value will depend on the type of tissue. For example,
brain tissue and testes are reported by Goldstein to
be the organs most sensitive to acute damage with
damage seen at <20 CEM 43 ◦C. Assume an MRI
procedure that lasts 15 min. Then tD = 15 min and
t43 = 20 min in equations (32.10 and 32.11). The
allowable temperature T over a 15-min duration then
is

T = 43 − log2

(
15

20

)
= 43.4 ◦C (32.12)
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Given that body temperature is 37 ◦C, equation
(32.12) predicts that tissue can withstand a tempera-
ture rise of at least 6.4 ◦C over a period of 15 min.
Pearce has recently presented a detailed exposition of
the relationship between Arrhenius models of thermal
damage and the CEM 43 thermal dose.43

32.7 SUMMARY AND CONCLUSIONS

This chapter has reviewed the safety of MR coils. The
principle safety consideration is that the patient or
worker in the vicinity of the coil does not experience
unsafe temperature elevation. Regulatory agencies
and standards organizations have developed limits for
SAR and safe in vivo temperature rises. Modeling
techniques are now robust enough to calculate the
SAR in the model with local resolution of less than
1 mm, assuming that the incident electromagnetic
field is accurately known.

The electromagnetic field distributions produced
by standard birdcage coils are well known and cal-
culation of the various SAR values (whole body,
head, partial body, and local) is rather straightfor-
ward. Other transmitter coils may expose the patient
to electromagnetic fields that depend on patient char-
acteristics and the region that is imaged. It is neces-
sary to ensure that these coils are safe for all patient
exposures.

Medical implants will concentrate the electric field
in the body and may result in SAR averaged over
a few cubic millimeters that is more than 100 times
the background value. Standards organizations have
developed and are developing test methods for assess-
ing thermal safety of implants. It is anticipated that
improvements in numerical simulation will enhance
the understanding of interactions of medical implants
with MRI.
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33.1 INTRODUCTION

Significant progress has been made over the past
years in an effort to determine radiofrequency (RF)
heating during magnetic resonance (MR) imaging and
spectroscopy applications, using both numerical and
experimental models, and MR thermometry. A brief
overview of the capabilities and limitations of these
models and MR thermometry methods in determin-
ing the RF heating is presented below. Addition-
ally, RF heating results obtained using the models
are discussed in the context of the capabilities and
limitations of the models. Modeling and measuring
RF heating are of utmost importance to safeguard

RF Coils for MRI
Edited by J. Thomas Vaughan and John R. Griffiths
© 2012 John Wiley & Sons, Ltd. ISBN: 978-0-470-77076-4

humans since thermogenic cellular and systemic haz-
ards are directly related to in vivo temperatures—and
not to RF power.

Specifically, Section 33.2 discusses the thermal
models to determine RF heating. The exact
thermal model (the convective energy equation
(CEE)), the artificially generated discrete blood-
vasculature-based thermal model, and two potentially
most useful bioheat thermal models are discussed.
Section 33.3 discusses various experimental models
to measure RF heating. Section 33.4 discusses
MR thermometry methods to measure RF heating.
Finally, Section 33.5 summarizes the chapter and
makes suggestions about predicting and measuring
RF heating with relevance to human safety.

33.2 NUMERICAL MODELS TO
DETERMINE RF HEATING

A numerical model with sub-degree Celsius accuracy
is needed to develop fundamental understanding, to
predict and minimize RF heating during MR imaging
and spectroscopy applications, and to assure human
safety. This is because US and international safety
guidelines limit the maximum temperatures devel-
oped during an MR application to 38 ◦C in the head,
39 ◦C in the trunk, and 40 ◦C in the periphery.1,2

Assuming a human core temperature of ∼37 ◦C, the
limits allow maximum temperature changes of ∼1 ◦C
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in the head, ∼2 ◦C in the trunk, and ∼3 ◦C in the
periphery. Nonuniform temperatures may result, with
the possibility of local hot spots due to the nonhomo-
geneous geometry and composition of an imaged tis-
sue, and nonuniform RF power deposition and blood
flow.3 – 7

33.2.1 Convective Energy Equation (CEE)

The convective energy equation (CEE equation
(33.1)) is an exact, continuum thermal model that
can predict pointwise true, in vivo temperatures. The
CEE is derived by satisfying conservation of energy
at a continuum point in a perfused tissue.8

(ρCp)

[
∂T

dt
+ u · ∇T

]
= ∇ · k∇T + Q (33.1)

where ρ is density (kg m−3), Cp is specific heat
(J (kg K)−1), T is temperature (K), t is time (s), u is
blood velocity (m s−1), k is thermal conductivity (W
(m K)−1), Q is net source term (W m−3; metabolic
heat generation + RF power).

The full implementation of the CEE to predict
pointwise temperatures in vivo is computationally
demanding and has not been achieved yet for any
vascularized organ. This is because implementing
the CEE requires knowledge of the complete blood
vasculature and the associated local blood velocity
field down to the capillary level (equation (33.1),
second term on the left hand side). The large variation
in the blood vessel diameters (8 μm–3 cm) and the
multitude of vessels make the task of determining the
in vivo blood velocity field challenging. Additionally,
at least 20 nodes are required along the diameter of a
vessel to accurately solve for the pointwise true blood
temperature field.9

33.2.2 Artificially Generated Discrete
Blood-vasculature-based Thermal
Model

An artificial blood vessel network is generated in a
tissue volume of interest to simulate a physiologi-
cally realistic spatial and temporal distribution of the
blood–tissue heat transfer rate and tissue tempera-
tures due to a source term (Figure 33.1); e.g., RF
power.10 – 18 Temperatures in the tissue are modeled
using the CEE with u = 0. Temperatures in the blood
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Figure 33.1. Effect of blood vessels on the temperatures
is shown in a lateral cross section of a cuboidal tissue. The
tissue volume was embedded with more than 8000 coun-
tercurrent blood vessels.10 The tissue surface was heated to
42.5 ◦C. Blood inlet temperature was 37 ◦C.

vessels are modeled by solving an area-averaged CEE
along the blood vessels, using a constant blood to
blood vessel wall heat transfer coefficient.8,19 The
models clearly depict the effect of discrete, nonuni-
form vasculature on the resultant nonuniform tissue
temperature distribution. Further, the models buttress
the fact that MR-related RF heating should be deter-
mined in physiologically realistic geometries embed-
ded with physiologically real blood vasculature10,18

to best assure human safety.

33.2.3 Bioheat Transfer Thermal Models

Bioheat transfer models (BHTMs) are employed to
determine in vivo temperatures with significantly re-
duced computational costs.20 – 32 BHTMs are devel-
oped by conserving energy in a finite, perfused tissue
volume (as opposed to the CEE, where energy is con-
served at a point).32 The volume averaging allows the
BHTMs to have at the maximum two unknowns (one
for the blood temperature, another for the tissue tem-
perature) per finite averaging volume (compared to at
least 20 unknowns along a blood vessel diameter in
the CEE). Owing to the averaging, BHTMs predict
volume-averaged temperatures. BHTMs differ from
one another in the simplifications made to quantify
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the thermal effects of blood vessels on the surround-
ing tissue.32

A BHTM may be employed alone or together with
the CEE13 to determine in vivo temperatures. The
use of a BHTM alone neglects the thermal effects on
the temperatures of those blood vessels (mostly large
and infrequently occurring blood vessels) that were
not included in the original derivation of the BHTM.
The CEE may be used separately to include the effect
of those blood vessels, if desired. It should be noted
that BHTMs and CEE predict volume-averaged and
pointwise true temperatures, respectively. Therefore,
matching temperature boundary conditions need to be
developed and employed at the interface between the
blood vessels modeled using the CEE and the rest of
the tissues modeled using a BHTM.

33.2.3.1 Pennes’ Bioheat Transfer Equation
(BHTE)

Pennes’ BHTE (equation (33.2)) is the simplest and
the most widely employed BHTM.33 – 41 The equation
was first proposed in 1948 by H. H. Pennes to
determine in vivo temperatures in the resting human
forearm.20

(ρCp)T
∂TT

∂t
= ∇ · kT∇TT

+wCp,Bl(1 − ε)(TBl − TT) + QT

(33.2)
where w stands for blood perfusion (kg m−3 s−1),
ε stands for blood thermal equilibration constant,
and subscripts T and Bl stand for tissue and blood,
respectively.

Traditionally, Pennes’ BHTE was assumed to be
a pointwise true differential equation owing to the
lack of a rigorous theoretical derivation. However,
assigning two pointwise true temperatures (i.e.,
the tissue temperature and the blood temperature
in equation (33.2)) simultaneously to a physical
point is physically as well as mathematically
inappropriate for a pointwise true differential
equation. Thus, the validity of Pennes’ BHTE as
a pointwise true differential equation has been
questioned on physical as well as theoretical
grounds.22 The volume-averaged nature of the
Pennes’ equation was suggested and demonstrated
by several previous researchers to provide the
Pennes’ equation with physical and theoretical
validity; e.g.,23,28,32 As it is a volume-averaged
equation, TT and TBl of Pennes’ BHTE represent

a volume-averaged tissue temperature and a
volume-averaged blood temperature, respectively.32

Conventionally, both volume-averaged temperatures
are assigned to the centroid of the finite averaging
volume.

The simplicity of the Pennes’ BHTE originates
from the assumptions of the thermal equilibration
constant ε = 0, and uniform and constant TBl in
the blood–tissue heat transfer rate term (second
term on the right hand side in equation (33.2)).
Pennes introduced a thermal equilibration constant
ε into his equation to appropriately quantify the
spatial and temporal variation of the blood–tissue
heat transfer rate in a vascularized, heated/unheated
tissue. However, in practice, no determination
of ε has been available, and ε has always been
assumed to be zero. The assumptions of ε = 0, and
uniform and constant TBl make the blood act as an
imaginary and ideal heat sink.42 In other words, the
finite heat transfer rate between the blood and
surrounding tissue does not change the blood
temperature in the equation, and no energy is con-
vected with the blood flow to spatially redistribute
the deposited energy—a physical impossibility. The
assumptions make the equation overestimate the
cooling and heating effects of the blood when the
assigned blood temperature TBl is lower and higher
than the local tissue temperature, respectively. Thus,
in general, the simplifying features of the Pennes’
equation result in an inaccurate estimation of the
spatial and temporal blood–tissue heat transfer rate
in a 3D, vascularized, heated tissue. Statistically,
significant errors may result in predicting tissue
temperatures.32,43,44

Nevertheless, in applications where blood tem-
perature does not vary significantly along the blood
flow direction, Pennes’ BHTE predicts accurate
volume-averaged tissue temperature distributions.
In applications where blood temperature varies
appreciably along the blood flow direction, use
of an “average” blood temperature may provide
useful indications about the general nature of
volume-averaged tissue temperature distributions.

Regarding the use of Pennes’ BHTE for RF heat-
ing predictions, Nguyen et al. used Pennes’ BHTE
to determine RF heating in a physiologically real-
istic human head due to a birdcage coil excited at
frequencies ranging from 63 to 500 MHz45 Collins
et al. used Pennes’ BHTE to determine RF heating
in a human head due to a 64 MHz birdcage head
coil, and a 300 MHz surface and volume coils.34
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Hand et al. used Pennes’ BHTE to determine RF
heating due to a 64 MHz surface coil in a human
leg.46,47 Trakic et al. used Pennes’ BHTE to deter-
mine RF heating in rats due to a birdcage coil excited
at frequencies ranging from 500 to 1000 MHz.38 As
mentioned above, Pennes’ BHTE with ε = 0, and
uniform and constant TBl = initial core temperature,
overestimates the blood–tissue heat transfer rate in
deep tissues. Therefore, the tissue temperatures pre-
dicted using the BHTE are expected to underestimate
the tissue RF heating in deep tissues when blood
cools the RF-heated tissue.

To qualitatively study RF heating during MRI and
the effect of various parameters of Pennes’ BHTE on
the RF heating in a nonuniform tissue with nonuni-
form blood flow and RF power, an exact, steady state,
analytical solution to the Pennes’ BHTE is presented
below, in the radial direction, for a sphere and an
infinitely long cylinder, respectively. The two ana-
lytical solutions were obtained by assuming that a
uniform RF power was deposited in a uniformly per-
fused, and uniform and isotropic tissue. An insulated
boundary condition and a convective boundary con-
dition were employed, respectively, at the center and
the outer boundary of the sphere/cylinder. Numerical
solution schemes such as the finite difference time
domain (FDTD) or finite element methods (FEMs)
need to be employed in a real, nonuniform geometry
with nonuniform blood flow and RF power deposition
to obtain quantitative results for RF heating.

Nondimensional, steady-state Pennes’ equation
and the boundary conditions for a sphere in the
radial direction are presented below in equations
(33.3) and (33.4), respectively.

1

ξ 2

∂

∂ξ

[
ξ 2 ∂θ

∂ξ

]
+ α[1 − θ ] + β = 0 (33.3)

∂θ

∂ξ

∣∣∣∣
ξ=0

= 0 and
∂θ

∂ξ

∣∣∣∣
ξ=1

= −3Bi(θ |ξ=1)

(33.4)

The nondimensional parameters used in equations
(33.3) and (33.4) are defined below.

θ = T − TBl

TBl − Tamb
, ξ = r

R0
, α = wCpR

2
0

k
,

β = QR2
0

k[TBl − Tamb]
, Bi = hR0

3k

where Tamb (K) is the ambient temperature, R0 (m)
is the radius of a sphere, and h (W m−2 K−1) is the
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Figure 33.2. Radial temperature distributions in a uniform
spherical head as predicted by the Pennes’ BHTE.

heat transfer coefficient between the outer boundary
of the sphere and the ambient.

The analytical solution to equation (33.3) with
boundary conditions from equation (33.4) is as
follows

θ =
∞∑
n=0

a2nξ
2n (33.5)

with

a0 =
(α + β)

∞∑
n=1

(
n+ 3Bi

2

)
αn−1

(2n+1)!

3Bi
2 +

∞∑
n=1

(
n+ 3Bi

2

)
αn

(2n+1)!

and

a2n = αna0−αn−1(α + β)

(2n + 1)!
, n ≥ 1

Using the above solution, Figure 33.2 presents
radial temperature profiles in approximately a
human-head-sized sphere using the basal metabolic
rate of 675 W m−3 and uniformly deposited RF
power of 0–3 W kg−1. The other parameters used
were ρ = 1000 kg m−3, Cp = 3600 J kg−1 K−1,
k = 0.5 W m−1 K−1, R0 = 0.12 m, w = 1.0 kg m−3

s−1, TBl = 37 ◦C, Tamb = 20 ◦C, and h = 10 W m−2

K−1. Note that the uniform whole head average
specific absorption rate (SAR) of 3 W kg−1 produced
a temperature change of ∼0.83 ◦C in the deep tissue
and ∼0.66 ◦C at the skin, respectively. As explained
above, the deep tissue temperature changes and
the skin temperature changes might be under- and
overestimated, respectively, due to the heat sink as-
sumption of the Pennes’ BHTE. Shrivastava et al.6,7

measured maximum RF-induced in vivo temperature
changes varying between ∼0.5–1.4 ◦C in the brain
and ∼0.3–1.0 ◦C in the subcutaneous layer of
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the scalp of porcine models. The RF heating was
measured with a volume head coil due to 3 W kg−1

whole head average SAR at ∼400 MHz (9.4 T).
A nondimensional, steady-state Pennes’ equation

and the boundary conditions for a cylinder in the
radial direction are presented in equations (33.6) and
(33.7), respectively.

1

ξ

∂

∂ξ

[
ξ
∂θ

∂ξ

]
+ α[1 − θ ] + β = 0 (33.6)

∂θ

∂ξ

∣∣∣∣
ξ=0

= 0 and
∂θ

∂ξ

∣∣∣∣
ξ=1

= −2Bi(θ |ξ=1)

(33.7)

The nondimensional parameters used in equations
(33.6) and (33.7) are defined below.

θ = T − TBl

TBl − Tamb
, ξ = r

R0
, α = wCpR

2
0

k
,

β = QR2
0

k[TBl − Tamb]
, Bi = hR0

2k

The analytical solution for equation (33.6) with
the boundary conditions from equation (33.7) is as
follows

θ =
∞∑
n=0

a2nξ
2n (33.8)

with

a0 =
(α + β)

∞∑
n=1

(n+Bi)αn−1

22n(n!)2

Bi +
∞∑
n=1

(n+Bi)αn

22n(n!)2

and

a2n = αna0 − αn−1(α + β)

22n(n!)2
, n ≥ 1

Using the above solutions, Figure 33.3 presents
radial temperature profiles in approximately a
human-torso-sized cylinder using the basal metabolic
rate of 675 W m−3 and uniformly deposited RF
power of 0 and 4 W kg−1. The other parameters
used were ρ = 1000 kg m−3, Cp = 3600 J kg−1 K−1,
k = 0.5 W m−1 K−1, R0 = 0.275 m, w = 1.0 kg m−3

s−1, TBl = 37 ◦C, Tamb = 20 ◦C, and h = 10 W m−2

K−1. Note that the uniform whole body average
SAR of 4 W kg−1 produced a temperature change
of ∼1.11 ◦C in the deep tissue and ∼0.90 ◦C
at the skin. Again, as explained above, the deep
tissue temperature changes and the skin temperature
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Figure 33.3. Radial temperature distributions in a uniform
cylindrical torso as predicted by the Pennes’ BHTE.

changes might be under- and overestimated,
respectively, owing to the heat sink assumption of
the Pennes’ BHTE.

33.2.3.2 The Generic Bioheat Transfer Model
(GBHTM)

The generic bioheat transfer model (GBHTM,
equation (33.9a)) is the most general and potentially
most accurate bioheat transfer thermal model. The
model was derived by Shrivastava and Vaughan
in 2009 to predict temperatures in a vascularized
tissue volume due to a source term (e.g., RF power
deposition during MR imaging). The GBHTM
takes into account the spatial and temporal blood
temperature variation due to a 3D source term
(e.g., RF heating). In other words, the general
equation models the nonuniform blood–tissue heat
transfer rate and the nonuniform redistribution of
the deposited source term due to the blood flow in
a 3D space.32 This relatively more complex BHTM
has the potential to predict tissue temperatures more
accurately than the Pennes’ BHTE. The GBHTM
reduces to the Pennes’ BHTE in the special case of
blood being an ideal heat sink.32

〈(ρCp)T〉T ∂〈TT〉T
∂t

= CT1∇ · kT∇〈TT〉T +
(US)Bl–T

(1 − χ)
× (〈TBl〉Bl − 〈TT〉T ) + 〈QT〉T

(33.9a)

〈(ρCp)Bl〉Bl ∂〈TBl〉Bl

∂t
= CBl2∇ · (PCp〈TBl〉Bl) +

(US)Bl−T

χ
× (〈TT〉T − 〈TBl〉Bl) + 〈QBl〉Bl

(33.9b)
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where, 〈A〉Z stands for a volume-averaged quantity
A over a subvolume Z, superscript T stands for
the tissue subvolume, superscript Bl stands for
the blood subvolume, CT1 is a nondimensional
tissue specific conduction constant, (US)Bl–T is
volume-averaged blood–tissue heat transfer rate
coefficient (W K−1), CBl2 is a nondimensional
perfusion related constant, and P( 1

VBl

∫
VBl

(ρu)BldV )

is perfusion vector (kg m−2 s−1).
Various parameters of the new GBHTM are cur-

rently being identified to determine subject-specific,
in vivo RF heating in an MR application. The
GBHTM requires as input the thermal properties
of the tissue and blood (density, specific heat, and
thermal conductivity), the blood–tissue heat transfer
coefficient, the RF power deposition, the perfusion
vector, and the nondimensional conduction and per-
fusion constants. Thermal properties of various tissue
types and blood are available in the literature, but the
blood–tissue heat transfer coefficient is only partially
available. The blood–tissue heat transfer coefficient
is a function of the blood to blood vessel wall heat
transfer coefficient and the blood vessel wall to tissue
heat transfer coefficient. The blood to blood vessel
wall heat transfer coefficient, defined on the basis
of the volume-averaged blood temperature and the
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Figure 33.4. RF-power-induced temperature change in the
swine brain with an 8 channel, 31.75 cm internal diame-
ter volume head coil. The whole head average SAR was
∼3 W kg−1.

average vessel wall temperature, is currently under
development. The vessel wall to tissue heat transfer
coefficient, defined on the basis of the average vessel
wall temperature and the volume-averaged tissue
temperature, is available for one or more thermally
important vessels arbitrarily embedded in a heated
tissue.48 – 52 The RF power deposition can be obtained
by solving 3D Maxwell equations in segmented, re-
alistic tissue geometries. The perfusion vector needs
to be quantified and validated using MRI. The nondi-
mensional conduction and perfusion constants need
to be developed using realistic blood vessel networks.

Superior performance of the GBHTM over the
Pennes’ BHTE was demonstrated by Shrivastava and
Vaughan32 by taking a simple, 1D case of a perfused,
unheated tissue. The superior performance of the
GBHTM originated from its ability to model the
nonuniform blood–tissue heat transfer rates and
the redistribution of a source term due to the blood
flow.

Another example showing superior performance of
the GBHTM over the Pennes’ BHTE in predicting
temperatures in vivo was presented by Shrivastava
et al. for the case of RF heating in swine with a
large 31.75 cm internal diameter, 8 channel, TEM,
volume head coil. The GBHTM was implemented
by neglecting the spatial distribution of the thermal
energy transport by blood53 (Figure 33.4).

33.3 EXPERIMENTAL MODELS TO
DETERMINE RF HEATING

Experimental models are required to realistically
measure RF heating and study its thermophysio-
logical consequences. Thermophysiological conse-
quences of the nonuniform RF heating of the brain
and body in the range of 38–40 ◦C are yet to be
studied.54 Exact temperature thresholds after which
irreversible cellular and systemic thermophysiolog-
ical incidences occur are yet to be ascertained for
various brain tissues.

33.3.1 Phantom Models

Phantom models are useful for obtaining approxi-
mate, qualitative estimates of RF heating and are easy
to build. Uniform55 – 61 and nonuniform61 gel phan-
toms have been extensively used to measure RF heat-
ing due to MRI. Electrical and thermal conductivity
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of the gel are modified to simulate a real tissue at
a given Larmor frequency. Human-head-shaped plas-
tic mannequins filled with ground turkey breast tis-
sue or gel have also been employed to study RF
heating.62 – 65 The RF heating is a function of the
geometry, tissue electrical and thermal properties,
and blood flow. Thus, physiologically realistic ge-
ometry, tissue composition, and blood flow are re-
quired to measure RF heating accurately. Addition-
ally, it should be stressed that the absence of blood
flow in geometrically and tissue distributionwise un-
realistic/realistic phantom models may not present a
worst-case scenario for measuring the RF heating
distribution. Blood flow convects the deposited RF
energy and thus, cools as well as heats the tissue.

33.3.2 Cadaver Models

Fresh, perfused cadaver models are appropriate mod-
els for measuring RF heating during an MR applica-
tion, because of the presence of a human-relevant ge-
ometry, tissue distribution, and fluid flow. However,
no such studies have yet been reported. Cadaver mod-
els lack metabolism and thermophysiologic control
mechanisms. The effect of the absence of metabolism
on tissue temperatures can be countered by perfusing
a cadaver with a fluid maintained at the normal core
temperature of 37 ◦C. Saline or blood mixed with
anticoagulant agents such as sodium citrate or hep-
arin can be used as the circulating fluid. The effect of
the thermophysiological control mechanisms such as
vasodilation and vasoconstriction on the temperatures
can be studied by increasing and decreasing the fluid
flow. The effect of the absence of metabolism on the
temperature changes induced owing to the RF power
is negligible, as is mathematically shown below.

Temperature distribution in the tissue and blood
due to a metabolic source term can be given as
follows

〈(ρCp)T〉T ∂〈TT 1〉T
∂t

= CT1∇ · kT∇〈TT 1〉T

+ (US)Bl–T

VT
× (〈TBl1〉Bl − 〈TT1〉T ) + 〈QT,met〉T

(33.10a)

〈(ρCp)Bl〉Bl ∂〈TBl1〉Bl

∂t
= CBl2∇ · (PCp〈TBl1〉Bl)

+ (US)Bl–T

VBl
× (〈TT1〉T − 〈TBl1〉Bl) + 〈QBl,met〉Bl

(33.10b)

Temperature distribution in the tissue and blood due
to the metabolism and RF power can be presented as
given below.

〈(ρCp)T〉T ∂〈TT2〉T
∂t

= CT1∇ · kT∇〈TT2〉T

+ (US)Bl−T

VT
× (〈TBl2〉Bl − 〈TT2〉T )

+ 〈QT,met〉T + 〈QT,RF〉T (33.11a)

〈(ρCp)Bl〉Bl ∂〈TBl2〉Bl

∂t
= CBl2∇ · (PCp〈TBl2〉Bl)

+ (US)Bl−T

VBl
× (〈TT2〉T − 〈TBl2〉Bl)

+ 〈QBl,met〉Bl + 〈QBl,RF〉Bl (33.11b)

Subtracting equation (33.10a) from equation (33.11a)
and equation (33.10b) from equation (33.11b) pro-
vides RF power-deposition-induced temperature
changes in the tissue and blood, respectively. Note
that the RF-induced temperature changes in equation
(33.12) are functions of geometry, tissue type, and
fluid flow alone, which can be readily measured in
fresh, perfused cadavers.

〈(ρCp)T〉T ∂〈TT,RF〉T
∂t

= CT1∇ · kT∇〈TT,RF〉T

+ (US)Bl−T

VT

(〈TBl,RF〉Bl−〈TT,RF〉T
) + 〈QT,RF〉T

(33.12a)

〈(ρCp)Bl〉Bl ∂〈TBl,RF〉Bl

∂t
= CBl2∇ · (PCp〈TBl,RF〉Bl

)
+ (US)Bl−T

VBl

(〈TT,RF〉T −〈TBl,RF〉Bl
) + 〈QBl,RF〉Bl

(33.12b)

where, TT,RF = TT2 − TT1 and TBl,RF = TBl2 − TBl1.
Subject-specific, absolute RF heating can be de-

termined in a cadaver or a live human by solving
equation (33.10) first and later equation (33.12). So-
lution to equation (33.10) gives the baseline temper-
ature distribution. Solution to equation (33.12) gives
the RF-induced temperature changes over the base-
line temperatures. Spatially unique correlations be-
tween the whole head/body average SAR and RF
heating can be developed using direct fluoroptic tem-
perature measurements to estimate RF heating in
humans.6
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33.3.3 Animal Models

Large animal models, with thermal mass and ther-
mophysiology comparable to humans, are appropri-
ate models to study the thermophysiological conse-
quences of MR-related RF heating. The intact tis-
sue electrical and thermal properties, blood flow, and
thermophysiology in anesthetized animal models help
obtain reasonable estimates of the RF heating. Lack
of similarity between the tissue geometry and dis-
tribution of human and animal models prevents the
direct application of these RF heating measurements
to humans. Possible alterations in absolute tempera-
ture thresholds of vasoconstriction and vasodilation
due to anesthesia may complicate the interpretation
of the observed thermophysiological consequences.

RF heating can be measured very accurately
(±0.2 ◦C) in vivo using invasive fluoroptic tempera-
ture probes. Multiple fluoroptic temperature probes
can be placed in an RF-heated tissue to map the
RF heating. The invasive nature of the fluoroptic
temperature probe placement excludes the possibility
of using humans. Canine,66 ovine,67 and swine6,7

models have been employed to study RF heating
due to MRI. Spatially unique correlations can be
obtained between the whole head or body average
SAR and the RF-induced temperature changes.
These empirical correlations are extremely useful
since they provide good estimates of the RF heating
in vivo.

Shrivastava et al.6 obtained spatially unique cor-
relations between the whole head average SAR and
in vivo brain temperatures in porcine models with
a volume head coil at 9.4 T (400 MHz). Figure 33.5
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Figure 33.5. Normalized temperature change vs normal-
ized RF heating duration at 10 mm in the brain with cor-
responding average parametric curve and 95% confidence
interval (CI) curves.
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Figure 33.6. Normalized temperature change vs normal-
ized RF heating duration at the head skin with corresponding
average parametric curve and 95% confidence interval (CI)
curves.

shows that the RF-induced in vivo brain temperatures,
when normalized by the whole head average SAR and
heating duration, produced a spatially unique temper-
ature distribution (N = 4). The unique correlations in
porcine models suggest that the effect of subject to
subject variability on the normalized RF heating may
be minimal. The average SAR was varied between
3.0 and 5.8 W kg−1. The heating duration was varied
between 1.4 and 3.6 h. Note that the in vivo tem-
perature change at this location is easily estimated
by multiplying the obtained statistical average tem-
perature curve with the average SAR and heating
duration. Further, no unique normalized temperature
was obtained for the head skin (Figure 33.6). Also,
the temperature variation in the head skin varied sig-
nificantly, suggesting that the RF-induced head skin
temperature changes might vary significantly from
one subject to another. Thus, the skin temperature
change should not be used to gauge in vivo temper-
ature change.6

33.3.4 Human Models

Human-relevant RF heating and its thermophysio-
logical consequences can be best studied in live
human models with appropriate clinical conditions
and predispositions. RF safety can be best assured
by developing accurate bioheat transfer models with
subject-specific inputs and accurate MR thermometry
methods. This is because human models have the nec-
essary and appropriate geometry, tissue distribution,
fluid flow, and thermophysiology. Unavailability of
a suitable BHTM and an MR thermometry approach
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with subdegree Celcius accuracy and the invasive na-
ture of fluoroptic temperature probes make it difficult
to determine local, deep tissue RF heating in humans
with appropriate accuracy and sensitivity.

Studies have been conducted on unanesthetized
human volunteers to monitor MR-related RF heat-
ing in 1.5 T and lower fields.68 – 78 Temperatures in
the skin, esophagus, cornea, and rectum were mea-
sured to quantify RF heating. More studies to mea-
sure/determine local RF heating distribution on the
body surface and in deep tissue are urgently needed to
develop a fundamental understanding of RF heating
in humans, of the thermophysiological consequences
of the RF heating, and ultimately to assure human
safety.

33.4 MR THERMOMETRY TO
DETERMINE RF HEATING

An absolute temperature MR thermometry method is
desired with subdegree Celcius accuracy and sensi-
tivity in order to reliably measure RF heating in hu-
mans and assure safety. Proton resonance frequency
(PRF) shift based MR thermometry method is the
most accurate and widely applied MR thermometry
method available. Generally, the PRF shift coefficient
of −0.01 ppm/◦C is used for all tissue types,79 – 89

which is equal to the PRF shift coefficient due to
the change in the molecular screening constant of
water protons with temperature.90 However, a wide
range of the PRF shift coefficients has been re-
ported in the literature; e.g., −0.0067 ppm/◦C for a
canine brain, −0.0097 ppm/◦C for a porcine muscle,
−0.0135 ppm/◦C for a porcine liver, −0.0146 ppm/◦C
for a rat thigh, etc.91 – 94 The PRF, to the first ap-
proximation, linearly changes with temperature due
to the change in the local magnetic field. The local
magnetic field changes with temperature due to the
change in molecular arrangement and thus, molecu-
lar screening of the water proton, volume magnetic
susceptibility, and the macroscopic magnetic field
distribution.92 The total PRF shift coefficient, which
includes all the effects, needs to be measured and val-
idated to detect RF heating with subdegree Celcius
accuracy.95,96

The PRF-based MR thermometry method mea-
sures temperature changes over a baseline temper-
ature. A combination of a bioheat thermal model
and PRF-based thermometry may provide an absolute

estimate of RF heating, with appropriate accuracy and
sensitivity to assure human safety in MR applications.

33.5 SUMMARY

RF heating and its thermophysiologic consequences
can be best understood by developing subject-specific
thermal transport models and measuring RF heating
directly in humans. The newly derived GBHTM has
the potential to determine accurate RF heating in
perfused tissues. This model needs to be developed
further for human applications in high field MR.
Fresh, perfused cadaver models seem best to
provide direct measurements of human-relevant
RF-power-induced temperature changes. Animal
models with thermophysiology similar to humans
may provide human-relevant and conservative
in vivo thermal thresholds of various tissue types
for irreversible cellular and/or systemic alterations.
PRF shift-based MR thermometry method needs
to be further developed and validated in humans
to measure temperature changes due to RF heating
with sufficient accuracy and sensitivity. The PRF
thermometry method together with the newly
developed GBHTM may provide the absolute RF
heating predictions in humans necessary to assure
human safety at the highest fields.
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16-leg coils 142

ABCs see absorbing boundary conditions
absolute flip imaging methods 391
absorbing boundaries 365
absorbing boundary conditions (ABCs)
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active decoupling networks 118–119
actively detunable TEM body coils 158
active PIN-diode switching 20
adhesive-backed copper tape 141
Adriany–Gruetter coils 42, 47, 48
air-core inductors 116
Alderman–Grant coils 12, 13, 248, 249
aliased data unfolding 82, 83
aliasing, birdcage volume design 128
aliphatic hydrocarbons 229–230
amino acids 229–230
amplifiers

power amplifiers 299–314
receiver design 282, 292–293
transceiver loop arrays 106–107
vacuum tubes 13

amplitude contours 125, 126
amplitude decay 304
amplitude stability 304
angiography 4
angioplasty procedures 221
animal probes 245–258
animal RF heating models 432
antennae 197–208, 216–217, 220, 221
antiquadrature configurations 24, 25
application sheets 296
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array coils

design 169–174

implementation 169–174
multichannel 111–120
parallel imaging 81–99
TEM transceiver head 175–183
transceiver loop 101–109

array compression approaches 89–90
artificially generated discrete blood-vasculature-based

thermal models 426
attenuators 311
auxiliary inductors 12–13
axial low-resolution scout images 24

balanced high pass (BHP) birdcage 251, 252, 253,
254

balloon angioplasty procedures 221
balloon-mounted loop designs 216
baluns 19, 35, 315–323
bandpass filters 294
baseband quadrature detection 289–290
bench evaluation sets, double-tuned surface coils

33
bench testing, TEM surface coils 188–189
bench tuning procedures, quadrature TEM surface

coils 55
B-fields

birdcages 371–372
double-tuned volume coils 383–385
Litz coils 249–250, 252, 253, 256
millipede coils 261, 262
surface coils 12, 21
TEM coils 151–156, 159–160, 163, 192–193,

391, 398–403
ultra-high field body imaging 199, 200, 202,

203, 204, 205
BHP see balanced high pass birdcages
BHTE see bioheat transfer equations
BHTMs see bioheat transfer thermal models
biasing, receiver design 281
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bioheat transfer equations (BHTE) 427–429
bioheat transfer thermal models (BHTMs) 426–430
Biot–Savart law 127, 198–199
bipolar transistors 276–277, 279
birdcage coils

absorbing boundaries 365
B1

+ field distributions 371–372
body coils 147, 148
catheter coils 216
code 365–368
coil leg current distributions 369, 370
computational electromagnetics 364–365
double-tuned volume coils 378–379
electromagnetics 352, 353–354, 364–365,

368–372
end rings 371
evaluations 363–375
excitation mechanisms 371–372
FDTD 365–372
field distributions 368
grid boundaries 365
Litz coils 251, 252, 253, 254
millipede coils 260
modeling 363–375
parallel imaging 89
receiver loop arrays 75
resonators 364–372
SAR 363–375
surface coils 13–14, 53
TEM coils 53, 147, 148, 193–194
tuning 368–369
volume design 123–136

birdcage-like coils 12
birdholtz coils 134
birdies, receiver design 288
blanked noise 307
blanking propagation delay time 305
Bloch–Siegert methods 391
blood-vasculature-based thermal models 426
blood velocity measurements 4
body coils

catheter coils 217–218
TEM 147–167, 399, 401–403
transceiver loop arrays 103

body imaging 197–208
body tissues, TEM SAR 403–405
bottle phantoms 104
boundary conditions, double-tuned volume coils

380–381

boundary-value problems, electromagnetic modeling
methods 339–362

brain
cryogenic coils 241–242, 243
Litz coils 249, 250
nested surface coils 39, 40
quadrature TEM surface coils 56, 57–58, 59–60
receiver loop arrays 67
superconducting coils 241–242, 243
surface coils 5, 6
TEM surface coils 56–60, 187–188, 192,

193, 194
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broadband excitation 382
bubble cells 230
buckyball molecules 91–92
Butler matrices 104, 105, 107
butterfly coils

multinuclear NMR 41, 42, 45, 46, 47
surface coils 18–20, 22, 24–25
TEM 53, 54, 55, 56–57

cable preparations, multichannel coil arrays
117–118

cable traps
baluns 316, 319–322
impedance matching 316, 319–322
parallel imaging 91
TEM transceiver head array coils 178–179
transceiver loop arrays 108

cadaver models 431
capacitance/capacitors

baluns 316
birdcage volume design 128, 129, 130–132, 143
catheter coils 214, 215
double-tuned birdcage coils 138, 141, 144–145
double-tuned surface coils 28, 31, 32
impedance matching 316
Litz coils 249–250, 252–253
microcoils 226
millipede coils 261
parallel imaging 92
surface coils 13–14, 18–20, 28, 31–32, 54
TEM arrays 170–171, 173, 176–178, 179
TEM body coils 148, 149, 157
see also dielectric coupling

capacitively shunted microstrip resonators, TEM
arrays 170–171

capillary electrophoresis/isotachophoresis 230
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cardiac imaging
catheter coils 216
quadrature surface coils 24, 25
TEM body coils 164, 165

carriers, receiver design 285–286
Cartesian feedback systems 106
Cartesian SENSE 82
catheter coils 211–223

applications 219–221
designs 213–219
safety 221–222

CEE see convective energy equations
center-fed one-turn (CF1T) Litz coils 249, 250–251
central segmenting capacitors 250
ceramic chip capacitors 178
ceramic materials 202–203, 239
cerebellum 179, 180
chip capacitors

birdcage volume design 129, 131
Litz coils 252–253
TEM transceiver head array coils 178

circulant matrices, birdcage volume design
133–135

circular loops
multinuclear NMR 41, 42, 43, 44, 45, 47
quadrature surface coils 18–19
receiver loop arrays 75

circularly polarized components, quadrature surface
coils 21

circular polarization (CP) 139, 140, 144, 246,
251–254

closed-end quadrature volume coils 187–188
coaxial cables

baluns 319, 320, 321
catheter coils 214, 215, 217
impedance matching 319, 320, 321
microcoils 226–227
parallel imaging 91
power amplifiers 313
TEM transceiver head array coils 177–178

coaxial coils, transceiver loop arrays 104
coaxial resonant elements, TEM surface coils

187–188
code development, birdcages 365–368
coil builders, multichannel coil arrays 111–112,

113
coil-derived noise contributions 87
coil leg current distributions, birdcages 369, 370
coil lengths, birdcage volume design 124–125
coil losses, TEM body coils 148–149
common-mode currents 116

common modes theory 320–321
compression points, receiver design 292
computational analyses, coil array designs 86
computational electromagnetics, birdcages 364–365
computer-aided design, TEM body coils

151–155
conductors

birdcage volume design 130
Litz coils 251–252
parallel imaging 89
surface coils 19
TEM arrays 172

connectors
power amplifiers 312–313
TEM transceiver head array coils 177–178

constructive interferences 399
continuous wave (CW) applications 303
contrast agents 255
convective energy equations (CEE) 426
conversion gain 287
copper

birdcage volume design 129, 130
cryogenic coils 241
superconducting coils 241
tape 141
TEM surface coils 188

correlation matrices, TEM transceiver head array
coils 179

cortex 179, 180
counter-rotating current (CRC) modes 104
coupled coils/coupling

baluns 317
birdcage volume design 123, 124, 132
catheter coils 218–219
double-tuned birdcage coils 142, 143, 145
double-tuned surface coils 29–30, 31, 33
impedance matching 317
multichannel coil arrays 114–115
multinuclear NMR 40–41, 44, 47
parallel imaging 90
PNP low-noise transistors 279, 281
surface coils 14, 18, 186–187, 189
TEM body coils 158
TEM surface coils 186–187, 189
transceiver loop arrays 104, 106

CP see circularly polarized waves
CRC see counter-rotating current modes
critical coupling 30
crossed diode T/R switches 282–284
crossover points 201
Crozier coils 252, 253
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cryogenic coils 233–244
design constraints 234–236
limitations 234–236
mechanical design/performance 239–243
technical aspects 236–238
thermal design/performance 239–243

current
birdcages 369, 370
magnetic resonance imaging 331–333, 335, 336
microcoils 227
receiver design 274
transceiver loop arrays 103

CW see continuous wave applications
cyanoacrylate adhesives 226
cyclically ordered phase sequence (CYCLOPS)

289–290

damping 289
data sheets, receiver design 296
DC bias

multichannel coil arrays 116, 117
TEM body coils 158

DC cables, multichannel coil arrays 116, 118
DC-coupled PNP low-noise transistors 279, 281
DDC see dual directional couplers
decay times, power amplifiers 304
decimation, receiver design 295–296
decoupled coils/decoupling

catheter coils 216, 217–218, 219
double-tuned birdcage coils 145
magnetic resonance imaging 329–331
multichannel coil arrays 114–116, 118–119
multinuclear NMR 48
parallel imaging 90, 92
quadrature surface coils 20, 25
TEM arrays 172–173, 176, 177, 178, 179
TEM body coils 157

deep-body part imaging see ultra-high field body
imaging

degenerate modes, TEM surface coils 186
demodulators 285–286
depth pulses 7
depth-resolved surface coil spectroscopy 7
destructive interferences 399
detuning

birdcage volume design 132–133
multichannel coil arrays 116–117

Dewar cryogenic coils 238, 239, 240
dielectric constants, TEM arrays 169, 171, 172
dielectric coupling, surface coils 14

dielectric height, TEM arrays 171, 172
dielectric loads, birdcage volume design 130
dielectric materials, TEM transceiver head array coils

177
differential amplifiers 282
digital signal processing 295–296
diode T/R switches 282–284
dipoles 200–205
direct coupling 33
discrete Fourier transform (FTD) 367–368
distortion 292–293
Doty Litzcages 254
double angle methods 162, 391
double-balanced mixers 285–286
double-decoupled probes 92
double resonance probes 245–258
double-tuned birdcage coils 137–146

background 138–141
head size coils 142–145

double-tuned surface coils 24, 27–37
application 34
background 28–30
construction 30–33
testing 33–34
troubleshooting 34–35

double-tuned volume coils
accuracy 381
birdcages 378–379
evaluations 377–386
FDTD 378, 381–385
four-ring resonators 381–385
modeling 377–386
stability 381
TEM coils 378–379

downconverting, receiver design 288
downhole well-logging 14
drive methods 382–383
drive port connections 128
driving of quadrature 53–54
dual-chamber phantoms 33
dual directional couplers (DDC) 310
dynamic range, receiver design 280–281
dynamite detectors 13

Earth’s field NMR experiments 11
echo planar imaging (EPI) 56–58, 59, 193, 194
edge distortion 304
E-fields

TEM arrays 169–170
TEM body coils 153, 163
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ultra-high field body imaging 199, 200, 202,
206–207

eight-element prototype arrays 92
electrically small loops 317
electric fields, receiver loop arrays 75
electromagnetic compatibility (EMC) 309
electromagnetic (EM) coils

analytical methods 342–344
baluns 320
birdcages 128, 364–365, 368–372
boundary-value problems 339–340
construction 340–342
cryogenic coils 237–238
double-tuned volume coils 379–381
finite-difference time-domain methods 344–348
finite-element method 348–352
impedance matching 320
method of moments 352–358
superconducting coils 237–238
ultra-high field body imaging 199–200, 206
see also transverse electromagnetic coils

electromagnetic interference (EMI), receiver design
273

electromagnetic software 247–248
electromotive force (EMF) 66, 275
electrophoresis 230
electrophysiology (EP) 216
elliptic filters 294
elongated loop design 214–216
embryos 255
EMC see electromagnetic compatibility
EMF see electromotive force
EMI see electromagnetic interference
emitter-biased PNP low-noise transistors 279, 281
empirical coil tuning 383
encoding 82–85, 87–88
end-rings 126–127, 129, 131, 134, 371

double-tuned birdcage coils 138, 143
TEM body coils 147–148

EP see electrophysiology
EPI see echo planar imaging
epilepsy 193, 194
equivalent series resistance (ESR) 130–131
evaluations 325–406

birdcages 363–375
double-tuned volume coils 377–386
electromagnetic modeling methods 339–362
magnetic resonance imaging 327–338
SAR 397–406
TEM fields 397–406
TEM surface coils 387–396

excitation mechanisms, birdcages 371–372
expandable coils 216
externalized lead wires 416–420

fail-safe devices 103
fall times, power amplifiers 304
Faraday’s law 74
far field regions 200–202
Fast Fourier Transform (FFT) 356, 382
Fast Low Angle SHot (FLASH) 163, 165,

241–242
fault triggering, power amplifiers 313
FDTD see finite difference time domain methods
FEM see finite-element method
Ferrite beads 114
ferrite probes 189
FFT see Fast Fourier Transform
fiberglass materials 141, 155–156
FID see free induction decay
field of view (FoV)

parallel imaging 82, 84, 89, 95
TEM body coils 147–148, 151–152
TEM surface coils 59–60

“figure 8” coils 12, 41, 42
figure-eight current sensors 103
filling factors 261, 262, 334–335
film laminates 177
filters 49, 67, 294, 296
finite difference time domain (FDTD) methods

birdcages 365–372
double-tuned volume coils 378, 379–385
electromagnetic modeling methods 344–348
Litz coils 248
safety 412–414
TEM body coils 148–149, 151, 152, 153, 163
TEM surface coils 389–391
ultra-high field body imaging 205

finite-element method (FEM) 151, 348–352
finite impulse response (FIR) filters 296
finite integration technique (FIT) 248
fixed-value capacitors 215
FLASH see Fast Low Angle SHot data
flat coils 11–12, 21
flicker noise 276
floating shield cable traps 321
flow cells 230
flow diagrams, receiver design 271, 272, 273
flux densities, receiver loop arrays 74
fluxes, receiver loop arrays 74
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flux lines
multinuclear NMR 47, 48
receiver loop arrays 67, 68, 70

flux linkages, double-tuned surface coils 29
Foster-type networks 138
four-channel arrays 112
Fourier series window (FSW) methods 7
Fourier Transform (FT) 83–84, 340
four-pole filters 294
four-port coupling 145
four-ring birdcages 138–139, 141–142, 144
four-ring resonators 381–385
free induction decay (FID) 66, 275
frequency changing, receiver design 285–292
frequency dependence, TEM surface coils 189–190
frequency domains, power amplifiers 305–307
frequency excitation 382
frequency synthesizers, receiver design 289
Fr (French) catheters 213
Friis equation 280
FSW see Fourier series window methods
FT see Fourier transform
FTD see discrete Fourier transform
full-volume TEM coils 52–60
full-volume transmit/surface array-receive TEM

systems 56–57
full-wave 3D electromagnetic software 247–248
functional magnetic resonance imaging (fMRI) 58

G-10 fiberglass materials 141
gain flatness, power amplifiers 305
gain linearity, power amplifiers 308
Γ -impedance transformations 274–275, 278
Gauss’ law 74
GBHTM see generic bioheat transfer models
generalized autocalibrating partially parallel

acquisitions (GRAPPA) 84, 103
generalized spatial projections 84–85
generic bioheat transfer models (GBHTM)

429–430
geometry factors (g-factors) 59, 85–86, 88, 93–97
Gilbert cells 286
glass-reinforced plastic (GRP) 129
gradient echo (GRE) imaging 56–58, 94, 192
gradient-induced currents 221
GRAPPA see generalized autocalibrating partially

parallel acquisitions
Green’s function 353, 355
grid boundaries, birdcages 365
grid-type arrays, parallel imaging 89

ground plates 171, 172, 173
ground point implementation 178
GRP see glass-reinforced plastic

half-volume 13C–1H coils 24
half-volume TEM coils 52–53, 54, 56–57, 59, 60
half-volume transmit/receive coils 52, 56–57
half-wavelength schemes 143
hand-wound inductors 113, 116
harmonics 82, 305–306
1H-channels 49, 145
head arrays 90–92, 93–95, 175–183
head coils

double-tuned birdcage coils 142–145
electromagnetic modeling methods 357–358
split TEM 187–188
TEM surface coils 193–194

head imaging
birdcages 372
electromagnetic methods 348, 349–350, 352
Litz coils 254
see also brain

head tissues 398–399, 400, 401, 403–405
heart see cardiac imaging
heating measurements and models 419–420,

425–436
Helmholtz coils 12
Helmholtz modes 133–134
Hermitian equations 71–72
heterodyning 285–292
heteronuclear spectroscopy 24
heteronuclear spin systems couple 40–41
H-fields, TEM arrays 169–170
high-field MRI 7
high-field proton imaging 24
high-frequency circuits, double-tuned surface coils

32
high-frequency loops, multinuclear NMR 48
high-frequency modes, double-tuned surface coils

30–31
highly parallel MRI, parallel imaging 90–92
high pass birdcages (HPBC) 149, 154–155
high-pass (HP) configurations, double-tuned birdcage

coils 138–139, 140–142
high-performance MRI, parallel imaging 90–92
high-performance parallel imaging coil arrays 96
high-resolution liquid probes, millipede coils

266–267
high-resolution MRS, surface coils 7
high-resolution NMR, microcoils 228–230
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HP see high-pass configurations
HPBC see high pass birdcages
Human-relevant RF heating models 432–433
hybrid birdcage coils 123, 124
hybrid couplers, quadrature surface coils 17, 18
hyperthermia 202

ICRF see inductively coupled RF coils
ideal coil drive methods 382
IF see intermediate frequencies
image rejection 288
image-selected in vivo spectroscopy (ISIS) 24
impedance 315–323

birdcage volume design 131
double-tuned surface coils 32–33
multichannel coil arrays 118
parallel imaging 91
quadrature surface coils 19
receiver design 274, 277–278
receiver loop arrays 74–75
TEM arrays 170
TEM surface coils 187, 189
transceiver loop arrays 103–107
ultra-high field body imaging 199–200, 206

implants, safety 419–420
inductance/inductors

baluns 316
birdcage volume design 130, 131
double-tuned surface coils 28, 31
impedance matching 316
millipede coils 260–261
multichannel coil arrays 113, 116
quadrature surface coils 19
surface coils 12–14

inductive coupling
catheter coils 218–219, 220
cryogenic coils 237, 238
double-tuned birdcage coils 143
double-tuned surface coils 31
multinuclear NMR 44
parallel imaging 90
superconducting coils 237, 238
TEM body coils 158
TEM surface coils 186

inductively coupled RF (ICRF) coils 218–219
inductive transparency, millipede coils 264
inductor–capacitor trap circuits 48
in-field radiofrequency power amplifiers 313–314
in-phase current 278
input 1 dB compression points 292

input voltage standing wave ratios (input VSWR)
306–307

inside-out coils 218
inside-out magnets 4
inside-out NMR 14
intercept points, receiver design 292, 293
interface circuits/coils 269–323

baluns 315–323
impedance matching 315–323
power amplifiers 299–314
receiver design 271–298

intermediate frequencies (IF) 286–289
intrinsic signal-to-noise ratios (ISNR) 22, 23,

86–87, 95
in vivo magnetic resonance spectroscopy 4–7
in vivo temperature 420–422
ischemic muscle 5
isolation capacitors 18
isotachophoresis 230

J-coupling methods 40, 41, 46
J-decoupling methods 49
Johnson counters 289
Johnson noise 273

knee imaging 187–188, 189–190, 191–192
k-space data, parallel imaging 83–84, 89, 94

ladder networks 123, 124
Larmor frequencies

birdcage volume design 134
catheter coils 217
quadrature surface coils 19
receiver design 276–279, 280
TEM arrays 170
TEM body coils 152

laser-trimmed resistors 289–290
leap-frog time stepping 344–345
leg-mimicking phantoms 192
leg muscle 5
linear coils

drive methods 382–383
Litz coils 249, 250

linear modes, double-tuned birdcage coils 139,
143–144

linear-polarization volume coils 248–251
linear probes 242, 243
liquid nitrogen (LN2) 236, 239
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liquid probes 266–267
Litz coils 245–258

circular polarization 251–254
full-wave 3D electromagnetic software 247–248
linear-polarization volume coils 248–251
signal-to-noise ratios 246–247
tunable circular polarization 253–254

LO see local oscillators
loaded TEM body coils 152–154
loading sensitivity 128
local oscillators (LO) 285–286
loop arrays 63–120

multichannel 111–120
parallel imaging 81–99
receiver loop arrays 65–80
transceiver 101–109

loop coils
catheter coils 216
cryogenic coils 237, 238
double-tuned surface coils 31
multinuclear NMR 43–44
parallel imaging 89
quadrature surface coils 20, 24, 25
superconducting coils 237, 238
surface coils 11–12, 14–15, 22, 24, 25
ultra-high field body imaging 203–206

loopless designs 216–218, 220, 221
loop resonators, quadrature surface coils 18
loose coupling methods 33
lossy inductors 316
low-flammability materials 129
low-frequency circuits 32
low-frequency loops 48
low-frequency modes 30–31
low frequency switches 285
low-inductance microcoils 12–13
low-input-impedance preamplifiers 91
low-magnetic-susceptibility millipede coils

265–267
low-pass (LP) configurations 138–139, 140–142,

357
low-resolution scout images 24, 25

magnetic dipoles, ultra-high field body imaging
200–202

magnetic fields
multinuclear NMR 47, 48
quadrature surface coils 21
receiver loop arrays 67, 68, 70
surface coils 6

transceiver loop arrays 108
ultra high 175–183
see also B-fields

magnetic resonance imaging (MRI)
cryogenic coils 233–244
currents 331–333, 335, 336
decoupling 329–331
evaluations 327–338
filling factors 334–335
Litz coils 255–256
magnetic fields 333–334
matching 329–331
microcoils 230–231
modeling 327–338
multinuclear 40–41
parallel imaging 90–92
power 331–333
quality factors 334–335
radiofrequency power amplifiers 299–314
receiver design 271–298
receiver loop arrays 72–73
resistance matrices 335
safety 410–412
signal-to-noise ratios 335, 336
S-matrices 328–329, 330
specific absorption rate 336
structure 328
superconducting coils 233–244
tuning 329–331
ultra-high field body imaging 200
unit currents 335, 336
voltages 331–333

magnetic resonance (MR) thermometry 433
magnetic resonance spectroscopy (MRS) 40–41
magnetic vector potentials 74
magnets, millipede coils 259, 260
manually wound solenoidal coils 226–227
many-element head arrays 90–92, 93–95
matching 315–323

birdcage volume design 132
catheter coils 215
cryogenic coils 237, 238
double-tuned birdcage coils 142–145
double-tuned surface coils 31, 32
magnetic resonance imaging 329–331
millipede coils 263
multichannel coil arrays 118
quadrature surface coils 19
superconducting coils 237, 238
TEM arrays 170–171

Maxwell modes 133–134
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meanderline coils 11
metal-oxide-semiconductor field-effect transistors

(MOSFETs) 276–277
method of moments (MOM) 151, 352–358
microcoils 225–232

applications 229–231
background 225–226
construction 226–228
evaluation 228–229
surface coils 12–13
testing 228–229
troubleshooting 231

microstrip coils, ultra-high field body imaging 203,
205–206

microstrip resonators, TEM arrays 169, 170–171
microstrip spacers, ultra-high field body imaging

203–206
millipede coils 259–268

limitations 263
low-magnetic-susceptibility 265–267
manufacturability 263
multifrequency probes 263–265

mineral oil phantoms 262
modeling 325–406

birdcages 363–375
double-tuned volume coils 377–386
electromagnetic methods 339–362
magnetic resonance imaging 327–338
SAR 397–406
TEM fields 397–406
TEM surface coils 387–396

mode skewing 144–145
MOM see method of moments
MOSFETs see metal-oxide-semiconductor field-effect

transistors
mouse brains

cryogenic coils 241–242, 243
Litz coils 249, 250
nested surface coils 39, 40
superconducting coils 241–242, 243

mouse embryos, Litz coils 255
MRI see magnetic resonance imaging
MRS see magnetic resonance spectroscopy
MTLR see multiturn transmission line resonators
multichannel coil arrays 111–120

active decoupling networks 118–119
cable performance 118
cable preparation 117–118
coil positioning 114–116
decoupling 114–116
detuning 116–117

final checks 119
geometric decoupling 114–116
input matching 118
network analyzers 112–113
plan 111–112
tuning 114

multichannel
head arrays 177, 178, 179, 180
receiver systems 158, 159
TEM body coils 150–151, 154–155, 159, 160
TEM quadrature volume coils 186, 187–188
transceiver surface coils, TEM body coils 150

multi-element surface coils 388–389
multifrequency probes 263–265
multilayer high Q ceramic chip capacitors 178
multinuclear NMR 39–50
multinuclear surface coils 46–48
multiple component coils 83–84
multiple pole circuits 28, 30–31
multiple resonant circuits 227–228
multiturn saddle coils 249
multiturn transmission line resonators (MTLR) 236,

237, 238
muscle 5, 21
mutual-impedances 74–75

near field regions 200–202
N -element loop “phased” arrays 70, 71
N -element TEM volume coils 186
nested surface coils 39–50
network analyzers

baluns 318, 320, 321
double-tuned birdcage coils 143–144
impedance matching 318, 320, 321
multichannel coil arrays 112–113
quadrature surface coils 23–24
TEM surface coils 189–190

neutralization, receiver design 278–280
nitinol 215
NMR see nuclear magnetic resonance imaging
NOE see nuclear Overhauser effect
noise

parallel imaging 83, 85–86, 87
power amplifiers 307
receiver design 273–276, 277, 290–292
TEM body coils 162

noncommercial coils 92, 116
noninteracting coil sets 7
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nonischemic muscle 5
nonpermanent cyanoacrylate adhesives 226
nonpertinent circularly polarized components 21
NQR see nuclear quadrupole resonance detection
nuclear magnetic resonance (NMR) imaging

Litz coils 255–256
multichannel coil arrays 112
radiofrequency power amplifiers 299–314
surface coils 9–15

nuclear Overhauser effect (NOE) 40, 41, 46
nuclear quadrupole resonance (NQR) detection 11
nuclei

double-tuned birdcage coils 145
see also multinuclear NMR

numerical methods 377–378, 383–385, 425–430
nylon 157

occipital cortex 179, 180
oil phantoms 262
oil well logging 3–4
open-circuited resonators 170, 171
open-circuit lines 285
open-end quadrature volume coils 187–188
open quadrature TEM surface coils 52
opposed solenoids 218
optimal lengths, birdcage volume design 127–128
oscillations/oscillators

multichannel coil arrays 119
power amplifiers 306
receiver design 279, 285–286

overcoupled coupling 30
overlapped loop arrays 68, 70
overlapped pairs, multinuclear NMR 42, 46
overlapped probes, multichannel coil arrays 115,

116
overlapped shields, birdcage volume design 130
overlapping, multichannel coil arrays 115–116
overshoot, rising/falling edge distortion 304

PA see power amplifiers
“pancake” coils 11
parallel imaging 85–86

application 95–97
background 82–87
coil array design 81–99
coil construction 87–92
evaluation 92–95
TEM surface coils 58–59

testing 92–95
troubleshooting 97

parallel receive calibrations 108
parallel-resonant inductor–capacitor trap circuits 48
parallel transceiver systems 159, 160
partial body specific absorption rates (PB-SAR) 410
partially open quadrature TEM surface coils 52
passbands 287
passive catheter tracking 221
PB-SAR see partial body specific absorption rates
PCB see printed circuit boards
peak splitting 115–116
PEC see perfectly electrical conductive conditions
pelvic imaging 206, 207
Penne’s bioheat transfer equations 427–429
perfectly electrical conductive (PEC) conditions

340, 380
perfectly magnetic boundary conditions (PMC) 380
perfectly matched layers (PML) 346–347, 381
pertinent circularly polarized components 21
perturbations, double-tuned birdcage coils 144
PFG see pulse field gradients
phantoms

birdcages 371–372
cryogenic coils 236
double-tuned surface coils 33
double-tuned volume coils 385
millipede coils 262
multinuclear NMR 46
parallel imaging 93, 96, 97
quadrature TEM surface coils 55–56
RF heating 430–431
superconducting coils 236
TEM surface coils 188–189, 191, 192
transceiver loop arrays 104

phased-array coils 112, 357–358
phase error over-pulse 304
phase linearity 308
phase locking 290
phase noise 290–292
phase-sensitive detection 286
phase-shifter-like adjustments 117
phase stability 304
phosphor bronze foil 130
phosphorus spectroscopy 31
pig-loaded TEM body coils 162–163
pigtail coils 13
PIN-diodes (positive-intrinsic-negative-diodes)

catheter coils 214, 216, 217
multichannel coil arrays 116, 117
parallel imaging 91
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quadrature surface coils 20
receiver design 284–285
surface coils 20
TEM body coils 158

planar coils 41, 227
PMC see perfectly magnetic boundary conditions
PML see perfectly matched layers
PNP low-noise transistors 279, 281
4-point-drive networks 253–254
polarization transfer 41
polyimide film laminates 177
polymers 129, 141, 239
polyphase networks 288
polyvinyl chloride (PVC)

cryogenic coils 239
double-tuned birdcage coils 141
superconducting coils 239

postpulse backswing 303
power

birdcage volume design 127, 128
double-tuned volume coils 385
magnetic resonance imaging 331–333
millipede coils 261–262
power amplifiers 305, 307–308
receiver design 281–282, 292

power amplifiers (PA) 299–314
background 299–302
classes 309
decay times 304
evaluation 310–311
frequency domains 305–307
power domains 307–308
protection 313
safety 309
specifications 303–309
system applications 313–314
system compatibility 309
system integration 312–313
testing 310–311
time domains 303–305
troubleshooting matrices 313, 314

Poynting vectors 199, 202, 203, 205
preamplification/preamplifiers

cryogenic coils 239, 240
multichannel coil arrays 117, 119
parallel imaging 90, 91, 92
receiver design 273–282
superconducting coils 239, 240

PRF see proton resonance frequencies
printed circuit boards (PCB) 138, 141

probes
birdcage volume design 133–134
cryogenic coils 239, 242, 243
Litz coils 245–258
millipede coils 263–265, 266–267
multichannel coil arrays 113, 114, 115,

116, 117
parallel imaging 92
receiver design 274, 277–279, 287
superconducting coils 239, 242, 243
surface coils 14
TEM surface coils 189–190

propagation delay 305, 308
prostate imaging 207
protein 229–230
proton coils 31, 40–41, 46, 47
proton-decoupled spectra 145
proton nutation 255
proton resonance frequencies (PRF) 433
prototype coils 92, 116
PSpice simulations 30
pulse field gradients (PFG) 266–267
pulse overshoots 304
pulse preshoots 303
pulse sequences 7
pulse tilts 304
Q-factors

multichannel coil arrays 116
quadrature TEM surface coils 55
TEM surface coils 188–189
TEM transceiver head array coils 178–179

quadratic Hermitian equations 71–72
quadrature 7, 17–18, 51–61

applications 24–25, 58–60
background 52–54
birdcage volume design 132, 134
construction 18–23, 54–55
cryogenic coils 241–242, 243
double-tuned birdcage coils 139, 143–144
double-tuned volume coils 382, 383
evaluation 23–24, 55–58
multinuclear NMR 42, 43–46
receiver design 288, 289–290
receiver loop arrays 67
superconducting coils 241–242, 243
TEM surface coils 187–188, 192–193
testing 23–24, 55–58
troubleshooting 25
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quality factors (Q-factors)
cryogenic coils 235–236
magnetic resonance imaging 334–335
millipede coils 261
receiver design 282
superconducting coils 235–236
TEM arrays 171
ultra-high field body imaging 200

quarter-wavelength transformers 54
quasistatic analyses 73–75
Q-values, microcoils 228

race track probes 14
rack-mounting 312
radiation damping 289
radiation resistance 149
radiative antennas 201, 202–205, 206–207
radiofrequency (RF) shields 125–127, 130
Rao–Wilton–Glisson (RWG) basis functions

353–354, 355
Rapid Acquisition with Relaxation Enhancement

(RARE) 241
rat brains

receiver loop arrays 67
surface coils 5, 6

receive-only coils
cryogenic coils 241–242
quadrature surface coils 17–18, 20, 22, 23
receiver design 282, 283, 285
superconducting coils 241–242
transceiver loop arrays 108

receiver dead time 293
receiver design 271–298

digital signal processing 295–296
frequency changing 285–292
general topics 292–294
preamplification 273–282
resources 296–297
transmit/receive switches 281, 282–285

receiver loop arrays 65–80
efficiency expressions 69–72
examples 75–76
quasistatic analyses 73–75
signal-to-noise ratios 66–73

reciprocity theorem 10, 11
recovery times 281, 284
rectangular loops 18
reflection coefficients 104, 105, 189–190
reflection modes 114

regions of interest (ROI)
Litz coils 251
parallel imaging 92–93
TEM body coils 150, 151
transceiver loop arrays 103

rejection bands 287
relative permittivity 169, 171, 172
resistance/resistors

magnetic resonance imaging 335
millipede coils 261
receiver design 289–290
TEM body coils 148

resonance/resonators
birdcages 134, 138, 145, 364–372
cryogenic coils 236, 237
double-tuned birdcage coils 138, 145
double-tuned volume coils 381–385
Litz coils 245–258
microcoils 227–228
multichannel coil arrays 116–118, 119
quadrature surface coils 18
quadrature TEM surface coils 60
superconducting coils 236, 237
TEM arrays 170–171
TEM body coils 147, 148
TEM surface coils 186, 187–188

reverse recovery times 284
R-fold accelerated reconstruction 85
ribbon leads 129
ringing times 304
ring modulators 286, 287
rise times 304
rodent brains

cryogenic coils 241–242, 243
Litz coils 249, 250
nested surface coils 39, 40
receiver loop arrays 67
superconducting coils 241–242, 243
surface coils 5, 6

rodent head imaging, Litz coils 254
ROI see regions of interest
rotational symmetry, birdcage volume design 133
rung capacitors 131
rung currents 126–127
rung lengths 128

saddle coils 11, 12, 248, 249
safety 407–436
SAR see specific absorption rates
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scattering parameters (S-parameters)
multichannel coil arrays 112–114, 116–119
quadrature surface coils 23, 24
TEM surface coils 189–190

segmented shields 130
segmented TEM volume coils 148
self-adhesive copper tape 129
self expanding loops 216
self-impedances 74–75
self-resonant high-Q structures 236, 237
self-supporting rods 129
semi-toroid coils 13, 14–15
sensitivity

birdcage volume design 127, 128
catheter coils 214–215
millipede coils 262–263
multinuclear NMR 46
parallel imaging 82, 84, 85, 86, 94–95
receiver loop arrays 66
TEM surface coils 57, 58–59
transceiver loop arrays 102, 103

series capacitors 32
seven-element open half-volume quadrature TEM

coils 53, 54
SHF see super high frequency transistors
shielded coils

baluns 321
birdcage volume design 125–127, 130
impedance matching 321
multichannel coil arrays 113, 114
TEM body coils 148, 156–157
TEM surface coils 189

shimming 154–155, 159–160, 179, 180, 393–395
short-circuited resonators 170, 171
shunted microstrip resonators 170–171
shunt PIN diodes 214
sidebands 285–286, 288
signal-to-noise ratios (SNR)

birdcage volume design 127
catheter coils 217, 219–220
cryogenic coils 235–236, 241–242
double-tuned birdcage coils 143
double-tuned surface coils 33–34
Litz coils 246–247, 252
magnetic resonance imaging 335, 336
microcoils 225–226, 228–229
multichannel coil arrays 118
multinuclear NMR 41–43, 47–48
parallel imaging 85–87, 90, 92–93, 95
receiver design 275–276
receiver loop arrays 66–73

superconducting coils 235–236, 241–242
surface coils 10, 20–23, 41–43
TEM body coils 150
ultra-high field body imaging 204, 205–206

silver-plated copper 130
SiMultaneous Acquisition of Spatial Harmonics

(SMASH) 82, 84
single-element analyses, ultra-high field body

imaging 205–207
single-layer gaped foil 252–253
single-sided adapted dipole antennas 201, 202–205
single-sided NMR 11
skewing of modes 144–145
slice-selective excitation pulses 191
SMASH see SiMultaneous Acquisition of Spatial

Harmonics
S-matrices 328–329, 330
Smith charts 318–319, 320
SNR see signal-to-noise ratios
soccer ball tiling patterns 90–91
software 247–248
soldering 34–35, 129
solenoids

catheter coils 218
Litz coils 248, 249
microcoils 226–227, 228
receiver loop arrays 75
surface coils 10, 11–13

SOS see sum of squares
spatial aliasing 128
spatial encoding 82–85, 87–88
spatial filters 67
spatial projections 84–85
spatial sensitivity patterns 86
special purpose coils 209–268

catheter coils 211–223
cryogenic coils 233–244
Litz coils 245–258
microcoils 225–232
millipede coils 259–268
superconducting coils 233–244

specific absorption rates (SAR)
birdcages 128, 363–375
catheter coils 221
double-tuned volume coils 385
evaluations 397–406
magnetic resonance imaging 336
modeling 397–406
multinuclear NMR 47
quadrature surface coils 22–23
safety 410–415, 416
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specific absorption rates (SAR) (continued )
TEM coils 150, 154–156, 162–165, 387–406
transceiver loop arrays 102
ultra-high field body imaging 202, 204, 205, 206

spectral resolution 228–229
spin-echo images 191–192, 262
spin systems couple 40–41
spiral millipede coils 263–265
split coils

multichannel coil arrays 115–116
receiver design 288
TEM surface coils 186–187, 189–194

splitter coils, surface coils 20–21
splitter–combiners 25
spot noise 276
spurs 288
SQT see symmetric quarter turn Litz coils
square coils 20, 67, 69
stand-alone devices 285
stripline elements, quadrature surface coils 20, 22
stripline lengths, TEM transceiver head array coils

176–177
stripline resonators, quadrature surface coils 18
stripline transceiver coils, TEM transceiver head

array coils 178–179
stubs 285
stud mounted diodes 158–159
sulfur hexafluoride (SF6) gas 13
sum of squares (SOS) 68, 73, 85–86
superconducting coils 233–244

design constraints 234–236
limitations 234–236
mechanical design/performance 239–243
millipede coils 259, 260
technical aspects 236–238
thermal design/performance 239–243

super high frequency (SHF) transistors 276–277,
279

surface arrays 150, 155, 156, 197–208
surface coils 1–61

catheter coils 220
cryogenic coils 241–242
double-tuned 27–37
history 3–8
magnetic resonance imaging 4–7, 9–15
multinuclear NMR 39–50
parallel imaging 91
quadrature coils 17–26, 51–61
receiver loop arrays 67
superconducting coils 241–242
TEM 51–61, 185–195, 387–396

surface mounting capacitors 131
surface NMR 11
surface quadrature TEM surface coil modes 53, 54,

55, 56–57
symmetric quarter turn (SQT) Litz coils 249–251
synthesizers 289
system cable traps 320–321

Teflon 187–188, 215
TEM see transverse electromagnetic coils
temporal lobe epilepsy 193, 194
thermal noise 273
thermometry 433
third-order intercept points 292, 293
three-coil arrays 83–84
three-element networks 138
time-domains 303–305
time marching 344–345
time-of-flight effects 4
tip-tracking 220–221
TLR see transmission line resonators
tomographic imaging 340–341
topology, birdcage volume design 128
toroidal arrays 148
torso imaging 164, 165
torso transceiver coils 151
transceiver arrays 101–109, 388–389, 392–396
transfer functions 305–306, 308
transformation networks 279
transformer-coupled circuits

background 28–30
coil testing 34
construction 32–33

transformers 54
transient effects, receiver design 293–294
transistors 274, 276–277, 279, 281
transistor–transistor logic (TTL) 189
transmission curves 116, 117
transmission line resonators (TLR) 236, 237
transmission lines 320
transmission modes 113, 114, 115, 116
transmit/receive cases 22, 23
transmit/receive TEM surface coil modes 56–57,

58–59
transmit/receive (T/R) switches

receiver design 281, 282–285
TEM body coils 159–160

transmit/receive (Tx/Rx) coils 241–242
transmit–receive coil modes, parallel imaging 97
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transverse electromagnetic (TEM) coils 51–61,
147–167, 175–183, 185–195

applications 165, 194
background 147–149, 186–187
computer-aided design 151–155
construction 187–191
design 169–174
double-tuned volume coils 378–379
evaluations 160–164, 191–194, 387–396,

397–406
hardware design 155–160
implementation 169–174
Litz coils 252
modeling 387–396, 397–406
parallel imaging 89
practical considerations 171–173, 176–179
safety 162–165
SAR 397–406
specification 149–151
testing 160–164, 191–194
theory 169–171

transverse magnetic fields 41, 42, 44, 45
transverse rotating fields 246
transverse spin-echo images 191–192
trap circuits 48
trap-decoupling 48
“Triple” coil modes 94
triple-tuned millipede coils 265
triple-tuned solenoidal coils 228
TTL see transistor–transistor logic
tunable circular polarization Litz coils 253–254
tuning

birdcages 131–132, 137–146, 368–369
catheter coils 215–216
cryogenic coils 237, 238
double-tuned birdcage coils 137–146
double-tuned volume coils 383–385
hybrid birdcage coils 123, 124
Litz coils 251, 255, 256
magnetic resonance imaging 329–331
millipede coils 263
multichannel coil arrays 114
superconducting coils 237, 238
TEM arrays 170–171
TEM body coils 157
TEM surface coils 53–54, 55, 187, 188–191

twist angles 264
two-loop structures 18, 21, 22–23
two-port devices 112–113
two-ring birdcage resonators 138
two shielded-loop probes 113

two-tone third order intercept points 293
two-turn matching inductors 31
TX-GRAPPA, transceiver loop arrays 103
TX-SENSE, transceiver loop arrays 103

ultimate intrinsic SNR ratios (uiSNR) 86–87, 95
ultra-high field body imaging 197–208

single-element analyses 205–207
theory 198–202
volunteer imaging 206, 207

ultra high magnetic fields 175–183
unblanking propagation delay time 305
undercoupled coupling 30
unit coils 103
unit currents 335, 336
unloaded TEM body coils 151–152
unshielded TEM body coils 148
upconverting, receiver design 288

variable gain 287
vector potentials 74
virtual VSWR fault triggering 313
voltage 331–333
voltage standing wave ratios (VSWR) 306–307,

313
volume coils 121–208

antennas 197–208
birdcages 123–146
double-tuned 137–146, 377–386
Litz coils 248–253
multinuclear NMR 39, 40
surface array elements 197–208
TEM arrays 169–174
TEM body coils 147–167
TEM surface coils 185–195
TEM transceiver head array coils 175–183
ultra-high field body imaging 197–208

voxel models 341–342
VSWR see voltage standing wave ratios

wave impedance 199–200
weak-form representations 349
weighting coefficients 68
white matter 179, 180
whole body volume coils 155, 156
wire-wrapped solenoids 226–227
wrap-around arrays 89
wrist imaging 13
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X-band loops 47
X-channels 41, 49
X-coils 48
X-frequency tuning 47–48
X-nuclei 145

Yee algorithms 380
Yee’s scheme 345–346, 347–348

zero half-periods 53



Abbreviations and Acronyms

1Q Single-Quantum
2D Two Dimensional
2QF-COSY Double-Quantum-Filtered Correlation

Spectroscopy

AAG Ala-Ala-Gly
ABCs Absorbing Boundary Conditions
ABMS Anisotropy of the Bulk Magnetic

Susceptibility
ACR American College of Radiology
ADC Analog-to-digital Converter
ADF Amsterdam Density Functional
ADRF Adiabatic Demagnetization in the

Rotating Frame
AlN Aluminum Nitride
AP Anterior–Posterior
APW Augmented Plane Wave Method
ARP Adiabatic Rapid Passage
ARRL American Radio Relay League
ATC American Technical Ceramic
AWE Asymptotic Waveform Evaluation

BCS Bardeen–Cooper–Schrieffer
BeO Beryllium Oxide
BHP Balanced High Pass
BHTMs Bioheat Transfer Models
BLEW Burum, Linder & Ernst (Windowless

pulse sequence)
BLP Balanced Low Pass
BLYP Becke, Lee, Yang, Parr
BO Bridging Oxygen
BOM Bond Orbital Model
BPP Bloembergen–Purcell–Pound
BR-24 Burum & Rhim (pulse sequence)

CAS Crystal Axis System
CB Conduction Band
CEA Atomic Energy Commission
CEE Convective Energy Equation
CF1T Center-fed One-turn
CG Conjugate
CH Choline
CI Confidence Interval
cLC Capillary Liquid Chromatography
CMRR Center for Magnetic Resonance

Research
CODEX Centerband-only Detection of

Exchange Experiment
COSY Correlation Spectroscopy
CP Circular Polarization

CP Cross Polarization
CPMAS Cross Polarization and Magic Angle

Spinning
CPMG Carr–Purcell–Meiboom–Gill
Cr Creatine
CRAMPS Combined Rotation and Multiple-Pulse

Spectroscopy
CRC Counter-rotating Current
CS Chemical Shift
CSA Chemical Shift Anisotropy
CST Chemical Shift Tensor
CST Computer Simulation Technology
CT Central Transition
CT Contact Time
CTMAS Central Transition Magic Angle

Spinning
CW Continuous Wave
CYCLOPS Cyclically Ordered Phase Sequence

D Dipolar
DAH Dynamic Angle Hopping
DANTE Delays Alternating with Nutations for

Tailored Excitation
DAS Dynamic Angle Spinning
DD Dipole-Dipole
DDC Dual Directional Coupler
DEAR Dipolar Exchange-Assisted

Recoupling
DEISM Direct Enhancement of Integer-Spin

Magnetization
DEPT Distortionless Enhancement by

Polarization Transfer
DFS Double Frequency Sweeps
DFT Density Functional Theory
DFT Discrete Fourier Transform
DMS Dilute Magnetic Semiconductors
DNP Dynamic Nuclear Polarization
DOR Double Rotation
DOS Density of States
DPPC Dipalmitoylphosphatidylcholine
DQ Double-Quantum
DQC Double-Quantum Coherence
DQF Double-Quantum Filter
DR-NQR Double-Resonance Nuclear Quadrupole

Resonance
DRESS Depth-resolved Surface Coil

Spectroscopy
DRSE Dipolar-Rotational Spin Echoes
DSPC Distearoyl-sn-Glycero-3-

Phosphatidylcholine



EFG Electric Field Gradient
EM Electromagnetic
EMC Electromagnetic Compatibility
EMF Electromotive Force
EMI Electromagnetic Interference
ENDOR Electron-Nucleus Double Resonance
EP Electrophysiology
EPI Echo Planar Images
EPR Electron Paramagnetic Resonance
ER End-ring Mode
EXAFS Extended X-Ray Absorption Fine

Structure

FAM Fast Amplitude Modulation
FC Fermi-Contact
FDA Food and Drug Administration
FDTD Finite Difference Time Domain
FEA Finite Element Analysis
FEM Finite Element Method
FFLO Fulde–Ferrell–Larkin–

Ovchinnikov
FFT Fast Fourier Transform
FID Free Induction Decay
FIR Finite Impulse Response
FIT Finite Integration Technique
FLASH Fast Low Angle SHot
FML Fast Motion Limit
fMRI Functional Magnetic Resonance

Imaging
FOQI First-Order Quadrupolar Interaction
FOV Field of View
FSLG Frequency-Switched Lee Goldburg
FSW Fourier Series Window
FT Fourier Transform
FWD Forward
FWHM Full-width Half-maximum

GBHTM Generic Bioheat Transfer Model
GGA Generalized Gradient Approximation
GIPAW Gauge Including Projector Augmented

Waves
GRAPPA Generalized Auto-calibrating Partially

Parallel Acquisition
GRE Gradient Echo
GRP Glass-reinforced Plastic

HDOR Heteronuclear Dipolar-Order
Rotor-Encoding

HETCOR Heteronuclear Correlation
HF Hartree–Fock
HLW High-Level Waste
HMQC Heteronuclear Multiple Quantum

Correlation

HMQC Heteronuclear Multiple-Quantum
Coherence

HMT Hexamethylenetetramine
HOHAHA Homonuclear Hartman-Hahn
HORROR Homonuclear Rotary Resonance
HP High-pass
HPBC High Pass Birdcage
HS Hyperbolic Secant
HSQC Heteronuclear Single-Quantum

Coherence
HTS High-temperature Superconducting

IBMS Isotropic Bulk Magnetic
Susceptibility

ICNIRP International Commission of
Non-Ionizing Radiation Protection

ICRF Inductively Coupled RF
ID Inside Diameter
IEC International Electro-technical

Commission
INADEQUATE Incredible Natural Abundance Double

Quantum Transfer Experiment
INEPT Insensitive Nuclei Enhanced by

Polarization Transfer
INEPT-HSQC Insensitive Nuclei Enhanced by

Polarization Transfer-Heteronuclear
Single-Quantum Correlation

IR Infrared
ISIS Image-selected In Vivo Spectroscopy
ISMRM International Society of Magnetic

Resonance in Medicine
ISNR Intrinsic Signal-to-noise Ratio

KSAs Knight Shifts and Associated
Anisotropies

LG-CP Lee–Goldberg CP
LMTO Linear Muffin Tin Orbital
LO Local Oscillator
LP Low-pass
LR Left–Right
LT Low Temperature

MAH Magic Angle Hopping
MAS Magic Angle Spinning
MAS-J-HMQC Magic Angle Spinning-J-Heteronuclear

Multiple Quantum Coherence
MAS-J-HSQC Magic Angle Spinning-J-Single

Quantum Coherence
MD Molecular Dynamics
MGH Massachusetts General Hospital
MIL Materials of the Institute Lavoisier
MIT Metal–Insulator Transition

Continued on the back end papers



MLEV-4 A broadband decoupling sequence
MM Method of Moments
MOM Method of Moments
MOSFETs Metal-oxide-semiconductor Field-effect

Transistor
MPB Morphotropic Phase Boundary
MQ Multiple-Quantum
MQDOR Multiple-Quantum Double Rotation
MQMAS Multiple-Quantum Magic Angle

Spinning
MQW Multiple Quantum Well
MR Magnetic Resonance
MR Modern Magnetic Resonance
MREV Mansfield, Rhim, Elleman, & Vaughan

(pulse sequence)
MRFM Magnetic Resonance Force Microscopy
MRI Magnetic Resonance Imaging
MRI/MRS MR Imaging and Spectroscopy
MRI/S Magnetic Resonance Imaging and

Spectroscopy
MRIs Magnetic Resonance Images
MRIS MRI Scanner
MRS Magnetic Resonance Spectroscopy
MTLR Multi-transmission Line Resonator
MWS Microwave Studio

NA Natural Abundance
NAA N-acetyl Aspartate
NAR Nuclear Acoustic Resonance
NBO Non-Bridging Oxygen
NEXAFS Near-Edge X-Ray a Fine Structure
NIH National Institutes of Health
NMR Nuclear Magnetic Resonance
NMRS NMR Spectrometer
NOE Nuclear Overhauser Effect
NOESY NOE Spectroscopy
NQCC Nuclear Quadrupole Coupling Constant
NQR Nuclear Quadrupole Resonance

OCT Optimal Control Theory
OD Outer Diameter
ODESSA One-Dimensional Exchange

Spectroscopy by Sideband Alternation
ODNMR Optically Detected NMR
OTf Ovotransferrin

PAC Perturbed Angular Correlation
PAS Principal Axis System
PAW Projector Augmented Wave
PB-SAR Partial-body Specific Absorption Rate
PBE Perdew–Burke–Ernzerhof
PCB Printed Circuit Board
PDSD Proton-Driven Spin Diffusion

PEC Perfect Electrically Conducting
PFG Pulse Field Gradient
PIN Positive-intrinsic-negative
PL Photoluminescence
PLM Phospholemman Transmembrane
PMCs Perfectly Magnetic Boundary

Conditions
PML Perfectly Matched Layers
PMLG Phase-Modulated Lee

Goldburg
PRF Proton Resonance Frequency
PSD Proton Spin-Diffusion
PSII Photosystem II
PTFE Polytetrafluoroethylene
PVC Polyvinyl Chloride

Q Quadrupolar
QC Quadrupole Coupling
QCPMG Quadrupolar Carr–Purcell–

Meiboom–Gill
QF Quadrupole Moment/Field Gradient

(interaction or relaxation mechanism)
QI Quadrupolar Interaction
QIS Quadrupole-Induced Shift
QW Quantum Well

R-INEPT Refocused INEPT
RAPT Rotor Assisted Population Transfer
RARE Rapid Acquisition with Relaxation

Enhancement
RDC Residual Dipolar Coupling
RDS Residual Dipolar Splitting
REAPDOR Rotational Echo Adiabatic Passage

Double Resonance
REDOR Rotational Echo Double Resonance
REF Reflected
RELM Rotor-Encoding of Longitudinal

Magnetization
REPT-HMQC Recoupled Polarization-Transfer

Heteronuclear Multiple-Quantum
Coherence

REREDOR Rotor-Encoded Rotational Echo
RF Radio Frequency
RFDR Radio Frequency Driven Recoupling
RFPA Radio Frequency Power Amplifier
RHF Restricted Hartree–Fock
RIACT Rotation-Induced Adiabatic Coherence

Transfer
RIDER Relaxation-Induced Dipolar Exchange

with Recoupling
rms Root Mean Square
ROI Region of Interests
RT Room Temperature



RVB Resonant Valence Bond
RWG Rao–Wilton–Glisson

S-RESPDOR Symmetry-Based Resonance-Echo
Saturation-Pulse Double-Resonance

S/N Signal to Noise
SA Shielding Anisotropy
SAM Smooth Amplitude Modulation
SAR Specific Absorption Rate
SATRAS Satellite Transition

Spectroscopy
SBU Structural Building Unit
SBV Strongly Bound Vanadium
SD Spin-Dipolar
SEDOR Spin Echo Double Resonance
SEFT Spin Echo Fourier Transform
SENSE Sensitivity Encoding
SF6 Sulfur Hexafluoride
SFAM Simultaneous Frequency and

Amplitude Modulations
SG Space Group
SI Superior–Inferior
SLF Separate-Local-Field
SMASH SiMultaneous Acquisition of Spatial

Harmonics
SNR Signal-to-noise Ratio
SOFC Solid Oxide Fuel Cells
SOQI Second-Order Quadrupolar

Interaction
SPAM Soft Pulse Added Mixing
SPI Selective Population Inversion
SPIDER Saturation-Pulse Induced Dipolar

Exchange with Recoupling
SPINAL Small Phase Increment

Alternation
SPT Selective Population Transfer
SQ Single-Quantum
SQT Symmetric Quarter Turn
SR Spin-Rotation (interactive or

relaxation mechanism)
SSB Single Sideband
ssb Spinning Sidebands
SSNMR Solid-State Nuclear Magnetic

Resonance
SSTMAS Selected Transitions in MAS Spectra
ST Satellite Transition
STARTMAS Satellite-Transition Acquired In Real

Time Magic Angle Spinning
STEAMER Slow-Turning Echo Amplitude

Modulation and Echo Reduction
STMAS Satellite-Transition Magic Angle

Spinning
STO Slater-Type Orbital

TE Echo Time
TEDOR Transferred Echo Double-Resonance
TEM Transmission Line
TEM Transverse Eletro-magnetic
THF Tetrahydrofuran
TIR Inversion Recovery Time
TLR Transmission Line Resonators
TMS Tetramethylsilane
TOSS Total Suppression of Sidebands
TPA Tetrapropylammonium
TPPI Time Proportional Phase

Incrementation
TPPM Two-Pulse Phase Modulation
TQ Triple-Quantum
TR Repetition Time
T/R Transmit/Receive
TRAPDOR Transfer of Populations in Double

Resonance
TRLs Transmission Lines
TSE Turbo Spin Echo
TTL Transistor–Transistor Logic
Tx/Rx Transmit/Receive

UE Unpaired Electron relaxation
mechanism

UHF Ultra High Frequency
UHF Ultra-High Field
uiSNR Ultimate Intrinsic SNR Ratio
UL Underwriters Laboratories
USR Ultra Shield and Refrigerated
UW Ultra-Wideline

VAS Variable Angle Spinning
VB Valence Band
VOCS Variable-Offset Cumulative Spectrum
VSWR Voltage Standing Wave Ratio

WAHUHA Waugh, Huber, & Haeberlen (pulse
sequence)

WALTZ-16 A broadband decoupling sequence
WISE Wide-Line Separation
WURST Wideband, Uniform Rate, and Smooth

Truncation
WZ Wurtzite

XFDTD Finite Difference Time Domain
XRD X-Ray Diffraction

YBaCuO Yttrium-barium-copper-oxide

ZB Zincblende
ZORA Zeroth-Order Regular Approximation
ZQ(C) Zero Quantum (Coherence)
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