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PREFACE

This book is intended for those who are planning brain studies using 
electroencephalography (EEG) as well as those who want to explore 
new clinical and behavioral applications using EEG. Prior knowledge of 
brain functionality and neuromodalities is required for understanding the 
material provided in this book. This book is not about EEG or about the 
brain; there are already large numbers of books available on such topics. 
Therefore, the reader may wish to go through the basics of brain anatomy 
and physiology as well as the basics of EEG before studying this book. 
Also, there are many good resources available on the Internet to study the 
basics of the brain and EEG.

This book is specifically beneficial for those who want to venture into 
this field by designing their own EEG experiments as well as those who 
are excited about neuroscience and want to explore various applications 
related to the brain. This book details experimental design for various 
brain-related applications like stress, epilepsy, etc., using EEG. The main 
aim of the book is to provide guidelines for designing an EEG experi-
ment. As such, the first chapter provides details on how to design an EEG 
experiment as well as the various parameters that should be considered 
for a successful design. Chapter emphasis is on ethical issues, sample size 
computation, and data acquisition guidelines. An example of stimulus 
experiment design is also provided. Various types of EEG equipment and 
software are also discussed in Chapter 1, Designing an EEG Experiment.

The remaining 13 chapters provide experiment design for a num-
ber of applications including clinical as well as behavioral applications. 
In addition, experiment design codes and example datasets for one sub-
ject are provided with each chapter. As each of the chapters is accompa-
nied by experiment design codes and example datasets, those interested 
can quickly design their own experiments or use the current experiment 
design for their own experiments. The appendices provide various forms, 
including a recruitment form, feedback form, and various forms for the 
subjective tests associated with the chapters. Also the chapters provide rec-
ommendations for the related hardware equipment and software for data 
acquisition as well as processing and analysis.
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Chapter  2, Mental Stress; Chapter  3, Major Depressive Disorder; 
Chapter  4, Epileptic Seizures; Chapter  5, Alcohol Addiction; Chapter  6, 
Passive Polarized and Active Shutter 3D TVs; Chapter  7, 2D and 3D 
Educational Contents; Chapter  8, Visual and Cognitive Fatigue dur-
ing Learning; Chapter 9, 3D Video Games; Chapter 10, Visually Induced 
Motion Sickness; Chapter  11, Mobile Phone Calls; Chapter  12, Drivers’ 
Cognitive Distraction; Chapter  13, Drivers’ Drowsiness; Chapter  14, 
Working Memory and Attention are each organized similarly. In general, 
they start with the introduction of the problem being discussed in the 
chapter, followed by the specific problem statement and the objectives of 
the study. After that, details are provided for the hardware and software 
used in that specific study. The experiment design and protocol section 
includes target population, sample size computation, inclusion and exclu-
sion criteria, experiment design, and experiment procedure. Then the data 
description is provided and the details of the data accompanying the chap-
ter are discussed. Finally, relevant papers and references are given.

Two chapters are provided where the experiment design for studying 
stress and depression are discussed in detail, i.e., Chapter 2, Mental Stress, 
on stress and Chapter 3, Major Depressive Disorder, on major depressive 
disorder (MDD). The stress experiments involve designing stimulus exper-
iments for studying four levels of stress. This is done through using various 
stimuli to induce the stress and then measuring the corresponding brain 
signal using EEG. Chapter 3, Major Depressive Disorder, provides details 
on the experiment that can be used for both diagnosis of MDD and mon-
itoring the treatment efficacy of antidepressants for MDD patients.

Chapter  4, Epileptic Seizures discusses the issue of epilepsy. Because 
a large population is affected by epileptic seizures, the related researchers’ 
motivation is to come up with new methods that can diagnose as well as 
predict the onset of epileptic seizures. Chapter 4, Epileptic Seizures, pro-
vides details on epilepsy and discusses various datasets that are available for 
studying epilepsy. One of them is from MIT in the United States while the 
other two datasets are from Europe. Chapter 5, Alcohol Addiction, details 
an experiment for objectively recognizing alcohol use disorder (AUD) 
patients. AUD subjects are classified into two categories, i.e., alcohol abuse 
(AA) and alcohol dependent (AD). Both AA and AD are described dis-
tinctly according to the Diagnostic and Statistical Manual of Mental Disorders 
IV (DSM-IV), as a severe form of alcohol drinking that causes distress or 
harm to the drinker. In this chapter, EEG data collection for discriminating 
AUD from control and for discriminating AA and AD is discussed.
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Chapter 6, Passive Polarized and Active Shutter 3D TVs; Chapter 7, 2D 
and 3D Educational Contents; Chapter  8, Visual and Cognitive Fatigue 
during Learning; Chapter 9, 3D Video Games; Chapter 10, Visually Induced 
Motion Sickness are related to various aspects of multimedia. Chapter  6, 
Passive Polarized and Active Shutter 3D TVs, looks at the two three-dimen-
sional (3D) consumer electronics display technologies, i.e., active shuttered 
and passive polarized based displays. An experiment is designed to study 
which one of these technologies is superior when compared with tradi-
tional two-dimensional (2D) displays. This is done by using videos of vari-
ous 3D movies as the stimulus for the experiment. Chapter 7, 2D and 3D 
Educational Contents and Chapter 8, Visual and Cognitive Fatigue during 
Learning are related to learning using the various types of multimedia tools. 
An experiment design is provided to compare learning with 3D tools com-
pared to traditional 2D tools. In addition, as learning is related to memory, 
the design of the stimuli includes experiments for studying both short-term 
and the long-term memory. Chapter 8, Visual and Cognitive Fatigue during 
Learning uses the event-related potentials (ERPs) extracted from the EEG 
signal to study visual and cognitive fatigue during learning. This is impor-
tant as many studies have reported that fatigue due to 3D multimedia tools 
can affect the memory retention process.

Chapter 9, 3D Video Games, uses 2D and 3D games as stimuli to study 
two things: the differences in brain activity for each of the gaming modes 
(2D and 3D) that result in different experiences for the subject, and the 
effect of violent games on subjects’ brain activity. Hence, the experiment 
discussed in this chapter addresses two different questions. Chapter  10, 
Visually Induced Motion Sickness is important as it provides an experi-
ment design to study visually induced motion sickness (VIMS). VIMS has 
been reported in the form of nausea, headache, disorientation, and dis-
comfort after watching 3D movies and after playing 3D games. Hence, a 
special movie is designed as stimulus to induce VIMS in the subjects.

Mobile phones have become a part of our daily lives and are one of 
the most important technical gadgets that we carry with us all the time. A 
number of studies have reported contradictory findings about the effects 
of mobile phone usage on our brain. Chapter  11, Mobile Phone Calls, 
provides details of an experiment that was conducted to study the effects 
of mobile phones using EEG. The experiment involves four conditions, 
two with the right ear and two with the left ear. One of the conditions 
involves touching the ear while the other involves answering the phone 
without touching the ear by keeping it at a certain distance from the ear.
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Chapter  12, Drivers’ Cognitive Distraction, and Chapter  13, Drivers’ 
Drowsiness, deal with another important aspect of our lives: driving. 
Almost everyone is exposed to driving in one way or another. We are 
either driving ourselves or traveling in a vehicle driven by others. It has 
been reported in many transport safety-related reports that the majority 
of accidents are due to the driver. Hence, in these two chapters, an experi-
ment design is provided for studying two important parameters related to 
driving, i.e., driver cognitive distraction and driver drowsiness. The stimu-
lus for studying cognitive distraction involves asking the subject to answer 
analytical and logical questions while driving. For driver drowsiness, the 
subject drives on a long road with monotonous environment for a long 
time, and EEG signals are recorded while the subject drives.

Finally, Chapter  14, Working Memory and Attention, is related to 
working memory and attention. There are three processes related to mem-
ory, i.e., memory formation, memory retention, and retrieval. The experi-
ment in the chapter specifically addresses the memory formation and 
maintenance stages. Attention, distraction, and interruption are used in the 
stimuli to study the memory stages.

After the design of experiments and collection of data, the next stage 
is the preprocessing, processing, and analysis of the EEG data. We plan to 
publish another book that will explain the process of analysis of EEG data 
for the various brain-related applications mentioned in this book. In the 
meantime, the readers can access the papers listed in the “Relevant Papers” 
section in each of the chapters. These papers provide the details of vari-
ous analysis techniques for particular applications. In the upcoming book, 
a step-by-step guide will be presented to analyze the data, and complete 
details of the analysis techniques with MATLAB code will be provided.
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1.1 INTRODUCTION

Electroencephalography (EEG) is a reliable and widely used measurement 
tool for studying brain functions, abnormalities, and neurophysiological 
dynamics due to its low cost, noninvasiveness, portability, and high tempo-
ral resolution in the millisecond range.1 In the field of neural signal pro-
cessing, EEG is commonly used as a noninvasive brain imaging technique 
for diagnosis of brain disorders and normal EEG for understanding of 
brain functions in research studies. It enables the researchers and clinicians 
to study brain functions such as memory, vision, intelligence, motor imag-
ery, emotion, perception, and recognition, as well as detect abnormalities 
such as epilepsy, stroke, dementia, sleep disorders, depression, and trauma. 
EEG signals reflect the electrical neuronal activity of the brain, which 
contains useful information about the brain state. This chapter will discuss 
the fundamentals of EEG, EEG experiments, ethical approval guidelines, 
sample size computation, experiment design, EEG equipment and presen-
tation software, and EEG data acquisition.

1.2 FUNDAMENTAL OF EEG WAVES

Since the beginnings of EEG, the study of different brain oscillations and 
their relationship with different brain functions has attracted the atten-
tion of researchers. Hans Berger discovered the presence of alpha and beta 
waves in EEG. The brain oscillations are categorized in frequency bands 
and related with different brain states or functions. In this section, a brief 
description of EEG frequency bands is provided. A typical example of 
EEG waves can be seen in Fig. 1.1.

1.2.1 Delta Waves (Up to 4 Hz)
EEG delta waves are high-amplitude brain waves and are associated with 
deep sleep stages. The delta waves are also associated with different brain 
functions other than deep sleep, e.g., high frontal delta waves in awake 
subjects are associated with cortical plasticity. Delta bands are reported 
as prominent brain waves in cognitive processing especially in event-
related studies.2 EEG low-frequency components, especially delta bands, 
are the primary contributor to the P300 peak of event-related potentials 
(ERPs). P300 is a widely studied and well-known indicator of cognitive 
processing.
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1.2.2 Theta Waves (4–8 Hz)
Theta waves are observed in the drowsy state and more common in chil-
dren than adults. In the awake adult, without doing any attention/cog-
nitive activity, high theta activity is considered abnormal and associated 
with different brain disorders, e.g., high frontal theta is linked with non-
response to antidepressant treatment in depression patients. However, high 
theta activity plays a significant role in attentional processing and work-
ing memory, see for review.3 Changes in theta activity are also reported 
in brain disorders such as depression in adults and dyslexia in children. 
Pizzagalli et  al.4 reported that better responders to treatment in major 
depressive disorder (MDD) showed high theta activity in the rostral inte-
rior cingulate (BA 24/32). Klimesch et al.5 reported reduced theta activity 
in dyslexic children.

1.2.3 Alpha Waves (8–13 Hz)
Alpha waves can be observed spontaneously in normal adults during wake-
fulness and in relaxed state, especially when there is no mental activity.  
During the eyes-closed condition, alpha waves are prominent at parietal 
locations. Attentional processing or cognitive tasks attenuate the alpha 

Figure 1.1 EEG signal and corresponding bands.
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waves. Alpha waves are subdivided into lower alpha and upper alpha. It has 
been observed that alpha activity changes with load during retention of 
working memory.6 In addition, individual alpha peak frequency is an indi-
cator of general intelligence factor (also known as g factor).7

1.2.4 Beta Waves (13–25 Hz)
Beta waves have lower amplitudes than alpha, delta, and theta waves. 
Traditionally, beta waves are subdivided into low beta and high beta. The 
frontal and central regions of the brain are locations where enhanced beta 
waves can be observed during activeness, anxious thinking, problem solv-
ing, and deep concentration. Gola et al.8 reported that beta band power is 
increased over occipital sites during spatial discrimination tasks and visual 
attention in high-performing participants both young and aged. A detailed 
review on beta band activity is provided by Engel and Fries9 where evi-
dence is given about beta activity involvement in cognitive processing and 
the motor system.

1.2.5 Gamma Waves (above 25 Hz)
Gamma waves are fast oscillations and are usually found during conscious 
perception. Due to small amplitude and high contamination by muscle 
artifacts, gamma waves are underestimated and not widely studied as com-
pared to other slow brain waves. High gamma activity at temporal loca-
tions is associated with memory processes. Research studies reported 
that gamma activity is involved in attention, working memory, and long-
term memory processes (see Ref. 10 for review). Gamma activity is also 
involved in psychiatric disorders such as schizophrenia, hallucination, 
Alzheimer’s disease, and epilepsy (see Herrmann and Demiralp review11).

1.3 IMPORTANCE OF EXPERIMENT DESIGN

Every scientific research study starts with a question and ends with a pos-
sible solution. In experimental research, especially in brain research, the 
question may be as general as “what brain regions are associated with 
the state of depression and stress?” or “what is the role of alpha band in 
stress and anxiety?” The experimental question pushes the researchers to 
derive a research hypothesis, which is a description about how a given 
manipulation can change certain measurements. The research hypoth-
esis may be general or specific, like a research question. An example of 
research hypothesis in EEG research is the statement, “EEG alpha activity 
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at frontal cortex will be reduced in depression patients.” In a hypothesis 
statement, the researchers can make particular claims, such as, “EEG frontal 
alpha activation in right frontal region will be high compared to left fron-
tal lobe.” The scientific characteristic of a hypothesis is that it should be 
tested experimentally. Highly specific hypotheses can be easily falsified and 
are more informative.

To test a hypothesis, a researcher or experimenter designs an experi-
ment. In experiments, first manipulate some aspect of the research prob-
lem and then measure the outcome of that manipulation; e.g., Galileo’s 
experiment of the effects of mass on gravity. He speculated that an 
object’s acceleration due to gravity is independent of its mass. He tested 
this hypothesis by dropping two balls of different masses from a certain 
height and observed that they fell at an equal rate. In this procedure, first 
he manipulated the mass of the objects being dropped and then measured 
the time required for the balls to fall from a given height. The manner in 
which a researcher organizes the manipulations and measurements of an 
experiment is the experimental design. The required skills for experimen-
tal design may differ from one discipline to another; however, in this chap-
ter the focus is on EEG experiment design.

In general, every researcher wants to investigate their research question 
about the world and design an experiment to find a meaningful solution 
to this research question in the most efficient way. Thus, the experiment 
needs to be designed well in each and every aspect.

In EEG research, significant resources are required in terms of equip-
ment cost, time, and human resources (including experimenters, sub-
jects, and research assistants). The EEG setup procedure normally takes 
20–30 minutes; data collection sessions vary widely depending on the 
number of trials or conditions. Typical EEG experiments have up to 20 
participants per condition or group of interest.12 The number of partici-
pants varies based on the size of the effect to be tested and the number of 
trials to be collected per participants. In addition, the raw EEG requires 
human efforts to clean the unwanted artifacts present in the signal. 
Therefore, an inadequate EEG experiment design will create great trouble 
to the researchers, because it will either fail to answer the defined hypoth-
esis or provide results that are hard to interpret to make a conclusion. 
Thus, all the investments in the form of time and money would be wasted. 
The researchers are required to make a good plan and consider each 
and every step of the experiment from participant recruitment to inter-
pretation of the final results, including all the possible risks, restrictions, 
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confounding variables, and resources. The characteristics of well-designed 
experiments are as follows13–15:
● as simple as possible to operate for the experimenter and easy to repro-

duce for later researchers
● tests a specific hypothesis and provides fair estimates of the factor 

effects and associated risks
● minimum cost of running experiment and enables experimenter to 

detect significant differences
● includes planning for data analysis and results interpretation
● allows to make conclusions that have wide validity

These characteristics are very general; each researcher is required to 
look the associated different parameters with respect to the research prob-
lem and the available resources in order to make a well-designed EEG 
experiment. For particular guidelines for subject preparation in EEG and 
ERP experiments with human participants, see the work of Light and 
colleagues.12

1.4 EEG EXPERIMENTATION: ETHICAL ISSUES 
AND GUIDELINES

Experimentation on animal and human subjects has a long history in 
scientific and medical literature. It is essential for scientific progress and 
the promotion of medical well-being to use human subjects during 
experimentation. However, research risks are always there and unavoid-
able. Therefore, the use of human subjects in experimentation especially 
in health care generates ethical, legal, political, and humanistic concerns. 
Although in the literature, no severe health-related issues have been 
reported in noninvasive scalp EEG recordings, there are still many con-
cerns that need to be considered in EEG experiments on human subjects.

1.4.1 Ethical Issues
The most important issue is the subject’s informed consent, i.e., whether 
the subjects are competent to decide on their participation. This is espe-
cially serious when children, patients, or disabled subjects are involved in 
studies. What should be included in the informed consent? Sometimes the 
information provided in the informed consent is not sufficient. The lack 
of knowledge of the subjects about the experiment may mislead them to 
be incompetent for the experiment.
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1.4.2 Ethics Approval Guidelines
The following are general guidelines to be considered in EEG research for 
ethics approval.

1.4.2.1 General Principles
● The responsibility of the ethics committee is to ensure ethical standards 

of experimental research, protect the rights, dignity, and well-being of 
human participants, and defend the researchers from unfair criticism. 
In addition, the ethics committee also ensures the benefits of the study 
to society. Thus, every EEG experiment involving human participants 
must go through ethics review and ethical approval by a standard autho-
rized ethics committee before initiation of the experiment.

● In case EEG experimentations need to be undertaken in another 
institution or outside the university, where a local ethics committee is 
available, then it is the responsibility of the researcher to obtain the 
approval of the local ethics committee.

● The researchers must design such an experiment to ensure that the 
research study will benefit society and they should follow sound prin-
ciples throughout the experimentation.

● It is the responsibility of the principal investigator to ensure that there 
is no conflict of interest in the proposed experimental work, includ-
ing publication, ownership of the data, subsequent use of the data, and 
sources of funding. The conflict of interest may be personal, academic, 
institutional, or commercial.

1.4.2.2 Participants’ Rights
● Each and every participant has the right not to participate in the 

experiment, and the researcher must respect this right. University staff, 
students, and any other human with dependent relationship must be 
assured that any decision to refuse participation will not affect their 
academic/employment progress.

● All the participants should be protected from mental, psychological, 
physical, social, and legal risks throughout the experimentation. In case 
of any aftereffects, the participant should have proper information and 
full contact details as to whom they should contact including neuro-
surgeons, as well as a psychiatric or at least general physician. All the 
research staff and participants must be fully aware of any potential haz-
ardous or uncomfortable contexts expected during the experiment.
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● Each participant has the right to withdraw from the experiment with-
out any reason or penalty.

● Participants have the right to any question, and they must be assured 
that their privacy and identity will be protected.

1.4.2.3 Informed Consent
● The aim of the informed consent is to arrange experiments openly 

and transparently without any fraud. Therefore, the participants must 
be provided full information about the research experiments as much 
as possible to make it clear for the participants or their parent/guard-
ian, if children are subjects, to decide their involvement.

● The informed consent must contain clear explanation of EEG to be 
used during data collection, and ensure health and safety concerns.

● All the research staff to be involved in experimentations must be aware 
about the protocol of the experiment and its potential risks.

● The informed consent should be given on a written consent form 
along with a separate participant information sheet. The signature 
of the participant must be taken before the start of the experiment. 
In case the participants are not able to give informed consent or are 
under the age of consent, then consent must be obtained from the par-
ent/guardian. The ethics committee should have written principles 
about the consent of children and/or disabled participants.

● The consent form must contain a clear description about sharing the 
research data, publication of results, and reuse of data at a later stage. 
The details of privacy and confidentiality procedures should be clear to 
the participant about the data management including accessing, stor-
ing, and usage.

● The researcher should provide a copy of the signed consent form to 
the concerned participant.

1.4.2.4 Participant Recruitment and Remuneration
● The recruitment of human participants for experimental work through 

advertisements, e.g., social websites, university portals, or any other 
digital media, should be included in the ethics approval and require 
permission of ethics committee.

● The researchers should clearly advise the participants, in advance, about 
any financial benefits, e.g., time compensation, expenses, or loss of 
wages. However, any incentives to be paid to the participants in terms 
of money require approval from the ethics committee.
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1.4.2.5 Ethical Principles of Related External Bodies
● The researchers must follow the university ethical guidelines along with 

any external governing body controlling or monitoring the universities, 
e.g., the Ministry of Education and Health & Medical Council.

● If the experimentations are to be conducted with partner or collabo-
rator institutions other than the researchers’ host university, then the 
researchers must consider any ethics procedures and regulatory prin-
ciples of the partners’ or collaborators’ institutions.

1.5 SAMPLE SIZE COMPUTATION

Sample size computation is an important aspect of neuroscience, behavioral, 
and clinical investigations. Practically, it is not feasible to include the whole 
population in any research study. There is always a common question, 
“how many individuals should be included in the research study?” Thus a 
small set of individuals is selected from the population that is small in size 
but statistically sufficient to represent the target population. Empirically, 
the goal is to make inferences about a population from a sample.  
There is no fixed number of sample size for a certain study. However, in 
practice, sample size is determined based on the expense of data collec-
tion and should be large enough to have sufficient statistical power. Here, 
general guidelines for sample size computation are given that will help the 
researchers in clinical studies as well as in related disciplines to understand 
clearly the prerequisites and to compute sample size.

1.5.1 Objective and Hypothesis of the Study
It is critical that the objective and hypothesis of the study are clear before 
determining sample size calculation. What does the researcher want to 
investigate? Well-defined objectives will lead the researchers to extract rel-
evant information from prior studies to be used in sample size calculation, 
e.g., mean differences, variance, standard deviation, and effect size. These 
parameters are normally required to be used as input in the formulas or 
software for sample size calculation.

1.5.2 Target Population
Target population is the entire group of people or animals or objects to 
which the researcher wants to generalize the findings of the experiment, e.g., 
all females with major depression disorder, all children below 10 years with a 
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learning disability, all males above 65 years with dementia. Target population 
should be well-known and access to the individuals in the target population 
should be planned. If the population is spatially widespread and not easily 
accessible, it may cost a great deal to collect data with a large sample size.

1.5.3 Statistical Attributes of Sample Size
There are a few important statistical parameters in calculating sample size, 
such as statistical power, significance level, effect size, and standard devia-
tion. The statistical power and significance level are fixed by convention, 
but the effect size and standard deviation need to be computed from pre-
vious studies. These parameters are described in the following subsections.

1.5.3.1 Statistical Power
The statistical power (sensitivity) is the probability that a statistical test will 
detect a difference when a true difference exists. In other words, it is the 
probability of correctly rejecting a false null hypothesis. In experimental 
studies, sometimes the researchers fail to detect a difference when actually 
there is a difference (false negative). This false negative rate is referred in sta-
tistics by the letter β and known as type-II error. Statistically, power is equal 
to 1 – β. If the power of an experimental study is low, then there is a chance 
that the study will fail to detect true difference. The acceptable figure of 
power in statistics is 80%. However, above 80% power is a good study design.

1.5.3.2 Significance Level
The significance level (α level) is the criterion used for rejecting a null 
hypothesis when it is true. The α value is normally set to 5% (0.05). For 
example, it is acceptable that the probability that the result observed due 
to chance (not due to experimental intervention) is 5%. In other words, 
the acceptable detection of a difference is 5 out of 100 times when actu-
ally no difference exists (false positive or type-I error).

1.5.3.3 Effect Size
Effect size is the difference between the value of the variable in the inter-
vention group and control group. J. Cohen (1988) suggested that the effect 
size (referred to as d) be considered small, medium, and large if d = 0.2, 
0.5, and 0.8, respectively.16 This implies that if the mean difference of two 
groups or conditions is less than 0.2 standard deviations, then the differ-
ence will be trivial even if it is statistically significant. The effect size is 
normally based on previously reported studies and has high influence on 
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sample size value. If the effect size is large between the study groups then 
a small sample is required to detect the difference and if the effect size 
between the study groups is small, then a large sample size is needed to 
find the difference.

1.5.3.4 Standard Deviation
Standard deviation tells about the distribution of data. It is denoted by 
Greek letter sigma (σ).The value of sigma is generally adopted from pre-
vious studies’ findings and used in sample size calculation. If the data is 
normally distributed, then about 68% of the data points lie within one 
standard deviation, about 95% are within two standard deviations, and 
about 99.7% lie within three standard deviations.

1.5.4 Types and Numbers of Dependent and Independent 
Variables
The researchers should define the dependent variable (DV) and indepen-
dent variable (IV) and their types involved in any study. The IV is the exper-
imental variable, which is intentionally manipulated and hypothesized by 
the investigator to test the cause and effect in the DV. In an EEG/f MRI 
(functional magnetic resonance imaging) experiment, the IV can be a stim-
ulus (e.g., three-dimensional (3D) image), task (oddball), age, or gender. In 
clinical trials, the IV can be a placebo, new medicine, neurofeedback ther-
apy, antidepressant, or antiepileptic drugs (AEDs). The DV is the quantifiable 
variable measured by the investigator to find the effect of the IV. An exam-
ple of DV in the case of an fMRI experiment can be BOLD signal in a 
certain region of brain. In the case of an EEG experiment, DV can be theta 
power, peak alpha power, and peak frequency. In an ERP experiment, DV 
can be P300 amplitude or latency, N170, and late positive or negative com-
ponent. The type of DV is important to be known, and it can be quantita-
tive, or qualitative. In EEG experiments, the DV type is always quantitative.

1.5.5 Groups, Conditions, and Statistical Tests
The number of groups or conditions involved in any study should be iden-
tified by the researcher. The identification of groups or conditions will help 
the researchers to decide which statistical test should be adopted for anal-
ysis. If only one group is involved in the study and two conditions (pre- 
and postintervention) are under investigation, then the investigation will 
be within subjects and a paired t-test can be a suitable statistical test to be 
applied during analysis. In case a study is between subjects, then there will 
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be two groups involved, e.g., healthy versus control. In this case, the IV is the 
different populations of subjects and an independent t-test can be applied 
during analysis. Having more than two groups or conditions in any study 
demands an advanced statistical test such as analysis of variance (ANOVA), 
and repeated measures ANOVA. For detailed understanding of statistical 
tests, any resource of statistics can be consulted, e.g., Dupont WD. Statistical 
Modeling for Biomedical Researchers: A Simple Introduction to the Analysis of 
Complex Data. Cambridge University Press, 2009.

1.5.6 Available Software
Many online resources including websites, books, and programs provide 
principles for sample size computation using various techniques. There are 
software programs developed for determining the sample size for clinical 
research studies. A few of them are described here.

Power Analysis and Sample Size (PASS) software provides tools for 
sample size computation, over 680 statistical tests, and confident interval 
scenarios. Each tool is validated with published research work. The detail 
and trial version can be downloaded from the website (http://www.ncss.
com/software/pass/).

Power and Sample Size (PS) is a free program for performing sample 
size calculation in continuous, survival response, and dichotomous mea-
sures. The PS software can work on both windows and Linux/Mac oper-
ating systems. In addition, it can explore the relationship between power, 
sample size, and detectable alternative hypothesis. Free download of PS 
version 3.2.1., 2014 is available at http://biostat.mc.vanderbilt.edu/wiki/
Main/PowerSampleSize.

Biomath (http://www.biomath.info/power/index.htm) is an online 
program from the Division of Biostatistics, Columbia University Medical 
Center that can compute sample size. The program has a simple inter-
face that asks about the number of groups and type of statistical test to 
be used in the study. After selecting the number of groups (one group or 
two groups) and statistical test, on the next page it will require the mean 
difference and standard deviation (if one group and paired t-test were pre-
viously selected). The mean difference and standard deviation informa-
tion will come from previously conducted similar studies. In special cases, 
when the mean difference and standard deviation from the literature is 
unavailable, then sample size may be selected without computation by an 
expert and the research study will be a pilot study.

http://www.ncss.com/software/pass/
http://www.ncss.com/software/pass/
http://biostat.mc.vanderbilt.edu/wiki/Main/PowerSampleSize
http://biostat.mc.vanderbilt.edu/wiki/Main/PowerSampleSize
http://www.biomath.info/power/index.htm
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HyperStat is online statistics book (http://davidmlane.com/hyperstat/
power.html) that provides discussion of statistical parameters, including 
sample size computation, with links to access-related resources such as sta-
tistical tests.

1.6 EXAMPLE OF EXPERIMENT DESIGN

Experiment design is the process where the stimuli are defined and it is 
decided how to present the stimuli to the participants. This can be done 
using a variety of presentation software. One of most popular presenta-
tion software packages is E-Prime. In this section, an experiment design 
example of an oddball paradigm, a well-known ERP task, is explained 
step by step using E-Prime software. Each step and structure of program 
is described here. The complete experiment file of the oddball task can be 
found in the bookData\chap01.

1.6.1 Objective
Before starting any experiment design in any presentation software, it 
is necessary that the objective of the experiment is clearly defined. The 
objective of the experiment in fact fulfills the objective of the study. The 
researcher should answer such related questions before starting the experi-
ment: who are the target participants? (human, animal, young, old, chil-
dren, male, female, healthy, patient etc.); which mental process is under 
study? (working memory, decision making, reasoning, intelligence, infor-
mation processing, visual response etc.); how and which brain region is 
the responder? (left frontal in depression, central parietal for alpha peak, 
left temporal in memory retrieval etc.); and which brain modality is to be 
used? (EEG, fMRI, fNIR, MEG, etc.). Once the objective of the experi-
ment is known then the rest of the steps are easy to complete.

Example:
Who are the target participants?
Answer: Healthy university graduates with age between 18 and 30 
years.
Which mental process is under study?
Answer: Visual P300 component (amplitude and latency).
How and which brain region is the responder?
Answer: In visual stimulus task of ERP, the central parietal site is the 
best responder to the P300 component.

http://davidmlane.com/hyperstat/power.html
http://davidmlane.com/hyperstat/power.html
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Which brain modality is to be used?
Answer: EEG 128-channel device will be used to map the brain activity.

1.6.2 Instructions to Participant
In each and every experiment, it is important to define the instructions 
to the participant in an understandable manner. The instructions may 
vary from task to task and depend on the target participants. When the 
researcher finalizes the target participants, the instructions will be prepared 
accordingly.

1.6.3 Stimulus and Time
The type of stimulus should be defined (e.g., visual, or auditory) and the 
researcher should design the stimulus to induce the expected changes in 
the neuronal system of brain that is hypothesized in the study.

Example: There are two visual stimuli (Fig. 1.2); one is a 3D box and 
one is a 3D sphere. The duration of visual stimulus presentation is 500 ms 
on screen to the participant. The reason for keeping the duration to 
500 ms is that the visual information can reach the occipital lobe within 
100 ms in healthy adults’ brains. The parietal lobe can respond around 
300 ms after the onset of stimulus.17

Example: Welcome and Instructions Screen in Oddball Task
***Welcome to the Oddball Experiment***

You will see on screen a Box or Sphere
The Box will appear frequently
You have to Press '0' when you see the Sphere, otherwise do nothing.
Press SPACEBAR to Start session!

Figure 1.2 Example of visual stimulus in oddball task.
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1.6.4 Trials, Blocks, and Conditions
The number of trials of each stimulus and total number of trials should be 
specifically defined in the design. If there are different conditions involved 
then the number of blocks can be more than one, e.g., if practice trials 
are required to be presented to the participants then a separate block for 
practice can be defined. In Fig. 1.3, the structure of the oddball task is 
shown using E-Prime. There is a “SessionProc,” which is a main compo-
nent of every E-Prime based experiment. The “SessionProc” object con-
tains “instructions screen,” “goodbye screen,” and two components of the 
Net Station software package, i.e., “NSinit” and “NSUnint.” Net Station is 
data acquisition software for the EGI EEG systems. The Net Station soft-
ware package helps the E-Prime software to communicate with the Net 
Station (data acquisition software). The purpose and functions of each of 
these components are described below.
● “NSinit”: To initiate EEG recording and confirm the interfacing 

between E-Prime and Net Station. When the “NSinit” command 
is executed during running the experiment, a few milliseconds EEG 
recording is initiated in the data acquisition software (Net Station). 
This will happen when E-Prime is properly connected with the Net 
Station software and the EGI EEG equipment is properly configured. 
Running E-Prime without the connection to Net Station and the 
EEG equipment will give a warning/error; see Fig. 1.4. In designing 

Figure 1.3 Structure of oddball task in E-Prime software.
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a new experiment, the Net Station package should be added at the 
final stage after the confirmation of instructions, stimulus, trials, blocks, 
feedback, and final “goodbye” statement.
In the case of an already-designed experiment like in this example, if 

E-Prime is required to run without EEG recording to test the experi-
ment, the Net Station components can be easily removed by right clicking 
and pressing delete.
● “NSStartRecord”: This command tells Net Station to start EEG recording.
● “NSTrialBegin”: This command informs Net Station about the begin-

ning of a trial.
● “NSTrialEnd”: This command informs Net Station about the ending 

of a trial.
● “NSStopRecord”: This command instructs Net Station to stop the 

EEG recording.
● “NSUnint”: This command will close the communications between 

Net Station and E-Prime.
In the second level of hierarchy in the oddball experiment struc-

ture, there is a “BlockList” object. In the “BlockList” all the blocks of 
the experiment can be listed. Here, in the oddball experiment, only one 
block is added, i.e., the “Oddball” block. In the block of “Oddball,” there 
are two Net Station objects, “NSStartRecord” and “NSStopRecord,” and 
one “TrialList” object. As there are two types of stimuli involved in the 
experiment (standard and target stimuli), each stimulus needs a separate 
trial along with other attributes to be explicitly defined in the object 
“TrialList”; see Fig. 1.5. The weight of the standard stimulus is 95 and 
weight of the target stimulus is 40, which is an approximately 70/30 ratio. 
The “Nested” attribute is empty, because there are no subtrials inside the 
standard or target trials.

Figure 1.4 Error message when E-Prime is not connected with Net Station while Net 
Station package is added.
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The “Procedure” attribute defined the actual procedure name 
“TrialProc” to be executed 95 times for standard stimulus and 40 times for 
target stimulus. The “Stimulus” attribute defined the actual names of the 
stimuli, which are 1.png and 4.png. The “Answer” attribute defined the 
actual response against each stimulus. As on the instructions screen, it is 
mentioned that only target trials (sphere stimulus) need subjects’ response 
(pressing the 0 button). Therefore, in the “Answer” attribute, only target 
trials are defined with a “0” value. In the “CellNumber” attribute, the 
standard and target trials are assigned a unique identifier. This identifier 
can be used in Net Station to analyze EEG data, especially in segmenta-
tion of trials.

Inside the “TrialProc” object, the actual events include fixation, stim-
ulus, ITI (intertrial interval), script (NSSendTrialEvent), and two Net 
Station objects, “NSTrialBegin” and “NSTrialEnd”; see Fig. 1.6.

1.6.5 Participants’ Response and Feedback
In general, EEG experiments consist of participant responses against the stim-
uli where they mentally (e.g., counting the occurrence of certain stimuli) or 
physically do any action like pressing a button. E-Prime allows recording of 
these responses by creating a data file each time the E-Prime experiment is 

Figure 1.5 Triallist of oddball experiment.

Figure 1.6 Objects of TrialProc.
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executed and completed. The researcher needs to set the parameters, such as 
setting a certain keyboard or mouse button, reaction time, and response accu-
racy, that are desired to be recorded in E-Prime at the stimulus property menu; 
see Fig. 1.7. A tag (stm+) can be added to the stimulus in the “common” tab, 
so that when a stimulus appears during the experiment, EEG recording will be 
stamped with a “stm+” tag. Stimulus background can be set in the “general” 
tab in the stimulus property, i.e., the duration of stimulus, input device such as 
keyboard, allowable key to be pressed, action on stimulus once the participant 
respond, and data logging (by default is the standard option).

In the tab “Duration/Input,” the correct answer is set to “Answer,” 
which is the attribute of target trials defined in “TrialList”; see Fig. 1.7. 
Here, in the stimulus property, the stimulus is bonded with the trials and 
the allowable keyboard key is to be used as the participant’s response.

Some experimental tasks need to provide feedback to participants dur-
ing the running of the experiment, e.g., informing the participant about 
the accuracy of the response. For this purpose, E-Prime provides a “feed-
back display” object that can be linked with participant response and can 

Figure 1.7 Stimulus property setting.



Designing an EEG Experiment 19

be displayed on the screen immediately after recording the participant’s 
response. In this oddball task example, there is no feedback screen.

1.6.6 Events Synchronization with EEG
To stamp certain events on EEG recordings, E-Prime provides a program-
ming option to synchronize events such as fixation onset, stimulus onset, 
stimulus, offset, subjects’ responses, and trials information.

Example: The following code will send fixation and stimulus informa-
tion including trials information, onset, offset, and subjects’ responses. To 
gain more expertise in E-Prime programming, the E-Prime manual can 
be consulted (https://www.pstnet.com/).

1.6.7 End of Task
At the end of each experiment, the participant is informed about the 
completion of the experiment and given further instruction (if any); oth-
erwise, a thank-you message is displayed on the screen as shown:

1.7 EEG EQUIPMENT AND SOFTWARE

1.7.1 EEG Equipment and Data Acquisition Software
EEG data acquisition is a time-consuming activity that needs clear objec-
tives and proper planning to acquire the desired EEG signals. In the mar-
ket, various manufacturers provide various EEG devices from low density 
to high density, dry electrodes and gel-based electrodes, wire and wire-
less amplifiers, along with acquisition software with different features other 
than data recordings. In this section, a list of some of the available EEG 
devices is provided with brief details and distinct features (see Table 1.1).

'Send response event using data collected from specified object
NetStation_SendRespEvent c, Stimulus
'Send a trial event for each presentation in the trial
NetStation_SendTrialEvent c, Fixation
NetStation_SendTrialEvent c, Stimulus
'Send the trial specific event
NetStation_SendTRSPEvent c, Stimulus

***The oddball task is ended. ***
Thank-you very much for your participation!

https://www.pstnet.com/
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Table 1.1 Detail of EEG devices and manufacturers
Equipment Description

EGI EEG Electrical Geodesics, Inc. (EGI) offers EEG technology for 
neuroscience research with easy-to-use Geodesic Sensor Net 
32, 64, 128, and 256 sensor nets that incorporate with analysis 
software. The data acquisition software is called Net Station and 
offers interfacing with stimulus presentation software, records 
the subjects’ details, and records EEG data. The Net Station 
software allows analysis of the raw EEG and extracts ERP 
signals. Raw EEG can be exported to other formats such as 
.mat files and .edf files (https://www.egi.com/).

BrainMaster 
EEG

BrainMaster Technologies, Inc. has developed a 24-channel EEG 
and a DC amplifier that is an evolution of the technology, 
called Discovery 24E. The Discovery 24E offers a next 
generation qEEG and EEG biofeedback system that is both 
high quality and low cost for research communities. The 
Discovery 24E consists of low-noise DC sensitive amplifiers, 
24-bit analog-to-digital converters, and optically and 
magnetically isolated USB interface. The 24 channels include 
22 channels dedicated for EEG, plus 2 channels of differential 
inputs with separate references. The data acquisition software is 
known as Discovery, and is capable of interfacing with stimulus 
presentation software, recording participants’ information, and 
recording and saving EEG data.

MITSAR 
EEG

MITSAR Co. Ltd has developed EEG systems including 
21 channels, 24 channels, 31 channels, and 48 channels. 
MITSAR allows a maximum sampling rate of 2000 Hz and 
AD conversion 16 bit to 24 bit. Data acquisition and data 
analysis software are included in the package (EEGStudio and 
WinEEG). WinEEG includes filtering, montages, wavelet and 
spectral analysis, 3D mapping, spike detection, dipole source 
localization, ERP signal analysis, importing and exporting data. 
For more details, visit http://www.mitsar-medical.com.

Enobio EEG Neuroelectrics offers wireless multichannel EEG and transcranial 
current stimulation such as tDCS, known as Enobio and 
Starstim, respectively. The EEG Enobio systems include Enobio 
8, Enobio 20, and Enobio 32-channel devices. The data 
acquisition software is known as Neuroelectrics Instrument 
Controller (NIC). NIC can be used for both Enobio EEG 
systems as well as Starstim devices. NIC can work on both Mac 
and Windows platforms. For more detail about data acquisition 
with Enobio systems using NIC software, please visit  
http://www.neuroelectrics.com/products/enobio.

(Continued)

https://www.egi.com/
http://www.mitsar-medical.com
http://www.neuroelectrics.com/products/enobio
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Table 1.1 Detail of EEG devices and manufacturers
Equipment Description

Emotiv EEG Emotiv has developed a wireless 14-channel EEG EPOC system 
for brain control interfacing and EEG data. The system includes 
14 sensors for EEG recording and 2 references. Sensors need 
electrolyte solution to get better conductivity and strong EEG 
signal but no skin preparation is needed. The EPOC system 
works with a chargeable battery that can be continuously 
used for 12 hours if charged fully. The EPOC system works 
with a USB dongle to communicate with EPOC control 
panel/testBench software for data storage and controlling BCI 
devices. For further details, visit https://emotiv.com.

CADWELL 
Arc EEG

Cadwell Industries, Inc. manufactures medical devices including 
an EEG system, called Arc Essentia. It is a 32-channel EEG 
amplifier with 7 active and reference pairs with 250–500 Hz 
sampling rate. The data acquisition software of Arc Essentia is 
capable of video recording, acquisition control, spike detection, 
and auto achieve. For more details, please visit, https://www.
cadwell.com/arc.

EGOSPORT 
EEG

ANT-Neuro has designed the compact eego sports 64-channel 
amplifier with complete freedom to collect high-density EEG, 
bipolar EMG signals, and a variety of physiological sensor data. 
It also works with a battery for up to 6 hours of recording. The 
amplifier is directly connected with the tablet and data transfer 
does not depend on the quality of wifi or Bluetooth connection. 
The data acquisition software (eego software) provides a friendly 
user interface, managing new and existing subject entries, guiding 
users through setting up new recordings, and reviewing data files. 
Other features are basic filtering, artifact correction, averaging 
in time and frequency domain, and advanced signal processing 
methods such as 3D mapping and source reconstruction. For 
further details about data acquisition with eego sports, visit 
https://www.ant-neuro.com/products/eego_sports.

BIOSEMI BioSemi provides various medical instrumentation including EEG 
devices. The BioSemi EEG (Active Two System) consists of 
280 active channels with DC amplifier and 24-bit resolution 
for research applications. It provides from 2 to 16 kHz/channel 
sampling rate, which is adjustable. For more detail about the 
features of the system, visit http://www.biosemi.com/products.
htm. The data acquisition software is based on the LabView 
programming language. The software can handle basic functions 
such as data acquisition, display data on screen with scaling and 
filtering options, network sharing, and storing data in .BDF file 
format. In addition, the BioSemi hardware system can interface 
with well-known EEG software such as BESA and Neuroguide.

(Continued)
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https://emotiv.com
https://www.cadwell.com/arc
https://www.cadwell.com/arc
https://www.ant-neuro.com/products/eego_sports
http://www.biosemi.com/products.htm
http://www.biosemi.com/products.htm
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1.7.2 Presentation Software
EEG recordings in an experimental environment during a certain cog-
nitive task require stimuli that can induce changes in the neuronal net-
works that are under investigation. The stimulus may be visual or auditory 
depending on the aim of the research but in either case the synchroni-
zation of stimulus presentation with the induced neuronal activation 
is compulsory. This synchronization demands full control on stimulus 
manipulation in the experimental task. We have listed well-known stim-
ulus presentation software available for fulfilling the requirements of 
researchers in Table 1.2.

Table 1.1 Detail of EEG devices and manufacturers
Equipment Description

NeuroScan NeuroScan provides a variety of EEG acquisition systems and 
analyses of ERP data such as SynAmps RT, Grael, Siesta, and 
NuAmps amplifiers. The SynAmps RT EEG system provides 
64-, 128-, and 256-channel amplifiers including unipolar and 
bipolar electrode configurations. The Grael system is capable  
of recording 32 channels for EEG with 8 bipolar and 8 high-
level inputs. The NuAmps is a high quality and low cost 
40-channel EEG amplifier that is capable of 22-bit sampling 
at 1000 Hz. The Siesta is a 32-channel wireless EEG amplifier. 
It allows the subject to move during recording and can record 
EEG data. The sampling rate is 1024 and bit resolution is 16. 
Curry 7 Suite is the data acquisition software and is capable 
of online processing of EEG/ERP data, including signal 
processing and basic source analysis. The complete details  
for NeuroScan systems can be found on their website:  
http://compumedicsneuroscan.com.

BIOPAC BIOPAC Systems, Inc. offers a 32-channel wireless EEG  
amplifier Mobile with high-fidelity wireless EEG data with 
water electrodes. The bit resolution is 24 and the range of 
wireless recording is 10 m indoors. The channels are unipolar 
and the data acquisition software AcqKnowledge is easily 
configured to create unique montages and combinations of 
signals. The device contains a trigger channel that can be  
used to synchronize EEG with subjects’ responses against  
the stimuli in experiments. Further details are available at 
http://www.biopac.com/product/mobita-32-channel- 
wireless-eeg-system/.

 (Continued)

http://compumedicsneuroscan.com
http://www.biopac.com/product/mobita-32-channel-wireless-eeg-system/
http://www.biopac.com/product/mobita-32-channel-wireless-eeg-system/
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Table 1.2 Stimulus presentation software
Software Description

E-Prime 
2.0

E-Prime is software designed to fulfill the computerized 
experimental need of researchers working in psychology, 
neurosciences, and biomedical areas. Presently E-Prime is 
being used in more than 5000 institutions in 60 countries. It 
provides a friendly environment in which to design simple to 
complex experiments and can be used by novices and advanced 
users as well. The E-Prime suites consist of E-Studio, E-Basic, 
E-Run, E-Merge, E-DataAid, and E-Recovery. All these 
packages enable the user to design experiments via drag-and-
drop graphical interface, program in the scripting language, 
save data files, merge single-subject data files for group analysis, 
and perform data filtering, editing, analysis, and recovery 
of corrupted files. There is a long list of features including 
variety of stimulus support, interfacing with external devices, 
installation options, and experiment design. It is compatible 
with Windows and requires minimum dual-core 2 GHz with 
1GB RAM, DirectX, and USB port. For more details about 
working in E-Prime, see the documentation and tutorial at 
https://www.pstnet.com/.

Inquisit Millisecond Software was founded in 1999 by Sean Draine 
in Seattle, Washington. Millisecond provides Inquisit for 
psychological testing. The applications of Inquisit are clinical 
trials, cognitive and behavioral neuroscience, behavioral 
economics, decision making, human–computer interaction, 
sports, and psychology. A typical experiment designed in 
Inquisit consists of a single script file, plus any sporting media 
files, such as image, video, or sound, that are to be presented 
in the experiment as a stimuli. The structure of the scripting 
file of the experiment defines the components such as stimuli, 
trials, blocks of trials, and pages of instructions for the user, 
as well as the interaction of these components. The Inquisit 
programming has two simple syntactic constructions: elements 
and attributes. Each element has set of attributes that determine 
how that element behaves and corresponds to a component of 
the experiment (blocks, trials, stimuli). For details on experiment 
design in Inquisit, browse the manuals available at http://www.
millisecond.com/support/docs/.

(Continued)
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Table 1.2 Stimulus presentation software
Software Description

Presentation Presentation is software for the display and arrangement of the 
stimulus in experiments for neuroscience. It can work on 
Windows and uses standard PC hardware. It was designed for 
behavioral and physiological experimentations that collect 
fMRI, ERP, EEG, and MEG data. Some of the main features of 
Presentation are multitasking, visual (including 3D images) and 
auditory stimuli control, eye tracker interfacing, synchronization 
with fMRI, programmability, and interfacing with external 
software such as MATLAB. To learn about experiment design 
with Presentation, see the tutorials available online at https://
www.neurobs.com/presentation/docs/index_html.

Paradigm Paradigm is software for stimulus presentation and control. The 
building blocks of Paradigm (Trials, Blocks, and Stimulus) are 
the same as other experiment design software. However, it allows 
designing experiments for mobile applications. It gives access 
to trigger commands through its Python scripting interface. 
The trigger accuracy is in milliseconds with EEG/EMG or 
TMS devices. It allows using USB port to parallel port. The 
programming guidelines and documentation about experiment 
design are available online at http://www.paradigmexperiments.
com/Support/Docs/.

SuperLab SuperLab software is designed for researchers, not for programmers. 
Its cross-platform allows use on either Mac or Windows. It 
supports many stimulus types such as pictures, movies, text, 
sound, rapid serial visual presentation (RSVP), and self-paced 
reading. Many other features include randomization, looping, 
feedback, stimulus lists, and contingencies. It supports input 
devices including keyboard, mouse, touch screen, microphone, 
RB series, lumina, SV-1 and PST serial response box. For more 
details about experiment design in SuperLab, see the manual 
available online at http://cedrus.com/superlab/manual/.

PsychoPy This is an open-source application designed for stimulus 
presentation and data collection for wide range of neuroscience 
and psychology experimental research. It is free and is more 
powerful than other alternative software such as Presentation or 
E-Prime. It combines the graphical features of OpenGL with 
Python to give scientists a free and simple solution to stimulus 
presentation and control application. Since the software is open-
source, it is easily modifiable. The advantages of using PsychoPy 
are platform independence, precise timing, multimonitor 
support, automatic monitor calibration, variety of stimuli, and 
simple installation. For more details on building experiments, see 
the documentation available online at http://www.psychopy.
org/documentation.html.

 (Continued)
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1.8 GUIDELINES FOR EEG DATA ACQUISITION

EEG data acquisition is a fundamental and important activity of EEG-
based research as the findings of experimental studies are highly depen-
dent on the quality of data. In addition, if the intention is to record EEG 
during certain cognitive tasks such as working memory test then the 
experiment design plays a critical role. To ensure high quality of EEG data, 
the following guidelines need to be taken into consideration.

1.8.1 General Data Acquisition Setup
The general acquisition setup should be planned and previous literature 
should be consulted. The important factors are the number of EEG chan-
nels and their configuration (montage, bipolar, or referential), EEG refer-
ence selection, sampling rate, filtering, and recording of supplementary 
data.

1.8.1.1 Number of Electrodes
The main advantage of the EEG technique is the temporal resolution on 
millisecond scale as compared to other noninvasive brain mapping tech-
niques such as fMRI. It is obvious that in multichannel EEG record-
ings, a certain number of electrodes are used for data acquisition, e.g., the 
standard international 10–20 system has 19 electrodes. However, a com-
mon question that may arise is, how many electrodes are needed? Should 
low-density EEG (such as 8 electrodes, 16 electrodes, or 24 electrodes) be 
used or high-density EEG (such as 64, 128, 256, and 512 electrodes)? The 
answer may depend on the objectives of the experiment, type of task to 
be performed, and the nature of the cognitive process to be investigated. 
Nevertheless, there are pros and cons of using either few electrodes or 
maximum electrodes. A high-density EEG system improves the spatial res-
olution but may take more time during setup. If the number of channels is 
21 then a standard 10–20 montage can be selected.
● Dense electrodes create the opportunity for both biological artifacts 

(eye movement, blinks) and nonbiological artifacts (electromagnetic 
interference).

● Most EEG systems use electrolyte conductivity material; this electro-
lyte material may spread to the neighboring electrodes in the case of 
high-density EEG recordings.

● Low-density EEG requires less time to setup the electrode cap and 
reduce the impedance of the electrodes while high-density EEG sys-
tems need more time to set the electrode cap for recordings.



Designing EEG Experiments for Studying the Brain26

● High-density array EEG provides small interelectrode distance, which 
is highly recommended for highly localized signal sources.

● High-density EEG has high spatial resolution along with high tem-
poral resolution. It means that more data will be acquired, which will 
definitely require large storage media, faster processing, and efficient 
memory chips, consequently resulting in greater expense compared to 
low-density EEG systems.
It is noted that the low-density EEG systems are easy in operations but 

not recommended for exploration of brain functions and source localiza-
tion. In this context, a few studies have highlighted the issue of number of 
electrodes to be used in EEG recording for a certain purpose; e.g., Lantz 
et  al.18 investigated source localization for epileptic patients with differ-
ent number of electrodes, i.e., 31, 63, and 123, and concluded that 123 
electrodes would constitute a significant enhancement on the localization 
accuracy for epileptic patients.

1.8.1.2 Dry or Gel-Based Electrodes
EEG electrodes can be made of a variety of materials such as gold, silver, 
stainless steel, tin, and Ag/AgCl. The most widely used electrode material 
is Ag/AgCl, which provides low dc offset, establishes quickly and main-
tains stable electrochemical potentials, is free from allergenic compounds, 
and has long-term electrical stability. The electrodes may be active or pas-
sive. The electrode materials are the responsibility of the manufacturer of 
the EEG machines, to provide electrodes of suitable material such as Ag/
AgCl. However, some manufacturers provide both gel-based (wet) and 
dry electrode options with EEG machines such as Enobio Starstim. The 
gel-based electrodes in general take more time to setup and the partici-
pants are required to wash their hair after EEG recordings because of the 
gel. However, once the gel-based EEG cap is set it will allow recording 
of good quality EEG for longer duration as compared to dry electrodes. 
The dry electrodes are very easy to setup as there is no need for gel or any 
electrolyte for good conductivity. However, the dry electrodes sometimes 
compromise the quality of the EEG and the patients/participants may feel 
irritation due to itching on the scalp because the dry electrodes need to 
be tightly attached to the scalp. Further, some dry electrodes have pin-like 
combs that may penetrate the scalp if used for longer durations of EEG 
recording. The dry electrodes have potential in brain–computer interface 
(BCI) applications.
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1.8.1.3 Montage (Bipolar, Referential)
Montage is a combination of EEG electrodes during recordings. There 
are two main types of montage, i.e., bipolar and referential montages. In 
bipolar montage, two electrodes are required per channel, i.e., there is a 
separate reference electrode for each channel and no electrode is used as 
reference. However, the referential montage uses a single electrode as ref-
erence for all the channels, e.g., Cz as reference. The discussion on refer-
ences is given in the following subsection. The most common referential 
montage is the international 10–20 system, which needs 21 electrodes. 
This 10–20 system is based on the relationship between the cerebral 
cortex and the location of electrodes over the scalp. The “10” and “20” 
come from the distance between the adjacent electrodes, which is either 
10% or 20% of the total distance of the skull from nasion (front) to inion 
(back). Another common referential montage is the 10–10 system, which 
is an extension of the 10–20 system for high-density EEG recordings. The 
maximum number of electrodes in the 10–10 system is 81. However, as 
of 2016, 128-channel and 256-channel EEG systems are also available so 
the 10–5 system will allow the use of up to 300 electrodes; see Ref. 19 for 
details about these different systems.

1.8.1.4 EEG References
The EEG reference selection is a critical choice; the choice of reference 
may differ depending on the purpose of recording. There are many ref-
erence selection options such as earlobes, nose, mastoids, Cz, reference 
electrode standardization technique (REST), and averaged reference. 
Each reference type has its own advantages and limitations. It is recom-
mended that researchers understand the background of these available ref-
erence options and choose the one most suited to their needs. It is to be 
noted that offline EEG data can be rereferenced; e.g., if Cz is used during 
recording then the offline data can be referenced to average reference or 
any other. Studies examining the comparison of different reference types 
have reported that averaged reference (AR) provides better results in sepa-
ration of responders and nonresponders to treatment of MDD patients.20

1.8.1.5 Sampling Rate
The sampling rate is the number of quantitative values to be recorded 
in each channel per second such as 128 samples per second. The higher 
the sampling rate, the higher the temporal resolution of EEG recordings. 
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However, a very high sampling rate, like 2k per second, will require large 
storage media, system memory, and CPU processing. High sampling may 
be suitable for short-time EEG recordings such as time-locked EEG for 
the oddball task or any other cognitive task that includes trials of short-
time period. As the brain processes the information very fast, changes 
can occur in microseconds. Therefore, when EEG is recorded with high 
sampling rate, it will allow analyzing the brain within microseconds. 
Furthermore, other parameters in EEG recording such as filtering should 
be defined and supplementary data such as electrocardiogram (ECG), elec-
trooculogram (EOG), eye tracking, and video recording can be recorded, 
if required.

1.8.2 Experiment Design
The experiment to be used during EEG recording should be properly 
designed. For example in an event-related EEG experiment, there should 
be a sufficient number of trials to get the averaged signals after rejection 
of artifacts. The experiment should follow the ethical guidelines to ensure 
the participants’ privacy, participants’ consent, duration of experiment, 
instructions to participants, health-related risks, and the interventions, 
which induce the hypothesized changes in the brain. In case a partici-
pant does not feel comfortable during recording he/she may be disturbed 
and may engage in irrelevant movements, eye blinks, scratching, yawning, 
drowsiness, and loss of focus.

1.8.3 Preparation of Participant
The participant should be informed about the schedule of experimenta-
tion and the researcher should conduct the experiment to the ease of par-
ticipants’ availability. If the EEG device to be used in recording requires 
the participant to shampoo his/her hair, or avoid gel or lotion, then the 
researcher should ensure the participant’s preparation accordingly prior to 
the experiment. If there are any other preconditions of the experiment 
such as proper sleep, avoiding drinks like coffee and alcohol, or physical 
exercise then the researcher should communicate with the participant to 
fulfill the preconditions. Prior to the start of the experiment, the partici-
pant should be well instructed about the experimental task and procedure 
of the experiment to avoid irrelevant movements, eye blinks/movements, 
and scratching during recordings.
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1.8.4 EEG System Check-Up
To ensure the EEG equipment calibration, the instructions provided by 
the original equipment manufacturers (OEMs) should be followed. For 
the peripherals (such as electrodes/sensors), tuning the operation pro-
cedure of the equipment should be strictly followed to avoid calibra-
tion errors, and to utilize the sensors’ full capacity of recording voltage 
potential.

1.9 SUMMARY

This chapter provides basics of EEG signal and different waves and their 
role in brain functions. Ethical and design issues of EEG experiments are 
highlighted. An important aspect of EEG research, sample size computa-
tion, is discussed and the factors that need to be considered in sample size 
computations are explored. Some sources of sample size computations are 
provided for beginners and intermediate researchers in EEG. An example  
of an EEG experiment using E-Prime with step by step guidelines is dis-
cussed. In addition, well-known EEG equipment and stimulus presenta-
tion software packages are listed with their key features. Guidelines are 
provided for EEG data acquisition and finally some general analysis of 
EEG is documented. All the material provided in this chapter may not 
be enough for each and every EEG experiment. However, the authors 
believe that this chapter will provide guidance to novice and intermediate 
researchers involved in EEG research in particular and biomedical engi-
neering research in general.
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2.1 INTRODUCTION

Mental stress is defined as the reaction from calm to excited state for 
the sake of preserving integrity of the organism. Although stress study 
has been an active area in medical research since Selye first proposed it 
in 1936, it is not a universally accepted disorder.1 This is because doctors 
tend to believe what they can perceive, read, or grade. The lack of mea-
suring method for stress has kept it from being accepted in conventional 
clinical settings. On the other hand, human physiology has unveiled many 
facts about the variations in the human body, especially in the brain, that 
are caused by stress. These variations are measurable, detectable, and quan-
tifiable through the application of neuroimaging techniques such as elec-
troencephalography (EEG). EEG can record the changes in the neuronal 
networks due to stress or anxiety. Analysis of EEG using advanced signal 
processing methods such as discrete wavelet transform (DWT) can deal 
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with the nonstationarity characteristic of EEG.2 The variations in EEG 
thus can be detected and quantified to draw conclusions by using com-
putational techniques.3 The time-locked EEG can also be analyzed in a 
time domain to extract event-related potential (ERP) peaks to assess the 
effects of stress or mental fatigue.4 This chapter provides details for the 
design of an experimental study that was conducted for exploring physi-
ological stress patterns using time-locked EEG signals, and hence it serves 
as a guideline for those researchers and professionals who want to design 
EEG-based mental stress experimental studies.

2.2 IMPORTANCE OF MENTAL STRESS EVALUATION

Mental stress is a state of mind and does not have a physical existence, and 
is thus hard to describe. In addition, people handle their stress differently, 
i.e., some people are better at handling stress than others. However, there 
are many symptoms of mental stress explored during research studies as 
reported in the literature,5,6 such as feelings of headache, tense muscles, 
low energy, upset stomach, nausea, chest pain, rapid heartbeat, and so on. 
The common concept of mental stress is a negative feeling, but stress may 
have good effects, e.g., it may push one to complete a task.7,8 Stress affects 
many aspects of our lives including behaviors, mood, thinking, physical fit-
ness, memory, and emotions. In situations where deadlines are required to 
meet with limited resources in a job environment, stress may be good9; 
however, long-term exposure to mental stress may lead to serious health 
issues.

Exact statistics on the number of people worldwide who suffer from 
mental stress disorder are not available. The reason may be that in most 
of the developing countries, people do not consider mental stress as an 
illness. Few health organizations in the United States and in devel-
oped countries have figures of mental stress disorders, e.g., according to 
American Psychological Association (APA) statistics from 2011, 53% of 
Americans reported personal health problems as a source of stress, 94% 
of adults believe that stress can contribute to the development of heart 
disease, depression, and obesity, but also 56% of adults reported that they 
are doing a good job of knowing when they are feeling stressed.10 In the 
United Kingdom, the total number of cases of work-related stress, anxiety, 
or depression in the year 2014–15 was 440,000, i.e., a prevalence rate of 
1380 per 100,000 workers.11
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Clinicians and researchers have developed tools for mental stress assess-
ment that are based on the feedback of the patients via Likert scale ques-
tionnaires such as perceived stress scale (PSS).12,13 In such behavior-based 
stress assessment tools, the probability of finding the exact cause and 
impact of stress from the perception of the patients is low. Since men-
tal stress is a psychological mental state, it would alter the normal neuro-
nal activities of the brain. The assessment of stress via directly monitoring 
brain activities will enhance the diagnosis accuracy and help the clinicians 
to support their decision during treatment of patients about the severity of 
stress.

2.3 PROBLEM STATEMENT

Lack of objectivity in quantifying mental stress makes it an active research 
area. It has now been proven that mental alarm increases cognitive arousal 
and in turn results in cardiac variations.14,15 The main research question 
that was addressed in this mental stress experimental study was “what is 
the quantitative difference between stress and control conditions?” The 
hypothetical statement of this study was that the mental stress affects 
heart rate and brain scalp potential. To investigate the heart rate and scalp 
potential, quantitative evaluation of electroencephalogram and electrocar-
diogram (ECG) signals were focused on in this study. These signals were 
recorded in a crossover experimental design where the participant per-
forms a cognitive task in stress and control conditions. The following were 
the main objectives of this mental stress experimental study:
1. Finding the correlation between EEG and ECG measurements so that 

they will be effectively fused to increase the reliability of results.
2. Development of a novel scheme for the detection of mental stress.

The potential advantage of this experimental study is that it explores 
the brain dynamics accompanying cardiac variation; both can later be used 
to effectively detect mental stress.

2.4 SOFTWARE AND HARDWARE

In this experimental study, various software and hardware were used dur-
ing data collection and analysis of data. All the experimental tasks were 
designed using E-Prime software, which was connected with the EGI Net 
Station data acquisition software during data collection to synchronize the 
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events recording in E-Prime as well as in the EEG recordings. The EEG 
data was collected with EGI 128-sensor cap and ECG with two sensors 
connected to a polygraph. The EEG and ECG data can be exported to 
third party software such as MATLAB or Neuroguide for further analy-
sis. EEG signals were preprocessed in EGI Net Station software and post-
processed in Neuroguide software. The ECG signals were processed in 
MATLAB using Biosignal Toolbox.

The following software and hardware were used in this study for 
experiment design, data collection, and data analysis:
1. E-Prime 2.0 (for experiment design in how to present stimulus to the 

subject)
2. Electrical Geodesics, Inc. (128-channel EEG equipment with Net 

Station software)
3. MATLAB 2010 (for simulation)
4. Biosignal Toolbox
5. Neuroguide software
6. Statistical Package for Social Sciences (SPSS) for data analysis

E-Prime: E-Prime 2.0 is a psychology software for stimulus presen-
tation in cognitive and behavioral research experiments (http://www.
pstnet.com/eprime.cfm). This software is widely adopted in neurosci-
ence research for stimulus presentation, control, and recording behavioral 
responses. It allows the users to control time synchronization of stimulus 
onset, offset, subjects’ responses, and the corresponding EEG data. All the 
tasks used during this dataset are explained in the experimental design sec-
tion. Details on each task in the E-Prime program are provided in the data 
description section.

EGI 300 amplifier & EEG nets: The hardware including the EEG nets 
and amplifier are from EGI Inc. (http://www.egi.com/). The EEG net 
contains 128 channels for recording of dense-array EEG from all over the 
scalp surface locations.

Net Station: Net Station is an EEG acquisition software that is used 
for recording EEG signals during learning and memory tasks. Net 
Station allows connection with the E-Prime software during running 
of the experiments for synchronization of time information for stimulus 
and subjects’ responses. The raw EEG recording can be processed in Net 
Station, and includes processing operations such as filtering, segmenta-
tion, rereferencing, and exporting data to several other formats, e.g., .edf 
or .mat.

http://www.pstnet.com/eprime.cfm
http://www.pstnet.com/eprime.cfm
http://www.egi.com/
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MATLAB: MATLAB is a high-performance programming language 
for technical computing and coding for engineering problems. It provides 
an integrative environment for use by engineers and scientists world-
wide. The easy-to-use programming environment of MATLAB provides 
fast solutions to complex mathematical problems. The well-known disci-
plines of MATLAB programming are signal and image processing, com-
munications and control systems, computational neuroscience and GUI 
programming, pattern recognition, and machine learning. For beginners in 
neuroscience, the book MATLAB for Neuroscientists by Pascal Wallisch and 
colleagues can be consulted.

BioSignal ToolBox: BioSignal ToolBox (http://biosig.sourceforge.net/
help/index.html) is a collection of MATLAB functions for analysis of 
physiological signals including EEG and ECG.

Neuroguide: Neuroguide is EEG analysis software developed by Applied 
Neuroscience Inc. (http://www.appliedneuroscience.com/) in the United 
States. The software is well known for the analysis of qEEG data and generat-
ing participants’ relative reports with respect to an EEG normative database.

Statistical Package for Social Sciences (SPSS): The SPSS was initially 
designed for social science problems by IBM. However, the software now 
includes many machine-learning algorithms such as clustering and clas-
sification. The SPSS is widely accepted for statistical analysis in disciplines 
including engineering and neuroscience.

2.5 EXPERIMENTAL DESIGN AND PROTOCOL

2.5.1 Target Population
The target population for this experimental study were the possible 
respondents that may meet the selected set of criteria and were available 
for the actual experiments. All the students in the university campus com-
prised the entire set of units for which the findings of the research had 
been generalized. Equal opportunity was given to all the students who 
met the inclusion criteria to become a participant.

2.5.2 Inclusion Criteria
The basic criteria necessary to be fulfilled by the potential participant in 
order to be a part of this experimental study are described as follows:
● Participant must be a student at Universiti Teknologi PETRONAS.
● Participant must be within the defined age limit (18–25 years).

http://biosig.sourceforge.net/help/index.html
http://biosig.sourceforge.net/help/index.html
http://www.appliedneuroscience.com/
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● Participant must be physically and mentally healthy and must have never 
been diagnosed with any brain disorder in his/her medical history.

2.5.3 Exclusion Criteria
The exclusion criteria are the requirements used for the exclusion of 
participants from this study. The participants were excluded in this study 
when they:
● Failed to provide written consent.
● Failed to meet the requirements mentioned in the inclusion criteria.

2.5.4 Sample Size Calculation
The number of participants to be involved in the experimentation was 
determined by using the statistical methods based on previous studies. 
The actual sample size of 22 subjects was calculated to provide significant 
results from the experiment. The detail of the sample size calculation and 
corresponding information is given as follows:

Sample information: In this study, only one group of healthy persons was 
required.
Experiment conditions: There are two: one was control and other was 
stress condition.
Hypotheses: Both the null and alternative hypotheses are defined as 
following:
● Null: There is no change in heart rate, heart rate variability, and 

EEG signals during control and stress conditions.
● μHR ≤ μoHR: The heart rate during stress condition is less than or 

equal to the heart rate in control condition.
● μHRV = μoHRV: Heart rate variability in stress condition increases or 

remains equal to heart rate variability in control condition.
● μalpha ≥ μoalpha: EEG alpha power during stress condition is greater 

than or equal to that in control condition.
● Alternate: Control and stress conditions vary in heart rate, heart rate 

variability, and EEG signals.
● μHR > μoHR: The heart rate during stress condition is higher than 

in control condition.
● μHRV ≠ μoHRV: Heart rate variability increases during stress 

condition.
● μalpha < μoalpha: EEG alpha power during stress condition is less than 

that in control condition.
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Test criteria:
1. Significance level α = 0.05 for 95% significance.
2. Power = 90% to reject null hypothesis, for that β  = 1 − power 

= 0.1.
The calculated number of participants to be included in the study was 

between 5 and 22. For sample size calculation, Power and Sample Size 
(PS) calculation software was used with paired t-test. The PS software is a 
free source for sample size computation developed by the Department of 
Biostatistics, Vanderbilt University (http://biostat.mc.vanderbilt.edu/wiki/
Main/PowerSampleSize).

The formula for the sample size calculation is given below:

N
Z Z

=
+4 2 2

2

( )α β σ

δ (2.1)

where Zα is the distribution of α = 1.642 (for α = 0.05); Zβ is the distri-
bution of β = 1.282 (for β = 0.1).

2.5.5 Participant Selection and Recruitment
Standard procedure was followed to calculate sample size for the study 
followed by strict criteria to further shortlist the participants. A recruit-
ment drive was done within Universiti Teknologi PETRONAS (UTP). 
Posters were displayed on notice boards on campus and in hostels for the 
announcement of subject recruitment for the experiment. All the stu-
dents were encouraged to participate without any gender discrimination. 
Interested students were shortlisted based on the following criteria:
● They were all UTP registered students.
● The target age group was from 18 to 25 years old.
● Participants had no medical history of particular head injury or neu-

rological disorders such as epilepsy, seizures, or migraine. They did not 
have skin allergies. They would also not be on daily medications that 
might alter the physiological data. This information was confirmed by 
using the Subject Recruitment Proforma Sheet (Appendix 2A).

● Shortlisted students were offered to fill out the PSS questionnaire 
(Appendix 2D) in order to further scrutinize the normal subjects (hav-
ing no prior stress). PSS is a 10-question inventory that investigates how 
much an individual perceives stress in his/her personal life based on the 
experiences of the previous month. Every question is an experience in 
one’s life that measures the strength with which situations are assessed as 

http://biostat.mc.vanderbilt.edu/wiki/Main/PowerSampleSize
http://biostat.mc.vanderbilt.edu/wiki/Main/PowerSampleSize
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stressful. Every experience or question can be scored from 0 (never) to 
4 (very often). The scores for all questions accumulatively define a score 
that lies in one of four quartiles based on the severity of stress. These 
quartiles are 0–10, 11–14, 15–18, and 19–3316 where the first quartile 
represents no stress and the last quartile represents the most severe stress. 
For the selection of subjects in this study, subjects falling in the last 
quartile were excluded as they were already under mental stress.

● Interested participants had to sign a consent form (Appendix 2C) after 
getting all the information about the experiment (see Appendix 14 for 
research information). They agreed that they willingly participated in the 
experiment and that they would appear in both sessions of the experiment.

● Based on these criteria, 22 subjects were selected, including two 
females. They had an average age of 22.54 ± 1.53 years. They were 
instructed not to take meals or energy drinks before coming to the 
experiment in order to avoid drowsy feelings or increased heart rate, 
respectively. They were also instructed to shampoo their hair to avoid 
recording of bad signals.

2.5.6 Experimental Design and Procedure
In order to record physiological signals, an experimental task was selected. 
The experimental task was an implementation of the Montreal Imaging 
Stress Task (MIST),16 which had been designed for the purpose of inducing 
and processing mild psychological stress in terms of physiology and brain 
activation by using functional magnetic resonance imaging (fMRI). Fig. 2.1 
provides an overview of the experiment flow. The experiment consisted 
of mental stress and control sessions, which took place on different days. 
The reason for selecting different days was first to minimize the learning 
effect,17,18 so that at least a seven-day gap was given between the sessions,18 
and second to make the availability of subjects possible. A  subject who 
appeared on one day might be available the next week on the same day.

The experimental procedure consisted of four sequential conditions: 
habituation, rest condition, mental arithmetic task (MAT) condition, and 
recovery condition. Both the sessions followed the same procedure except 
the MAT condition, which took place differently in both sessions. The 
core of the MAT was a computer-based arithmetic task followed by feed-
back on the response (“correct,” “incorrect,” or “no response”). However, 
under the stress condition, there was a time limit to solve the arithmetic 
task, along with distractions. Each of the MAT sessions lasted for 20 min-
utes. Moreover, to inspect gradual changes between stress and control con-
ditions, the 20 minutes were divided into four equal intervals, which were 
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declared as four levels of the experiment. Each forthcoming level was of 
increasing difficulty. It should be noted that difficulty in a particular level 
was the same for both conditions. In order to eliminate the expected effect 
of conditions on results, half of the subjects performed the stress condition 
before the control condition and the other half of the subjects performed 
the control condition before the stress condition. All the tasks, experiment 
blocks, and conditions are discussed in the following subsections.

2.5.6.1 Habituation Period
The habituation period was designed to make the subject accustomed 
to the experimental environment. This included a rest of 5 minutes upon 
arrival. During this time, the subject was briefed about the experiment 
and was asked to provide written consent (for the consent form, see 

Figure 2.1 Complete experiment flow for both stress and control conditions.  
(A) Mental stress session. (B) Control session.
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Appendix 2C). Later, the subject was presented with tasks for 5 minutes 
for the following reasons:
● To solve sample questions of the actual arithmetic task.
● The answer to every trial was a single digit number (0–9), which 

required training to press the right key. The subject was presented with 
a single digit appearing on the screen and he/she had to press the same 
digit while looking at the screen to minimize eye movement.

● After the habituation period, the EEG and ECG sensors were put on 
the subject and recording of physiological signals was started.

2.5.6.2 Rest Condition
The rest condition was observed as the baseline for activations in stress and 
control conditions. The duration of this block was 5 minutes. Subjects were 
required to sit quietly with their hands lying on their thighs, open palms, upper 
teeth separated from lower teeth with the tongue floating inside the mouth, 
feet touching the floor, and legs not crossing each other. The subject needed 
to focus on a circle appearing on the computer screen in front of him/her. 
All these measures were taken in order to reduce the possibility of movement 
from the subject, so that unwanted artifacts might be reduced to a minimum.

2.5.6.3 Mental Arithmetic Condition
The MAT condition consisted of mental stress and control conditions, 
which took place in separate sessions, as shown in Fig. 2.1. Both the con-
ditions were similar in the nature of the task, i.e., to solve arithmetic cal-
culations. An arithmetic trial included up to four numbers (maximum 99) 
using four operands (addition (+), subtraction (−), multiplication (*), and 
division (/), e.g., 2 + 25/5. Each condition had four levels, each of which 
lasted for 5 minutes. Experimental levels are described below.

Level 1
The tasks in level 1 required only two numbers under operations of addi-
tion or subtraction, e.g., 17–9.

Level 2
In level 2, three numbers and an additional multiplication operator with 
addition or subtraction were used, e.g., 4 * 6 – 16 or 3 + 2 * 2.

Level 3
The tasks in level 3 needed four numbers and three possible operands 
(addition, subtraction, and multiplication) were used, e.g., 9 – 4 * 6 + 21.
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Level 4
Level 4 included four numbers including division, in addition to the other 
operations, e.g., 57/3 – 9 + 6.

2.5.6.4 Stress Condition
The stress condition took place in the MAT condition in the session of mental 
stress. In this condition, mental stress was induced by the workload of arith-
metic tasks and negative feedback.19,20 Workload was created by offering lim-
ited time to solve arithmetic tasks. The duration of the trials at the four levels 
was 1200 ms, 3000 ms, 4000 ms, and 5000 ms, respectively. Along with the time 
limit in every trial, there was extra text (“delaying response text” and “speed up 
text”) appearing with the stimulus on the screen to distract from the actual task 
and to induce more pressure on the subject. Fig. 2.2 displays a model of the 
computer screen. Text appearing on the screen is included in Table 2.1.

After every trial, along with the feedback on the response, the accuracy 
of correct responses and response time also appeared as reward. Moreover, 
after certain trials, a psychologically threatening message appeared on the 

Delaying
response text

Stimulus

Speed up
text

Figure 2.2 A model of the computer screen in the stress condition.

Table 2.1 Delaying response text and speed up texts to show on the screen
Type Text Level 1 (ms) Level 2 (ms) Level 3 (ms) Level 4 (ms)

Delaying 
response 
text

Keep pace Default

You are 
slowing 
down

1000 2000 3500 4000

Speed up 
text

Quick 700
Speed up 1000 1300 1200
Faster 2000 2600 2500
Hurry up 3500
Slow poke 3800
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screen as negative feedback. This message was meant to portray the exter-
nal pressures a worker would face in a work environment. The details of 
these feedback messages are provided in Table 2.2. This approach produced 
a high failure rate.

Before level 4 began, the experimenter reminded the subject that there 
was a required minimum performance level and that the subject’s individ-
ual performance must be up to that level in order to include that subject’s 
data in the study. Also the honorarium amount would reduce with wrong 
and unattempted questions. The subject was told about the need for stan-
dard performance across all subjects to allow the data to be grouped and 
would be reminded to press the correct key to submit their answer. Finally, 
the subject was told that his/her performance was under observation. This 
approach induced social stress in the subject.

2.5.6.5 Control Condition
The control condition took place in the MAT condition in the control 
session. For the control condition, the tasks were the same and equal in 

Table 2.2 A summary of stressful feedback messages
Level Trial duration 

(ms)
Text feedback Text

1 1200 After every 
10 trials

Look at the screen and not at the keyboard.
You are not following the instructions.
You are slower in response than normal 

people. Be quick.
Keep accuracy level 80%.

2 3000 After every 
10 trials

Look at the screen and not at the keyboard.
Be active in response. Sit attentively.
This is the second level and still you are 

not familiar with the right keys. Give 
correct answers.

3 4000 After 10, 15, 
20, 25, 30, 
35, 40 trials

Don’t guess answers.
You are very sluggish in response.
You have below average performance.
How will you survive with this 

performance in next level.
4 5000 After 8, 15, 

21, 25, 30, 
34, 37 trials

Don’t be overly smart. Don’t guess answers.
Don’t leave questions unanswered.
Money is subject to your performance.
Your performance has been pathetic so far.
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difficulty as the stress condition. However, there was no time restriction 
and no negative feedback in terms of psychologically threatening mes-
sages. The purpose of the control condition was to compare any cerebral 
activation caused by the mental arithmetic aspects of the task. Feedback 
(“correct” or “incorrect”) would be displayed after each trial.

2.5.6.6 Recovery Condition
After the MAT condition was over, recovery time was given while the 
ECG and EEG details were recorded for 5 minutes. The recovery time was 
to find out what the changes were in terms of the signals when the subject 
was in the relaxed condition again.

2.6 DETAIL OF ETHICS APPROVAL

This research protocol was approved by the Ethics Coordination 
Committee of Universiti Teknologi PETRONAS and the Research Ethics 
Committee of Universiti Sains Malaysia.

2.7 DATA DESCRIPTION

The details of the EEG/ERP and behavioral data (subjects’ responses) 
recorded during this experiment are provided below. In addition, the 
E-Prime stimulus design files for the stress and control conditions are also 
listed in Table 2.3.

2.7.1 Behavioral Data
Subject response (correct or incorrect or no response), reaction time (to 
answer the task), and subjective feedback (see Appendix 2B) were acquired 
after the experimental session was finished.

2.7.2 EEG/ERP Data
EEG raw data (nonaveraged), EEG artifacts free (averaged ERP data), 
E-Prime stimulus design files for control and stress conditions, behavioral 
responses, and event files for one subject are provided with this book. The 
details of these files are provided in Table 2.4. To access these files, please 
go to the directory BookData\Chap02 in the data files accompanying this 
book. For the complete dataset of 44 subjects (22 control and 22 stress), 
please contact the authors at brainexpbook@gmail.com.

mailto:brainexpbook@gmail.com


Designing EEG Experiments for Studying the Brain44

Table 2.3 EEG/ERP data description
S. No. File name Description

01 Mental arithmetic 
task control 
condition 
S1_C_L1.edf 
S1_C_L2.edf 
S1_C_L3.edf 
S1_C_L4.edf 
C1.mat

This file contains the EEG data recorded while 
performing the mental arithmetic task during the 
control condition. In the control condition, there 
is no environment of stress. The file name contains 
L1, L2, L3, and L4, which presents the levels as 
mentioned in the experiment design section. This 
data is raw and nonaveraged (BookData\Chap02\
EEG Raw Data). All the events are embedded in 
the .edf files. The file “C1.mat” is an averaged clean 
data of the control condition that is extracted from 
the raw EEG data and then averaged over the trials. 
The “C1.mat” is a MATLAB array file containing 
the averaged data of all the four levels. The 
procedure of extracting trials from continuous EEG 
data to get averaged data is followed from Ref. 12. 
The clean data can be found in (BookData\
Chap02\ERP Averaged Data).

02 Mental 
arithmetic task 
stress condition 
S1_S_L1.edf 
S1_S_L2.edf 
S1_S_L3.edf 
S1_S_L4.edf 
S1.mat

This file contains the EEG data recorded during 
performing the mental arithmetic task during the 
stress condition. In the stress condition, there is an 
environment of stress induction. The participant 
has to solve the arithmetic task while stress is 
induced. These. edf files also contains raw EEG and 
nonaveraged data.

The file “S1.mat” is the averaged clean data of stress 
condition that is extracted from the raw EEG data 
and then averaged over the trials. The file “S1.mat” 
is a MATLAB array file containing the averaged 
ERP data of all the four levels.

Table 2.4 E-Prime files of EEG stimulus experiment for stress and control conditions
S. No. Experiment 

file name
Description

01 MIST_
control.es2

This file contains the experiment design for the control 
condition developed in E-Prime package E-Studio 2.0.

02 MIST_stress.
es2

This file contains the experiment design for the stress 
condition developed in E-Prime package E-Studio 
2.0. To understand the trial procedure, please see the 
experiment design as mentioned in Section 2.4.6.
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2.8 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing papers should be cited when using the experiment design or the data 
provided in this chapter.
1. Subhani R, Malik AS, Kamel N, Saad N, Nandagopal D. “Experimental 

evidence for the effects of the Demand-Control model on the cogni-
tive arousal: An EEG based study,” in Engineering in Medicine and Biology 
Society (EMBC), 2015 37th Annual International Conference of the IEEE, 
2015, pp. 6038–6041.

2. Subhani R, Likun X, Malik AS, Othman Z. “Quantification of physi-
ological disparities and task performance in stress and control condi-
tions,” in Engineering in Medicine and Biology Society (EMBC), 2013 35th 
Annual International Conference of the IEEE, 2013, pp. 2060–2063.
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3.1 INTRODUCTION

Treatment management for major depressive disorder (MDD) has 
been challenging and has been associated with low treatment efficacy. 
Antidepressants, selective serotonin reuptake inhibitors (SSRIs), are con-
sidered to be the first line of treatment for MDD. There are more than 
20 different medicines for SSRIs that are available commercially. However, 
the challenge lies in the appropriate selection of an antidepressant for the 
MDD patient. According to the existing clinical practice, the selection is 
based on subjective assessment with less scientific evidence. There is no 
guarantee that the selected antidepressant would work for the patient. 
To improve upon this situation, we have proposed utilization of elec-
troencephalographic (EEG) data from the patients at baseline. EEG has 
the capability to capture the changes occurring inside the brain due to 
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depression and anxiety.1 However, extracting useful information from 
raw EEG requires computational techniques to analyze and infer such 
changes.2,3 As a result, the evidence about the treatment outcome from 
a certain antidepressant such as SSRIs is generated, which is helpful for 
the psychiatrist as a second opinion. Selection of appropriate antidepres-
sants at pretreatment stage would sufficiently reduce the multiple trials and 
would improve the treatment efficacy associated with MDD. In this chap-
ter, details about this project are provided, such as sample size calculation, 
details about experiment design, data acquisition, and study participants.

3.2 IMPORTANCE OF STUDYING MDD

MDD or clinical depression is a common and serious mood disorder. It 
is a medical condition that includes abnormalities of mood, sleep, appe-
tite, cognition, and psychomotor activity. It is among the most burden-
some diseases worldwide, and as such has considerable adverse effects on 
the daily lives of individuals, increasing the cost of healthcare and reduc-
ing the efficiency of the workforce. In the age range of 15–44 years, it is 
a top cause of functional disability and the estimated economic burden of 
depression was $83.1 billion (including $26.1 billion medical costs, $5.54 
billion suicide-related mortality costs, and $51.5 billion indirect workplace 
costs) in 2000 in the United States.4,5 The high medical costs arise due 
to treatment nonresponse and because initial treatment is not effective 
for recovery6; e.g, one study reported a response rate of 47% with initial 
treatment.7

The reported treatment of MDD patients is through two methods: 
psychotherapy and pharmacotherapy. Psychotherapy includes cognitive 
behavioral therapy (CBT) and interpersonal therapy (IPT). CBT deals 
with the cognition of the patients as depression is considered to be main-
tained by distorted and biased cognition that affects the patient’s view. 
CBT links a collaborative working relationship between the clinicians and 
the patients. It has been shown that CBT is superior to placebo and no 
treatment conditions.8–11 However, the relative efficacy of CBT in com-
parison with psychotropic medications is questionable when dealing with 
severe depression patients.12 In addition, for patients with many complex 
mental issues such as personality and emotional issues, there is no scope 
within CBT for personal exploration and assessment of emotion. IPT dif-
fers from CBT in that IPT addresses interpersonal relationships to better 
the patient’s communications skills and self-concept.13 It has been shown 
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that IPT is as effective as CBT in general.14,15 However, IPT may be less 
effective than CBT for MDD patients with personality disorders.16

The pharmacotherapy for treatment of MDD patients includes tricy-
clic antidepressants (TCAs), monoamine oxidase inhibitors (MAOIs), and 
SSRIs. TCAs are an older generation of antidepressants and are well stud-
ied and shown to be effective in up to 50–75% of patients.16 However, 
there are many issues with TCAs. For example, overdose of these drugs 
can cause death, and side effects (blurred vision, dry mouth, drowsiness, 
weight gain, difficulty urinating, sexual dysfunction, etc.) are difficult to 
handle, resulting in 30–40% of patients terminating their use of these 
drugs. The MAOIs have been shown to be as effective for MDD patients 
as the TCAs and also effective for some nonrespondent patients.17,18 
Besides, these drugs also have many limitations, resulting in infrequent 
use. An issue with MAOIs is that there is potential interaction with other 
substances that can cause severe consequences, i.e., foods containing tyra-
mine must be avoided during the use of these drugs. In addition, similar to 
TCAs, an overdose of these drugs can be severe. The side effects of MAOIs 
include weight gain, sedation, and orthostatic hypotension. Now the first 
line of MDD treatment is the new class of antidepressant called SSRIs. 
It has been shown that this new class of antidepressant is more effective 
than other antidepressants.19–21 The side effects of SSRIs as compared to 
TCAs and other antidepressants are minor and transient. The common 
side effects of SSRIs are headaches, decrease in appetite and sexual desires, 
and nausea. In addition, an overdose of SSRIs is safe but they are relatively 
expensive compared to TCAs. However, some studies reported similar 
compliance rates for SSRIs with other antidepressants.22

Despite all these available medications for MDD treatment, there is an 
issue for clinicians as well as for the patients. Since each pharmacother-
apy class contains multiple antidepressants, e.g., the SSRIs include more 
than 20 antidepressants, the challenge is how to select a suitable antide-
pressant for a certain MDD patient. In the present clinical practice, many 
clinicians use a trial-and-error approach while recommending antide-
pressants to MDD patients; selection of antidepressants is also based on 
subjective assessment, which is a costly and inefficient way of treatment. 
Furthermore, the initial treatment or assessment of antidepressant efficacy 
needs 2–4 weeks. In case the antidepressant is not effective, the clinicians 
require changing the antidepressant and recommending a new one, which 
will also need around 2–4 weeks of time. This practice is time consuming, 
costly, and may increase the severity of depression in a particular patient 
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due to prolonged treatment duration. This happens because of the absence 
of scientific evidence in the initial treatment and the patient’s diagnosis. To 
cope with such practices, the antidepressants require a scientific prediction 
for their efficacy about the patient’s treatment. Hence, quantitative assess-
ment based on neuroimaging techniques such as EEG will support the 
clinicians in assessing the effectiveness of a particular antidepressant for a 
particular MDD patient.23,24

3.3 PROBLEM STATEMENT

Generally, the treatment management for MDD has been largely based on 
subjective assessments. Further, there are more than 20 different antide-
pressants commercially available under the category of SSRIs. However, 
for a particular patient, suitable selection of an antidepressant is chal-
lenging and may end up as a trial-and-error approach. Studies involving 
prediction of treatment efficacy for MDD have shown promising results. 
However, there is still a need to address this issue and improve the pre-
diction of treatment efficacy. The issues in the existing prediction studies 
include low efficiencies and differences in the methodological procedures 
adopted. There is a clear need for objective measures that can predict 
treatment efficacies for MDD.

3.4 SOFTWARE/HARDWARE

In this study, EEG data was recorded using a 24-channel BrainMaster 
Discovery EEG with the manufacturer’s acquisition software. Data was 
acquired using the DC amplifier with 19-channel EEG sensor cap. The 
Discovery software was linked with E-Prime software for controlling the 
time-locked visual stimuli tasks such as the oddball task. After the data 
acquisition, the raw EEG signals were preprocessed using BESA research 
v.6.0 software. The clean EEG signals were processed in MATLAB for 
advanced analysis and feature extraction. The details of this hardware and 
software are provided below.

BrainMaster DC Amplifier: BrainMaster Discovery amplifier (Fig. 3.1) is 
designed to provide EEG signals from DC (0 Hz) to 80 Hz with 24-bit 
accuracy. The specifications of the amplifier are described as follows:
● Channels: 24 (19 EEG channels used based on 10–20 electrode placement)
● A/D accuracy: 24 bits; resolution 0.01 microvolts EEG, 0.4 microvolts 

DC
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● Amplifier bandwidth: 0.000–100 Hz
● EEG channel bandwidth: 0.43–80 Hz
● DC offset signal bandwidth: 0.000–2 Hz
● Input noise <1.0 microvolt RMS (0.43–60 Hz)
● Sampling rate: 512 samples/second
● Data rate to PC: 256 samples/second
● Connection to PC: USB, optically and magnetically isolated
● Software supported (live acquisition): BrainMaster Discovery, 

NeuroGuide Live
● Software supported (analysis via EDF files): NeuroGuide, SKIL, 

WinEEG, Persyst, EDF Browser, other
BrainMaster Discovery acquisition software: BrainMaster Discovery soft-

ware is designed for Windows XP, Vista, Win 7, and Win 8. This software is 
not open source and requires a license to operate it. The user interface of 
the Discovery software is shown in Fig. 3.2.

E-Prime: E-Prime software is designed for stimulus presentation during 
the experiment and is synchronized with the corresponding EEG amplifier 
(http://www.pstnet.com). Time-locked evoked potentials can be recorded 
using BrainMaster Discovery software along with the E-Prime software. 
The timing information can be sent to the Discovery software via a cable 
(381-017) that connects the PC parallel port to channels 23 and 24 of the 
Discovery data. Stim pulses will appear in one or both of these channels.

BESA Research 6.0: Brain Electrical Source Analysis (BESA) software 
was mainly developed for source analysis and dipole localization in EEG 
and magnetoencephalogram (MEG) signals. However, it has implemented 
state-of-the-art artifact removal methods such as ICA-based automatic 

Figure 3.1 BrainMaster Discovery amplifier.

http://www.pstnet.com
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cleaning and Berg’s method of electrooculogram (EOG) artifact removal. 
It allows rereferencing the raw data and exporting clean EEG data in 
many file formats such as .edf and .mat. Its user-friendly interface allows 
researchers to apply filters on raw EEG, remove EOG artifacts, ECG arti-
facts, line noise, and other high-frequency artifacts such as muscle artifacts.

MATLAB: MATLAB is a high-performance programming language 
for technical computing and coding for engineering problems. It provides 
an integrative environment for use by engineers and scientists worldwide. 
The easy-to-use programming environment of MATLAB provides fast 
solutions to complex mathematical problems. The well-known disciplines 
of MATLAB programming are signal and image processing, communica-
tions and control systems, computational neuroscience and GUI (graphical 
user interface) programming, pattern recognition and machine learning. 
For beginners in neuroscience, the book MATLAB for Neuroscientists by 
Pascal Wallisch and colleagues can be consulted.

3.5 EXPERIMENT DESIGN AND PROTOCOL

3.5.1 Target Population
The target population for this study were MDD patients in Malaysia. 
However, the selection of the potential participants from the MDD patients 
was based on the inclusion criteria as defined in the next subsection.

Figure 3.2 User interface of BrainMaster Discovery acquisition software.
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3.5.2 Inclusion Criteria
The following inclusion criteria were defined for the participant to be 
involved in the experiment:
1. Patients must sign written informed consent
2. Patients must be within the age limit (18–65 years)
3. Patients with diagnosed MDD (DSM-IV)

a. Newly diagnosed (new cases)
b. Newly started (old cases)

 i. Restarted on antidepressant (one week washout)
 ii. Switched to new antidepressant

3.5.3 Exclusion Criteria
Patients were excluded in the study based on the following exclusion 
criteria:
1. Patients having psychotic, cognitive disorder
2. Patients with any other drug abuse
3. Pregnant patients
4. Patients with epilepsy

3.5.4 Clinical Questionnaires
The clinical datasets include assessment scores based on clinically rel-
evant questionnaires such as the Hospital Anxiety and Depression Scale 
(HADS) and the Beck Depression Inventory II (BDI-II). For this study, 
the questionnaires were Malay (national language in Malaysia) translated 
versions. The Malay versions of HADS25 and BDI-II26 are standard clini-
cally proven questionnaires to rate MDD severity. Furthermore, the ques-
tionnaires were self-administered. However, to improve the quality and to 
maintain the accuracy of the process, the questionnaires were administered 
under the supervision of an experienced nursing staff.

3.5.5 Sample Size Computation
In this study, a group of 33 MDD patients were recruited based on the 
given formula.27,28

 
n

P P Z

e
=

− ⋅( ) ( )/1 1 2
2

2
−α

where P is the expected proportion (e.g., expected diagnostic sensitivity); 
e is the error limit, which is one half the desired width of the confidence 
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interval; and Z1 2−α/  is the standard normal Z value corresponding to a 
cumulative probability of 1− α/2. The investigator must specify the best 
guess for the proportion that is expected to be found after performing the 
study.2 The recommended threshold for the statistical parameters used in 
the computation of the sample size was defined as follows:
● significance α = 0.05 (alpha)
● power of test = 80%, β = 0.2 (Beta)
● expected diagnostic accuracy29 P = 90.5%
● expected error e = 10%

Therefore, for statistical parameters P = 0.905, α = 0.05, e = 0.10,  
Z1−α/2 = 1.96, the sample size is calculated as follows:

 n = =
( . )( . )( . )

( . )

0 905 0 095 1 96

0 10
33

2

2

3.5.6 Participant Recruitment
In this study, 33 MDD outpatients (16 males and 17 females, mean 
age  =  40.33 ± 12.861) were recruited from the psychiatry clinic at 
Hospital Universiti Sains Malaysia (HUSM) with signed consent forms. 
The patients met the internationally recognized diagnostic crite-
ria for depression, as defined in the Diagnostic and Statistical Manual IV 
(DSM-IV).30 In addition, a second group including 19 age-matched nor-
mal controls (8 males and 10 females, mean age = 38.277 ± 15.64) was 
also recruited. The normal controls were examined medically and were 
found to be without any psychiatric conditions. The participants from 
both groups were briefed about the experiment design before its com-
mencement. For MDD patients, after completing 2 weeks of washout 
time period, the first session of EEG data acquisition was carried out. After 
the first EEG session, the patients started taking the antidepressants under 
the general category of SSRIs (see Table 3.1).

3.5.7 Ethics Approval
The experimental design protocol for this study was approved by the 
Research Ethics Committee of the Hospital Universiti Sains Malaysia 
(HUSM), Kelantan, Malaysia (FWA Reg. No. 00007718; IRB Reg. No. 
00004494). The Subject Information and Consent Form is provided in 
Appendix 2C.
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3.6 EXPERIMENTAL TASKS AND PROCEDURE

3.6.1 Procedure/Methodology
An interventional study with dependent sample of MDD patients (n = 
33) was carried out. The duration of the study was 4 weeks. MDD patients 
meeting exclusion/inclusion criteria were selected and medicated with 
an antidepressant. The patients were recruited from the psychiatry depart-
ment of HUSM. Recruitment procedure was based on their willingness 
and was carried out by the researcher. Patients were given a demonstration 
about the experiment and research information (see Appendix 14) and an 
informed consent was given (see Appendix 2C). After signing the consent 
form, a data collection form was filled out based on their demographic 
information.

Fig. 3.3 explains the data collection scheme. Two types of data collec-
tion were involved: electrophysiological (EEG) data and clinical assess-
ments using the HADS (Appendix 3A) and BDI-II (Appendix 3B) 
questionnaires. For EEG data, a wearable 24-channel cap and equipment 
were used. A total of five recording sessions of both types of recordings 
were performed. The first recording session, also known as the baseline, 
was carried out when the patients were unmedicated for at least the past 
two weeks. The second recording session was done one week after the 
start of medication. EEG recordings and clinical assessments were carried 
out after each week for the remaining sessions.

Table 3.1 Available clinical characteristics of SSRI responders and nonresponders who 
participated in the study
Information R NR Total p values

Age (years) 40.733 
(±13.0245)

41.176 
(±12.47)

40.33 (±12.861) 0.9224

Gender  
(female/male)

8/7 9/8 17/16 0.9896

Pretreatment 
BDI

18.444 
(±7.384)

22.8235 
(±12.476)

20.633 (±8.582) 0.2521

Pretreatment 
HADS

11 (±1.581) 10.454 
(±3.297)

10.727 (±2.439) 0.7336

SSRI treatmenta E:9,F:2,S:4,Fl:1 E:4,F:7,S:4,Fl:2 E:13,F:9,S:8,Fl:3

Mean (±standard deviation) are shown for the relevant variables
aSSRI medication administered: E, Escitalopram; F, Fluvoxamine; S, Sertraline; Fl, Fluxetine
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EEG data collection consisted of the four steps seen in Fig. 3.4. A total 
of 40 minutes was required.

Step 1 was to set up the experiment using a 24-channel wearable cap. 
The suitable cap was selected by measuring patients’ head size using a 
head measuring tape. Proper setting up of the cap was important for 
data quality. This process took about 20 minutes.
Step 2 is eyes closed (EC) session: patients were required to sit on a 
chair with eyes closed and not fall asleep. This took about 5 minutes.
Step 3 was the eyes-open (EO) session: patients were required to look 
at a fixation point (“+”) on a computer screen in front of them with 
minimal eye movements or blinking. This required nearly 5 minutes.
Step 4 was a visual three-stimulus oddball task: patients were exposed to 
a random sequence of shapes on a computer screen. Only one shape was 
displayed at a time. There were a total of three shapes (Fig. 3.5): target  

Recruitment of diagnosed MDD patients

Meeting exclusion & inclusion
criteria?

No

Yes

First session (Baseline)
EEG recordings & clinical assessment (BDI-II & HADS)

Second session (1st week)
EEG recordings & clinical assessment (BDI-II & HADS)

Third session (2nd week)
EEG recordings & clinical assessment (BDI-II & HADS)

Fourth session (3rd week)
EEG recordings & clinical assessment (BDI-II & HADS)

Fifth session (4th week)
EEG recordings & clinical assessment (BDI-II & HADS)

Figure 3.3 Data collection scheme.
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Category

Target (0.12)

Distracter (0.12)

Standard (0.76)

Category = P3a/P3b stimulus type (probability). Stimulus = physical characteristics

and width. Component = potentials produced for specific conditions. Blue circles

were presented on light gray background and the checkerboard was composed of

black and white checks approximately 1 cm square.

5.0 cm

18.0 cm P3a

4.5 cm N1, P2, N2

(Sensory potentials)

P3b (P300)

Stimulus Component

Figure 3.5 Visual three-stimulus oddball task.31

Start

Finish

Step 1: Cap setup
(20 min)

Step 2: EC
(5 min)

Step 3: EO
(5 min)

Step 4: Oddball task
(10 min)

Figure 3.4 EEG data collection.

(a blue circle) with 5.0 cm size; standard (a blue circle) with 4.5 cm size; 
and distractor (a checker board) with 18.0 cm size.
Patients must respond to the target shape by pressing the SPACE key 

on the keyboard, but no action must be taken in response to other shapes. 
This process took about 10 minutes.
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3.7 DATA DESCRIPTION

There is no behavioral data collected during the EEG recording. However, 
the clinical assessments involved the usage of questionnaires such as 
BDI-II and HADS.

The EEG data was recorded in resting state conditions and while per-
forming the oddball task (event-related potentials—ERP) five times over 
the period of four weeks. The oddball data consisted of 314 standard trials, 
45 target trials, and 41 distractor trials. The EEG raw data were saved in 
.edf file format. According to the experimental protocol, the intervention 
duration was four weeks and the subjects were observed five times, i.e., at 
week0, week1, week2, week3, and week4. The “week0” data is recorded at 
start of the intervention and considered as baseline data; while week1 to 
week4 data were recorded exactly after each week time. The EEG clean 
data was saved in .mat format. Each week’s data consisted of three files. The 
details of these files are provided in Table 3.2. To access these files, please 
go to the directory BookData\Chap03 in the data files accompanying this 
book. It is to be noted that the raw and clean data for one subject are pro-
vided in separate directories. For the complete dataset of 33 participants, 
please contact the authors of this book at brainexpbook@gmail.com.

3.8 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing papers should be cited when using the experiment design or the data 
provided with this chapter.
1. Mumtaz W, Malik AS, Yasin MAM, Xia L. Review on EEG and ERP 

predictive biomarkers for major depressive disorder. Biomed Signal 
Process Control 2015;22:85–98.

2. Mumtaz W, Malik AS, Ali SSA, Yasin MAM, Amin HU. Detrended 
fluctuation analysis for major depressive disorder. In: Engineering in 
Medicine and Biology Society (EMBC), 2015 37th Annual International 
Conference of the IEEE; 2015, pp. 4162–4165.
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4.1 INTRODUCTION

Epilepsy is a chronic brain disorder that involves recurrent seizure activ-
ity. Clinically, the epileptic seizure activity can be defined as “intermittent 
paroxysmal, stereotyped disturbance of consciousness, behavior, emotion, 
motor function, perception, or sensation, which may occur singly or in 
combination and is thought to be the result of abnormal cortical neuronal 
discharges.”1 However, seizures originating from certain brain regions and 
the affected range may differentiate the type of seizure activity. The origi-
nation and development of epilepsy may cause abnormalities in synaptic 
transmission and neuronal excitability.1

According to the World Health Organization (WHO), it is reported 
that epileptic disorder is among the most primary diseases of the brain. 
The statistics show that there are more than 50 million in the world peo-
ple suffering from epileptic disorder and most of the affected people are 
living in the developing countries (around 80%), where the health facili-
ties are not satisfactory. The treatment can be in the form of medicines 
or the removal of brain epileptogenic tissues in severe cases; however, the 
surgery may result in disturbance of the routine functions of the human 
body due to removal of brain tissues.2,3 A general scenario of visualization 
of epilepsy attack is shown in Fig. 4.1.
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4.1.1 Classification of Epileptic Seizures
The epileptic seizure can be classified into two main categories, i.e., gen-
eralized seizures and partial seizures. The difference between these sei-
zures is how and where they start in the brain (see Fig. 4.2). Generalized 
seizures involve both hemispheres and begin with a widespread electri-
cal discharge at once. However, partial seizures begin with limited area of 
the brain and may spread to other brain regions. Generalized seizures have 
further categories such as petit mal, tonic–clonic, myoclonic, and atonic 
seizures. Partial seizures have also two further categories, i.e., simple partial 
and complex partial seizures.1

4.1.1.1 Generalized Seizures
● Petit mal: This type of seizure is also known as an absence seizure. The 

symptom of absence seizure is a brief loss of consciousness. Patients 

Figure 4.1 A general scenario of epileptic seizure attack.4

Seizure types

Petit mal Myoclonic

Tonic–clonic Atonic Simple partial seizure

Partial seizures

Complex partial seizure

Generalized seizures

Figure 4.2 Epileptic seizure categories.
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suffering from absence seizures may not be aware that they are having 
seizures. It may occur several times a day and have an abrupt start and 
end. Children suffering from absence seizures will stare blankly dur-
ing seizure activity. The duration of unconsciousness is around a few 
seconds.1

● Tonic–clonic: Tonic–clonic or grand mal seizures cause convulsions, 
muscle rigidity, and unconsciousness. They are differentiated by stiffen-
ing of muscles. A patient may lose consciousness for a small duration 
of time during the tonic phase. Further, the body of the patient starts 
shaking and stretching and causes muscular contractions.1

● Myoclonic: This kind of seizure causes small jerks on both sides of the 
body.1 The patients may feel the jerks as brief electrical shocks; if vio-
lent, it may result in throwing objects involuntarily.

● Atonic: This consists of sudden lack of muscle control especially in the 
arms and legs and the duration is usually around 15 seconds.1

4.1.1.2 Partial Seizures
● Simple partial seizures: This kind of seizure occurs in just one area. 

The symptoms of this seizure are muscle contractions, visual distur-
bances, and blackouts, but for very brief duration, like a minute or less 
than a minute. The patients may feel fearful and anxious during partial 
seizures.1

● Complex partial seizures: In complex partial seizures, the patients may 
suffer from loss of consciousness and the duration of seizures may be 
around a minute or two. The patients may feel uneasiness or nausea 
before the seizure activity.1

4.2 IMPORTANCE OF STUDYING EPILEPSY

There is a rich literature available on epilepsy detection system–based elec-
troencephalography (EEG) signals and computational techniques. The 
various epileptic seizure detection techniques have been developed based 
on EEG signals using linear and nonlinear methods.5,6 These techniques 
mainly include feature extraction methods along with machine-learning 
algorithms to discriminate between seizure, seizure-free, and normal EEG 
patterns. These methods include frequency domain analysis (e.g., subbands 
analysis), entropy analysis, wavelet analysis, largest Lyapunov exponent, cor-
relation dimension, fractal dimension, Hurst exponent, and higher-order 
cumulants.6,7 Machine-learning algorithms used in these techniques include  
artificial neural network (ANN), k-nearest neighbor (k-NN), support 
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vector machine (SVM), naïve Bayes classifier, the Gaussian mixture model 
(GMM), the fuzzy classifier, and the decision tree.

Time and frequency domain techniques are normally used for feature 
extraction from EEG signals; extracted features are further used as inputs 
to the classifiers.8 In addition to frequency domain features, researchers 
have commonly used discrete wavelet transform (DWT) to analyze EEG 
signals. DWT decomposes EEG signals into time–frequency representa-
tions. Gotman et  al.9 initially proposed an automated seizure prediction 
technique that was widely employed. After EEG signal decomposi-
tion, features such as peak amplitude, time-duration, sharpness, and slope 
were used to detect epileptic seizure activity. Khan et  al. used the DWT 
to decompose EEG signals into subbands from which features including 
energy and coefficient variation were computed and used to detect seizure 
activity. Adeli et  al.10,11 used the wavelet transform to analyze and char-
acterize the epileptic discharge as a 3 Hz spike. Using wavelet decompo-
sition, transient features were accurately computed and localized in time 
and frequency domains. Subasi et al.12 proposed a method based on wave-
let transform and ANNs to classify EEG seizure signals. Subasi’s team13 
later improved their method by using dynamic fuzzy neural networks. 
Guo et al.14 employed automatic feature extraction based on genetic pro-
gramming (GP) to classify epileptic seizure signals. In 2014, Kumar et al.15 
classified EEG signals based on features computed via fuzzy approxi-
mate entropy (fApEn) and DWT. Senhadji et al.8 used wavelet transform 
for time-duration analysis and a time–frequency approach to analyze the 
spectral content of EEG signals as a function of time. The same authors 
utilized both approaches to detect interictal spikes and to determine the 
ictal period. Tzallas et al.16 employed time–frequency analysis using many 
time–frequency distributions including short-time Fourier transform 
(STFT) with four different classification algorithms for epileptic seizure 
detection. However, ANNs achieved high classification results. Das et al.17 
proposed a seizure detection method using symmetric normal inverse 
Gaussian parameters of subbands of EEG computed in dual-tree complex 
wavelet transformation. SVM with radial-basis function (RBF) kernel was 
used for classification of seizure from nonseizure EEG patterns. Besides, 
chaotic feature extraction techniques have been used for epileptic seizure 
detection, such as largest Lyapunov exponent, Hurst exponent, and frac-
tal dimension, reported by Hosseini et  al.18,19 The combination of cha-
otic features and adaptive neuro fuzzy inference system classifier achieved 
98.6% accuracy for classification of normal from interictal EEG patterns 
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and 98.1% accuracy for separating ictal from normal signals. Chen et al.20 
proposed a method to reduce the computational load for the classical 
wavelet transform. Further, ANNs and logistic regression were used to 
classify epileptic seizure activity. Xie et al.21 developed a sparse functional 
linear model based on wavelets to represent EEG signals using wavelet 
variance to capture discriminative components in EEG signals. Acharya 
et al.22 decomposed EEG signals into wavelet coefficients by using wave-
let packet decomposition. They removed eigenvalues from these coeffi-
cients with the help of principal component analysis (PCA). ANOVA of 
eigenvalues then identified those of significance. Further classifiers were 
trained using 10-fold cross-validation techniques. The GMM classifier was 
also used to obtain high classification accuracy for epileptic signals. Wang 
et  al.23 used wavelet packet entropy for feature extractions that achieved 
a hierarchical classification approach. Recently, Kumar et  al.15 proposed 
a wavelet-based fuzzy-approximate entropy (fApEn) method to SVM for 
classification purposes. Discrete wavelet transforms decomposed EEG 
signals into subfrequency bands. The fApEN of each subband was then 
computed to assess the chaotic behavior of EEG signals. The highest clas-
sification level achieved used SVM with the RBF kernel.

Upadhyay et al.24 computed wavelet fractal features from wavelet coef-
ficients of four subbands extracted using different wavelets, such as Haar, 
biorthogonal, Coiflets, and Daubechies, for epileptic seizure detection. 
Three classifiers, such as least square SVM, ANN, and random forest tree, 
were tested for classification of normal EEG (sets A, B) versus epileptic 
seizure (set E). The ANN achieved 100% accuracy with feature com-
puted with db3 wavelet. Kumar and Kolekar25 employed different time–
frequency domain feature extraction methods such as fractal dimension, 
zero-crossing, subbands energy, and variance. The two classes C (interictal) 
versus E (ictal) were tested with SVM and reported 98% performance of 
seizure selection. DWT with db4 wavelet was used for feature extraction 
and classifying the normal and epileptic epochs using ANNs by Kulasuriya 
and Perera.26 The data was decomposed up to the fifth level and 10 hid-
den layer neurons were used. The achieved classification accuracy was 
86.67%. However, the authors employed other than Bonn datasets.

In clinical applications the diagnostic or detection system should have 
a high accuracy of detection. The existing literature suggests that the 
majority of studies were unable to achieve perfect results (100%) when 
attempting to detect and differentiate seizure activity from seizure-free 
EEG signals or seizure-free signals from normal EEG segments.
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4.3 PROBLEM STATEMENT

Epilepsy is a neurological disorder involving recurrent seizure, a sudden 
change in behavior due to increased electrical activity inside the brain. 
The abnormal change in electrical activity causes unconsciousness and 
uncontrolled body shakes. There is no exact reason for epilepsy disorder; it 
may be due to inheritance, strokes, or tumors. It can severely degrade the 
quality of life of human beings. Around 70% of patients have intractable 
epilepsy. However, the seizure activity may be controlled or the frequency 
of occurrence can be reduced, which may help the patients to live like 
other normal human beings.

EEG is a brain imaging technique that has been employed for many 
decades to study the brain, including disorders such as epilepsy. The EEG 
signals help to study the neuronal abnormalities occurring due to epilepsy. 
The EEG recordings are composed of a huge amount of data from hours 
to days, which makes it quite difficult and time consuming for a medi-
cal professional to detect a seizure. In addition, EEG cannot be under-
stood by untrained or less-experienced medical doctors. Therefore, trained 
professionals, neurosurgeons, and neurologists are required to interpret the 
EEG with seizures. In general, paramedical staff such as nurses cannot read 
or interpret EEG; it is difficult even for general physicians to understand 
EEG signals. This significantly reduces the medical professionals who have 
expertise of understanding EEG. Bateman27 in 2011 surveyed that there 
is only one neurologist per 20,000 population in Holland and only one 
per 150,000 in the United Kingdom. Hence, automated seizure detec-
tion systems are supporting the doctors to examine the EEG recordings 
for detection of seizure activity. The automatic seizure systems are based 
on algorithms that are developed using computational techniques.28,29 
Medical doctors are able to automatically generate reports of epilep-
tic seizures for a patient from long EEG recordings using seizure detec-
tion algorithms. The duration of seizure activity and the time between the 
occurrences of two seizures can be identified. The information on how 
frequently a seizure activity is occurring may be of help to prescribe a bet-
ter medication or a stimulus to reduce the seizure activities.

Liu et  al.30 reported autocorrelation analysis for development of an 
epileptic seizure detection system independent of patient and capable of 
achieving 84% sensitivity. Similarly, another study conducted by Gotman31 
proposed a method for epileptic seizure detection that evaluates the EEG 
signal and determines the rhythmic activity. The method is capable of 
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performing at 71% average seizure detection rate. Hassanpour32 proposed 
an algorithm that is useful to determine differences between a seizure 
activity and a nonseizure activity using the distribution function of the 
singular vectors about the time–frequency distribution of EEG segments. 
The outcome of the algorithm is 92.5% sensitivity and was tested on 8 
patients. Wilson et al.33 proposed the “reveal algorithm,” which was devel-
oped using the matching pursuit technique and achieved 76% sensitivity. 
Greene et al.34 utilized both ECG and EEG signals to improve efficiency 
of the seizure detection method. Their algorithm is capable of accurately 
classifying seizure from nonseizure activity with 86.32% accuracy, 76.37% 
sensitivity, and 88.77% specificity.

There is a need to improve the performance of the seizure detection 
algorithm. Hence, it is necessary to develop a seizure event detection algo-
rithm that could detect the seizure activity more efficiently and accurately 
and minimize the false detection rate of the algorithm. Furthermore, the 
improvement in the computational processing of the algorithm will lead 
to the development of real-time clinical applications for epilepsy diagnosis. 
In addition, epilepsy prediction research is also of paramount importance. 
Development of real-time methods for prediction of an epileptic sei-
zure will drastically improve the quality of life of epileptic patients. These 
developments of research methods require epilepsy datasets. Fortunately, 
there are three epilepsy datasets available, the details of which are provided 
in the next section.

4.4 DETAILS OF PUBLIC EEG DATABASES

There are three well-known epilepsy datasets reported in literature 
and online available for research purposes. These datasets include the 
University of Bonn dataset, the CHB-MIT dataset, and the European 
Epilepsy dataset. The first two are freely available online and the last data-
set needs to be paid for. The detail of these datasets is given below.

4.4.1 University of Bonn Dataset
This EEG database is publically available database provided by the 
University of Bonn as acquired by Andrzejak et al.35 It comprises five data-
sets denoted A, B, C, D, and E. Each dataset contains 100 single-channel 
EEG segments with duration of 23.6 seconds totaling 4097 samples per 
channel; see Table 4.1 for description. Each dataset is available as a zip 
file containing 100 TXT files (ASCII code). Datasets were recorded with 
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128-channel electrodes using an average reference. Pathological activity 
from datasets C, D, and E and eye movement artifacts had been previously 
removed. For data acquisition, 12-bit analog-to-digital converters were 
used with a sampling frequency of 173.61 Hz. Raw EEG data had been 
passed from a band-pass filter ranging from 0.53 to 40 Hz with a 12 dB/
oct filter roll-off.35 Hence, EEG data is comprised of 5 (classes) × 100 
(observations/class) × 4097 (23.6 seconds/observation).

4.4.2 CHB-MIT Dataset
The CHB-MIT dataset also referred to as the PhysioNet EEG dataset,36 
composed of a total of 24 pediatric patients’ EEG recordings that were 
was acquired at Boston Children’s Hospital. The patients suffered from 
intractable epilepsy, and the ages of the patients are between 1.5 years and 
19 years. In the EEG data acquisition, the international 10–20 system of 
channel configuration with bipolar montage was used. The number of 
electrodes varies for different patients from 23 electrodes to 28 electrodes, 
whereas some electrodes were interchanged in some cases. The first 18 
electrodes are similar for all of the patients. There are 198 total identified 
seizures and duration of the dataset is 916 hours. In the dataset, the epilep-
togenic source for the patients is not shown; though, the origins of epi-
leptic sources were reported for each patient in another study conducted 
by Nasehi et al.37 In this dataset, the shortest seizure is 6 seconds long and 

Table 4.1 Description of Bonn datasets
Datasets File name Description

A Z001.txt to Z100.txt Sets A and B contain surface EEG recordings 
of five healthy subjects with eyes open (EO) 
and eyes closed, respectively.

B O001.txt to O100.txt

C N001.txt to N100.txt Datasets C, D, and E comprise EEG readings 
of five epileptic patients with sensors at 
various spatial locations. Dataset C contains 
EEG recordings from the hippocampal 
formation in the hemisphere opposite the 
epileptogenic zone.

D F001.txt to F100.txt Dataset D contains EEG recordings of the 
epileptogenic zone. Both C and D readings 
were recorded during seizure-free periods.

E S001.txt to S100.txt Set E is a collection of epileptic seizure 
activity recorded from the hippocampal 
focus.
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the longest seizure duration is 752 seconds. The average seizure duration is 
72 seconds. Detailed description of this dataset is given in Table 4.2. The 
file format of the EEG time series in this dataset is. edf.

4.4.3 European Epileptic Dataset
There are 30 patients EEG recordings in the European Epilepsy-Database. 
The ages of the patients are between 13 and 67 years. In EEG data col-
lection, the recordings are done with a 19-channel system based on 
the international 10–20 system channel configuration with referen-
tial montage. There are 276 seizures identified in the total 4604 hours of 
EEG recordings in the dataset. A summary of this dataset is provided in 
Table 4.3. The EEG time series are saved in .edf file format.

Table 4.2 Description of CHB-MIT dataset
Patient no. Gender Age (years) Brain region of 

seizure origin
Seizures counts

1 Female 11 T 7
2 Male 11 F 3
3 Female 14 T 7
4 Male 22 T, O 4
5 Female 7 F 5
6 Female 1.5 T 10
7 Female 14.5 T 3
8 Male 3.5 T 5
9 Female 10 F 4

10 Male 3 T 7
11 Female 12 F 3
12 Female 2 F 40
13 Female 3 T, O 12
14 Female 9 T 8
15 Female 16 F, T 20
16 Female 7 T 10
17 Female 12 T 3
18 Female 18 T, O 6
19 Female 19 F 3
20 Female 6 T 8
21 Female 13 T 4
22 Female 9 T, O 3
23 Female 6 F 7
24 – – – 16

Total 198

F, frontal; O, occipital; T, temporal
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4.5 DATASET AVAILABILITY

To download the epilepsy datasets, please visit the following websites:
1. University of Bonn dataset (http://epileptologie-bonn.de/)
2. CHB-MIT dataset (https://www.physionet.org/pn6/chbmit/)
3. European Epilepsy dataset (http://epilepsy-database.eu/)

Table 4.3 Description of European Epileptic dataset
Patient no. Gender Age of patients in 

years
No. of recorded 
seizures

1 Male 36 11
2 Female 46 8
3 Male 41 8
4 Female 67 5
5 Female 52 8
6 Male 65 8
7 Male 36 5
8 Male 26 22
9 Male 47 6

10 Male 44 11
11 Male 48 14
12 Male 28 9
13 Male 46 8
14 Female 62 6
15 Female 41 5
16 Female 15 6
17 Female 17 9
18 Male 47 7
19 Male 32 22
20 Male 47 7
21 Female 31 8
22 Male 38 7
23 Male 50 9
24 Female 54 10
25 Male 42 8
26 Male 13 9
27 Male 58 9
28 Female 35 9
29 Male 50 10
30 Female 16 12

Total seizures 276

http://epileptologie-bonn.de/
https://www.physionet.org/pn6/chbmit/
http://epilepsy-database.eu/
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5.1 INTRODUCTION

According to the World Health Organization (WHO),1 alcohol misuse 
is common among primary care patients, and results in considerable suf-
fering, mortality, and economic costs (World Health Organization, 2011). 
Alcohol use is categorized as unsafe drinking if alcohol consumption 
exceeds 48 g per day or 144 g per week (Parsons and Nixon2). Drinking 
severity can be classified into heavy drinking, alcohol abuse (AA), and 
alcohol dependence (AD). Both AA and AD are described distinctly, 
according to the Diagnostic and Statistical Manual of Mental Disorders IV 
(DSM-IV),3 as a severe form of alcohol drinking that causes distress or 
harm to drinker. As defined in the DSM-IV, AA is indicated as the recur-
ring use of alcohol despite its negative consequences such as social, inter-
personal, and legal problems. AD or alcoholism is the most severe form 
of alcohol use and is characterized by an increased tolerance and physical 
dependence on alcohol. People with AA and AD are referred to as alcohol 
abusers and alcoholics, respectively. In this study, the two DSM-IV disor-
ders, AA and AD, will be referred to as alcohol use disorder (AUD).
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Screening and assessment of alcohol-related problems are mainly based 
on self-reports. For screening purposes, it has been concluded that only 
using self-reports is insufficient and there is a need to incorporate addi-
tional methods. In addition, accuracy of self-reporting has been ques-
tioned, especially for heavy drinkers, and people tended to underreport 
alcohol consumption quantity. Electroencephalography (EEG) is a brain 
imaging technique that can directly capture brain electrical voltage poten-
tials over the scalp.4 The variations in the brain electrical potentials reflect-
ing the changes inside the brain neuronal networks occur due to any 
stimulation. The EEG can be analyzed using computational techniques 
to extract useful information for assessment of changes in neuronal net-
works.4,5 It is reported that EEG has the potential to discriminate between 
alcoholics and control subjects.6 Therefore, in this chapter we focus on the 
use of EEG to discriminate among AA, AD, and normal controls.

5.2 IMPORTANCE OF STUDYING DRUG ADDICTION

The treatment of alcohol abusers requires medical professionals to deter-
mine the existence of addiction by using addiction assessment techniques.7 
The assessment techniques answer questions such as whether an addiction 
exists, what is the extent of the addiction, and whether cooccurring con-
ditions (mental disorders) exist. Once such information about a patient is 
clear, then the medical professionals try to take the best approach toward 
treating an individual’s addiction issue. Initially, in the addiction assessment, 
the medical professionals involved the family members of the patient to 
seek drug and alcohol treatment. The addiction assessment enables medical 
professionals to understand the patient’s situation and determine the most 
appropriate level of care and treatment.

In the addiction assessment process, many trained professionals are 
involved such as medical doctors, nurses, psychologists, therapists, and psy-
chiatrists. The involvement of multiple professionals helps to ensure that 
the patient receives the most appropriate treatment. The assessment process 
is simple and straightforward. The clinicians use a standard screening tool 
(a questionnaire), which the patient needs to fill out by providing infor-
mation regarding current alcohol use, health history, previous treatment 
history, symptoms, behavior, and the worst effects of the addiction on his/
her life. The clinicians may ask for a face-to-face interview to understand 
the situation more clearly, while all the provided information is strictly 
confidential and used only for treatment purposes. There are standard 
screening questionnaire tools available such as the Alcohol Use Disorders 
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Identification Test (AUDIT), National Institute on Drug Use Screening 
Tool (NIDA), and CAGE questionnaire.8–10 The CAGE contains four 
questions: (1) Have you ever felt you should CUT down on your drink-
ing?; (2) Have others ANNOYED you by criticizing your drinking?;  
(3) Have you ever felt GUILTY about your drinking?; and (4) Have you 
ever felt the need to drink at EYE opening (in the morning)? The score 
of CAGE is between 0 and 1. Thus, two “yes” responses in the above ques-
tions will indicate the presence of addiction.11 The AUDIT was devel-
oped for screening of alcohol abusers by the WHO in 1982. The AUDIT 
is a standard questionnaire that includes questions about the quantity and 
frequency of the alcohol use, dependence symptoms, and alcohol-related 
problems. It identifies patients who have problems with alcohol and who 
are dependent or not dependent.12

EEG- and event-related potential (ERP)-based screening tools are 
reported in literature. The EEG low-voltage alpha was associated with alco-
hol use disorders. It was observed that alcoholics were more likely to show 
low-voltage alpha than nonalcoholics.13 Further, another study has shown that 
EEG can detect among alcohol patients to determine whether they relapsed 
or abstained from alcohol within 3 months after treatment.13 The results sug-
gested that the neural activity of those patients who relapsed was more desyn-
chronized over the frontal regions, indicating functional disturbance in the 
prefrontal cortex. In addition, a 2016 study reported significant differences 
among alcohol abusers, alcoholics, and control subjects using EEG features 
with machine-learning techniques.14 These studies indicated that the EEG 
technique has the potential to be used as a screening tool for the assessment 
of alcohol-addicted patients. The EEG enables the assessors to understand the 
neuronal behaviors of the patients and seek the most appropriate treatment.

5.3 PROBLEM FORMULATION

The problem here is the reliance of traditional screening methods using 
self-reports based on the honesty of patients. Alcoholic screening needs to 
be measured by another more reliable source to increase screening accu-
racy and verify the results of the self-report. Hence, this problem can be 
addressed by the research question: What is the quantitative difference in 
EEG signals between AUD patients and healthy people?

For this problem, it is hypothesized that AUD alters the function of 
the human brain and leads to the differences between problematic alcohol 
users and healthy people. The differences are more significant in alcohol-
dependent patients than in alcohol abusers.
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5.4 RESEARCH DESIGN

Participants who meet the DSM-IV criteria were enrolled for the experi-
ments.3 Participants were randomized and assigned into two separate 
groups (same sample size) with different drinking status:
● Control group (group of participants without the disease or just minor 

disease): participants who are evaluated as healthy normal people
● Case group (group of participants with the disease of interest): partici-

pants who are evaluated as AUD
The case group is then further assigned into two separate groups:

● Case 1: participants who are evaluated as alcohol abuse (AA)
● Case 2: participants who are evaluated as alcohol dependence (AD)

Based on the recruitment requirements previously mentioned, the 
experiment is defined as a case-control study with random samples. 
There are in total three independent samples and it is required to test the 
hypothesis based on the significant different power of each pair of two 
groups (control vs case 1 vs case 2) so the independent two samples’ t-test 
is used for each pair of comparisons.

5.4.1 Hypothesis
Null hypothesis: the EEG spectral power is not different among groups (sta-
tistical null). Biological aspect means that chronic and heavy drinking does 
not have any effect on the brain activities (biological null).

Alternative hypothesis: the EEG spectral power is significantly different 
among groups (control, case 1, and case 2) and more significant between 
case 2 and control than between case 1 and control. This phenomenon 
indicates the alteration in the brain activities in AUD with more severity 
in alcoholics.

5.4.2 Sample Size Computation
Based on the hypothesis, EEG spectral power (absolute power or rela-
tive power) is selected as the test variable for sample size calculation; see  
Table 5.1. Because it is the measurement variable, the test is calculated and 
compared based on the mean value.

The convention in most biological research is to use a significance 
level α = 0.05 (Zα/2 = 1.96) and the power value β = 80% (Zβ = 0.84). 
This means that
● If the significant difference in mean power between two groups is 

larger than 5%, the null hypothesis can be rejected, or type I error.
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● If the significant difference in mean power between two groups is 
smaller than 20%, the null hypothesis can be considered again.
There is no more information for estimating so these values are chosen 

for the significant test.
Because two independent samples are compared with respect to con-

tinuous outcome and difference in mean variable, the sample size per 
group can be estimated by15:
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where r: ratio of controls to cases; Zα/2: represents the desired level of sig-
nificant level; Zβ: represents the desired power; ES: effect size.

The effect size can be computed for groups with different sample size 
by adjusting the calculation of the pooled standard deviation with weights 
for the sample sizes. This adjustment is overall identical with dCohen or 
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where µ1, µ2: mean values of case group and control group; n1, n2:  
sample size of case group and control group; s1, s2: standard deviation of 
case group and control group.

Table 5.1 Sample size calculation
Reference Notes Alcoholics 

(n1)
Controls 
(n2)

Mean 
difference 
(µ1 − µ2)

Standard 
deviation 
(SD)

Effect 
size 
(ES)

Sample 
size (n)

Ehlers and 
Phillips8

Alpha 
power 
in P3

61 176 14.9 4.41 3.39 2

Alpha 
power 
in P4

61 176 18.3 5.33 3.45 2
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The authors found a previous study by Ehlers and Phillips16 who 
investigated the association between alcohol dependence and EEG param-
eters. The mean and standard deviation of EEG alpha frequency at parietal 
sites P3 and P4 from the previous were used for sample size calculation. 
The calculated sample size is too small, i.e., sample size is 2 for one group 
or 6 for the total (3 groups). The reason is that there are huge differences 
between the mean of control and alcohol users of EEG alpha activity at 
parietal sites. Since the number 2 is quite small and the results of three 
groups with such a small number of participants may not be suitable for 
statistical test to compare results, the investigator recruited more partici-
pants in the study to be able to statistically verify the experimental results. 
Hence, 15 participants were recruited in the control group, as well as 18 
alcoholic participants and 12 alcohol abusers.

5.4.3 Subjects Details
Data acquisition was performed at University Malaya Medical Center 
(UMMC) and Clinic Bingkor in Kota Kinabalu, Sabah, Malaysia from the 
following:
● 12 alcohol abusers (mean age 56.70 ± 15.33 years)
● 18 alcoholics (mean age 46.80 ± 9.29 years)
● 15 controls (mean 42.67 ± 15.90 years)

The participants belonged to different ethnicities including Kadazan 
Dusun (Sabah, Malaysia), Indian (Malaysia), and Burmese.

The Alcohol Use Disorders Identification Test (AUDIT)17 (see 
Appendix 5A) was performed by doctors and physicians at the University 
Malaya Centre of Addiction Sciences (UMCAS) to evaluate the drinking 
status of participants. According to their alcohol consumption, the par-
ticipants were divided into two groups. They were grouped into controls 
if their alcohol consumption score (first three questions of AUDIT) was 
less than 4 and total AUDIT score was less than 8.18 Otherwise, partici-
pants were grouped into AUDs if they had a total AUDIT score greater 
than 7. In addition, selection and diagnosis for alcoholics employed Mini 
International Neuropsychiatric Interview—MINI19 (Appendix 5B) 
and Alcohol Withdrawal Assessment Scoring Guidelines—CIWA-Ar20 
(Appendix 5C). The selected participants were briefly introduced to the 
experiment design and were required to sign a consent form (Appendix 
2C) before performing the EEG recording.
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5.5 EXPERIMENT PROCEDURE

The experiment design was approved by the local ethics committee at 
the University Malaya Medical Centre (UMMC). The experiment was 
designed as a single factorial study where the only interested factor manip-
ulates AUD severity (healthy vs AUD) with two levels of physiological 
states, i.e., eyes closed (EC) and eyes open (EO), as depicted in Fig. 5.1.

Recording during each physiological condition lasted for 5 minutes, 
and was carried out in separate sessions with a 1-minute intersession 
break. The recordings were conducted in the morning in a sound-atten-
uated room to avoid interference with meal times and any other major 
disturbances. The process was divided into three steps:
● Step 1 was setting up the experiment using a 19-channel wearable cap. 

Proper caps were selected to fit participants’ head size to ensure data 
quality. This process took about 10– 15 minutes.

● Step 2 was the eyes-closed (EC) session: patients were required to sit 
comfortably on a chair with eyes closed, awake, and with minimized 
movements.

● Step 3 was the eyes-open (EO) session: participants were required 
to concentrate on a black fixation point (“+”) on a white computer 
screen in front of them with minimum of eyes movements or blinking.

Figure 5.1 Experiment design.
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For every EEG recording, participants had 1-minute break between 
each session and 1 extra minute at the beginning of the recording sessions 
to avoid unstable state.

5.6 SOFTWARE/HARDWARE DETAILS

Hardware details: Discovery 24E EEG and Enobio.
● Discovery system has 24 channels including 19 channels for data col-

lection (FP1, FP2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, 
P4, T6, O1, and O2), 1 channel for ground, 2 channels for reference, 
and 2 others for event timing. The electrode positions of the system 
were defined according to the international 10–20 system with ampli-
tude unit in microvolts. Earlobe reference electrodes were used for all 
recordings. The ground electrode was placed above the nasion about 
1/10 the distance from nasion to inion. Electrode impedance was 
maintained below 10 kΩ by adding electrogel into electrodes using a 
syringe. DC amplifier and BrainMaster Discovery software were used 
for EEG recording.

● The second system, Enobio, is a wireless system with 19 data channels 
as found in the Discovery 24E EEG with one external input channel 
and two electrodes for mastoid references. Enobio system uses nano-
volts as amplitude unit. Therefore, the recorded data had to be rescaled 
before further analysis.
In the BrainMaster system, the data were recorded with sampling rate 

of 512 samples per second and then filtered and reconstructed at 256 sam-
ples per second. EEG signals were filtered by the amplifier with bandwidth 
about 0.1–100 Hz. The data were then transferred to PC through an opti-
cally and magnetically isolated USB cable. For the Enobio system, the sig-
nals were transmitted through Bluetooth protocol at sampling rate of 500 
samples per second. EEG signals of both systems were saved in .edf format.

To make the data compatible between the two EEG systems, data 
recorded from Enobio were first converted to microvolt unit by multiply-
ing by 1000. Nineteen channels from both systems were rearranged in the 
same order and used for further processing. All signals were resampled to 
256 samples per second and rereferenced using common average reference 
(CAR).21
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where Vi
ER was the potential between the ith electrode and the reference 

and n was the number of electrodes in the montage (i.e., 19 in this study). 
Selecting CAR as reference also helped to maximize the signal-to-noise 
ratio. CAR was also easy to implement and was considered to be superior 
to the ear reference method.21

Artifacts due to eye movements, blinks, or muscle activity and drowsi-
ness were semiautomatically detected using NeuroGuide software. This 
included a selection of 60 seconds of artifact-free epochs from the raw 
data. In the software, the selected EEG segments were also estimated for 
reliability using the split-half reliability score (SHR score). SHR is the 
ratio of variance between the odd and even time points of the time series 
from the selected EEG. The selection was performed with SHR score > 
0.90. Artifact-free EEG data was then applied to custom MATLAB scripts 
for further analysis.

5.7 DATA DESCRIPTION

This section provides description of the physiological data and subjective 
data collected during the experimentation.

5.7.1 Experiment Data Accompanying This Chapter
EEG and ECG raw data for one subject are provided with this book. 
The details of these files are provided in Table 5.2. To access these EEG 
files, please go to the directory BookData\Chap05\EEG in the data files 
accompanying this book. For the complete dataset of 40 subjects, please 
contact the authors at brainexpbook@gmail.com.

5.8 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized 
the data acquired from the experiment described in this chapter. The 

Table 5.2 EEG data description
S. No. EEG condition Description

1 Eyes closed Five minutes EEG recording during resting 
state eyes-closed condition.

2 Eyes open Five minutes EEG recording during resting 
state eyes-open condition.

mailto:brainexpbook@gmail.com
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following journal paper should be cited when using the experiment 
design or the data provided with this chapter.
● Mumtaz W, Vuong PL, Xia L, Malik AS, Rashid RBA. Automatic diag-

nosis of alcohol use disorder using EEG features. Knowledge-Based Syst; 
2016. doi:10.1016/j.knosys.2016.04.026.
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6.1 INTRODUCTION

Three-dimensional (3D) technology is now popular in the entertainment 
industry, especially in the production of movies, 3D video games, and 
3D-based television broadcasting. This phenomenal progress started grow-
ing rapidly after the successful launch of the 3D movie Avatar in 2009 by 
James Cameron. Avatar created a wide awareness in public about watch-
ing 3D movies and dramatically increased 3D-based film production. In 
2015, Jurassic World earned $205 million in 3D theaters outside the United 
States, reflecting the popularity of 3D movies worldwide. As of 2016, an 
increasing number of newly released movies have a 3D version, which 
reflects public acceptance of 3D technology. Filmmakers and cinemas are 
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continuing their investments in 3D movies to attract more viewers and 
earn more revenue.

Despite the fact that 3D technology is rapidly growing, there are con-
cerns about the side effects of 3D contents on viewers’ visual and cognitive 
systems.1 Viewers reported that they experienced discomfort when watching 
3D movies in the cinema.2 The most common types of discomfort include 
dizziness, headaches, nausea, and visual strain.3 In addition to that, there had 
been cases where some of the viewers claimed that they could not fully enjoy 
the 3D movies due to the fact that while watching 3D movie, the feeling of 
3D depth perception was not continuous, i.e., the viewers can see in 3D for a 
moment followed by a feeling of seeing in 2D and then again in 3D, etc.

Previously, most research had studied the effects of 3D viewing from 
the ergonomic perspective, mainly assessed based on the psychological 
effects that can be experienced as symptoms of gastrointestinal distress (i.e., 
stomach ache), disorientation (i.e., postural instability), or visual symptoms 
of eyestrain or eye fatigue.4 Initially, the evaluation of the effects was con-
ducted based on participative measures such as questionnaires, interviews, 
and user feedback ratings based on the quality of the perceived 3D stim-
uli.5–8 Few studies have employed quantitative methods to measure visual 
and mental fatigue.9–12 It is reported that some symptoms of viewers’ dis-
comfort have been linked with the characteristics of visual scene stimuli 
and are due to accommodative and vergence stress.7,13

In addition to that, the type of 3D display technologies used for 
watching 3D stereoscopic content may cause visual fatigue.14 For instance, 
the liquid crystal shutter glasses used in 3D active shutter systems may 
induce the sensation of flickering (liquid crystal shutters), while the color 
filter glasses technology may cause binocular rivalry (color filter glasses). 
Other 3D technologies like head-mounted displays (HMDs) may cause 
eyestrain because of optical misalignments and display features.15,16

However, the impression of watching 3D content depends on the 
quality of 3D display screens and the underlying 3D technology used by 
the manufacturers. In other words, the level of comfort during 3D presen-
tation for the viewers directly depends on the quality of 3D display tech-
nologies. Thus, 3D display devices should provide high-quality 3D depth 
perception to the viewers without any viewing complaints.

In general, a 3D display would provide additional information of sense 
of depth to the viewers as compared to traditional 2D display devices; it is 
likely that the former is closer to human binocular vision. Ideally, view-
ers should feel high satisfaction in 3D mode as compared to 2D mode 



Passive Polarized and Active Shutter 3D TVs 89

rather than reporting viewing complaints. This gives rise to the question: 
What is the main cause of viewers’ dissatisfaction in watching 3D content? 
Therefore, the aim of this study was to study the effects of two common 
consumer 3DTV technologies on viewers’ visual discomfort, and/or any 
other complaints such as visual fatigue, cognitive load, and aftereffects on 
vision, using physiological signals.

6.2 IMPORTANCE OF STUDYING 3D DISPLAY 
TECHNOLOGIES

Stereoscopic 3D technology is rapidly growing and has become famous 
not only in the entertainment market, but has also been adopted in the 
home in the form of 3D HDTVs, 3D cameras, 3D game players, 3D pro-
jectors, and 3D PCs. There are many different potential applications of 3D 
technology, such as real-time 3D simulation (used for education, training, 
experimentation, and human behaviors), virtual reality, architecture, 3D 
marketing, 3D video, and serious games. 3D technology may expand into 
a wider range of electronics in the future, to provide 3D webcams, photo 
frames, portable Blu-ray players, and much more for 3D TV channels.

In the market, two widely accepted and well-known 3D display tech-
nologies are available for home users, i.e., 3D passive polarized and 3D 
active shuttered technologies. Regardless of the fact that 3D display tech-
nology has made entertainment more interesting, especially watching 
action movies or playing video games, there has been concern from the 
end users about the expected side effects of 3D viewing. The reason is that 
3D technology takes advantage of human binocular vision and creates 3D 
depth illusion and viewers feel the contents differently. Thus, researchers 
collected the feedback of the viewers and reported their complaints.17,18 
The most commonly reported complaints are 3D cross talk,19 comfort/
discomfort,20,21 cognitive and visual fatigues,14,22 motion sickness,23 after-
effects,3 and 3D effects on vision.24

Thus, the comparison of these two technologies is of wide interest 
to end users, i.e., which 3D type should be selected for home usage. The 
existing studies compared the two types using viewer feedback, having 
viewers fill out a questionnaire after being exposed to video content using 
these two 3D types. Thus, after reviewing the recent research studies, the 
following main points are extracted from their findings.25–31

● The quality of viewing of active shuttered 3D technology is better 
than passive polarized 3D technology, but viewers experience higher 
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fidelity and brightness in active shuttered technology than in the pas-
sive polarized technology.

● The readability (e.g., reading small font) in the shuttered technology is 
superior to that of the polarized technology.

● Shuttered 3D provides more flickering than polarized 3D as reported 
by the participants. Hence, the flickering may induce more side effects 
for shuttered 3D such as eye fatigue, headache, and flash effect.
The viewers’ feedback indirectly expresses their perception during 

watching the 3D content, either passive or active 3D. However, the sub-
jective methods for quality assessment of 3D types could not explain the 
impact on the brain, i.e., the behavior of the actual neuronal mechanism that 
is involved in the processing of 3D visual information through the visual 
system, attentional and working memory resources, and the brain path-
ways. The study of the brain neuronal activities could explain the impact of 
watching the 3D content and the differences between the two 3D types.26

Although much research has been done on the ergonomic effects on 
exposure to stereoscopic display, understanding its impact on the human 
brain is somewhat incomplete. Early researchers have attempted to under-
stand how the brain perceives depth perception in 3D especially with regards 
to our stereoscopic vision.26 The vision research studies reported that there 
are specialized brain cells in the visual cortex that process the disparity-
related information from the two images viewed by each eye in order to get 
depth information in the scene.32–35 But the issue is that most research was 
limited to the visual cortex, while other connected regions of the brain that 
play a role in the handling of the 3D information are still not very clear.

Electroencephalography (EEG) is the most appropriate neuroimaging 
method to use for long duration while watching 3D videos or playing 
3D games, as it is noninvasive and portable. Further, the time resolution 
of EEG is quite good, so the fast information processing of the brain that 
brings changes in the neuronal activity could be better understood. Hence, 
the motivation of the experiment described in this chapter is to compare 
the two 3D display types and explore the impact of viewing 3D on neu-
ronal activity using EEG.

6.3 PROBLEM STATEMENT

Even though a considerable amount of research has been performed to 
investigate the ergonomic effects on the exposure to stereoscopic display, 
knowledge about its impact on human brain is relatively limited. Previous 
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studies of the human brain explored the mechanism of depth perception 
and binocular vision ability, especially the visual system and disparity.36–39 
Furthermore, since much research focused on studying the human visual 
performance in the visual cortex, the roles played by other brain regions 
during stereoscopic vision are still poorly defined.

In addition to that, participative measures such as questionnaire and 
user feedback ratings have been widely employed to determine the level 
of visual discomfort in viewers. Nevertheless, a standard procedure, either 
a questionnaire or observation that is sensitive and robust in defining the 
level of visual discomfort of stereoscopic displays, has not yet been well rec-
ognized.7 Besides that, the types of 3D stimuli used in some studies were 
designed to induce side effects (i.e., motion sickness, stress, etc.) or required 
the participants to be engaged in tasks such as playing 3D video games.

As the general aim is to assess the effects of 3D viewing, the type of 
3D display plays an important role as the quality of experience depends on 
the performance of the display. In the past, the types of the 3D technology 
used in the studies were mainly commercial cinema 3D projectors and 
constructed 3D displays (in lab settings). While the former is not properly 
controlled (i.e., presence of noise, interaction between participants, etc.), 
the natural 3D viewing settings are compromised in the latter. As 3DTV 
display technology is relatively new, little work has been done in inves-
tigating the viewing effects due to the consumer grade 3DTV displays, 
hence knowledge about the effects of viewing based on these technologies 
is also limited. The following research questions were investigated in this 
experiment:

Q1: What are the physiological effects due to stereoscopic 3DTV 
(active shutter and passive polarized) viewing?
Q2: Which stereoscopic 3DTV viewing improves cognitive per-
formances (i.e., enhanced working memory and attentional level) in 
viewers?
The first research question (Q1) is concerned with the physiological 

effects of visualizing videos via stereoscopic 3DTV, which are measured 
using the electrophysiological signals (EEG and ECG). EEG signals cap-
ture brain voltage potentials that can be analyzed using computational 
techniques to extract useful information for assessment of brain cognitive 
states.40,41 ECG signals represent the dynamics of time interval between 
heartbeats.42 ECG signals can be analyzed to determine the heart rate 
variability (HRV), which may reveal the changes in heartbeats due to suf-
fering from visual or cognitive fatigues.
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In the second question (Q2), the type of viewing technology that provides 
optimum visualization is determined based on the performance of working 
memory and visual attention, as well as HRV. The 3DTV provides more visual 
information along with depth perception and the fact that all sensory and 
cognitive information is processed in the brain; therefore, the changes in the 
brain activity could reflect the effects of viewing stereoscopic content.

6.4 SOFTWARE AND HARDWARE TOOLS

The list of equipment and software used in this experiment is described in 
Table 6.1.

Table 6.1 Description of hardware (equipment) and software
S. No. Equipment Description

01 Discovery 24E (hardware) 1. 1—Discovery 24E
2. 1—USB cable w/chokes (3 m)
3. 1—Two input channel cable*
4. 1—BrainMaster carrying case
*for peripheral use only—Channel 

23 and 24 (i.e., ECG, EMG)

02 Checktrode electrode tester 1—Checktrode electrode tester
 2—9V battery supply

03 Gold disk electrodes (length: 1.2 m, 
female jack)

7 packs (5 electrodes/pack) =
35 electrodes

(Continued)
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Table 6.1 Description of hardware (equipment) and software
S. No. Equipment Description

04 Ear-clip electrode (gold disk, 1.2 m, 
female jack)

1 pair (1 black, 1 white) =
2 electrodes
*to be used with gold electrodes 

only

05 Electro caps (19—tin electrodes) 4 sizes:
1. 1—Small (50–54 cm)
2. 1—Medium/small (52–56 cm)
3. 1—Large/medium (56–60 cm)
4. 1—Large (58–62)

06 Ear-clip electrodes (tin disk,  
1.2 m, female jack)

*to be used only with  
electro caps/electrodes of the 
same metal type (tin)

07 Ten20 conductive paste  
(for single electrodes)

1. 1—4oz 10/20 paste (3-pack)
2. 1—4oz 10/20 paste jar

08 NuPrep (skin prep gel) 1 box of 6-pack tubes

(Continued)

 (Continued)
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Table 6.1 Description of hardware (equipment) and software
S. No. Equipment Description

09 Electro-Gel (for electro caps) 473 mL Electro-Gel

10 Disposable sponge disks 2 packs
11 Measuring tape 2 units
12 Marking pencil 1 unit
13 Syringe *for Electro-Gel 2 units
14 Toothbrush *for cleaning electrodes 1 unit
15 NeuroGuide (Applied  

Neuroscience Inc.)
Version 2.7.2.0

16 MATLAB (MathWorks Inc.) Version 2012a
17 Discovery 24E (BrainMaster) Version 3.0
18 Toshiba laptop Intel Core i7-720QM processor 

(6M cache, 1.6 GHz) and 
500 GB

19 Sony 40-inch 3DTV Sony 3D active shutter glasses, 
refresh rate 240 Hz, LED display, 
1080p resolution, HDMI and 
USB slots

20 LG 42-inch 3DTV LG passive polarized 3D 
technology display

 (Continued)

6.5 EXPERIMENTAL DESIGN AND PROTOCOL

This section describes the experiment design protocol of this study 
including participant information, inclusion and exclusion criteria, sample 
size computation, and stimuli design.

6.5.1 Target Population
In this study, students on the university campus were the target population. 
All the students on the university campus were the entire set of units for 
which the findings of the research had been generalized. Three levels of 
students were studying on the campus, i.e., foundation level, undergradu-
ate level, and postgraduate level. Equal opportunity to become a partici-
pant was given to all students who met the inclusion criteria.
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6.5.2 Inclusion Criteria
● Participant must be a student at Universiti Teknologi PETRONAS
● Participant age should be between 18 and 25 years of age
● Participant must be physically and mentally healthy

6.5.3 Exclusion Criteria
The exclusion criteria are the requirements used for exclusion of partici-
pants from this study. In this study, participants are excluded when fail to 
provide written consent (Appendix 2C).

6.5.4 Sample Size Computation
The sample size computation for this study was not predefined because it 
was a pilot study. Further research on this topic may be required to prop-
erly compute the sample size using the mean differences among the three 
groups in this study, which are reported in the published papers. Please see 
the published papers in Section 6.7 in this chapter.

6.5.5 Participant Recruitment
In this study, 40 volunteers were recruited who were healthy univer-
sity students (30 males and 10 females) aged between 19 and 25 years 
old (21.55 ± 1.52). The participants had normal or corrected-to-normal 
vision and had no neurophysiological impairments. As part of the inclu-
sion criteria for participant recruitment, all recruited participants reported 
that they had normal vision and no medical history existed, and all had 
past experience in 3D viewing. However, those who reported that they 
had experienced severe visual discomfort during 3D viewing in the past, 
such as motion sickness, headache, and nausea, were excluded from the 
study. The target population was the undergraduate and postgraduate stu-
dents of Universiti Teknologi PETRONAS (UTP). All the participants 
were informed about the experimental procedures and they provided a 
written Participant Information and Consent Form (see Appendix 2C). 
The protocol of this study was approved by the UTP Ethics Coordination 
Committee.

Participants were randomly divided into two equal groups (either 3D 
Active First or 3D Passive First). All participants in this study had an expe-
rience in 3D viewing (i.e., had watched 3D movies or played 3D games in 
the past). The demographic data including age, gender, and handedness of 
both experimental groups is listed in Appendix 6A.
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6.5.6 Stimuli
Participants were exposed to a series of short video clips for 20 minutes 
in all three experimental conditions, i.e., 2D mode, 3D active mode, and 
3D passive mode. However, the auditory stimulus was also present during 
the experiment but was kept at a very minimum volume. The inclusion of 
minimal auditory information was necessary in order to replicate the cin-
ematic experience (but in a controlled setting) and it was also to prevent 
the viewers from feeling bored and drowsy over time.

In this experiment, a set of short video clips was used as the stimuli. 
The video clips were produced by Sony (“Sony Blu-Ray 3D Experience 
2010, volume 2”), which was commercially available and contained good 
quality 3D content. The video clips were selected from the recommended 
imaginary animated and natural movies. Although different video clips 
may result in different brain and heart responses, the content of the video 
clips was not the main concern, since the same video clips were employed 
for 2D, 3DA (3D active shutter glasses), and 3DP (3D passive polarized 
glasses) viewing. Hence, the corresponding responses in each viewing 
mode can be observed by computing the difference between viewing 
modes. The description of all the video clips is summarized in Table 6.2.

6.5.7 Experiment Design
In this research, two sets of experiments were conducted to study differ-
ent complaints reported by viewers about 3D content, through consumer 
3D technologies on brain oscillations and heart responses. The first experi-
ment was to investigate the difference in viewers’ responses when viewing 
the stimuli on the 2D and the 3D displays (i.e., 3D active and 3D passive). 
As for the second experiment, the differences in the viewers’ responses 
between 3D active viewing and 3D passive viewing were observed.

The participants were randomly divided into two groups: 3D Active 
First and 3D Passive First. The flows of the experiment for both groups 
are illustrated in Fig. 6.1. The 3D Active First group watched the clips first 
in a 3D active mode, followed by 3D passive, while the 3D Passive First 
watched the clips in 3D passive first and then in 3D active mode. This divi-
sion of participants into two groups avoided the content novelty and prac-
tice effect in the experiment, which may cause biased effects on the results.

6.5.8 Experiment Procedure
The recording of EEG and ECG data took place during the resting states 
(i.e., eyes closed and eyes open) and the visual stimulation sessions (i.e., 
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Table 6.2 Description of video clips in order of presentation
S. No. Title of clip Time (min) Details

1 A Christmas Carol 
(Disney, 2009)

4.25 In this clip, Scrooge met the Ghost of 
Christmas Past. They flew together 
and Scrooge was brought back to 
his own past as a child.

2 The Nightmare  
Before Christmas 
(Disney, 2011)

2.20 This clip shows Jack sharing his ideas 
about the Christmas celebration 
with the Halloween Town 
residents. In a church hall, the 
monsters and ghosts were singing.

3 Alice in  
Wonderland 
(Disney, 2010)

2.11 Alice ran away to catch a white 
rabbit and reached a place named 
Wonderland. There she found the 
Hatter; later, the Red Queen’s 
soldier seized him. Alice planned 
to escape and struggled to release 
the Hatter, so she presented herself 
as a guest and went to the Red 
Queen’s castle.

4 Toy Story 3  
(Disney  
Pixar, 2010)

3.11 This clip shows Andy when he 
was little playing with his toys 
(a flashback). All of his toys were 
mistakenly placed in the garbage 
when he went to college. All the 
toys escaped and left Andy’s house 
and reached the Sunnyside nursery.

5 G-Force  
(Disney,  
2009)

3.28 In this scene, a race between the 
G-Force team and the FBI agents 
is presented. It is presented that 
one of the FBI cars became stuck 
while the other crashed because of 
fireworks during the chase.

6 3D Sony Aquarium 
(Sony PLC,  
2010)

4.13 This clips shows a scene of a school 
of swimming fish and a bear 
diving into the aquarium.

2D and 3D). The recording begins with the eyes-closed session. The par-
ticipants were instructed to sit as relaxed as they could while they were 
awake. Then the participants were instructed to focus on a black fixation 
point displayed at the center of a white screen so that the gaze was fixed 
during eyes-open recording. The eyes-closed session was conducted only 
once, i.e., at the very beginning of the experiment, while the eyes-open 
sessions were done prior to each visual stimulation session.
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As mentioned earlier, the visual stimulation session contained three 
conditions: 2D, 3DA, and 3DP. The stereoscopic 3D system requires view-
ing glasses, hence all participants wore a set of passive polarized glasses and 
active shutter glasses during 3DP and 3DA modes, respectively. However, 
no glasses were needed for the 2D viewing. The viewing glasses are 
only required during the 3D viewing modes, therefore the glasses were 
removed during the resting conditions and the breaks between sessions.

In addition, the participants were also instructed to minimize any 
physical movement as much as possible. After each recording session, they 
were given a 5–10 minute break, and no recording was involved during 
this period to allow them to rest; this also reduced the potential fatigue 
and drowsiness effect. However, during this time, they were asked to 
report their viewing experience by filling up the simulator sickness ques-
tionnaire (SSQ) (Appendix 5B). Prior to the viewing in other modes, the 
participants were required to perform the eyes-open test again to remove 
the transient effects that may be induced by the various video clips in the 
previous viewing sessions.

6.5.9 Self-Report Measures
In this experiment, the participants filled out the feedback form and thus 
subjective data was collected at the end of the experiment. The subjec-
tive data contained the user’s 3D experience and responses against the 
standard SSQ and the feedback form. These questionnaires can be seen in 
Appendix 6B.

Figure 6.1 EEG recording flow diagram. (A) 3D active first group. (B) 3D passive first 
group.
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6.5.9.1 Simulator Sickness Questionnaire
The SSQ was filled out by all the participants regarding their experience 
during watching video clips in the three visual stimulation conditions. 
The SSQ standard was initially developed by Kennedy,43 for the purpose 
of quantifying the symptoms experienced by viewers. The SSQ standard 
contained three main components: nausea, disorientation, and oculomotor 
problems. The general symptoms with their weightings are listed in Table 
6.3 and an SSQ sample is provided in Appendix 6B.

The participants need to select one of four categories—None, Slight, 
Moderate, or Severe—and report the degree to which they experienced 
each of the symptoms. The quantity values for these scales are 0, 1, 2, and 
3, respectively. The scale for each column was computed by multiplying 
the reported value of the symptom to the weight in each column and then 
summed down the column. The overall total SSQ score was determined by 
multiplying the sum of scores across the three columns with 3.74. The pro-
cedure for computing the column score is provided at the end of Table 6.3.

Table 6.3 SSQ Scores distribution
S. No. Symptom Nauseaa Oculomotorb Disorientationc

1 General discomfort 1 1 0
2 Fatigue 0 1 0
3 Headache 0 1 0
4 Eyestrain 0 1 0
5 Difficulty focusing 0 1 1
6 Increased salivation 1 0 0
7 Sweating 1 0 0
8 Nausea 1 0 1
9 Difficulty concentrating 1 1 0

10 Fullness of head 0 0 1
11 Blurred vision 0 1 1
12 Dizziness with  

eyes open
0 0 1

13 Dizziness with  
eyes closed

0 0 1

14 Vertigo 0 0 1
15 Stomach awareness 1 0 0
16 Burping 1 0 0

Total SSQ score = (A + B + C ) × 3.74. 
Scale multiplication factor:
aNausea: A = score × 9.54
bOculomotor: B = score × 7.58
cDisorientation: C = score × 13.92



Designing EEG Experiments for Studying the Brain100

6.5.9.2 Subjective Data
The participants filled out a questionnaire about their self-preferences 
toward the available consumer 3D technologies (see Appendix 6B).

6.6 DATA DESCRIPTION

This section provides a description of the physiological data and subjective 
data collected during the experimentation.

6.6.1 Experiment Data Accompanying this Chapter
EEG and ECG raw data for one subject are provided with this book. The 
details of these files are provided in Table 6.4. To access these EEG or ECG 

Table 6.4 EEG data description
S. No. Directory name EEG and ECG description

01 EC This directory contains the baseline recording: 5 min 
for eyes-closed condition before watching any 
movie.

02 EO 2D Baseline recording: 5 min for eyes-open condition 
before watching any movie.

03 2D This directory contains EEG or ECG recording 
for 10 min during watching movie in 2D 
display mode. There were six clips presented to 
participants in 2D mode, hence the directory 
contains six files in .edf format.

04 EO 3DA Baseline recording: 5 min for eyes-open condition 
after watching the movie in 2D display and before 
watching movie in 3D active display mode.

05 3DA EEG or ECG recording for 10 min during watching 
movie in 3D active display mode. There were 
six clips presented to participants in 3DA mode, 
hence the directory contains six files in .edf 
format.

06 EO 3DP Baseline recording: 5 min for eyes-open condition 
after watching the movie in 3D active display 
and before watching movie in 3D passive display 
mode.

07 3DP EEG or ECG recording for 10 min during watching 
movie in 3D passive display mode. There were six 
clips presented to participants in 3DP mode, hence 
the directory contains six files in .edf format.
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files, please go to the directory BookData\Chap06\EEG or BookData\
Chap06\ECG in the data files accompanying this book. For the complete 
dataset of 40 subjects, please contact the authors at brainexpbook@gmail.
com.

6.6.2 Questionnaire Data
The SSQ (SSQ questionnaire data) and user feedback on self-prefer-
ence and feedback responses of one subject are provided in Table 6.5. To 
access these excel files, please go to the directory BookData\Chap06\
Questionnaire Data.

6.7 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing papers should be cited when using the experiment design or the data 
provided with this chapter.
1. Malik AS, Khairuddin RNHR, Amin HU, Smith ML, Kamel N, 

Abdullah JM, Fawzy SM, Shim S. EEG based evaluation of stereo-
scopic 3D displays for viewer discomfort. BioMed Eng OnLine. 2015; 
14:21.

2. Khairuddin HR, Malik AS, Mumtaz W, Kamel N, Xia L. Analysis of 
EEG signals regularity in adults during video game play in 2D and 
3D. In: Engineering in Medicine and Biology Society (EMBC), 2013 35th 
Annual International Conference of the IEEE; 2013, pp. 2064–2067.
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Table 6.5 SSQ and feedback questionnaire data
S. No. File name Description

01 ssq.xls SSQ responses recorded after visualization of movie 
on 3D display modes (3D active and 3D passive).

02 fb.xls At the end of the experiment, this feedback 
questionnaire was used to record the user self-
preferences on 3D display technologies.
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7.1 INTRODUCTION

Three-dimensional (3D) technology has become part of our daily lives 
with the advent of 3D consumer electronics during the first decade of 
the 21st century. 3D consumer electronics include all aspects of our digi-
tal life including 3D HDTV, 3D DSLR cameras, 3D video cameras, 3D 
mobile phones, 3D game players, 3D Blu-ray disk players, and 3D PCs. 
3D content generation and 3D broadcasting are playing active roles to 
make 3D technology successful and acceptable for everyday usage. There 
are many different potential applications of 3D technology, including 
education, training, and experimentation.1 With the usage of multimedia 
educational tools, the teaching and learning process has undergone a revo-
lution since 2000. Sooner or later, 3D multimedia tools will be used in 
the education sector for academic learning. Hence, in this chapter, we will 
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discuss an electroencephalography (EEG) dataset recorded during learning 
and memorization investigation via 2D and 3D educational contents. EEG 
signals can capture brain neuronal activities in terms of voltage poten-
tials, which can be analyzed using computational techniques to extract 
useful information for assessment of brain behavior and activated brain 
regions.2,3 In previous studies, EEG has been used for assessment of visual 
discomfort and fatigue related to 3D displays.4 The following sections will 
describe the problem of investigation, software and hardware, experimen-
tal design and protocol, and details of EEG data and behavioral data to be 
used in future by other researchers.

7.2 IMPORTANCE OF STUDYING 3D-BASED MULTIMEDIA 
EDUCATIONAL TOOLS

The key role of stereoscopic 3D (S3D) based multimedia educational 
contents in learning complex science concepts and learning new knowl-
edge is obvious from the recent previous studies investigating the impact 
of S3D multimedia educational content.5–10 S3D multimedia educational 
contents play an effective role in understanding complex science con-
cepts, such as medical subjects, by allowing the students to zoom in on 
the microscopic and cellular levels and rapidly move from watching a 
complete structure to different parts of the object. One of the first studies 
of S3D effects on learning and memory retention was reported in 2011 
by Anne Bamford.11 The study reported that S3D helped the students to 
understand greater levels of complexity and gave them the feeling of real-
ity. The reported results showed that S3D had a significant positive effect 
on learning, understanding, and memory retention, as well as enhancing 
the students’ engagement, interest, and communication. Overall, 86% of 
the students had enhanced learning in the S3D class as compared to 52% 
in the 2D class. In addition, an average of 17% memory retention was 
improved in the 3D class as compared to only 8% improvement in the 
2D class between pretest and posttest of watching the learning content. 
A recent study reviewed the literature on the comparison of 2D and S3D 
displays.12 In this review, 10 studies out of 13 have reported S3D as being 
better than the 2D display in the understanding of content and memory 
recall. Price and Lee13 have investigated the S3D presentation effects on 
students’ performance in cognitive tasks compared to a traditional 2D dis-
play. The study reported no difference in response accuracy but a signifi-
cantly greater task completion time in the S3D presentation. The authors 
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pointed out that the increased number of mental manipulations caused 
the faster task completion time in the S3D presentation. Korakakis and 
colleagues14 investigated S3D versus 2D multimedia contents for science 
learning and reported that S3D animations enhanced the interest of the 
students and learning material become more attractive to them.

The findings of these studies are based on subjective feedback of the par-
ticipants, i.e., either filling out questionnaires or attempting a recall test.15,16 
In such an assessment, it is unknown why and how the physiological effects 
of S3D-based educational contents help the learners to understand and 
remember in a better way as compared to traditional 2D contents. Some 
studies reported the physiological measures, such as pupil size or accommo-
dation responses and eye blinking, for studying the S3D impact on human 
performances and the visual and/or quality issues.17–20 But these studies are 
unable to explain the brain functions, e.g., if the S3D gives good results on 
various tasks, what is the neuronal mechanism underlying the processing of 
that information inside the brain, and if the S3D has little to no or effect on 
human performance in certain tasks, then what is the brain behavior in rela-
tion to the tasks where significant differences are not induced?

Recently, some studies employed multimodal assessment includ-
ing subjective measurements as well as neuroimaging techniques such as 
EEG for studying S3D.21,22 However, the problems with these studies are 
that they focused on the quality issues of S3D, regardless of the neuronal 
mechanisms being used by the brain cells to process and manipulate the 
stereoscopic 3D information. Therefore, the underlying brain mechanisms 
during studying and memory retrieval processes are unclear and need to 
be investigated using neuroimaging techniques, such as EEG.

The EEG technique is more suitable than any other technique because 
of its flexibility, cost, and ease of use in experimental environments. EEG 
enables us to understand the brain neural processes during learning new 
concepts from S3D contents, which contain disparity and depth infor-
mation. Hence, the neuronal mechanisms involved in the information 
processing of S3D contents during learning will explore the reasons for 
improvement in learning and the overall physiological effects.

7.3 PROBLEM STATEMENT

Research on 2D- and 3D-based educational tools for learning has focused 
on behavioral feedback, and brain electrophysiological responses are 
rarely used and in general are neglected.14,23–33 Similarly, in the memory 
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investigation research, mostly 2D objects are used as stimuli and memory 
processes are investigated using simple tasks,34–39 such as learning and recall-
ing words/nouns. However, the use of 3D educational contents along with 
EEG behavior is not reported. Therefore, the following two research ques-
tions were investigated in this experiment and the corresponding dataset:
1. Do students learn, retain, and recall more information when using 

3D-based educational tools as compared to traditional 2D tools?
2. Do 3D contents affect short-term and long-term memory (LTM) 

retention and recall?
All the tasks included in this dataset explore different aspects of human 

memory including short-term and long-term retention, and the learn-
ing process. The purpose and importance of each task are discussed in the 
experimental design section (Section 7.5).

7.4 SOFTWARE AND HARDWARE

The following software and hardware were used in the collection and 
organization of this dataset.
1. Electrical Geodesics, Inc. (128-channel EEG equipment with Net 

Station software)
2. LG stereoscopic TV with 3D polarized glasses (model no. 

42LW5700-TA)
3. E-Prime 2.0 (for stimulus experiment design)
4. Autodesk 3D Max 2012 (for making 3DS stimulus)
5. MATLAB 2010 (for simulation)
6. IBM SPSS Statistics 20.0 (Statistical Package for Social Sciences) for 

data analysis
7. Power Analysis of Sample Size (PASS) for sample size calculation

Autodesk 3DStudioMax: 3DStudioMax (http://www.autodesk.com/) 
was used for the preparation of 3D objects, which were used as stimuli 
in working memory and recognition memory tasks. The detail of tasks is 
provided in the experimental design section (Section 7.5).

E-Prime: E-Prime is psychology software for stimulus presentation in 
cognitive and behavioral research experiments (http://www.pstnet.com/
eprime.cfm). This software allows the users to control time synchroniza-
tion of stimulus onset, offset, participants’ responses, and the corresponding 
EEG data. All the tasks used during this dataset are explained in the exper-
imental design section (Section 7.5). The details of the E-Prime program 
for each task are provided in the data description section.

http://www.autodesk.com/
http://www.pstnet.com/eprime.cfm
http://www.pstnet.com/eprime.cfm
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Net Station: Net Station is EEG acquisition software, which was used 
for recording the EEG signals during the learning and memory tasks. 
Net Station allows connection with E-Prime software during running 
the experiments for synchronization of time information of stimulus and 
participants’ responses. The raw EEG recording can be processed in Net 
Station; its capabilities include filtering, segmentation, rereferencing, and 
exporting data to several other formats, e.g., .edf or .mat.

EGI 300 Amplifier and EEG nets: The hardware including the EEG nets 
and amplifier was used from EGI Inc. (http://www.egi.com/). The EEG 
net used contained 128 channels for recording of dense array EEG from 
all over the scalp surface locations.

MATLAB: MATLAB is a high-performance programming language 
for technical computing and coding for engineering problems. It provides 
an integrative environment to be used by engineers and scientists world-
wide. The easy-to-use programming environment of MATLAB provides 
fast solutions to complex mathematical problems. The well-known disci-
plines of MATLAB programming are signal and image processing, com-
munications and control systems, computational neuroscience and GUI 
programming, pattern recognition and machine learning. For beginners in 
neuroscience, the book MATLAB for Neuroscientists by Pascal Wallisch et al. 
can be consulted.

Statistical Package for Social Sciences: The SPSS was initially designed 
for social science problems by IBM. However, the software now includes 
many machine learning algorithms such as clustering and classification. 
SPSS is widely accepted for statistical analysis including engineering and 
neuroscience.

Power Analysis of Sample Size: PASS is a software package developed by 
NCSS, USA. The PASS software provides sample size tools over 680 statistical 
tests and confidence interval scenarios, validated with published research. The 
software has become the leading tool for sample size computation in clinical 
trials, as well as pharmaceutical and other medical research.

7.5 EXPERIMENTAL DESIGN AND PROTOCOL

7.5.1 Target Population
The target population is the possible respondents that may meet the 
selected set of criteria. All the students on the university campus were the 
entire set of units for which the findings of the research had been general-
ized. Three levels of students were studying on the campus at the time of 

http://www.egi.com/
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data collection, i.e., foundation level, undergraduate level, and postgradu-
ate level. Equal opportunity to become a participant was provided to all 
the students who met the inclusion criteria.

7.5.2 Inclusion Criteria
This was the basic set of criteria that must be fulfilled by the student to 
become a participant in the experiment. It included:
● Participant must be a student in Universiti Teknologi PETRONAS
● Participant should be between 18 and 30 years of age
● Participant must be physically and mentally healthy
● Participant should be available on the campus
● Participant should not have background knowledge in biology

7.5.3 Exclusion Criteria
The exclusion criteria were the requirements that were used for the 
exclusion of participant from this study. The participants were excluded in 
this study when they:
● Failed to provide written consent
● Failed to meet the requirements asked in the screening questionnaire

7.5.4 Sample Size Calculation
For comparing means of two independent groups with repeated measure:
● Data types: Outcome variables are numeric (continuous)
● Experiment: Comparison of 3D contents with 2D for memory reten-

tion and recall process
● Design: Participants will be randomly assigned into 3D group and 2D 

group
● Analysis: Two-sample independent t-test at alpha 0.05 (one sided)

Parameters Specified:
● Power (1-Beta): 80%
● Difference between two means: 0.5 (used Cohen’s d for medium sample)
● Standard deviation (assumed to be equal for both groups): 1
● Number of repetitions: 4
● Sample calculated: Group sample sizes of 26 and 26 achieve 80% 

power to detect a difference of 0.06 in a design with 4 repeated mea-
surements having a compound symmetry covariance structure when 
the standard deviation was 0.11, and the alpha level is 0.050. Further, 
keeping 30% margin due to repetition, the total sample size was N = 
68 (34 for each group)
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● Tool used: We used PASS software (see the main window of PASS in 
Fig. 7.1) for this calculation. The report is generated by the software 
with the previously specified parameters.

7.5.5 Participant Recruitment
The study was conducted at University of Technology, PETRONAS. 
Students from different departments were recruited to participate in the 
study based on the inclusion criteria. For recruitment, we advertised the 
invitation for participation in the study on UTP E-learning (http://
elearning.utp.edu.my), and displayed a pamphlet on notice boards in 
student residential hostels and in cafeterias. Potential participants who 
responded for participation were recruited based on inclusion criteria and 
contacted for participation as per their given contact details and asked for 
to fill out a data collection form.

7.5.6 Experiment Design
In this study, the participants were divided into two groups: one group 
of participants was tested with 2D contents while another group was 
tested with 3D contents. Before starting the experiment, participants went 
through a screening procedure, where they had completed a screening 

Figure 7.1 PASS user interface window.

http://elearning.utp.edu.my
http://elearning.utp.edu.my
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questionnaire and performed an intelligence test. As in this study the par-
ticipants were called one by one for the experiment, so the assignment of 
participants to 2D or 3D group had been done randomly (e.g., participant 
#1 for 2D, participant #2 for 3D, participant #3 for 2D, participant #4 for 
3D, and so on).

The experiment consisted of four sessions; experimental tasks were 
distributed among the sessions. The gap between two successive sessions 
was 8 weeks/2 months. This 2-month interval was the retention interval 
(see Fig. 7.2).

The following is the list of the experimental tasks used in the study:
● general cognitive ability task (Session 1)
● learning task (Sessions 1, 2, and 3)
● oddball task (Session 1)
● memory recall task (Sessions 1, 2, 3, and 4)

7.5.6.1 General Cognitive Ability Task
Raven’s Advanced Progressive Matrices (RAPM) is used to measure high-
level observation skills, thinking ability, intellectual efficiency, and intellec-
tual capacity. This RAPM kit was purchased from the Western Psychology 
Society and it was developed by Pearson Education Inc. It is administered 
as per instructions provided with the kit by the publisher. The raw score of 
this test indicated the participants’ ability to make sense of complex situa-
tions. It consisted of 12 items for the practice session and 36 items for the 
test session and the recommended time duration was 30–40 minutes. Each 
item was a pattern with a missing element and four possible options. Only 
one option was the correct part of the pattern to be selected. A sample 
RAPM problem is provided in Fig. 7.3 (the correct answer in this case is 
7). This task was performed by every participant of each group in the first 
session of the experiment. The raw score was used to control the nonex-
perimental variable “intelligence” in both groups.

Figure 7.2 Experiment design.
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7.5.6.2 Learning Task (3D Animation)
For learning and memory retention purposes, this task consisted of 3D 
stereoscopic animations of the biology course. To avoid participants with 
background knowledge regarding the animations, participants were 
recruited having no or very little knowledge of biology. Thus, the partici-
pants would find the biology animations to be new knowledge and dur-
ing watching the content, new memory traces would be formed. In this 
task, three animations were shown and each animation was repeated three 
times. The duration of the animated contents was approximately 10 min-
utes and it was repeated three times; hence, approximately 30 minutes were 
spent in the learning task. This task was used in the first three sessions. 
However, in the second and third sessions, the learning contents were pre-
sented once, i.e., for 10 minutes only.

7.5.6.3 Visual Oddball Task
The purpose of this task was to check if there were any aftereffects of 3D 
viewing in terms of mental fatigue and/or visual discomfort. In case a partici-
pant was fatigued due to 3D viewing, the amplitude of P300 would be sup-
pressed.41,42 The details and experimental data of this task will be discussed in 
Chapter 8, Visual and Cognitive Fatigue During Learning, of this book.

Figure 7.3 A sample of Raven’s Advanced Progressive Matrices (RAPM) problem.40
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7.5.6.4 Recall Task
A recall task was presented that was composed of 20 multiple choice ques-
tions (MCQs) about all three animations that the participants studied dur-
ing the learning task. The recall task was conducted 30 minutes after the 
learning task for short-term memory recall. Then in second session, after 
a duration of 2 months (8 weeks), the recall task was performed to check 
for LTM recall. This was repeated in sessions 3 and 4. An example MCQ is 
provided in Fig. 7.4.

7.5.7 Experiment Procedure
This experiment consisted of four sessions (see Fig. 7.5). In the first session, 
when a participant arrived at the experiment room, he/she was informed 
of the experiment (see Appendix 14) and asked to sign a consent form 
(see Appendix 2C). Participants provided consent, completed a screening 
questionnaire containing questions related to medical history, medications, 
and demographics (Appendix 7A), and performed an RAPM test to con-
trol for intelligence. Following the screening procedure, a compatible EEG 
electrode cap was put on the participant’s head, and then EEG data were 
recorded at rest state (eyes-closed and eyes-open conditions).

After the baseline EEG recording, the participant was exposed to the 
animated contents either in 3D mode or 2D mode depending upon the 
participant’s group. The participant watched and learned information pro-
vided in the animated contents and retained the information. Immediately, 
after the learning task, participant was exposed to the oddball task, which 
lasted approximately 4 minutes. A 30-minute retention time was given to 
participants including the duration of oddball task. After the retention time, 
the participant performed the memory recall task. Then EEG electrode cap 
was removed and the participant completed a feedback questionnaire con-
taining questions related to learning environment (2D or 3D), participant’s 
perception, and experiment procedure (Appendix 7B). At the end of this 

Figure 7.4 Sample of multiple choice question (MCQ).40
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first session, the participant was requested to participate for a second session 
(after two months) for a memory recall task to determine LTM retention 
and rehearsal of the contents (2D/3D animation).

In the second session, an EEG electrode cap was put on the partici-
pant’s head, and EEG data was recorded at rest state (eyes-closed, eyes-
open conditions). Next, the participant performed a memory recall task 
in which the participant had to recall the 2D or 3D contents learned in 
the first session. EEG data was recorded during the recall task. After the 
recall test, the participant watched the same animated contents (learn-
ing task) again for rehearsal. At the end of the second session, the partici-
pant was reminded to come for the third session after two months for the 
same retrieval task. The same procedure of session 2 was repeated in the 
third and fourth sessions. However, in the fourth session, the animated 
contents (learning task) were not presented again, as it was the last session.

7.6 DATA DESCRIPTION

The details of the EEG data from session 1 are described in Table 7.1.
The details of tasks for sessions 2, 3, and 4 are similar except that in 

session 4 the learning task is not used. The details of the tasks are given in 
Table 7.2.

Figure 7.5 Experimental design with session wise tasks.
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7.6.1 E-Prime Program
The E-Prime programs for the tasks mentioned in Table 7.1 are provided 
with this book. The tasks are designed using E-Prime version 2.0. The pro-
grams are editable and easy to modify. Help on E-Prime is available from 
the E-Prime manuals available at (step.psy.cmu.edu/materials/manuals).

The E-Prime software package constitutes five programs: E-Studio, 
E-Run, E-DataAid, E-Merge, and E-Recovery. The E-Studio program 
is dedicated to creating the experiments (Tasks). The main interface of 
E-Studio can be seen in Fig. 7.6. It contains structure, ToolBox, Properties, 
and Worksheet. The details of each of these components are explained in the 

Table 7.1 Detail of first session tasks
S. No. Task Duration EEG Purpose

01 RAPM (general 
cognitive ability task)

Max. 48 min No To control the IQ 
between the groups

5-min break

02 Eyes closed 5 min Yes Baseline (rest condition)
Eyes open 5 min Yes Baseline (rest condition)

5-min break

03 Learning task (3D/2D 
animated contents) 
The contents were 
presented total three 
times

up to 10 min 
(3 × 10 = 
30 minutes)

Yes Learning a 
memorization 
information 
(Rehearsal for better 
encoding)

Retention time 30 min between learning task and memory recall task

04 Oddball task 3.35 min Yes Attention and P300
05 Recall task (after 

30 min)
Max. 10 min Yes Short-term recall 

in 2D/3D after 
30 minutes

Table 7.2 Detail of sessions 2, 3, and 4 tasks
S. No. Task Duration EEG Purpose

01 Eyes closed 5 min Yes Baseline (rest condition)
Eyes open 5 min Yes Baseline (rest condition)

02 Recall task (after 30 min) Max. 10 min Yes Long-term recall in 
2D/3D after  
2 months

03 Learning task (*This task 
is not used in session 4)

up to 10 min Yes Rehearsing for better 
encoding
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E-Prime technical manuals. There are a few main building blocks of design-
ing experimental tasks in E-Prime, i.e., frames, blocks, and trials. A frame can 
be either a slide with text instructions or pictures shown to the participant. 
The instructions (frame) for the RAPM task are shown in Fig. 7.6, enclosed 
in a red rectangle. Trials consist of an organization of frames in which the 
stimuli are presented. The block is a group of trials that contains all necessary 
frames, from the instruction frame to the conclusion frame.

Let’s look at the design of task number 01 (RAPM) in Table 7.1. 
There are two blocks called “PracticeBlockProc” and “BlockProc.” The 
“PracticeBlockProc” contains 12 trials that were used for practice before going 
to the actual Raven’s test. Each trial consists of a stimulus frame (picture of the 
problem to be solved) and feedback frame that tells the participant about the 
correct/incorrect attempt, score, and time taken by the participant to press a 
button as a response. Similarly, the block “BlockProc” contains 36 trials for the 
actual experiment. Each trial contains a fixation frame that simply tells the par-
ticipant that it follows a stimulus frame. The stimulus frame presents a picture 
of a problem to be solved for assessment of the participant’s general cognitive 
ability. The participant needs to record his/her response by pressing a button as 
instructed in the instruction frame. After pressing a button, the feedback frame 
shows the result of the response either as correct or incorrect. There is a frame 
called “InLine1,” which contains a few lines of code to stamp the EEG record-
ing with desired events such as stimulus onset, participants’ response, etc.

E-Prime allows recording of all related information in the experi-
ment including stimulus information (stimulus onset, offset, duration etc.), 

Figure 7.6 Design of E-Prime program for RAPM task.
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trials information (fixation, intertrials duration, and feedback display), par-
ticipant responses (reaction time, true and false responses), and recording 
additional information about the participant or experiment such as partic-
ipant number, age, gender, handedness, name, session number, group num-
ber, date of experiment, start, and end time of session. The print screen of 
a recorded E-Prime file is shown in Fig. 7.7.

E-Prime also provides an analysis tool to extract the required informa-
tion from all the files recorded in a particular experiment for individual 
participant analysis as well as group analysis. The guidelines on how to use 
the analysis tool of E-Prime for data analysis are mentioned in the manu-
als, which are available at step.psy.cmu.edu/materials/manuals.

7.6.2 EEG Description
The EEG was recorded via 128 scalp loci using the EGI HydroCel 
Geodesic Sensor Net with Amps 300 amplifier (Electrical Geodesic Inc., 
Eugene, OR, USA) for all the tasks. The electrode Cz is used as a reference 
to all the 128 electrodes. Impedance was maintained below 50 KΩ as per 
EGI equipment guidelines and the sampling rate was 250 samples/second.

7.6.3 Experiment Data Accompanying this Book
The experimental tasks designed in E-Prime are provided in Table 7.3. 
EEG raw data, clean data, ERP nonaveraged data, and event files for one 
participant are provided with this book. The details of these files are pro-
vided in Tables 7.4 and 7.5. To access these files, please go to the directory 

Figure 7.7 E-Prime recorded file in 3D recall task.



Table 7.3 E-Prime experiment design files
S. No. Directory name Description

01 EC and EO This directory contains the two E-Prime files for resting 
state EEG used in all four sessions: (1) EP-NS-EC-01.
es2, which is used to start and stop EEG recording 
for the eyes-closed condition; and (2) EP-NS-EO-01.
es2, which is used for the eyes-open condition EEG 
recording. The function of these experimental files is 
simple. EP-NS-EC-01.es2 only starts and stops EEG 
recording automatically during experimentation of 
the eyes-closed EEG condition. The experimenter 
does not need to start or stop the EEG recording 
manually. Similarly, the function of EP-NS-EO-01.es2 
is to show a fixation point on the screen along with 
starting and stopping the EEG recordings.

02 Visual oddball 
task

This directory contains the visual oddball experiment 
developed in E-Prime. The details of this visual 
oddball task are discussed in Chapter 8, Visual and 
Cognitive Fatigue During Learning.

03 Memory recall 
task

This directory contains the memory recall task used in 
all four sessions of the experiment.

Table 7.4 EEG data description of session 1
S. No. File name Description

01 EC.mat Resting state EEG recording for eyes-closed condition.
02 EO.mat Resting state EEG recording for eyes-open condition.
03 L1.mat EEG recording during study session. In this recording 

the participants watched animated learning contents 
while EEG data was recorded.

04 L2.mat In the EEG recording, the same animated contents (as 
shown in S. No. 3) were repeated to better memorize 
the learning material while EEG was recorded.

05 L3.mat In the EEG recording, the same animated contents (as 
shown in S. No. 3) were repeated again to better 
memorize the learning material while EEG was 
recorded.

06 S1_Oddball.mat
S1_Oddball.evt

This file contains EEG data recorded during 
presentation of the oddball task. The oddball task is a 
time-locked event-related potential (ERP) task and 
contains visual stimuli events. Therefore, the ERP 
signal can be extracted from this EEG file with the 
support of the .evt file.

07 S1_recall.mat
S1_recall.evt

This file contains EEG data recorded during the 
memory recall task. This file contains 20 events of 
question onset and participant response. The .evt file 
contains the events to be used for analysis of individual 
questions in each participant or extracting the onset of 
questions and response time of the participants.
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BookData\Chap07\EEG in the data files accompanying this book. The 
clean and raw EEG data are placed in separate directories. For the com-
plete dataset of 68 participants, please contact the authors at brainexp-
book@gmail.com.

7.7 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing papers should be cited when using the experiment design or the data 
provided with this chapter.
1. Amin HU, Malik AS, Kamel N, Chooi W-T, Hussain M. P300 cor-

relates with learning & memory abilities and fluid intelligence. 
J NeuroEng Rehabil. 2015;12:1–14.

2. Amin HU, Malik AS, Kamel N, Hussain M. A novel approach based 
on data redundancy for feature extraction of EEG signals. Brain Topogr. 
2016; 29:207–217.

3. Amin HU, Malik AS, Mumtaz W, Badruddin N, Kamel N. Evaluation 
of passive polarized stereoscopic 3D display for visual & mental fatigues. 
In: Engineering in Medicine and Biology Society (EMBC), 2015 37th 
Annual International Conference of the IEEE; 2015, pp. 7590–7593.
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8.1 INTRODUCTION

Today, in the entertainment market, stereoscopic three-dimensional (S3D) 
technologies have been growing rapidly, especially for the two commonly 
used 3D display technologies—active shutter and passive polarized. Active 
shuttered 3D creates the illusion of a 3D image by using active shuttered 
glasses and showing the images alternatively in a sequential manner to each 
eye in synchronization with the refresh rate of the screen. Active shuttered 
glasses contain liquid crystal and a polarizing filter alternately blocks one eye 
lens and then the other when voltage is applied.1 Passive polarized 3D proj-
ects each image with mutually orthogonal polarizations and each eye per-
ceives a different image simultaneously due to polarizing glasses.

Despite the rapid and growing developments in 3D technology, 
3D visual discomfort, visual fatigue, and mental fatigue continue to be 
reported.2,3 The visual discomfort is a perceived degree of annoyance 
assessed by the viewers themselves during watching S3D contents or any 
negative sensation related to a given visual task.2 It can be measured by 
simply asking the viewers to report their experience of watching S3D 
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contents. However, it may appear and disappear rapidly by viewers closing 
their eyes, diverting their focus from the screen, or terminating the visual 
task. In contrast, visual fatigue and mental fatigue are supposed to have 
longer rise and fall time than visual discomfort. The presence of visual and 
mental fatigues may be evaluated with a subjective method, i.e., one or 
several symptoms reported by the viewers (e.g., nausea) and also by objec-
tive measurement such as eye blinking rate4,5 and event-related potentials 
(ERPs).3,6 In addition, the visual and mental fatigue continues for some 
time even after the S3D viewing is finished. It may not be diagnosed 
instantly in conjunction with a certain S3D-based visual task.2

In this experiment, S3D-based educational contents were assessed for 
mental fatigue during the learning process using electrophysiological sig-
nals (EEG/ERP and ECG). EEG/ERP signals are well known for mea-
suring neuronal changes during any task. The association of dynamics in 
ECG signals with EEG signals during the cognitive process is reported 
using heart rate variability (HRV) analysis.7 This experiment is a part of 
Chapter 7, 2D and 3D Educational Contents, in which S3D effects were 
explored for memory retention. However, the experiment part that will 
be discussed in this chapter is focused on another research objective, i.e., 
mental fatigue assessment during the learning process for S3D-based edu-
cational contents. The experimental design and physiological data acquisi-
tion will be discussed in this chapter in Section 8.4.

8.2 IMPORTANCE AND SIGNIFICANCE OF VISUAL  
AND MENTAL FATIGUE DURING LEARNING

In S3D research, quality aspects with respect to the satisfaction of the 
viewers are widely studied.8,9 The viewers’ complaints and feedback 
have been recorded in many experiments for further improvement in 
S3D quality.10,11 The most commonly investigated quality factors are 
3D cross talk,12 comfort/discomfort,8,13 cognitive and visual fatigue,14,15 
motion sickness,16 aftereffects,17 and 3D effects on vision.18 This visual 
and mental fatigue from S3D vision in entertainment such as watching 
movies or playing games may not be so serious because the viewers are 
entertaining themselves rather using S3D for serious purposes such as 
education. However, the appearance of such visual or mental fatigue dur-
ing the learning process cannot be ignored.19,20 In the learning process, 
if the learners feel visual strain and/or heavy head due to watching the 
S3D content, their focus and concentration will be lost. Thus, it will cause 
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distraction to the attentional resources that are necessary for perceiving 
new knowledge.

Visual fatigue and discomfort are not only issues with S3D but also 
occur with extensive use of computer screens or any visual display, such as 
TV. It has been investigated that the excessive use of display screens may 
cause eye strain, headache, visual discomfort, fatigue, and other negative 
effects.21,22 The reason for these symptoms with normal visual display is 
the screen low refresh rate. If the refresh rate is too low, it will cause screen 
flickering. Thus the flashing of light may induce negative effects, such 
as photosensitive seizures.23 It has been reported that an individual may 
experience motion sickness in front of a large visual display,24 which may 
be due to rapid eye movements.

In case of S3D, the symptoms of visual discomfort and fatigue are stud-
ied using subjective and/or physiological measures.2,10,13,25–27 It is one of 
the most frequent complaints of S3D viewers and considered an important 
dimension of the quality of experience of S3D. The reason for this widely 
studied factor is obvious as it concerns the health and safety of the view-
ers.2 Visual discomfort is the perception of the degree of annoyance dur-
ing performing a visual task and can be measured as suggested by Li et al.2, 
to ask the viewers to report his/her experience. However, visual discom-
fort may disappear quickly if the participant is distracted or closes his/her 
eyes. In addition, visual fatigue is differentiated by Lambooij27 from visual 
discomfort, i.e., visual fatigue is the decrease in performance of visual sys-
tem due to the physiological changes. Therefore, it can be measured with 
EEG or ERPs, which are physiological measures and reflect the neuronal 
mechanisms directly.

8.3 PROBLEM STATEMENT

Many studies had used subjective and objectives methods for measure-
ments of visual and mental fatigue, such as questionnaire-based subjec-
tive assessment, pupil tracking and eye blinking rate, and biosignals-based 
objective evaluation.3–5,28 ERPs are an objective measurement method of 
visual and mental fatigue, which directly reflect the cognitive state of the 
brain.28 The P300 (P3) component is strongly associated to the level of 
attention and reflects the degree of stimulus processing cognitively.29 It 
has been shown that the P3 amplitude provoked by cognitive task loading 
decreases due to an increase in the cognitive task difficulty.29 Therefore, 
it is useful to assess the depth of cognitive information processing. The 



Designing EEG Experiments for Studying the Brain126

visual and mental fatigue induced by cognitive loading due to watching 
S3D videos can be measured by the ERP components, i.e., decreased P3 
amplitude and prolonged P3 latency reveal that visual and mental fatigue 
are induced.28,30,31

However, the previous studies reported visual and mental fatigue for 
active shuttered 3D display.30,32 Thus, an important question arises as to 
whether the passive polarized S3D display also induces such effects (visual 
and mental fatigue) as reported for the active shuttered 3D display. In 
addition, the previous studies used ERPs as objective measurement for 
visual and mental fatigue but did not consider the intelligence ability of 
the participants, which is correlated with the ERP components, e.g., high 
P3 amplitude at the centroparietal regions is positively correlated with 
individuals’ intelligence ability.33 Thus, if two separate groups of partici-
pants are exposed to 2D and S3D contents then their intelligence ability 
may be a factor of biasness if it is not controlled. Moreover, the previous 
studies did not use stereoscopic 3D visual stimuli in the ERP tasks. They 
used 2D-based visual stimuli in the oddball task.31,34 It is obvious that 
visual or mental fatigue often disappears after some time of 3D visualiza-
tion. Therefore, in this study the visual stimuli in the oddball task were 3D 
based for the S3D group and 2D-based for the 2D group. Thus, if fatigue 
occurred in the S3D group due to S3D visualization, it should not disap-
pear in the ERP recording. This study evaluated visual and mental fatigue 
using ERP for passive polarized S3D display and compared with tradi-
tional 2D display by employing a sample of 68 healthy participants. The 
participants are equally categorized into 2D and S3D groups, while their 
age and fluid intelligence ability are tightly controlled between groups.

Besides the P300 component, it was reported in previous studies that 
autonomic nervous activities (HRV) are affected due to watching 3D 
films. Chen et  al.35 reported that parasympathetic nerve activities were 
reduced after visualization of 3D movies and concluded that this may 
be a sign of tiredness, discomfort, and fatigue as reflected by participants’ 
complaints recorded in the questionnaire filled out after watching movies.  
Park et  al.32 reported that autonomic balance and heart rhythm change 
due to viewing stereoscopic 3D contents. In their results, a significant 
increase in heart rate (HR) was observed in the 3D group that reflected 
arousal and an increase in very low frequency/high frequency ratio (VLF/
HF) was also reported in the 3D group compared to the 2D group, which 
indicated that autonomic balance was not stable. They concluded that 
3D viewing induces lasting activation in the sympathetic nervous system 
and an interruption in autonomic balance. These studies have used movie 
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contents and the display technology was active shutter 3D. However, the 
S3D-based educational content may or may not induce such effects with 
passive polarized 3D display.

On the basis of technological differences between active shuttered 
and passive polarized displays and considering the related studies investi-
gating the visual and mental fatigue of active shuttered 3D display,30,32 it 
was hypothesized in this research that the amplitude of P3 of the S3D 
group would be reduced if visual and/or mental fatigue occurs as com-
pared to the 2D group.36 The basis of the hypothesis is that relatively fewer 
attentional resources are available when an individual is in a cognitive 
fatigue state, which resists focusing and divides attention between visual 
stimuli.34 Thus, that affects the P3 amplitude and latency. Furthermore, the 
P200 (P2) of ERP is associated with the secondary processing of visual 
input and is partially involved in cognitive processing.37 Therefore, the P2 
component was included in the analysis. In addition, the HRV would be 
increased if the viewers experienced discomfort and mental fatigue.

8.4 SOFTWARE AND HARDWARE

In this experiment, the software and hardware utilization was almost 
the same as in the experiment tasks discussed in Chapter 7, 2D and 3D 
Educational Contents. However, the additional equipment adopted for the 
recording of ECG signals is described here.
1. EGI Polygraph Input Box (PIB): The PIB is physiological measure-

ment system provided by EGI. It is capable of recording the peripheral 
nervous system activity and EEG signals simultaneously. The PIB con-
sists of seven bipolar channel inputs for measurement of ECG, EMG 
(electromyogram), respiration (temperature and pressure), and body 
position (see Fig. 8.1). The PIB does not require any separate software 
setup and is embedded in Net Station 4.4 or later version. The Net 
Station software (as explained in Chapter  7, 2D and 3D Educational 
Contents) consists of a toggle button on the toolbar that shows or 
hides all the PIB channels.

2. Biosignal Toolbox: This is an open source software library for biomedi-
cal signal processing available for both MATLAB and C++ platforms 
for data analysis. The source code can be downloaded from http://bio-
sig.sourceforge.net/download.html. The applications of this toolbox 
include analysis of electroencephalogram (EEG), electrocorticogram 
(ECoG), electrocardiogram (ECG), electrooculogram (EOG), EMG, 
and respiration data.

http://biosig.sourceforge.net/download.html
http://biosig.sourceforge.net/download.html
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8.5 EXPERIMENT DESIGN AND PROTOCOL

This chapter is a part of the experiment described in Chapter 7, 2D and 
3D Educational Contents. Thus, the details of target population, inclusion 
criteria, exclusion criteria, sample size computation, and participants have 
already been provided in Chapter  7, 2D and 3D Educational Contents. 
Here, the experimental design tasks and the procedure, which are not cov-
ered in the previous chapter, are described.

8.5.1 Experiment Design
In this study, the participants were divided into two groups: one group 
of participants was tested with 2D learning contents while another group 

Figure 8.1 Polygraphic Input Box (PIB).
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was tested with 3D learning contents. As mentioned in Chapter 7, 2D and 
3D Educational Contents, the individual participants’ reasoning and gen-
eral cognitive ability were assessed using Raven’s Advanced Progressive 
Matrices (RAPM) test. The RAPM task was also required while analyzing 
the ERP components for mental fatigue. The reason is that the relation-
ship of ERP components and general intelligence is reported in previ-
ous studies. Hence, the RAPM data of the participants was also required 
in this chapter along with the learning task (watching learning animated 
contents with 3D or 2D display) and oddball tasks for ERP signal analysis. 
The RAPM and learning task is briefly touched on here, and the oddball 
task is described in detail.

The following is the list of the experimental tasks used in the study:
● Raven’s Advanced Progressive Matrices (RAPM) test
● 3D visualization
● oddball task

8.5.1.1 Raven’s Advanced Progressive Matrices (RAPM) Test
RAPM test is a nonverbal standard psychometric test used to measure 
fluid intelligence ability (for more detail about RAPM and its procedure, 
see Ref. 38). The details of RAPM are also mentioned in Chapter 7, 2D 
and 3D Educational Contents.

8.5.1.2 3D Visualization Material
In this study, stereoscopic 3D animations were used from Designmate, Inc., 
available at www.designnmate.com. The selected animations contained 
information about human anatomy and functions. Further, a 42-inch LG 
passive polarized 3D display with refresh rate 240 fps was used for visual-
ization in this study.

8.5.1.3 Visual Oddball Task
The oddball paradigm is a commonly used task for cognitive and atten-
tion measurement in ERP studies.38–40 In this study, two visual stimuli, a 
box and a sphere, shapes of size 5 cm, were designed as the standard and 
target stimuli, respectively (see Fig. 8.2). The presentation duration of each 
trial, either the standard (box) or target (sphere) trial, was 500 ms with the 
intertrial interval (ITI) between two consecutive trials being 500 ms. The 
participants were instructed to press “0” for a target stimulus and not to 
respond for a standard stimulus. Further, the reaction time and correct tar-
get detection of each participant were recorded. Two types of error were 
expected: false alarm (i.e., pressed key when standard stimulus was shown) 

http://www.designnmate.com
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and omission (forgot to press key when target stimulus appeared). Thirty 
percent of the trials were kept target and 70% were nontarget trials, i.e., 
there were 40 target trials and 135 total trials presented. Total time spent 
on the oddball task was 3.35 minutes.

8.5.2 Experiment Procedure
The EEG room used in the experimentation was partially sound- 
attenuated and each participant was briefed on the procedure. Then each 
participant attempted the RAPM test, which lasted 40 minutes. After the 
RAPM test, an EEG cap was set  along with the PIB device (for ECG 
recording), which was followed by watching the stereoscopic 3D videos 
(2D group watched the videos in 2D mode and S3D group watched in 
3D mode). The total duration of watching videos was 30 minutes. At the 
end of this session, participants performed the oddball task, which took 
approximately four minutes. For display, a 42-inch TV was used, placed 
at a distance of 1.5 m from the participant’s sitting position. EEG signals 
were recorded during the learning session as well as during the oddball 
task using an EGI 128-channel net. The sampling rate was 250 points per 
second and the impedance of all the electrodes was kept below 50 kΩ 
(recommended by manufacturer) and referenced to the central electrode 
position Cz. ECG signals were recorded using the EGI Polygraphic Input 
Box (PIB). The FP1/FP2 electrodes were used to detect and extract the 
eye blinks from EEG recordings.

8.6 DATA DESCRIPTION

The E-Prime oddball task experiment is provided in the accompany-
ing data files. The experiment design file can be opened and run with 
E-Prime software. The description of EEG and ERP data is provided in 
the following section.

Figure 8.2 Visual stimuli of oddball task36 (box represents the standard stimulus and 
sphere represents the target stimulus).
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8.6.1 EEG/ERP Description
EEG raw data, ERP clean data for single-trial analysis (nonaveraged data), 
and ERP averaged data, behavioral responses, and event files for one partici-
pant are provided with this chapter. The details of these files are provided in 
Table 8.1. To access these files, please go to the directory BookData\Chap08 
in the data files accompanying this book. For the complete dataset of 68 
participants, please contact the authors at brainexpbook@gmail.com.

Each participant’s EEG recordings contain 135 trials including 40 tar-
get trials and 95 standard trials. The trials can be detected with the help 
of event files recorded in E-Prime software.6 The event files contain the 
stimuli onset, offset, and response information synchronized with the EEG 
data. The preprocessing and ERP extraction procedures are reported in 
the papers listed in Section 8.7.

Table 8.1 Data files description
S. No. Directory name Description

01 EEG data This directory contains the following EEG recordings:
S1_eo.mat: Resting state EEG recording for eyes-

closed condition.
S1_eo.mat: Resting state EEG recording for eyes-open 

condition.
S1_L1.mat: EEG recording during study session. In 

this recording, the participants watched animated 
learning contents while EEG data was recorded.

S1_L2.mat and S1_L3.mat: In the EEG recording, the 
same animated contents (as shown in S1_L1.mat) 
were repeated to better memorize the learning 
material while EEG was recorded.

The directory “EEG Data” contains another directory 
named “oddball data,” in which two subfolders 
“Averaged ERP File” and “Non Averaged ERP File” 
are located. The former contains averaged ERP file 
“S1_avg.mat”; while the latter contains nonaveraged 
ERP file “S(1)_Oddball_st.mat” along with the event 
file “S(1)_oddball.evt.” This event file contains events 
of stimulus onset (stm+) that can be used to segment 
nonaveraged EEG data for averaging or single-trial 
analysis. To this event information MATLAB code is 
provided to extract the events from the .evt file.

(Continued)
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8.6.2 Subjective Data Description
EGI Net Station software allows extracting different event files (.evt) from 
recorded EEG data. These events can contain information about eye blinks 
and eye movement artifacts that can be used during data preprocessing. 
In addition, events of stimulus onset, offset, feedback, and participant 
responses can be extracted from EEG data using Net Station, which can 
be used for EEG data segmentation, if the data is time locked. The event 
files can be opened in Microsoft Excel or read in MATLAB.

The E-Prime software creates a log file (.edat2) each time an E-Prime 
experiment runs. The log file records all the details of trials, participant 

Table 8.1 Data files description
S. No. Directory name Description

02 ECG data This directory contains the ECG data recorded in 
parallel with the EEG data as described in S. No. 01. 
The following files are included in this directory:
S1_EC.mat: Resting state ECG recording for eyes-

closed condition.
S1_EO.mat: ECG Recording during study session. In 

this recording the participants watched animated 
learning contents while ECG data was recorded.

S1_L1.mat: ECG recording during study session. In 
this recording the participants watched animated 
learning contents while ECG data was recorded.

S1_L2.mat and S1_L3.mat: In the ECG recording, the 
same animated contents (as shown in S1_L1.mat) 
were repeated to better memorize the learning 
material while ECG was recorded.

S1_Oddball.mat: ECG recording during oddball task.
03 Behavioral data This directory contains one participant’s behavioral 

data. E-Prime creates .edat2 file against each time the 
experiment is run for each participant. The .edat2 file 
contains all the behavioral responses of the participant 
recorded during the experiment including stimulus 
onset, offset, reaction time, response key press, etc. One 
participant’s .edat2 file is provided with the bookdata 
of this chapter.

04 Experiment In the experiment directory, the designed oddball task in 
E-Prime “.es2 file” is provided along with stimuli. This 
file can be opened and run using E-Prime software.

(Continued)
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information, session, session time, block, participants’ correct and incor-
rect responses, reaction time, and onset/offset of stimulus. These log files 
can be opened in E-DataAid package of E-Prime software, and hard-
ware dongle is not required. If E-Prime is not installed or the license is 
expired then the demo version (https://www.pstnet.com/demos/eprime/
RequestDemo.aspx) can be downloaded; this will work for E-DataAid 
and the log file can be opened. Hence, the accuracy and reaction time 
of each participant can be computed from the .edat2 files using the pre-
defined procedure in the E-Prime manual or can be exported to SPSS for 
statistical analysis.

8.7 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing papers should be cited when using the experiment design or the data 
provided with this chapter.
1. Amin HU, Malik AS, Badruddin N, Kamel N, Hussain M. Effects of 

stereoscopic 3D display technology on event-related potentials (ERPs). 
In: 7th International IEEE EMBS Conference on Neural Engineering, 
Montpellier, France; 2015, pp. 1084–1087.

2. Amin HU, Malik AS, Mumtaz W, Badruddin N, Kamel N. Evaluation 
of passive polarized stereoscopic 3D display for visual & mental 
fatigues. In: 37th International IEEE EMBS Conference, Melano, Italy; 
2015, pp. 1084–1087.
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9.1 INTRODUCTION

The popularity of gaming has increased in society. The traditional way of 
playing games uses two-dimensional (2D) technology. With the advance-
ment in three-dimensional (3D) and virtual reality technologies, gamers 
are one of the first groups to embrace these technologies and are switch-
ing from 2D to 3D modes. However, the pros and cons of these tech-
nologies are not well studied. In addition to the technology involved, the 
effects of the content of the games are also not well researched; e.g., some 
may have positive effects while some may have negative effects on the 
human brain and ultimately human behavior.

The design of 2D games depends on sprites and drawings on a two-
dimensional flat surface, while the 3D games depend on models and 3D 
shapes developed on a computer. Meanwhile, video games are evolving 
from traditional 2D to 3D and virtual reality technology; hence there is 
significant research potential to examine the brain’s emotional activities 
during playing video games.1 It is important because the game contents 
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have a connection with human behavior (see Fig. 9.1 for 3D game inter-
face). Examples of video game content that may have adverse psychologi-
cal effects include violence, sexual themes, substances, and profanity.2

The purpose of this experiment was to investigate the brain neuronal 
changes occurring due to playing video games and comparing the 2D and 
3D modes during playing games. The neuronal changes of the brain were 
recorded by using electroencephalography (EEG) while playing the games. 
EEG is one of the imaging modalities that can be easily used to directly 
record the brain’s electrical signals during any cognitive task. The recorded 
raw EEG signals can be analyzed to extract useful information for studying 
the brain using computational techniques.3,4 Previous studies have inves-
tigated 3D technology for visual and mental fatigue and visual discomfort 
using EEG signals for 3D movies and 3D animated learning contents.5,6

The contents of the video games may be neutral, violence, aggression, 
or emotions. In one of the studies, video games were studied for the effect 
of violence and aggression. In one of the studies, the brain changes dur-
ing playing games were recorded using the functional magnetic resonance 
imaging (fMRI) technique. The fMRI technique works on the principle of 
oxygen consumption in the blood. The amount of blood flow in the whole 
brain is determined via the magnetic responses of hemoglobin. However, 
the results of the study are questionable as the neural activity may not reflect 
aggressiveness due to violent action (which was reported), but rather fear of 
endangering the player’s virtual life.7

9.2 IMPORTANCE OF STUDYING 3D VIOLENCE GAME

One of the core applications of stereoscopic 3D (S3D) technology is 3D 
video games. The S3D technology has enhanced the interest of the end 

Figure 9.1 3D game interface.
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users resulting in increased demand for video games in the entertainment 
market.8 Video games require physical challenges on behalf of the players 
such as motor skills, coordination of eyes with hands, and mental alert-
ness to respond in the limited amount of time.9 Hence the brain is also 
required to be active and the working memory loaded with current infor-
mation, planning of the next action in response to expected events, and 
decision making.

It has been shown that 3D video games have positive effects on the 
players’ cognitive performance such as improvement in memory tasks.10–12 
All such positive effects are reported for normal and nonviolent 3D video 
games. Since violent 3D video games have also been developed, such as 
Grand Theft Auto V and Killzone 3, there is concern regarding the negative 
effects of violent 3D video games on players, especially children. It has 
been shown that violent 3D video games induce stress and anxiety,13 as 
well as increase aggressive thoughts,14,15 motivation toward violence,16,17 
and game addiction.18

Because playing 3D video games is common in children and young 
adults, the impact of violent 3D video games is critical to explore and 
determine the causes of or find ways to control the level of violence in 
these video games. The previous research that reported the negative effects 
of 3D video games, such as stress and anxiety, aggressive thoughts, and/
or motivation toward violence, are based on behavior investigations. 
However, it is not clear how brain neuronal networks are altered by the 
contents of 3D violent video games in order to cause negative changes 
in the behavior of the players. Therefore the use of EEG will unfold the 
neuronal activities affected due to playing violent 3D video games and the 
changes in the specific EEG pattern that may cause the negative behaviors 
of the players. It may be possible to determine the specific EEG pattern 
changes due to playing 3D violent video games and then adopt treatment 
such as neurofeedback therapy to recover the EEG pattern to normal con-
ditions and avoid the development of negative behaviors in the players.

9.3 PROBLEM STATEMENT

Various video gaming content that may have adverse psychological effects 
includes violence, sexual themes, substances, and profanity. The develop-
ment of 3D-based video games and the popularity of 3D technology is 
rapidly growing. There is a risk for the human brain to be affected due 
to such circumstances where the contents of the video games include 
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violence. Hence the following main research objectives were covered in 
this experiment:
1. To investigate the effects of 2D- and 3D-based video game technolo-

gies on the human brain.
2. To examine the brain for the effects of video games with violent con-

tent on EEG signals.

9.4 DESCRIPTION OF 2D- AND 3D-BASED VIDEO GAMES

Today advanced video game contents are available in different varieties 
and with different technologies in the market. Apart from the differences 
in the contents, there are major differences regarding the display modes, 
i.e., 2D or 3D video games. The 2D games are also referred as platform 
games in which the visual objects and characters are cartoonish and unre-
alistic (see Fig. 9.2 for 2D game interface).19 The character can be viewed 
only from one perspective, i.e., from the side view, top view, or player’s 
eye view. Besides that, 2D computer graphics are digital images where a 
simple picture or some matte painting image for background is used.20

The 3D-based video games provide a sense of realism with depth per-
ception, attracting more attention and emotions. The players may be more 
involved in the games, with high attention and greater use of cognitive 
resources of the brain compared to the traditional 2D games. In 3D games, 
the player is allowed to move the camera in three dimensions. The features 
of 3D vision, including lighting, shadows, and depth, can be rendered with 
computer software such as 3DS Max.20

9.5 SOFTWARE AND HARDWARE TOOLS

A description of the equipment and software tools used in this experiment 
is provided in Table 9.1.

Figure 9.2 Interface of 2D game.
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Table 9.1 Equipment and software description
S. No. Item Description

01 EEG 20-channel  
Enobio system

This EEG system was developed by 
StarLab, Barcelona, Spain. This is a 
wearable and wireless 20-channel EEG 
system ideal for research application 
and covers the 10–20 system. The 
acquisition software has a user-friendly 
interface for easy configuration, 
recording, and visualization. For more 
details, see http://www.neuroelectrics.
com/

02 PlayStation 3 player  
and console

The PlayStation 3 system is a home video 
game console produced by Sony. The 
PlayStation 3 controller was also used 
for the video game. This system was 
employed for the experiment in this 
study

https://www.playstation.com/en-us/
explore/ps3/

03 3D active television 40-in. Sony 3D active TV was used for 
displaying the video game

http://www.sony.com/

04 Sony 3D active shutter  
glasses

These glasses were used to achieve 
immersive realism while playing the 
video games with PlayStation 3 and the 
3D active TV

05 Killzone 3 CD game This is a 3D video game for the 
PlayStation 3 launched by Sony in 
2011. The game can be played using 
a stereoscopic 3D display and the 
PlayStation Move motion-sensing 
controller to achieve more immersive 
realism.

https://www.playstation.com/en-us/
games/killzone-3-ps3/

(Continued)

http://www.neuroelectrics.com/
http://www.neuroelectrics.com/
https://www.playstation.com/en-us/explore/ps3/
https://www.playstation.com/en-us/explore/ps3/
http://www.sony.com/
https://www.playstation.com/en-us/games/killzone-3-ps3/
https://www.playstation.com/en-us/games/killzone-3-ps3/


Designing EEG Experiments for Studying the Brain142

Table 9.1 Equipment and software description
S. No. Item Description

06 EEGLAB MATLAB 
toolbox

Delorme & Makeig developed EEGLAB, 
an open source free toolbox-based 
MATLAB platform in 2004 for 
analysis of EEG and MEG data analysis. 
EEGLAB allows the user to load EEG/
MEG raw data, as well as process, 
visualize, and perform artifact removal 
using ICA and/or manual rejection. 
This toolbox was used for data cleaning 
and analysis

http://sccn.ucsd.edu/eeglab/

9.6 EXPERIMENTAL DESIGN AND PROTOCOL

9.6.1 Target Population
In this study, the students on the university campus were the target popu-
lation. These were the possible respondents that may fulfill the required 
criteria for participant recruitment. All the students on the university cam-
pus were the entire set of units for which the findings of the research had 
been generalized. Three levels of students were studying on the campus at 
the time of data collection, i.e., foundation level, undergraduate level, and 
postgraduate level. Equal opportunity was given to all students who met 
the inclusion criteria to become a participant.

9.6.2 Inclusion Criteria
The inclusion criteria are essential for all the participants to meet prior to 
joining the experiment.

The requirements were:
● Participant should be between 18 and 25 years in age
● Participant should be right-handed
● Participant should be a beginner (mastery level of playing games)
● Participant must be physically and mentally healthy (normal or  

corrected vision, no major medical issues or head injuries)

(Continued)

http://sccn.ucsd.edu/eeglab/
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9.6.3 Exclusion Criteria
The exclusion criteria are the requirements used for exclusion of partici-
pants from this study. The participants were excluded in this experiment 
when they:
● Failed to meet the criteria of written consent
● Failed to meet the criteria mentioned in the inclusion list

9.6.4 Sample Size Computation
The sample size of computation for this study was not predefined because 
this was a pilot study. Further research on this topic may be needed to 
properly compute the sample size using the mean differences among the 
three groups of this study, which were reported in the final year project 
(FYP) report available at UTP Institutional Repository (http://eprints.
utp.edu.my/).

9.6.5 Experimental Video Game Contents
There are many types of content in video games that may have adverse 
psychological effects, namely, violence, sexual themes, substances, and 
profanity. In this project, violent content was selected by using the game 
Killzone 3. Violence is defined as “acts in which the aggressor causes or 
attempts to cause physical injury or death to another character.”2 Each 
violent scene was counted once with the following circumstances:
● continuous attack with violent acts
● when a character hit the opponent multiple times in an attack with 

violent magic or spinning attack, etc.
● condition of many characters such as group battle

The level of violence in video games is measured by the amount of 
blood existing in the game. In video games, the blood that reflects the 
violence is defined as “a red fluid originating from an injured human or 
any color fluid originating from an injured creature.” The level of blood is 
coded as “animated blood,” realistic blood,” or “blood and gore.”21

In this project, a violent video game was used. However, there are 
video games that have contents such as sexual themes, substances, and pro-
fanity. In games with sexual themes, the sexuality traits include the size 
and shape of the body character, the attire, and the parts of exposure. 
Drugs, alcohol, tobacco, and gambling comprise the addictive substances 

http://eprints.utp.edu.my/
http://eprints.utp.edu.my/


Designing EEG Experiments for Studying the Brain144

and behavior category. Lastly, one of the video contents is the practice of 
profanity in song lyrics, either spoken or written. It is considered that pro-
fanity is the “use of abusive and vulgar language and obscene gestures.” 21

9.6.6 Experiment Design and Procedure
The experiment consisted of a total of three sessions. In the first session, 
the participants were asked to fill out a questionnaire (see Appendix 9A) 
with questions about the participant’s experience in playing video games 
and health-related questions such as medical history and present status of 
health. Once it was confirmed by the experimenter that the participant 
did not have any health issues that may go against the study’s objectives or 
the inclusion criteria then the participant was asked to read the research 
information (see Appendix 14) and sign the informed consent (see 
Appendix 2C). After signing the consent form, they were asked to move 
on to the second session.

In the second session, the participant was asked to practice the violent 
video games to get familiar with the procedure and rules of play before 
the actual experimentation. The participants played the video games both 
in 2D modes and 3D modes alternately. Each participant did 30 minutes 
practice in this session. When the practice session was completed, the par-
ticipants were asked to appear in the third session the next day.

In the third session, an electrode cap was placed on the participant’s 
head. The duration of cap fitting was about 15–20 minutes. During EEG 
recording, they were asked to perform four tasks. In the first task, they 
watched a cross “X” with white background paper for 5 minutes. The 
first 5 minutes of EEG recording is used as baseline signal and for analy-
sis of the artifacts in EEG. In the second task, the participants were given 
20 minutes to practice the game in 2D. During this practice, the partic-
ipants were required to know how to play the game. In the third task, 
they started playing the games in 2D for 30 minutes. The EEG signals were 
recorded during the last 5 minutes of playing. Finally, for the fourth task, 
they played the games in 3D for 30 minutes and their EEG signals were 
recorded during the last 5 minutes of game playing. All tasks were com-
pleted in approximately 100 minutes. There was a 5-minute break at regu-
lar intervals to rest. This experiment was completed in 2 days.

9.7 EXPERIMENTAL DATA ACCOMPANYING THIS CHAPTER

EEG raw and clean data for one subject are provided with this book. The 
details of these files are provided in Table 9.2. To access these files, please 
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go to the directory BookData\Chapter9\clean for preprocessed data and 
BookData\Chap9\raw for raw data in the data files accompanying this 
book. For the complete dataset of 23 subjects, please contact the authors at 
brainexpbook@gmail.com.

9.8 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing papers should be cited when using the experiment design or the data 
provided with this chapter.
1. Malik AS, Alif A, Osman DA, Hamizah RN. Disparity in brain dynam-

ics for video games played on small and large displays. IEEE Symposium 
on Humanities, Science & Engineering Research (SHUSER). Kuala Lumpur, 
Malaysia; June 24–27, 2012: 1067–1071.

2. Malik AS, Osman DA, Alif A, Hamizah RN. Investigating brain activa-
tion with respect to playing video games on large screens. International 
Conference on Intelligent and Advanced Systems (ICIAS), Conference 
Proceedings 1, art. no. 6306165; Kuala Lumpur, Malaysia: June 12–14, 
2012, 86–90.
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10.1 INTRODUCTION

Stereoscopy is the illusion of creating depth in two-dimensional (2D) 
images. The technique of stereoscopy is based on binocular vision, i.e., 
viewing two images at the same time, which gives a perception of depth. 
Human perception of three dimensions is based on a number of cues such 
as binocular parallax, motion parallax, accommodation, and convergence.

The advancements in display technology have taken this to a new 
dimension. Display technology is now moving from 2D viewing to 3D 
viewing. Adding another dimension to display devices increases the enter-
tainment value to viewers, since images seem more realistic and life-like 
and appear to “pop out” from the TV screen. The entertainment and film 
industries continue to explore new and exciting ways of filmmaking and 
producing animations in 3D. The audiences too are showing more interest 
in films and animations that incorporate the latest viewing experiences. 
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Hence they are more likely to enjoy films that offer an immersive feeling 
where the audience feels like they are part of the scenes.

The popularity of 3D technology is found in entire world but this 
technology is not limited to entertainment only; instead it is moving into 
different fields, whether that is medical science, sports, or even lectures 
of primary students. Now content can be found in 3D stereoscopy. The 
growth of 3D technology assures us that in future, viewing devices will 
have additional feature of 3D in them. It can be assumed that large screen 
TVs, computer screens, smart phones, and tablet PCs all will be converted 
to 3D soon. Every new cinema shows 3D movies and almost every month 
there is a new 3D movie in the market that people are eager to watch.

By the end of 2009, Sony announced that it will be bringing 3D 
viewing into home viewing environment and experts claimed that “we 
will watch all our media in 3D within a decade.” Sony’s chairman Howard 
Stringer said that 3D will be the next $10 billion business.1 Other com-
panies have also joined the 3D bandwagon, with the president of Samsung 
Electronics’ visual display division, Mr. Yoon Boo-Keun, announcing 
“Samsung aims to sell 2 million 3D LED TVs in 2010”.2 At present, there 
are a number of 3D TV choices available in the market, and most of them 
use either active or passive glasses.

10.1.1 Types of Stereoscopy
Different methods are used to produce stereoscopic effect. They can be 
classified into aided viewing or free viewing. Aided viewing is further 
divided into active and passive. Passive includes anaglyph and polarized 
glasses while active includes liquid crystal display (LCD) shutter glasses. 
Auto stereoscopic display, which does not require any filtering lenses, is 
known for free viewing.
● Anaglyph: These are also called color-multiplexed displays. In ana-

glyphs, the two right and left images are filtered with colors like red 
and green, red and cyan, and green and magenta. The viewers have to 
wear the same filter lenses, which produce the effect of 3D depth in 
the images.

● Polarized glasses: In polarized glasses, each lens is perpendicularly 
polarized. Therefore, the eyes see the image based on horizontal and 
vertical polarized light. The effect of 3D in polarized glasses is better 
than in anaglyphs.

● LCD shutter glasses: Shutter glasses are electronically powered and one 
lens of the glass is active at a time. They are synchronized with the 
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refresh rate of the screen. The display device displays only one image 
and this gets synced with the lens; therefore, the eyes are intended to 
see only particular frames that create the depth effect.

● Auto stereoscopic displays: Auto stereo displays are a more advanced 
form of stereoscopy. In auto stereo, multiple views of an object are cre-
ated from multiple cameras. Frames are presented on the screen with 
left and right views parallel to each other. The views are set in a way 
that left and right eyes can see their respective frames only. Parallax 
barrier and lenticular lens are two different modes of producing auto 
stereoscopic images.
From the aspects of entertainment and enjoyment, viewers find stereo-

scopic displays to be the best viewing device to give themselves a feeling 
of immersion. Viewers enjoy being a part of the movies they are watching 
as the things fly by them and motion looks more realistic. Even 3D ste-
reoscopy has provided much entertainment to viewers but some viewers 
suffer from side effects of this technology. Viewers have reported that after 
watching 3D stereoscopic films they feel strain in their eyes and it gives 
them a headache. Based on the interviews of viewers, an article reports that 
3D might be the cause of altered vision, confusion, and dizziness.3 It is also 
reported from an ophthalmologist that people with minor imbalance in 
their eyes can have a headache while watching 3D movies.4 These symp-
toms are derived from motion sickness, and the type of motion sickness that 
is caused by viewing is known as visually induced motion sickness (VIMS).

10.2 IMPORTANCE OF STUDYING VIMS FOR 3D DISPLAYS

The research studies investigating viewers’ complaints and symptoms of 
dissatisfaction with respect to stereoscopy vision reported the common 
issues faced by the viewers during watching stereoscopic 3D contents 
(either movies or games), such as dizziness, disorientation, headache, visual 
and mental fatigue, visual discomfort, eye strain, and so on.5,6 In addition, 
it is also known that not all viewers report the same symptoms. A viewer 
who is suffering from these symptoms will have VIMS, which is a condi-
tion where viewers are being physically still during or after exposure to 
3D content but they feel symptoms of VIMS.7

A well-known standard tool for assessment of VIMS is the simulator 
sickness questionnaire (SSQ), which is a structure questionnaire reported 
in previous research for subjective judgment of VIMS.7,8 Since the SSQ 
allows subjective assessment of VIMS, there are limitations of the subjective 
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assessment reported in previous research such as systematic and cognitive 
biasness9 and psychological factors,10 often negatively correlated with the 
variable of interest11,12 and difficult to interpret because they are often 
expressed in ordinal scales.13 Therefore, an EEG method is adopted in the 
experiment described in this chapter along with the SSQ tool to measure 
the EEG waves, which directly reflect the electrical activity of the brain.

The assessment of VIMS is important because the use of S3D tech-
nology is spread out in many disciplines other than entertainment, such 
as education. In the education sector, the learning of science concepts is 
supported by the use of S3D animation for understanding and easy mem-
orization.14,15 Hence, such a research study will explore the side effects 
of S3D technology such as VIMS and the possible factors that cause such 
symptoms.

10.3 PROBLEM STATEMENT AND OBJECTIVES

3D stereoscopic technology is growing day-by-day with advancements in 
hardware as well as in content. Viewers look at 3D as the future of display 
devices. If problems of VIMS persist in 3D stereoscopy, viewers might be 
struck by VIMS or certain symptoms of VIMS. This will ruin the enter-
tainment of the viewers, and they will have to pay for unexpected costs. 
Therefore it is necessary to evaluate the symptoms of VIMS that are pro-
duced by 3D stereoscopy. These symptoms should be compared to a nor-
mal 2D display device. The symptoms should be recorded, analyzed, and 
compared between the two devices. Based on the comparative analysis, 
symptoms of VIMS in 3D could be adjudged.

For the evaluation of VIMS, it is important to know that how VIMS 
can be easily induced and evaluated. Evaluation of VIMS requires dif-
ferent methods that can be subjective (questionnaire or interviews) and 
objective (physiological data). A combination of different data provides a 
suitable outcome. In this study, the SSQ in combination with electrocardi-
ography (ECG) and electroencephalography (EEG) signals were recorded 
for the comparative analysis of 3D display with 2D display. EEG signals 
directly measure the neuronal changes occurring due to VIMS or cogni-
tive fatigue and can be quantitatively analyzed using computational tech-
niques to determine useful information for assessment of brain states.16,17 
Similarly, ECG signals that refer to the dynamics of heartbeats are useful 
to study the heart rate variability (HRV) during any mental state such as 
visual discomfort.18
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The experiment was designed with the following objectives:
● To find the brain regions that are activated when VIMS is present.
● To evaluate and compare the brain wave changes and level of motion 

sickness in individuals induced by 2D and 3D movies.
● To propose an objective indicator/measurement of VIMS using EEG 

signals.

10.4 VISUALLY INDUCED MOTION SICKNESS

Previously several studies reported different symptoms due to watch-
ing stereoscopy videos/games such as visual fatigue, visual discomfort, 
eye strain, blurred vision, headache, dizziness, confusion, and disorienta-
tion.19–22 There are differences among people’s feedback regarding the 
symptoms; in other words, not all people reported the same symptoms. 
Therefore, an individual experiencing such symptoms is considered as 
suffering from VIMS. This situation is categorized as a type of Cinerama 
sickness in which visual signals are present but signals from the vestibular 
system are absent.23

There are four main mechanisms responsible for depth in the human 
visual system, i.e., binocular parallax, motion parallax, accommodation, and 
convergence.24 The 3D stereoscopic technology uses disparity between 
images to produce depth, which is one of these mechanisms. The disparity 
can be categorized as positive (uncrossed) disparity, in which objects are at 
the back of screen and negative (crossed) disparity where the objects are 
in front of the screen. It has been reported that vergence is more active in 
3D movies than in 2D.25 The disparity present in the visual scene causes 
the vergence and henceforth the eye will go through accommodation. In 
the accommodation process, the lens adjusts itself to focus the light beams 
on the fovea; consequently if the eyes produce vergence, accommodation 
will spontaneously take place. It has been reported that the main reason 
for visual fatigue is a conflict in vergence and accommodation response. 
Vergence and accommodation have their own limits that cause the prob-
lems in vision.

In a real-world scene, the accommodation and vergence point coin-
cides no matter where the viewer looks. The accommodation and vergence 
responses are coupled and accommodative changes evoke vergences and vice 
versa. The benefit of coupling is the increased speed of accommodation and 
vergence. However, this has not happened in the case of 3D stereoscopy. In 
3D displays, the correlation between focal and vergence distance is disrupted, 
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i.e., the focal distance is fixed at the display while the vergence distance 
changes depending on the simulated visual scene the observer fixates.

Such problems with 3D technology cause discomfort in viewing. 
Users of 3D technology who are intolerant to the previously mentioned 
discomforts may experience VIMS. In previous studies, visual stress and 
symptoms of VIMS are reported during and after watching a 3D movie.26 
It is also reported that children must be cautioned when exposed to 3D 
TV, because they may not be able to realize any physical problem even if it 
exists.27 Furthermore, 5% of viewers in 3D cinemas experience symptoms 
of nausea or disorientation.28

10.4.1 Methods of Inducing Motion Sickness
Motion sickness is defined as a conflict between the visual system and ves-
tibular system—the sensory system in humans used to maintain a sense 
of balance and spatial orientation.29 Therefore, motion sickness may be 
induced by creating such a conflict in any of the two senses. Three pos-
sibilities can occur when there are conflicts in visual and vestibular cues. 
The first possibility is that both visual and vestibular cues are present but 
are giving conflicting information to the brain. In the other two possi-
bilities, either visual or vestibular cues are absent. If visual signals are pres-
ent and vestibular signals are absent, then this kind of motion sickness is 
mostly caused by viewing motion in a stationary environment. The symp-
toms are not very severe, but they can cause motion sickness. If the vestib-
ular signal is present and visual signal is absent, this scenario is almost the 
opposite of the first case with stationary visual gaze and moving environ-
ment. For example, reading during a moving journey can cause this type 
of motion sickness.

10.5 SOFTWARE AND HARDWARE

The following software and hardware were used in the collection and 
organization of this dataset:
1. Electrical Geodesics, Inc. (128-channel EEG equipment with Net 

Station software)
2. LG stereoscopic TV with 3D glasses
3. TOBII Eye Tracker and software
4. MATLAB 2010 (for simulation)
5. PASS for sample size calculation
6. SPSS for statistical analysis
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10.6 EXPERIMENTAL DESIGN AND PROTOCOL

10.6.1 Study Population
Students from Universiti Teknologi PETRONAS were recruited for selec-
tion in the experiment. The study was based on the following reference:
● Students who were willing to participate and fill out their consent to 

take part in the experiment.
● Students who fulfilled selection criteria.

The experiment was conducted in the Centre of Intelligent Signal and 
Imaging Research (CISIR), Universiti Teknologi PETRONAS, during the 
months of November and December 2012.

10.6.2 Sample Size Computation
Sample size formula:

n f P
p p p p

p p
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×
( , )

( ) ( )
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α 1 1 2 2

1 2
2

1 1− −

−











ɑ = significance level, 0.05
P = power of the study, 80%
p1 = probability of motion sickness in 2D case, 18.5% fixed base 
simulators30

p2 = probability of motion sickness in 3D case, 59.1%31

n = 21 participants for one group
Participants were allocated to 2D and 3D by stratified sampling 

method. The number of female participants was proportionally less than 
male participants. Therefore, to remove a gender bias from the study, strati-
fied sampling was implemented. Through stratified sampling, the propor-
tion of males and females in both the groups were equal; this was done 
using SPSS software.

10.6.3 Selection Criteria
10.6.3.1 Inclusion Criteria
The following were the inclusion criteria for the participants:
● Subject from 18 to 40 years of age having normal refraction, i.e., 

emmetropia (+1.00 D and −0.25 D) or corrected to normal 
vision.32 An ophthalmologist checked the eyesight of each partici-
pant before starting the experiment. The checkup included visual 
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acuity, refraction, and fundus examination. See Appendix 10A for the  
examination chart.

● Subjects whose susceptibility score is less than 30 as determined by 
the Motion Sickness Susceptibility Questionnaire (MSSQ).33 See 
Appendix 10B for MSSQ.

10.6.3.2 Exclusion Criteria
The following are the exclusion criteria for the participants:
● Individuals who have seen 3D movies within 3 months of the experiment.
● Subjects with refractive error, i.e., myopia, hyperopia, and presbyopia.
● Subjects with eye diseases such as glaucoma, retinal or corneal disorder.
● Subjects with history of eye surgery such as cataract surgery, cornea, or 

retinal surgery.
● Subjects with history of eye injury or trauma.
● Subjects with any head injury or neurological disease like epilepsy, sei-

zures, and migraine.
● Subjects with systemic problems such as hypertension, diabetes mel-

litus, asthma, and heart disease.
● Subjects with any ear problems or surgery.

10.6.4 Experiment Design
From the literature, it is clear that 3D produces symptoms of VIMS that 
can vary from one person to another. The symptoms that are mostly 
induced are visual and related to the occulomotor system, such as visual 
fatigue, eye strain, headache, etc. VIMS is not limited to these symptoms; 
other symptoms like disorientation and nausea can be found. For this pur-
pose we designed an experiment that would induce motion sickness by 
watching a movie. The movie selected for the experiment was specially 
created to induce VIMS in participants.34 The points considered during 
the experiment design are as follows:
● A large screen 3D TV to display the stimulus. Viewing on a large 

screen prompts viewers to have a feeling of involvement in the scene, 
and they feel more symptoms of VIMS.35

● Stimulus used was animated with specialized movements to induce 
VIMS. This reduces the time of the experiment, as a normal movie 
viewing would take more time to induce symptoms of VIMS and the 
symptoms induced can be rated on a reasonable scale.

● EEG and ECG were recorded as the objective parameters while SSQ 
was taken at the end to compare the subjective rating.
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● EEG was selected as the major recording parameter because it records 
brains neuronal activity with high temporal resolution.

● Within EEG a dense array EEG device with 128 channels was selected 
so that brain activity with higher spatial resolution can be achieved.

● Participants were asked to give written consent before participating in 
the study. See Appendix 2C for the consent form.

● Maximum duration for the experiment was two hours and participants 
were compensated for the time spent.
The experiment flow chart is presented in Fig. 10.1.

10.6.4.1 Visual Stimulus
A passive polarized 42-inch 3D LCD TV was used for stimulus presen-
tation. The visual stimulus was shown using TOBII software. The visual 
stimulus was a video that moves along a road, showing a view of move-
ment (Fig. 10.2). Specialized movements along pitch and roll axes were 
created in the animated video (the visual stimulus). The animated video 
was created in such a way that the camera was rotated alternately on the 
two axes with 30 degrees of amplitude and 0.167 Hz of temporal fre-
quency. Both the 2D and 3D versions of the animated video were created 
using 3D computer graphics software (Omega Space, Solidray Inc.).

A previous study had shown that with camera rotations along the pitch 
and roll axes, VIMS can be easily induced.36 The duration of the animated 

Figure 10.1 Flow chart of the experiment.
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video was two minutes. The animated video consisted of rotation along 
the pitch axis in the first minute, and in the second minute, the rota-
tion was along the roll axis. In the experiment, the animated video was 
repeated five times, making the total duration 10 minutes.

10.7 EXPERIMENT DATA ACCOMPANYING THIS BOOK

In this experiment, Electrical Geodesic Inc. (EGI) HydroCel Geodesic 
Sensor Net with 128-channel EEG device was employed for EEG  
recording. The net was prepared with saline electrolyte to minimize 
impedance and improve quality of signals. In the recording, 250 samples 
per second was used as the sampling rate. The EEG raw data was recorded 
and stored on the hard disk drive as backup for further analysis. A notch 
filter was used to remove line noise of 50 Hz. Average referencing was used 
during the recoding.

EEG, ECG, and SSQ data for one subject are provided with this book 
in a separate directory. To access these files, please go to the directory 
BookData\Chap10\ in the data files accompanying this book. The details 
of these files are provided in Table 10.1. For the complete dataset of 42 
subjects, please contact the authors at brainexpbook@gmail.com.

10.8 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized 
the data acquired from the experiment described in this chapter. The 

Figure 10.2 A view of the stimulus as seen by the participants.

mailto:brainexpbook@gmail.com
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following papers should be cited when using the experiment design or the 
data provided with this chapter.
1. Naqvi SAA, Badruddin N, Jatoi MA, Malik AS, Hazabbah W, Abdullah 

B. EEG based time and frequency dynamics analysis of visually 
induced motion sickness (VIMS). Australas Phys Eng Sci Med. 2015;38: 
721–729.

2. Naqvi SAA, Badruddin N, Malik AS, Hazabbah W, Abdullah B. Does 
3D produce more symptoms of visually induced motion sickness? In: 
Engineering in Medicine and Biology Society (EMBC), 2013 35th Annual 
International Conference of the IEEE, 2013;pp. 6405–6408.
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Table 10.1 EEG and ECG data description
S. No. Directory name Description

01 Eyesclosed This directory contains eyes-closed EEG or ECG 
5 minutes resting state recording of one participant. 
The name is “EC” and it is in .mat file format. The 
EEG and ECG data are provided in separate directories.

02 Eyesopen This directory contains eyes-open EEG or ECG 
5 minutes resting state recording of one participant. 
The name is “EO” and it is in .mat file format. The 
EEG and ECG data are provided in separate directories.

03 VIMS This directory contains 10 minutes EEG or ECG 
recording during watching the movie with VIMS 
stimuli. The EEG and ECG data are provided in 
separate directories.

04 SSQ This directory contains the SSQ responses of one 
subject recording via questionnaire and saved as an 
Excel spreadsheet.

Computing SSQ grades:There are total items 1–16 
(scale of 0–3) in the SSQ. Nausea (items 1, 6, 7, 8, 9, 
15, 16), Oculomotor (items 1 to 5, 9, and 11), and 
Disorientation (items 5, 8, and 10–14).

Scale multiplication factor: Nausea: A = score × 9.54; 
Oculomotor: B = score × 7.58; Disorientation:  
C = score × 13.92; Total SSQ score = (A + B + C) × 
3.74
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11.1 INTRODUCTION

Cellular mobile phones are an essential feature of modern telecommu-
nications and its spread all over the world. The main function of cellu-
lar phones is to connect people for interpersonal communication. It is 
assumed that mobile phone users would be less lonely, more interactive 
with other people, and would have good psychological status. Mobile 
phones have different functions including calls, messages, games, access to 
Internet, and so on. Apart from these functions, phone calls are a direct, 
fast, two-way communication feature. Mobile phones establish the calls 
by transmitting high-frequency radio waves via their radio antennae, 
which convert electrical signals into radio waves and transmit them to 
the receiver via the base station. The range of radiated radiofrequency of 
mobile phones is from 450 to 2500 MHz and the radiated power from the 
antenna is around 125 mW and from the cell phone about 2 W.1
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The human body may absorb some radiation and the brain of heavy 
users of mobile phone calls may be influenced by the electromagnetic 
(EM) radiation. Mobile phone users make up approximately 80% of the 
population in most countries, and with an increase in the quality of life-
style and economic status around the world, the number of mobile users is 
growing. Therefore, this issue has motivated the researchers to conduct this 
investigation and study the effects of EM radiation on the human brain 
during mobile phone call use using a brain mapping technique. Various 
brain mapping techniques are available such as functional magnetic reso-
nance imaging (fMRI) and electroencephalography (EEG). EEG is rela-
tively easy to use, low cost, and has good time resolution features. EEG 
signals can record directly the changes occurring inside the brain in terms 
of voltage potentials, which can be analyzed using computational tech-
niques to extract useful information for the assessment of brain cognitive 
states.2,3 The EM radiation may modulate the EEG signals recorded over 
the scalp of the participants during the mobile phone calls.

In general, mobile phone users hold the mobile device very close to 
their right or left ear during receiving or sending phone calls and some 
users prolong the calls for hours; hence, the probability that human brain 
will absorb the EM radiation is high. Some users reported discomfort and 
unspecific symptoms during and after the phone calls, such as headaches 
and dizziness.4 In the experiment reported in this chapter, the side effects 
of mobile phone calls on the human brain is investigated using EEG sig-
nals to bring awareness to the public about EM radiation, in order to take 
precautions during mobile phone calls.

11.2 PREVIOUS STUDIES

Previous studies have investigated the effects of mobile phones on the human 
brain and studied the changes in alpha frequency of EEG signals.5 The brain 
signals were acquired using a call between two mobile phone devices under 
predefined different conditions, i.e., right ear or left ear. The results showed 
that alpha activity was decreased during listening to the phone call via cellular 
mobile phone on the right side. However, the same practice on the left side 
did not modulate the alpha waves and they remained stable. The reduction in 
alpha activity was inversely proportional to that of cell phone radiation.

Another study investigated the EM radiation for two different types of 
cell phones: (1) the global system for mobile communications (GSM) and 



Mobile Phone Calls 163

(2) code division multiple access (CDMA). The frequency and power levels 
of these two communications are different. The researchers conducted the 
experiments on 10 participants under three different conditions: (1) before 
using the phone, (2) using GSM, and (3) using CDMA. The brain signals 
were recorded and analyzed using EEG. The results suggested that in the 
case of GSM the power spectral density was observed to be very high and 
it was concluded that GSM has a greater effect on the brain signals than 
CDMA.6

Hinrikus and colleagues have investigated the effects of electromag-
netic field (EMF) on the human brain using EEG. Spectral power was 
computed on the recorded data using linear methods and it was reported 
that 13–31% of the subjects were affected by the EMF, depending on the 
modulation frequency.7

Mann et al. examined the effects of EMF on brain signals during sleep. 
Twelve volunteers participated in the experiments, which were com-
posed of five stages of sleep at night and during exposure to radiofre-
quency (RF) emissions from a mobile phone. EEG signals were recorded 
and analyzed; the findings indicated that spectral power during REM sleep 
was increased by 5% during EMF exposure; however, no changes were 
reported in other sleep stages.8

Reiser and Dimpfel studied the effects of mobile phone radiation on 
the brain. They employed 36 participants and studied under three experi-
mental conditions: before, during, and after the call. The findings suggested 
that relative alpha power during and after exposure is increased.9

In addition, Trueman et  al. studied the effect of mobile phone EMF 
emissions on the brain using EEG signals. In their experiment, 10 vol-
unteers participated during the presence and absence of RF. The RF was 
generated using two mobile technologies. In the first condition, the RF 
was generated by GSM phone with disabled speaker and modified to full 
radiation power transmission. In the second condition, the RF emissions 
were generated by a nonmodified GSM mobile phone in active standby 
mode. The participants were studied in each condition for minutes. The 
statistical analysis unfolded the findings, indicating a difference in the full-
power mode condition within the EEG alpha (8–13 Hz) and beta (13–
32 Hz) bands.10

Besides, it is common practice, especially for teenagers, to use mobile 
devices as a replacement for alarm clocks underneath the pillow during 
sleep. This investigation raises concern about this practice.
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11.3 IMPORTANCE OF STUDYING THE EFFECTS OF  
MOBILE PHONE CALLS

The cellular or mobile phone is one of the great inventions of the 20th 
century. In the first decade of the 21st century, there has been a cellular 
phone craze among the young generation due to the powerful features of 
display technology, besides use for making phone calls. The key features 
of mobile phone technology, including text messages, email, calls, Internet 
searching, videos, games, social networking, and social applications, have 
such widespread interest that the young generation is fully addicted.

Presently, the mobile phone provides an incredible array of functions, 
such as huge storage for personal contact directories, pictures, movies, GPS 
tracking, TV streaming, and so on. The basic working principle of the cel-
lular phone is that it converts voice or text information into an electrical 
signal, which is then transmitted as radio waves (a kind of electromagnetic 
or EM wave) to the destination device via the intermediate base station. 
The mobile phone devices are continuously active and ready for trans-
mitting and receiving EM waves. The effects of EM radiation on brain 
health are reported in previous research as a serious risk factor.11–14 The 
users’ feedback indicated that phone calls cause fatigue and dizziness13; 
while long-term users are more vulnerable to brain tumors.15,16 The rea-
son may be that EM waves penetrate into the brain,17–19 especially the 
auditory regions in the temporal lobe, because mobile phone users keep 
the device very close to their ears when receiving calls. Thus, the most 
affected regions of the brain are the auditory regions in the temporal lobe. 
The temporal lobe is also functional in memory tasks; thus, EM radiation 
alters neuronal activities during memory tasks.20

Neuroimaging techniques such as EEG have been used to study the 
effects of cellular phones on the human brain, e.g., in memory tasks and 
during resting states.20,21 Since the practice of keeping mobile phones set 
close to the ear is common, it will be interesting to investigate the use of 
mobile phones both in conditions of very close to the ear (in other words, 
close to the brain) and at a distance while receiving a phone call. In addition, 
using the left ear or right ear (left or right of the brain) during receiving 
phone calls will explore the brain regions most vulnerable to EM radiation.

11.4 PROBLEM DESCRIPTION

Cellular phone technology works by transmitting signals through EM 
waves to produce very high radio frequencies. The human brain absorbs 
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EM waves during phone calls, causing health problems, particularly near 
the regions of the ear where mobile devices are normally held during 
usage. Evidence about the issues of mobile call usage is from users who 
have reported headaches and dizziness during and/or after phone calls. 
Such reasons motivated the researchers to investigate and monitor any 
potential risk of mobile phones on public health. Although the scien-
tific literature on this issue is vast and apparently indicates widely varying 
effects across studies, this study was conducted to explore the effects of 
mobile phone calls on the brain using a direct measurement technique of 
the human brain.

The experiment had the following two main objectives:
● To explore and study the effects of EM radiation during mobile phone 

calls on the human brain using EEG signals.
● To explore ways to minimize the effects of direct radiation from the 

mobile phone on the human brain.

11.5 SOFTWARE AND HARDWARE

A description of the equipment and software used in this experiment is 
provided in Table 11.1.

11.6 EXPERIMENT DESIGN AND PROTOCOL

11.6.1 Target Population
In this study, the students on the university campus were the target popu-
lation. All the students on the university campus were the entire set of 
units for which the findings of the research had been generalized. Three 
levels of students were studying on the campus at the time of experiment, 
i.e., foundation level, undergraduate, and postgraduate level. Equal oppor-
tunity was given to all students who met the inclusion criteria to become 
a participant.

11.6.2 Inclusion Criteria
● Participant must be a student in Universiti Teknologi PETRONAS
● Participant should be between 18 and 25 years of age
● Participant must be physically and mentally healthy

11.6.3 Exclusion Criteria
● Unable to provide written consent (Appendix 2C)
● Failed to meet the requirements mentioned in the inclusion criteria



Designing EEG Experiments for Studying the Brain166

Table 11.1 Description of hardware (equipment) and software
S. No. Equipment Description

01 Emotiv  
EPOC  
headset 

14 EEG channel plus 2 
reference system offer 
optional positioning for 
accurate spatial resolution.

02 Re-nu multipurpose solution A few drops of this multipurpose 
saline solution to saturate the 
white hydrator pad.

03 Emotiv EPOC hydrator pack 16 fully assembled felt-based 
sensor assemblies with gold-
plated contacts.

04 Emotiv Insight  
charging cable 

Replacement charging cable for 
the Insight headset.

05 USB receiver Replacement USB receiver for 
Emotiv EPOC, EPOC+, and 
Insight neuroheadsets.

06 Mobile cell phone A Nokia C3 mobile set is used 
in this experiment.

07 EEGLAB EEGLAB tool is used for 
artifact removal.

08 Neuroguide 2.6.1 Neuroguide is used for absolute 
power and coherence analysis. 
Details on Neuroguide have 
been provided in previous 
chapters.

09 MATLAB MATLAB R2010a is used for 
analysis. Details on MATLAB 
are provided in previous 
chapters.
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11.6.4 Sample Size Calculation
The sample size computation for this study was not predefined, as it was 
a pilot study. Further research on this topic may be required to properly 
compute the sample size using the mean differences among the different 
conditions (i.e., left and right side, with distance and without distance) of 
this study, which are reported in the published papers.

11.6.5 Participant Recruitment
Twenty-seven healthy participants were recruited from students of 
Universiti Teknologi PETRONAS to participate in the study, includ-
ing male, female, and different nationalities. All the participants were free 
from any medication, skin allergy, or head injury. Participants suffering 
from headaches were excluded from the study because this may affect the 
behavior of the EEG signals. Furthermore, only right-handed participants 
were recruited because the participants were required to hold the mobile 
device in hand, so using the right or left hand may affect the brain func-
tions. Therefore, all participants recruited were of the same handedness.

11.6.6 Experiment Design
The experiment consisted of a total of six conditions. Two conditions 
were used for baseline EEG recordings, i.e., EEG recording before and 
EEG recording after the mobile usage. The four other conditions were 
used during listening to a mobile phone call, including two conditions 
for the right side and two conditions for the left side. Each side (right 
or left) included two EEG measurements. One measurement was taken 
when the participant was using the mobile phone very close to his/her 
ear (touching the ear) while another measurement was taken while the 
mobile phone was kept 2 cm away from the ear during listening to the 
phone call. The final measurement was taken after mobile phone usage to 
measure the brain signals and to detect whether headache or dizziness was 
experienced after the calls. The EEG measurements were recorded using 
Emotiv EPOC 16 electrodes, as shown in Fig. 11.1, connected to a PC to 
show the brain signals.

11.6.7 Experiment Procedure
Each participant was briefed about the experiment and asked to read the 
informed consent form and subject information. In case of any ambiguity, 
they were encouraged to clarify with the experimenter. After signing the 
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consent form, each participant was asked to fill out a questionnaire (see 
Appendix 11A) to record the history of the participant and the informa-
tion on mobile phone usage. After filling out the questionnaire, the partic-
ipant was asked to sit in a relaxed mode in the EEG recording room. The 
Emotiv EEG kit was prepared and set on the participant’s head per the 
recommended procedure. The measurements of EEG were recorded for 
the effect of cell phone use using EEG under six conditions, i.e., before 
using the cell phone, during the use of the cell phone (4 subconditions), 
and after using the cell phone; please refer to Fig. 11.2.

The duration of each session was 5 minutes long, and between ses-
sions, participants were given a few minutes for rest. The participants were 
instructed to remain silent during all the sessions to minimize the arti-
facts in EEG recordings. The experiment was completed in approximately 
1 hour.

Figure 11.1 Emotiv EPOC 16 electrodes.

Figure 11.2 Block diagram of experiment protocol.
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11.7 DATA DESCRIPTION

EEG raw and clean data for one participant is provided with this book. 
The details of these files are provided in Table 11.2. To access these files, 
please go to the directory BookData\Chap11\EEG in the data files 
accompanying this book. For the complete dataset of 27 participants, 
please contact the authors at brainexpbook@gmail.com.
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Drivers’ Cognitive Distraction
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12.1 INTRODUCTION

Driving is a complex task that requires motor and visual capabilities along 
with high alertness, mental planning, and memory resources. Individual 
differences exist corresponding to these cognitive capabilities, which are 
natural in human beings. In addition to individual differences, there are 
also other sources, such as drugs and alcohol, which significantly increase 
driver distraction and cause 20–80% of crashes.1 More seriously, inatten-
tion was found to be the largest factor behind all crashes and near crashes 
(78%), reported by Dingus et al. in a study of 100 car accidents.2

A situation during driving operation in which the driver’s attention 
turns away from driving toward a competing activity such as attending a 
cell phone call, using the navigation system and audio system, absentmind-
edness, daydreaming, and decision making, is known as driving distraction. 
These competing activities have been reported as factors in driver distrac-
tion and traffic accidents (see Ref. [3] for review). Driver distraction can 
be of two major types: visual distraction and cognitive distraction. The 
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former (visual distraction) is the state where the driver’s eye focus is away 
from the track and the latter (cognitive distraction) is absentmindedness or 
attention deviation from the driving operation. Both of these distractions 
impair driving safety and affect the driver’s performance. The negative 
effects of cognitive distraction on visual information processing during 
driving have been reported by many previous studies.4–6

The focus of the experiment reported in this chapter is on drivers’ 
cognitive distraction. To understand drivers’ psychological behavior and 
sources of distraction, the electroencephalography (EEG) technique was 
employed. EEG signals help to study the neuronal changes occurring 
due to distraction during driving operation. EEG signals directly measure 
the neuronal changes occurring due to any distraction including driv-
ing distraction and can be quantitatively analyzed using computational 
techniques to determine useful information for assessment of brain dis-
traction.7,8 Also, the psychological behavior can be better understood in 
real time during driving operation. Hence, in this study, the participants 
were investigated in both cognitive state and noncognitive state, in order 
to compare the changes occurring in EEG signals due to cognitive distrac-
tion. The following two objectives were defined for this experiment:
● To study the effects of cognitive distraction on drivers’ behavior and 

driving performance using EEG signals.
● To identify the specific brain regions and certain brain oscillations 

involved in driving operation as well as cognitive activities.

12.2 IMPORTANCE OF STUDYING DRIVER DISTRACTION

Driving is an essential activity in our daily lives. Every day, we trudge 
through traffic to take children to school and pick them up from school, 
as well as to get to work; we use highways to get across town and haul 
tons of goods and commodities on trucks to run our businesses. It is such 
a widespread activity that everyone of us is directly or indirectly affected 
by drivers’ actions. To be safe, drivers need their full attention on the 
road and should be alert at all times in order to react to potential life-
threatening situations. Basic driver needs, including sufficient sleep, good 
physical and mental health, and good training in driving principles, are no 
longer enough in the modern technological era. The reason is that with 
the advent of technologies involving automobiles and communication, 
e.g., mobile phone technology, there is increased probability of accidents, 
which is a huge risk for both drivers and passengers’ lives.
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The automobile industry has introduced LCD screens in cars, which is 
an improvement in the manufacturing of vehicles and entertainment for 
the passengers, who can watch videos and movies in order to be relaxed 
and not bored. However, LCD screens increase the risks of attentional 
diversion and visual distraction for the drivers, as proven by research evi-
dence.9–13 In addition, with advancements in communication with the 
advent of mobile phones and smart phones, it has become a necessity for 
everyone to keep their mobile phone device active. Mobile phones have 
many interesting features, some of which are either necessary to be used 
while driving, or someone may be addicted enough to use them even 
while driving. Research has proven that during driving, the use of mobile 
phones in any capacity, either texting or calling, causes distraction visually 
and mentally for the drivers.14–19 Such inattentional and visually distracted 
moments cause serious casualties and accidents. The effects of visual and 
cognitive load distraction have been studied in previous research4,20,21; 
however, previous studies focused on behavioral investigations rather than 
objective or quantitative assessment.3,22 Behavioral assessments such as col-
lecting drivers’ feedback after operating a driver simulator in an experi-
mental environment or counting the number of mistakes during operating 
the simulator could not explain the actual changes in the brain neuronal 
activities that cause the behavior of the drivers due to visual or cognitive 
distractions. Therefore, the drivers’ distraction is currently being investi-
gated with neuroimaging techniques such as EEG.

The EEG technique can be easily used in the experimental environ-
ment along with the driver simulator for long duration and can record the 
neuronal changes associated with driving skill, attention, visual distraction, 
and cognitive distraction. The researchers may find a real time monitor-
ing solution for drivers with the use of EEG. Since there are many open 
questions, such as how EEG sensors can be placed on the drivers’ head in 
real time during driving on highways, and how flexible, portable, and how 
much of a distraction the EEG sensors will be for the drivers, this EEG 
research is still in the development stage in drivers’ safety as well as in the 
automobile industry. However, the EEG technique explores the neuronal 
changes of the drivers induced due to visual and cognitive distractions as 
well as attentional diversion.

12.3 SOFTWARE AND HARDWARE

The equipment and software used in this study is described in Table 12.1.
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Table 12.1 Description of hardware and software
S. No. Equipment Description

01 EGI EEG 300 Amp  This EEG system provides a dense 
array EEG acquisition with high 
resolution for research and clinical 
applications. The manufacturer, 
EGI, has designed the Clinical 
Geodesic EEG System (GES) 300 
for better treatment and care of 
patients.

02 EGI EEG 128 channels nets  The 128-channel EGI nets are 
available in different sizes to fit on 
the participant’s head and record 
EEG signals.

03 Control III  Control III disinfectant cleaning 
solution is a concentrated 
disinfectant and is recommended 
by the manufacturer for cleaning 
of EEG caps and electrodes.

04 Potassium chloride  For standard 2-hour recordings, 
potassium chloride solution is 
used for rapid application. The 
potassium chloride is in powder 
form and can be mixed with 
distilled water.

05 City Car Driving 2.4.4  City Car Driving is a new car 
simulator, developed to help users 
experience car driving in different 
conditions and in different big 
cities.

06 LG display, 42-inch  The LG 42-inch display was used 
with the City Car Driving 
simulator to display the driving 
environment.

07 Net Station 4.2 EGI’s Net Station is an integrated 
software package for EEG 
acquisition, review, and analysis.

08 MATLAB MATLAB is used for analysis of EEG 
data. The description of MATLAB 
is provided in previous chapters 
(see Chapter 7: 2D and 3D 
Educational Contents).



Drivers’ Cognitive Distraction 175

12.4 EXPERIMENT DESIGN AND PROTOCOL

12.4.1 Target Population
In this experiment, the students on the university campus were the target 
population. All the students on the university campus were the entire set 
of units for which the findings of the research had been generalized. Equal 
opportunity was given to all the students who met the inclusion criteria 
to become a participant.

12.4.2 Inclusion Criteria
● Participants should have be between 18 and 24 years of age.
● Participants must be physically and mentally healthy.

12.4.3 Exclusion Criteria
The exclusion criteria are the requirements used for exclusion of partici-
pants from this study. The participants were excluded in this study when they 
failed to meet the requirements in the inclusion criteria.

12.4.4 Sample Size Calculation
This was a pilot study and the number of participants in the experiment 
was based on expert opinion. Further studies may use the results of this 
experimentation to statistically compute the exact sample size and gener-
alize the results of this study. For the results of this experiment, please see 
the published papers listed in Section 12.6.

12.4.5 Participant Recruitment
In this experiment, 42 healthy volunteers aged between 18 and 24 years 
(mean: 21.76 and SD: 1.65) including 33 males and 9 females were recruited. 
All the recruited participants had normal or corrected to normal vision abil-
ity and had no history of brain disorders. The participants were allowed to 
practice the driving simulator for approximately 10 minutes because they 
had no previous experience operating the driving simulator. Further, the 
participants were allowed to stop their participation in the experiment at 
any time without any penalty if they were not feeling comfortable.

12.4.6 Experiment Design
In the experiment, the participants were exposed to two type of tasks:  
primary and secondary tasks.
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12.4.6.1 Driving (Primary Task)
This task required driving for 30 minutes duration and paying full atten-
tion to all the driving rules, such as driving 80 km/hour speed, and using 
indicator lights to turn left/light or when needed. During the driving task, 
the driving environment was limited to one simulator vehicle on a high-
way road in order to provide same conditions to all the participants. This 
task was used both in session 1 and session 2. Session 1 was used as the 
control session, because the participants just performed the driving opera-
tion without any distraction; while session 2 consisted of the driving task 
along with cognitive distraction. The cognitive distraction is referred to as 
a secondary task. Each of the sessions was 30 minutes long.

12.4.6.2 Cognitive Task (Secondary Task)
The cognitive task consisted of logical questions requiring mental deci-
sion making and mathematical calculation to use the cognitive resources 
of the participant during the driving task. As a result, cognitive distrac-
tion was induced by involving participants in other activities (see exam-
ple questions used in this experiment in Table 12.2). The second session 
(driving distraction session) was segmented into six consecutive intervals 
of “attentive” and “distractive” driving as shown in Fig. 12.1. In the dis-
tractive segment of driving, the participants were asked logical questions 
and they were instructed to answer accurately. While the questions were 
being asked, they were instructed to listen to the question and stay calm 
with minimum movement and pay attention to the road and driving and 

Table 12.2 Example of logical problems in the cognitive task
Problem Response

Odometer is to mileage as compass is to: A. speed B. hiking C. needle 
D. direction

D

Elated is to despondent as enlightened is to: A. aware B. ignorant  
C. miserable D. tolerant

B

Careful is to cautious as boastful is to: A. arrogant B. humble C. joyful 
D. suspicious

A

Pride is to lion as shoal is to: A. teacher B. student C. self-respect  
D. fish

D

I want to make 12 cakes. If I know that 6 kg of flour is enough for 
36 cakes, how much flour will I need?

2 kg

When a bucket is full it holds exactly 1/2 L. A jug holds 500 mL. 
How many full jugs of water will I need to fill the bucket?

1 jug

Find the cost of 4.5 kg of sugar at 20 p per 500 g. 180 p



Drivers’ Cognitive Distraction 177

think about the answer silently. The duration of the distractive segment 
was 3 minutes and the attentive segment was 2 minutes.

12.4.7 Experiment Procedure
This experiment consisted of two sessions. In the first session, when a 
participant arrives at the experiment room, he/she is briefed about the 
experiment and asked to practice driving in the driving simulator for 
almost 10 minutes before setting the EEG cap for data recording. The 
driving simulator was a simple device and consisted of steering, foot ped-
als, and gear lever along with a virtual reality-based highway driving envi-
ronment. During the experimental tasks, the driving surroundings were 
restricted to only one simulator vehicle on road, using identical cars—
Toyota Corolla with automatic gear system—and with medium traffic.  
A display screen was used at distance of 1 m from the participant at the 
same level of the steering wheel.

After practicing the driving, each participant was asked to perform 
the experimental task, in which EEG data was recorded. Participants were 

Figure 12.1 Experimental design.23 The first row indicates the driving with distraction 
and second row indicates the driving without distraction.
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trained to drive for 30 minutes and concentrate on driving rules as per 
instructions given. In the second session, the participants were instructed 
to do the driving task the same as in the first session, but they had to 
carefully listen to the secondary task, in which the participants needed to 
respond to the logical questions. The logical questions were asked by the 
experimenter standing beside the participant. In the experiment, both ses-
sions were counterbalanced, i.e., half of the participants first completed the 
control session (session 1) and then the second session, while the other 
half started with the driving distraction session (session 2) and then com-
pleted the control session.

12.5 EEG DATA DESCRIPTION

The EEG was recorded via 128 scalp loci using the EGI HydroCel Geodesic 
Sensor Net with Amps 300 amplifier (Electrical Geodesic Inc., Eugene, OR, 
USA) for all the tasks. The electrode Cz was used as a reference for all 128 
electrodes. Impedance was maintained below 5 KΩ and the sampling rate 
was 500 samples per second. The sampling rate of raw EEG data was 500 
while the clean data was downsampled to 250 points per second.

12.5.1 Experiment Data Accompanying This Book
EEG raw data and clean data files for one-subject are provided with this 
book. The details of these files are provided in Table 12.3. To access these 
files, please go to the directory BookData\Chapter12 in the data files 

Table 12.3 EEG data files with description
S. No. File name Description

01 Sub1_c1_
raw.mat

This is EEG one-subject raw data recorded during session 
1 while driving the simulator without any distraction. 
The data file contains 128 channels with Cz as a 
reference and sampling rate is 500 points per second.

02 Sub1_c2_
raw.mat

This is EEG one-subject raw data recorded during session 
2 while driving the simulator along with cognitive 
distraction, i.e., answering the logical questions during 
operating the driving simulator. The data properties are 
the same as recorded in session 1.

03 Sub1_c1_
clean.mat

This is the clean EEG form of the data file described in 
serial number 01 in this table.

04 Sub1_c2_
clean.mat

This is the clean EEG form of the data file described in 
serial number 02 in this table.
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accompanying this book. For the complete dataset of 42 participants, 
please contact the authors at brainexpbook@gmail.com.

12.6 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing papers should be cited when using the experiment design or the data 
provided with this chapter.
1. Almahasneh H, Chooi W-T, Kamel N, Malik AS. Deep in thought 

while driving: an EEG study on drivers’ cognitive distraction. Transp 
Res Part F Traffic Psychol Behav. 2014;26:218–226.

2. Almahasneh H, Kamel N, Walter N, Malik AS. r-principal subspace 
for driver cognitive state classification. In: Engineering in Medicine and 
Biology Society (EMBC), 2015 37th Annual International Conference of the 
IEEE; 2015, pp. 4118–4121.
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13.1 INTRODUCTION

Driving is a complex task that needs physical resources as well as mental 
alertness. The requirement of full mental alertness makes it a riskier task 
because humans have limited capability to be attentive for long amounts 
of time. Lack of attention, absentmindedness, and/or drowsiness can 
cause serious major injuries and loss of life for travelers including driv-
ers and passengers. There are many factors involved in road accidents such 
as weather, road condition, vehicle condition, drivers’ distraction, drivers’ 
driving skills and drowsiness. The state of drowsiness is often referred to 
as sleepiness, which means that the driver/person has a tendency to fall 
asleep.

The sleep cycle of humans is divided into three categories: wake-
fulness, nonrapid eye movement (NREM), and rapid eye movement 
(REM).1 Wakefulness is the state of consciousness and completely being 
alert, in which a person can perform physical and mental tasks without 
any inattention. The NREM state is further divided into three stages. 
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Stage one is related to drowsiness while stages two and three are associ-
ated with light sleep and deep sleep states, respectively. The REM state is 
characterized by quick and random movement of the eyes and muscles. 
Drowsiness is an intermediate state between sleepiness and being awake. In 
the state of drowsiness, an individual’s attention and vigilance toward the 
tasks are reduced.2 In driving operation, drowsiness is very hazardous and 
risky, where the driver’s loss of attention and increased response time can 
cause road accidents resulting in serious injuries and deaths. This usually 
occurs when the driver is extremely drowsy, unaware of his or her sur-
roundings, and fails to make the right decisions prior to a crash.

Recent studies reported that drowsiness at the wheel is one of the 
major contributing factors of road accidents, causing a large number of 
deaths, serious injuries, and financial losses. Drowsy driving accidents 
mostly occur between midnight and 6:00 a.m., or in the late after-
noon (during both times, there are dips in circadian rhythm, the inter-
nal body clock that regulates sleep). The US National Highway Traffic 
Safety Administration (NHTSA) reported that there were 846 fatalities 
due to drowsiness in 2014, which constitutes 2.6% of all fatalities. Further, 
between 2005 and 2009 there was an estimated average of 83,000 crashes 
each year related to drowsy driving (see Fig. 13.13). The statistics include 
886 fatal crashes, an estimated 37,000 injury crashes, and around 45,000 
incidents of property damage.

Figure 13.1 NHTSA statistics on crashes caused by driver drowsiness from 2005 to 
2009.
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The research investigation of Centre for Accident Research and Road 
Safety (CARRS) in Queensland, Australia shows that fatigue or drowsi-
ness is one of the contributing factors toward road accidents apart from 
other factors, such as speeding and drinking alcohol. In fact, 20–30% of all 
deaths on the road are the direct result of drowsiness.4 The statistics also 
show that the risk of death in road accidents is 13.5 times higher in rural 
areas than in urban areas. The possibility of such crashes is more likely on 
long straight roads, which definitely highlights the risk that drowsiness 
poses. The reports also indicate that many other crashes are not verified by 
the police, suggesting accidents due to drowsiness can be much higher in 
number and have been underestimated in the past.

In Malaysia, traffic accidents involving public transport and private cars 
are also a serious problem. A survey report by the Malaysian Institute of 
Road Safety (MIROS) shows that the rate of road accidents in Malaysia 
is larger in number as compared to other countries.5 Traffic statistics show 
that the total number of accidents from 1997 to 2007 has increased from 
215,632 to 363,314 and one of the major contributing factors is driver 
drowsiness.5 The report also indicates that a 58% increase in fatal accidents 
has been observed from 2006 to 2007 and these fatalities occur due to 
crashes involving buses. These crashes are quite large in number and if not 
resolved, they may increase in upcoming years.

Preventing accidents from happening due to drowsiness at the wheel 
has been an area of extensive research in the past few years. Researchers 
are taking keen interest to develop systems that can detect driver drowsi-
ness and alert the driver before the crash. The importance of such a system 
can be easily understood as it might be able to decrease the amount of 
road accidents caused by drivers’ drowsiness to a great extent.

13.2 IMPORTANCE OF STUDYING DRIVERS’ DROWSINESS

Driver drowsiness is one of the main causes of road accidents. It is a seri-
ous hazard in transportation systems for drivers’ safety. There are various 
symptoms that indicate to the drivers to stop driving and take a rest; e.g., 
heavy eyelids, difficulty in focusing, missing traffic signs, yawning, trouble 
keeping the head up, feeling restless and irritable, drifting from lane, blurry 
vision, rubbing eyes, etc. However, avoiding these signs could lead to a 
serious or fatal accident while driving.6 It has been reported that sleep-
related casualties are a major issue in the transport system7,8 as well as for 
the automobile industry.
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Different drivers’ drowsiness detection metrics have been proposed in 
the literature that have focused on lane deviations, high level of fatigue, 
video-based system (detecting eyes closing or eye blinks).9–12 The reported 
methods in the literature are based on various measurements including 
subjective measure, vehicle-based measure, behavior measure, and physi-
ological measure. However, no perfect alert system for drivers’ drowsiness 
detection exists, so each proposed system has limitations in terms of cost, 
effectiveness, flexibility, or practical implementation.

The use of neuroimaging techniques such as EEG can help the 
researchers to test for drowsy drivers in a simulated experimental environ-
ment, since it is not safe or ethical to allow a drowsy driver on the road 
for an experiment. Thus, the simulated environment helps the researchers 
to control the costs, efficiency, safety, and easy-to-collect data. In addition, 
the use of EEG signals can record the specific pattern that changes with 
the sleepy state or loss of alertness. Therefore, in future an EEG-based alert 
system may be introduced by the automobile companies for informing the 
drowsy drivers either by sound alarm or direct controlling of the vehicle.

13.3 PROBLEM STATEMENT

Driving is one of the most common activities in daily life. There are more 
vehicles on the road than ever and this number continues to increase 
with the passage of time due to improvement in people’s lifestyles. Vehicle 
manufacturing companies are trying to increase safety systems in the 
new models, but these efforts are still not enough to decrease vehicle- 
related accidents, which keep on increasing due to human factors. As 
stated earlier, driver drowsiness is the major contributor to road accidents. 
Therefore, it is necessary to examine the changes that occur in the human 
physiological state from alert to drowsy states. It is hypothesized from this 
study that driver drowsiness affects the human physiological state and 
shows variations in brain signals.

The work presented in this chapter focuses on the detection of driver 
drowsiness by utilizing the quantitative features of electroencephalogram 
(EEG) and electrocardiogram (ECG) signals. EEG signals directly measure 
the neuronal changes occurring due to drowsiness or cognitive fatigue and 
can be quantitatively analyzed using computational techniques to determine 
useful information for assessment of brain states.13,14 Similarly, ECG signals 
that refer to the dynamics of heartbeats are useful to study the heart rate 
variability (HRV) during any mental state such as drowsiness.15 These signals 
are recorded in a simulator-based driving environment in which subjects 
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were allowed to drive in a monotonous driving environment so that they 
experience drowsiness. The following were the objectives of the study:
● To detect the transition from alert to drowsy state using physiological 

signals.
● To investigate and identify significant features in EEG and ECG signals 

for the detection of driver drowsiness.

13.4 SOFTWARE AND HARDWARE

A description of the equipment and software used in this experiment is 
provided in Table 13.1.

13.5 EXPERIMENT DESIGN AND PROTOCOL

13.5.1 Target Population
In this study, the students on the university campus were the target popu-
lation. All the students on the university campus were the entire set of 
units for which the findings of the research had been generalized. The par-
ticipants who were interested in taking part in the experiment were short-
listed based upon the following inclusion and exclusion criteria.

Table 13.1 Description of hardware and software
S. No. Equipment Description

01 Driving simulator Driving simulator is used to create driving 
environment in experimental room.

02 Enobio Star Stim 
EEG 20 channels 

Enobio wireless electrophysiology sensor 
system is a wearable EEG device, which 
is good for medium density recording for 
research applications.

03 ECG electrode Enobio provides additional electrodes along 
with EEG sensors to record the heartbeats.

04 Cameras Four different camera views are recorded 
during experimentation using webcam and 
video cameras.

05 Sony 40-inch TV 
screen

TV screen is used to display the driving 
environment for the experiment.
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13.5.2 Inclusion Criteria
● Participant must have a driving experience of at least 2 years to be eligible 

in the study.
● Participant must have a valid driving license.
● Participant must have no serious injuries or mental disorders such as 

epilepsy, migraine, seizures, or tumor.
● Participant must not be under any medication that might disturb the 

physiological data.
● Participant must have normal vision or corrected to normal vision.
● Participant must agree to sign a consent form, ensuring that they 

understood the details of the experiment; the form is provided in 
Appendix 2C.

13.5.3 Exclusion Criteria
● Fail to provide written consent (Appendix 2C).
● Fail to meet the requirements mentioned in inclusion criteria.

13.5.4 Sample Size Calculation
The minimum sample size was calculated using the statistical methods 
implemented in the PS (Power and Sample Size) software package and 
the computed sample size to achieve significant results in this study was 22 
participants. The details of sample size calculation are briefly explained in 
Appendix 13A.

13.5.5 Experiment Design
Data collection was performed in a temperature-controlled environ-
ment (20–25ºC) and a simulator-based driving environment was devel-
oped for the data acquisition. This study was conducted in collaboration 
with the MIROS and the driving simulator was provided by MIROS for 
the data acquisition. The data acquisition setup is shown in Fig. 13.2. The 
study protocol is presented in Fig. 13.3. The total time for the data collec-
tion of each participant was 3–4 hours, including signing of consent form,  
measuring blood pressure (BP), questionnaire completion, calibration 
of physiological data acquisition device, head measurement, and driving 
tasks. The whole experiment was performed on the same day for each 
participant.

The experiment consisted of five sessions: (1) preexperiment session, 
(2) familiarization drive (FD) session, (3) training drive (TD) session,  
(4) monotonous drive (MD) session, and (5) postexperiment session. In 
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Figure 13.2 Experimental setup.

Figure 13.3 Experimental protocol.

the preexperiment session, the participant’s BP was measured. Additionally, 
each participant had given consent for the study to be performed and the 
participants were asked to complete a questionnaire related to drowsi-
ness and mental states (see Appendix-13B). The next session was FD, 
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in which participants drove the simulator-based car for 5–10 minutes. 
In this session, the participant was not wearing the physiological data 
acquisition device and the main aim was for the participant to famil-
iarize themselves with the simulator, i.e., the road scenario, the force 
required to press the brake and the accelerator, and how to control the  
steering wheel. This session was followed by the TD session, in which  
the participant was wearing the data acquisition device and was allowed to 
drive for 10 minutes. This session mainly focused on getting the participant 
to feel comfortable with the EEG and ECG data acquisition device while 
driving.

Additionally, the participant was allowed to terminate the experi-
ment if he/she experienced any issue such as headache, motion sickness, 
or physical sickness at any stage during data collection. The next session 
was the MD session, where the driver was asked to drive for 80 minutes. 
The driving scenario in this session was similar to driving on a highway in 
which there were no traffic signals and a very limited number of cars on 
the road. The vehicle speed was kept up to 80 km/hour to create a monot-
onous driving environment. Studies conducted in Refs. 16,17 showed that 
the time on task, nature of task, and vehicle speed are very important for 
getting drowsiness data. The last session was the postexperiment session, in 
which questions related to drowsiness, mental state, and the driving exper-
iment were asked.

13.5.6 Precautions
Each participant was instructed to follow these experiment day precautions:
● Avoid usage of any kind of hair oil and gel on your head on the 

experiment day.
● Avoid any type of alcoholic drink 24 hours prior to the experiment.
● Avoid any type of caffeinated drinks (e.g., tea, coffee) 4 hours before 

starting the experiment.
● Avoid any kind of energy/carbonated drink 4 hours before starting the 

experiment.
● Avoid smoking 4 hours before starting the experiment.

13.6 DATA DESCRIPTION

EEG raw and clean data along with video recordings for one subject are 
provided with this book. The details of these files are provided in Table 13.2.  



Drivers’ Drowsiness 189

To access these files, please go to the directory BookData\Chap13\EEG for 
EEG data in the accompanied data files with this book. The EEG data files 
have an embedded ECG electrode (channel number 20). For the complete 
dataset of 22 subjects, please contact the authors at brainexpbook@gmail.com.

13.7 RELEVANT PAPERS

This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing papers should be cited when using the experiment design or the data 
provided with this chapter.
1. Awais M, Badruddin N, Drieberg M. A non-invasive approach 

to detect drowsiness in a monotonous driving environment. In: 
TENCON 2014–2014 IEEE Region 10 Conference; 2014, pp. 1–4.

2. Awais M, Badruddin N, Drieberg M. Driver drowsiness detection 
using EEG power spectrum analysis. In: Region 10 Symposium, 2014 
IEEE, 2014, pp. 244–247.
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Universiti Teknologi PETRONAS.

Table 13.2 EEG data description
S. No. Directory name EEG description

01 Eyes closed This directory contains baseline eyes-closed 
EEG recordings in the file S1_EC.edf. 
There may be other supporting files 
created during data acquisition such as 
.info, .easy, .nedf. The readers should 
handle .edf file for analysis or data 
loading.

02 Baseline driving This directory contains EEG file  
S1_TD.edf captured during the training 
drive for 10 min (baseline driving).

03 Monotonous driving This directory contains EEG file  
S1_MD.edf, which was captured  
during monotonous drive for 80 min.

mailto:brainexpbook@gmail.com
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14.1 INTRODUCTION

Memory is the mental ability to retain and recall past experience based on 
the cognitive processes of learning, retention, recall, and recognition. The 
process of forming new memories consists of three stages: encoding of new 
sensory information, retaining the encoded information over time, and rec-
ollection of stored memories. The process of encoding starts at birth and 
occurs continuously. Our senses pick up information to be memorized from 
our surroundings and send this information to short-term storage for manip-
ulation; this is working memory (WM).1 Important information that takes 
attention resources during manipulation goes into our long-term memory. 
There are several factors that can help to transfer information into long-term 
memory (see Ref. 2). The fundamentals of memory types, memory pro-
cesses, and memory experimental paradigms can be seen in this review.3

The concept of WM was first proposed by Baddeley in 19744 with a 
model consisting of three main parts: the central executive, phonological 
loop, and visuospatial sketchpad. The WM manipulates and holds a lim-
ited amount of information for a limited time.5 Some researchers believe 
that short-term storage and WM are the same, while others believe that 
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short-term storage is essentially a part of WM, since it does not have the 
capabilities of manipulating the encoded information and it only holds the 
information for a limited time (<1 minutes).

But what is so important about WM? WM is the very first brain con-
struct that processes the sensory information that comes through our 
senses into our brain and is sent to the frontal lobe for manipulation.6 In 
the information processing in WM, much information is discarded and 
only required information is encoded to long-term storage. The perfor-
mance of WM is crucial in all cognitive processes, especially in the learn-
ing process. Besides the significance and key role of WM in cognitive 
processes, it has some limitations, which are documented as follows:
1. The number of items that it can hold
2. The amount of time that these items can be held in WM

However, psychological studies revealed that not only are the number 
of items and the time period determining factors in measuring WM per-
formance, but also attention can significantly influence its performance.7,8 
The definition of attention in its general form is to selectively focus on a spe-
cific aspect of information while ignoring the other aspects. To what extent this 
can be done is a significantly determining factor in WM performance. This 
is because regardless of the relevancy of the information, it will be held in 
WM; hence, attention plays a filtering role for the information that is being 
held in WM. If more irrelevant information can be inhibited, this will 
enhance the more relevant information and as a result WM ends up with a 
better performance since it is filled mostly with task-relevant information.

The mechanism that bridges between these two constructs is  
top-down modulation. Top-down modulation is when the processing 
command comes from higher processing units in brain to sensory parts, 
which is the case when we selectively (willingly) focus on something; 
in the case of interaction between attention and WM, we are selectively 
focusing on a specific task and observing the relevant information from 
it. That is why top-down modulation is the bridge between these two 
functionalities of the human brain. In contrast, a bottom-up mechanism is 
when something drives our attention toward itself.

14.2 IMPORTANCE OF STUDYING WORKING MEMORY 
ASSESSMENT

Attention and WM are two cognitive processes that have utmost impor-
tance in our daily life. In our surroundings, there is plenty of information 
coming through our senses into the brain. Not all sensory information is 
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of interest to us. The brain perceives only that sensory information that is 
focused on or attended by the individual. Hence, attention is the process 
that helps one filter incoming sensory information, and the selected infor-
mation is thus allowed into the WM manipulation.

WM is a process that uses existing information, manipulates it, and 
passes it to long-term memory if desired. However, there are individual 
differences in attention and WM capabilities.9–11 Some studies reported 
the relationship of WM with general cognitive ability of fluid intelligence, 
i.e., WM may improve intelligence ability,12 but there are also studies that 
reported that WM does not improve intelligence ability.13 WM training has 
been reported to improve attention-deficit/hyperactivity disorder (ADHD) 
and other cognitive disorders.14

Besides the existing literature about the relationship of attention and 
WM for healthy individuals, it needs to be investigated further with the 
use of neuroimaging techniques such as EEG. The EEG experiments for 
WM and attention allow one to record time-locked EEG data and deter-
mine the neuronal changes during the experimental tasks. In the light of 
existing literature, the prefrontal and frontal regions are the hub of WM 
and attention-related activities. The connections of these locations with 
other brain regions in different individuals with different capabilities of 
these cognitive processes will be interesting to further explore.

14.3 PROBLEM STATEMENT

WM has been studied by researchers of psychology, neuroscience, and 
related disciplines using various brain imaging techniques such as elec-
troencephalography (EEG) and functional magnetic resonance imaging 
(fMRI).15,16 However, the significant role of attention in WM is still of 
considerable interest for researchers, especially the underlying neuronal 
mechanism of attention resources in information manipulation in WM.

In this experiment, we aimed to provide supporting evidence regard-
ing the interaction between attention and WM and the neural activities 
that underlie the interaction between these two constructs.

Based on the problem statement mentioned previously, the objective 
of this study was to analyze the influence of attention in neural activities 
of the brain while performing a WM task. This can be examined in two 
different stages, i.e., encoding and maintenance. Hence, the objectives, in a 
clearer way, can be expressed as follows:
1. Analyze the influence of attention during the encoding stage on WM 

load (in the maintenance stage).
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2. Analyze the behavior of WM in the maintenance stage while distrac-
tion and interruption is introduced through contralateral delay activity 
(CDA) during feature delayed response task.

14.4 SOFTWARE AND HARDWARE

See Table 14.1.

Table 14.1 Equipment and software
S. No. Equipment/software Description

01 BrainMaster amplifier This amplifier supports 24 channels qEEG with 
the high-quality data required in research 
studies. It has 24-bit analog-to-digital converters. 
The 24 channels of EEG recording include 
22 channels connected to a standard electrode 
cap, plus 2 channels of differential inputs with 
separate references, useful for monitoring any of 
a wide range of EEG or related potentials.

02 BrainMaster  
Discovery 24E

BrainMaster Discovery is acquisition software that 
supports the amplifier and can interface with the 
stimulus presentation software (E-Prime). The 
participant details can be entered in Discovery 
along with the experiment session, time, and date.

03 EEG caps (small,  
medium, large)

Electro-Caps are an EEG electrode application 
technique. They are made of an elastic spandex-
type fabric with recessed, pure tin electrodes 
attached to the fabric. The electrodes on the 
standard caps are positioned to the international 
10–20 method of electrode placement. The 
available sizes of Electro-Caps are 50–54 cm, 
52–56 cm, 54–58 cm, 56–60 cm, and 58–62 cm.

04 Impedance meter This includes a switch and associated circuitry to 
select up to 22 separate electrode leads. This 
allows the 1089ES to check applied electrode 
contact impedance of multiple electrode 
configurations such as the EEG 10–20 cap.

05 E-Prime 2.0 E-Prime software is used to construct the design 
of the experimental task. It provides feedback 
and time-lock events synchronized with 
the BrainMaster Discovery software to keep 
track of time events according to the stimulus 
presentation in the experiment.
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14.5 EXPERIMENTAL DESIGN AND PROTOCOL

This section discusses the experimental design including the participant 
details, inclusion and exclusion criteria, sample size computation, design of 
memory task, and experiment procedure.

14.5.1 Target Population
In this study, the undergraduate students on the university campus were 
the target population. All the students on the university campus were the 
entire set of units for which the findings of the research had been general-
ized. Equal opportunity was given to all students who met the inclusion 
criteria to become a participant.

14.5.2 Sample Size Calculation
In terms of the first objective, the outcome of the study was to analyze 
WM performance with respect to filtering efficiency of the WM. This was 
achieved by looking at the changes in CDA amplitude with respect to the 
amount of distraction that was present in the stimuli, and at the same time 
we measured the WM performance by keeping track of the number of 
times the participant responded correctly.

Based on the literature, the amplitudes of CDA for stimuli with and 
without distraction are different. The result of the amplitude in two differ-
ent situations is:

 

Without distraction: V

With distraction:
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In terms of the second objective, the outcome of the research was to 
explore the behavior of CDA when distraction or interruption was pre-
sented while the encoded items were being maintained in WM. At the 
same time, the behavior of CDA could be correlated with the perfor-
mance of WM, which was pretty close in these two cases. Hence, in this 
case, we used these percentages of WM performance as the basis to cal-
culate a sample size that could be reliable to compare the performance 
of WM in these two different situations and be consistent to analyze the 
neural behavior of the brain as well. Hence we had:
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The results were always compared with the reference, which was 
the no-interruption and no distraction condition. Having said that, 
the following formula17 was used to compute the sample size for this 
experiment:

 

n =
+ −2(Z Z )1

2 2

2
α β σ

δ

In both cases, the significance level was 0.05, and power was 0.9. Since 
our test was one-tailed, the normal deviation (Zα) for 0.05 significance 
level (Alpha) was 1.64, and normal deviation Z(1 )−β  for statistical power 
was 1.28. Putting this information and the previous information in the 
formula, the resulting sample size for each experiment was:
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14.5.3 Experiment Design
In this experiment, a feature delayed response task was used. The descrip-
tion of the tasks is given in the following paragraphs.

14.5.3.1 Design of Task 1
In the first task (illustrated in Fig. 14.1), for the first objective, the partici-
pant must remember the position of the red cubes relative to each other. 
The only cubes to be remembered were the red color cubes. The color/
number of distracting cubes might change. The cubes could be positioned 
in 18 different places in each visual field (VF). We limited the number of 
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red cubes to six, since it is believed that WM can hold items in the range 
of 7 ± 2,1 depending on the content.

The number of red cubes was not altered throughout the experi-
ment; only their position was changed. The attention of the participant 
was altered by adding different color cubes. As mentioned, each side 
can accommodate 18 cubes, since 6 spaces were filled with red cubes,  
there were 12 empty places left that could contain the distracting cubes 
with different colors. The colors of the distracting cubes varied between  
7 colors (black, blue, lime, aqua, magenta, yellow, and white). The steps of 
the experiment can thus be described as follows:

Stimuli with no distraction. Six cubes in different positions were placed 
in each VF (12 in total image). The result of this experiment was used 
as the baseline/reference to compare the changes when distraction was 
introduced.
Stimuli with low distraction—4 (<6). In this step, the distracting cubes 
were added to the stimuli. The reason for choosing 4 was because we 
wanted to examine the brain activity when there were distracting 
cubes, but the number of distracting cubes was less than the red cubes. 
In other words, the intensity of distraction was low.
Stimuli with high distraction—8 (>6). In this step, we introduced more 
distraction as compared to the previous step, i.e., the number of nonred 
cubes was greater than the number of red cubes.

Figure 14.1 Design of experimental task 1.
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Please note that the number of red cubes was the same throughout the 
experiment. Only their position (relative to each other) was changed.

The participants were supposed to remember the position of the red 
cubes relative to each other as a whole pattern. In the testing array, the 
distractions would not appear, the reason being that the participants were 
asked to remember the position of red cubes and that is what they were 
going to be tested for. The point of introducing distraction was to alter 
the attention while encoding new information, and not to alter attention  
during retrieval.

The timing information of a single trial of task 1 is explained in  
Fig. 14.2. There were a total of 50 trials in task 1. Each trial started with a 
cue, presented for 200 ms, informing the participants to focus on a visual 
hemifield, either left or right. After the cue, the stimulus was presented 
for 300 ms (memory array) followed by a delayed period of duration of 
1000 ms. Finally, the test array was displayed and the participants were 
required to respond by pressing a button if the test array matched with the 
memory array. There was a 2000-ms intertrial interval (ITI) between two 
consecutive trials.

In the second task (illustrated in Fig. 14.3), which was to achieve the 
second objective, there was no distraction or alteration of attention in  
the encoding stage; rather, we altered the attention during the main-
tenance stage through a combination of distraction and interruption  
(secondary task). Pictures were presented to participants containing red 
cubes; in case of distraction they must ignore, and in case of interruption 
they must perform a secondary task (explained below). In this task, as well 
as task 1, we had three (3) different levels. With respect to this explanation, 
the tasks were:

No distraction, no-interruption. In this case there was no distraction 
throughout the experiment; the result of this was used as a baseline/
reference to enable comparison with and analysis of the results of the 
other situations.

Figure 14.2 Explanation of timeline of task 1. Total time for one trial = 3800 ms Intertrial 
interval (ITI) = 2000 ms, Total time for one level (50 trials) = 3800 × 50 + 2000 × 49 = 
almost 5 min, Total time for task 1 = 5 × 3= 15 min (exclusive of breaks between levels).
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With distraction only. In this case, the stimulus containing cubes (same 
color with the cubes presented earlier in encoding stage) was presented 
to participants, and they were supposed to ignore it.
With interruption only. In this case, the stimulus containing cubes (same 
color) was presented to participants, and they were asked to distin-
guish whether the number of cubes (in the VF cued at the beginning 
of experiment) was more or less than 6. We chose 6 because that was 
the number of cubes presented in the encoding stage and it is a critical 
number in this case (at least more critical than other numbers).
The timing information of a single trial of task 2 is explained in  

Fig. 14.4. There were also a total of 50 trials in task 2. Each trial started 
with a cue, presented for 200 ms, informing the participants to focus on 
a visual hemifield, either left or right. After the cue, the stimulus was pre-
sented for 300 ms (memory array) followed by a delayed period of dura-
tion of 1000 ms. In this task, the delayed period was divided into two 

Figure 14.3 Design of experimental task 2.

Figure 14.4 Explanation of timeline of task 2. Total time for one trial = 4800 ms 
Intertrial interval (ITI) = 2000 ms, Total time for one level (50 trials) = 4800 × 50 + 
2000 × 49 = almost 6 min, Total time for task 2 = 6 × 3 = 18 min (exclusive of breaks 
between levels).
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and in the middle a distraction or interruption image was displayed for 
1000 ms. Finally, the test array was displayed and the participants were 
required to respond by pressing a button if the test array matched with the 
memory array. There was a 2000-ms ITI between two consecutive trials.

14.5.4 Experiment Procedure
All the participants were informed of the schedule of the data collection 
and as per their ease, experiments were arranged individually. Each par-
ticipant was seated in a partially sound-attenuated experiment room and 
briefed about the experimental task before performing the actual experi-
ment. The EEG cap was set and the participant was asked to perform the 
actual experimental task. The cap setting required 10–15 minutes.

14.6 DATA DESCRIPTION

EEG raw and clean data for one subject are provided with this book. The 
details of these files are provided in Table 14.2. To access the raw data files, 
please go to the directory BookData\Chapter14\EEGData\raw in the 
data files accompanying this book. For the complete dataset of 23 subjects, 
please contact the authors at brainexpbook@gmail.com. The experimental 
design files of E-Prime for both the WM tasks are provided in the direc-
tory BookData\Chap14\Design. These E-Prime files can only be opened 
when E-Prime is installed and the design can be understood with the help 
of information provided in Figs. 14.2 and 14.3.

14.6.1 EEG Description
See Table 14.2.

Table 14.2 Details of EEG data
S. No. File name EEG description

01 T1P1.edf This file contains EEG data recorded during task 1. 
The number of trials and the duration of the task are 
mentioned in the design of task 1; see Fig. 14.2. The 
format of the file is .edf, which can be opened using 
MATLAB, EEGLAB, Neuroguide, and BESA software.

02 T2P1.edf This file contains EEG data recorded during task 2. 
The number of trials and the duration of the task are 
mentioned in the design of task 2; see Fig. 14.3.

mailto:brainexpbook@gmail.com
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14.7 RELEVANT PAPERS
This section provides a list of some of the papers that have utilized the 
data acquired from the experiment described in this chapter. The follow-
ing paper should be cited when using the experiment design or the data 
provided with this chapter.
1. Bashiri M, Mumtaz W, Malik AS, Waqar K. EEG-based brain connectivity 

analysis of working memory and attention. Paper presented at: 2015 IEEE 
Student Symposium in Biomedical Engineering & Sciences (ISSBES); 2015.
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APPENDIX 2A SUBJECT RECRUITMENT PRO FORMA SHEET
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APPENDIX 2B FEEDBACK QUESTIONNAIRE

1. Do you feel relaxed when answering task in the level?

None Slight Moderate Severe

2. Do you have enough time answering the arithmetic task? Rate it out 
of 10.

1 2 3   4 5  6  7  8  9  10

3. Do you think before answering the task?

None Slight Moderate Severe

4. Do you answer the task randomly without knowing the right answer?

None Slight Moderate Severe
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APPENDIX 2C SUBJECT INFORMATION AND CONSENT 
FORM
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APPENDIX 2D PERCEIVED STRESS SCALE (PSS) 
QUESTIONNAIRE

The questions in this scale ask you about your feelings and thoughts dur-
ing the last month. In each case, you will be asked to indicate by circling 
how often you felt or thought a certain way.

Please provide fair information. Your information will be kept confidential.

Subject ID: Date:

Age: Gender: M/F

0 = Never 1 = Almost Never 2 = Sometimes 3 = Fairly  
Often

4 = Very Often

0 1 2 3 4

1 In the last month, how often have you been upset because of something 
that happened unexpectedly?

2 In the last month, how often have you felt that you were unable to 
control the important things in your life?

3 In the last month, how often have you felt nervous and stressed?

4 In the last month, how often have you felt confident about your ability 
to handle your personal problems?

5 In the last month, how often have you felt that things were going your way?

6 In the last month, how often have you found that you could not cope 
with all the things that you had to do?

7 In the last month, how often have you been able to control irritations 
in your life?

8 In the last month, how often have you felt that you were on top of 
things?

9 In the last month, how often have you been angered because of things 
that were outside of your control?

10 In the last month, how often have you felt difficulties were piling up so 
high that you could not overcome them?

Computing PSS Grade
The qualitative scale is labeled with numeric score from 0 (never) to 4 
(very often). The scores for all questions accumulatively define a score that 
lies in one of four quartiles based on the severity of stress. These quartiles 
are 0–10, 11–14, 15–18, and 19–33,7 where the first quartile represents no 
stress and the last quartile represents severe stress.
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APPENDIX 3A HOSPITAL ANXIETY AND DEPRESSION 
SCALE (HADS)

Tick the box beside the reply that is closest to how you have been feeling in the past week.
Don’t take too long thinking over your replies: your immediate reply is best.

D A D A
I feel tense or “wound up”: I feel as if I am slowed down:

3 Most of the time 3 Nearly all the time
2 A lot of the time 2 Very often
1 From time to time, occasionally 1 Sometimes
0 Not at all 0 Not at all

I still enjoy the things I used to 
enjoy:

I get a sort of frightened feeling like 
“butterflies” in the stomach:

0 Definitely as much 0 Not at all
1 Not quite so much 1 Occasionally
2 Only a little 2 Quite often
3 Hardly at all 3 Very often

I get a sort of frightened feeling as if 
something awful is about to happen:

I have lost interest in my appearance:

3 Very definitely and quite badly 3 Definitely
2 Yes, but not too badly 2 I don't take as much care as I should
1 A little, but it doesn't worry me 1 I may not take quite as much care
0 Not at all 0 I take just as much care as ever

I can laugh and see the funny side 
of things:

I feel restless as I have to be on the 
move:

0 As much as I always could 3 Very much indeed
1 Not quite so much now 2 Quite a lot
2 Definitely not so much now 1 Not very much
3 Not at all 0 Not at all

Worrying thoughts go through my 
mind:

I look forward with enjoyment to 
things:

3 A great deal of the time 3 As much as I ever did
2 A lot of the time 2 Rather less than I used to
1 From time to time, but not too often 1 Definitely less than I used to
0 Only occasionally 0 Hardly at all

I feel cheerful: I get sudden feelings of panic:

3 Not at all 3 Very often indeed
2 Not often 2 Quite often
1 Sometimes 1 Not very often
0 Most of the time 0 Not at all

I can sit at ease and feel relaxed: I can enjoy a good book or radio or 
TV program:

0 Definitely 0 Often
1 Usually 1 Sometimes
2 Not often 2 Not often
3 Not at all 3 Very seldom

Please check that you have answered all the questions
Scoring: To compute the grade, simply accumulate all the scores entered by the participants in the range 
(0–3) and then compare with the following scale.
0–7 = Normal,
8–10 = Borderline abnormal (borderline case),
11–21 = Abnormal (case).
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APPENDIX 3B BECK DEPRESSION INVENTORY-II (BDI-II)

This depression inventory can be self-scored. The scoring scale is at the 
end of the questionnaire.

1 0 I do not feel sad.

1 I feel sad.

2 I am sad all the time and I can't snap out of it.

3 I am so sad and unhappy that I can't stand it.

2

0 I am not particularly discouraged about the future.

1 I feel discouraged about the future.

2 I feel I have nothing to look forward to.

3 I feel the future is hopeless and that things cannot improve.

3

0 I do not feel like a failure.

1 I feel I have failed more than the average person.

2 As I look back on my life, all I can see is a lot of failures.

3 I feel I am a complete failure as a person.

4

0 I get as much satisfaction out of things as I used to.

1 I don't enjoy things the way I used to.

2 I don't get real satisfaction out of anything anymore.

3 I am dissatisfied or bored with everything.

5

0 I don't feel particularly guilty

1 I feel guilty a good part of the time.

2 I feel quite guilty most of the time.

3 I feel guilty all of the time.

6

0 I don't feel I am being punished.

1 I feel I may be punished.

2 I expect to be punished.

3 I feel I am being punished.

7

0 I don't feel disappointed in myself.

1 I am disappointed in myself.

2 I am disgusted with myself.

3 I hate myself.

8

0 I don't feel I am any worse than anybody else.

1 I am critical of myself for my weaknesses or mistakes.

2 I blame myself all the time for my faults.

3 I blame myself for everything bad that happens.
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9

0 I don't have any thoughts of killing myself.

1 I have thoughts of killing myself, but I would not carry them out.

2 I would like to kill myself.

3 I would kill myself if I had the chance.

10

0 I don't cry any more than usual.

1 I cry more now than I used to.

2 I cry all the time now.

3 I used to be able to cry, but now I can't cry even though I want to.

11

0 I am no more irritated by things than I ever was.

1 I am slightly more irritated now than usual.

2 I am quite annoyed or irritated a good deal of the time.

3 I feel irritated all the time.

12

0 I have not lost interest in other people.

1 I am less interested in other people than I used to be.

2 I have lost most of my interest in other people.

3 I have lost all of my interest in other people.

13

0 I make decisions about as well as I ever could.

1 I put off making decisions more than I used to.

2 I have greater difficulty in making decisions more than I used to.

3 I can’t make decisions at all anymore.

14

0 I don’t feel that I look any worse than I used to.

1 I am worried that I am looking old or unattractive.

2 I feel there are permanent changes in my appearance that make me look unattractive.

3 I believe that I look ugly.

15

0 I can work about as well as before.

1 It takes an extra effort to get started at doing something.

2 I have to push myself very hard to do anything.

3 I can’t do any work at all.

16

0 I can sleep as well as usual.

1 I don’t sleep as well as I used to.

2 I wake up 1–2 hours earlier than usual and find it hard to get back to sleep.

3 I wake up several hours earlier than I used to and cannot get back to sleep.

17

0 I don’t get more tired than usual.

1 I get tired more easily than I used to.

2 I get tired from doing almost anything.

3 I am too tired to do anything.
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18

0 My appetite is no worse than usual.

1 My appetite is not as good as it used to be.

2 My appetite is much worse now.

3 I have no appetite at all anymore.

19

0 I haven't lost much weight, if any, lately.

1 I have lost more than five pounds.

2 I have lost more than ten pounds.

3 I have lost more than fifteen pounds.

20

0 I am no more worried about my health than usual.

1 I am worried about physical problems like aches, pains, upset stomach, or 
constipation.

2 I am very worried about physical problems and it's hard to think of much else.

3 I am so worried about my physical problems that I cannot think of anything else.

21

0 I have not noticed any recent change in my interest in sex.

1 I am less interested in sex than I used to be.

2 I have almost no interest in sex.

3 I have lost interest in sex completely.

INTERPRETING THE BECK DEPRESSION INVENTORY

Now that you have completed the questionnaire, add up the score for 
each of the 21 questions by counting the number to the right of each 
question you marked. The highest possible total for the whole test would 
be 63. This would mean you circled number 3 on all 21 questions. Since 
the lowest possible score for each question is zero, the lowest possible score 
for the test would be zero. This would mean you circled zero on each 
question. You can evaluate your depression according to the table below.

Total score Levels of depression
1–10 These ups and downs are considered normal
11–16 Mild mood disturbance
17–20 Borderline clinical depression
21–30 Moderate depression
31–40 Severe depression
Over 40 Extreme depression
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APPENDIX 5A THE ALCOHOL USE DISORDERS 
IDENTIFICATION TEST

The Alcohol Use Disorders Identification Test (AUDIT) was developed by 
the World Health Organization for detecting people with harmful drink-
ing status. It is also used for screening for alcoholics. The AUDIT for alco-
hol consumption (AUDIT-C), or the short version of AUDIT with only 
the first three questions, can be used as a screening test for problem drink-
ing only. The details of AUDIT are illustrated in the table of questions 
below:

1 How often do you have a drink containing 
alcohol?

Never/Monthly or less/2–4 
times a month/2–3 times a 
week/4 or more times a week

2 How many standard drinks containing alcohol 
do you have on typical day when drinking?

1 or 2/3 or 4/5 or 6/7 or 9/10 
or more

3 How often do you have six or more drinks on 
one occasion?

Never/Less than monthly/
Monthly/Weekly/Daily or 
almost daily

4 During the past year, how often have you found 
that you were not able to stop drinking once 
you had started?

Never/Less than monthly/
Monthly/Weekly/Daily or 
almost daily

5 During the past year, how often have you failed 
to do what was normally expected of you 
because of drinking?

Never/Less than monthly/
Monthly/Weekly/Daily or 
almost daily

6 During the past year, how often have you 
needed a drink in the morning to get yourself 
going after a heavy drinking session?

Never/Less than monthly/
Monthly/Weekly/Daily or 
almost daily

7 During the past year, how often have you had 
the feeling of guilt or remorse after drinking?

Never/Less than monthly/
Monthly/Weekly/Daily or 
almost daily

8 During the past year, have you been unable 
to remember what happened the night before 
because you had been drinking?

Never/Less than monthly/
Monthly/Weekly/Daily or 
almost daily

9 Have you or someone else been injured as a 
result of your drinking?

No/Yes, but not in the past year/
Yes, during the past year

10 Has a relative or friend, doctor, or other health 
worker been concerned about your drinking or 
suggested you cut down?

No/Yes, but not in the past year/
Yes, during the past year
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Each question will be scored from 0 to 4 depending on the answers. 
Then, to determine if the person has problem with their drinking status 
or not, all the scores will be summed up and interpreted using the scale as 
shown in the table below:

Score of Means

0–7 Low risk of alcohol-related harm

8–10 High risk or experiencing alcohol-related harm (some people in this 
range will already be experiencing significant harm)

11–19 A person scoring in this range will already be experiencing 
significant alcohol-related harm

20+ A person scoring in this range may be alcohol dependent and is 
advised to see a health care professional about their drinking
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APPENDIX 5B MINI INTERNATIONAL NEUROPSYCHIATRIC 
INTERVIEW (MINI)
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APPENDIX 5C ALCOHOL WITHDRAWAL ASSESSMENT 
SCORING GUIDELINES (CIWA-Ar)
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APPENDIX 6A DEMOGRAPHIC DATA

Demographic data for 40 subjects

Subject ID Groupa Ageb Genderc Handednessd Experience in 3De

A01 0 21 1 1 1
A02 0 22 1 1 1
A03 0 20 1 1 1
A04 0 21 1 2 1
A05 0 22 1 1 1
A06 0 19 1 1 1
A07 0 21 1 1 1
A08 0 22 2 1 1
A09 0 21 2 1 1
A10 0 20 1 1 1
A11 0 23 2 1 1
A12 0 21 2 1 1
A13 0 19 2 1 1
A14 0 22 1 1 1
A15 0 24 1 1 1
A16 0 22 1 2 1
A17 0 21 1 1 1
A18 0 20 1 1 1
A19 0 19 1 1 1
A20 0 23 1 1 1
P01 1 21 1 1 1
P02 1 21 1 1 1
P03 1 22 1 1 1
P04 1 21 1 1 1
P05 1 21 1 1 1
P06 1 20 1 1 1
P07 1 21 1 1 1
P08 1 25 1 2 1
P09 1 19 2 1 1
P10 1 22 2 1 1
P11 1 21 1 1 1
P12 1 21 1 1 1
P13 1 21 2 1 1
P14 1 22 1 1 1
P15 1 22 2 1 1
P16 1 23 2 1 1
P17 1 24 1 1 1
P18 1 24 1 1 1
P19 1 24 1 1 1
P20 1 24 1 1 1

aGroup (0 = 3D Active first; 1 = 3D Passive first).
bAge in years.
cGender (1 = Male; 2 = Female).
dHandedness (1 = Right; 2 = Left).
eExperience in 3D (1 = Yes; 2 = No).
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Age descriptions of 40 subjects

Group Number of subjects, N Rangea Mean SDb

3D Active first 20 19–24 21.15 1.3870
3D Passive first 20 19–25 21.95 1.5720

Total 40 19–25 21.55 1.5183

aAge range in years.
bSD = Standard Deviation

Cross-tabulation of experimental group, gender, and handedness of 40 subjects 
with column percentage in parentheses

Group Gender Handedness Total

Male Female Right Left

3D Active first 15 (50%) 5 (50%) 18 (48.6%) 2 (66.7%) 20 (50%)
3D Passive first 15 (50%) 5 (50%) 19 (51.4%) 1 (33.3%) 20 (50%)

Total 30 10 37 3a 40

aAll left-handed subjects are male.
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APPENDIX 6B SIMULATOR SICKNESS QUESTIONNAIRE 
(SSQ) AND FEEDBACK FORM
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The procedure for computing column score in SSQ is provided as follows:

No. Symptom Nauseaa Oculomotorb Disorientationc

1 General discomfort 1 1 0

2 Fatigue 0 1 0

3 Headache 0 1 0

4 Eyestrain 0 1 0

5 Difficulty focusing 0 1 1

6 Increased salivation 1 0 0

7 Sweating 1 0 0

8 Nausea 1 0 1

9 Difficulty concentrating 1 1 0

10 Fullness of head 0 0 1

11 Blurred vision 0 1 1

12 Dizziness with eyes open 0 0 1

13 Dizziness with eyes closed 0 0 1

14 Vertigo 0 0 1

15 Stomach awareness 1 0 0

16 Burping 1 0 0

Total SSQ score = (A + B + C) × 3.74.
aScale multiplication factor: Nausea: A = score × 9.54.
bOculomotor: B = score × 7.58.
cDisorientation: C = score × 13.92.
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APPENDIX 7A SCREENING QUESTIONNAIRE

SCREENING QUESTIONNAIRE

Participant’s ID:______Gender (M/F):________Date of Birth:_________

Age:_________Qualification:____________Grade/GPA/%age:__________

Handedness (L/R):______Contact No:___________Email:__________

S. No. Questions Response

1 Are you currently taking any drugs that might affect your 
memory, hearing, vision, or motor skills (e.g., alcohol)?

Yes No

2 Do you have any uncorrected vision impairment? Yes No

3 Do you have any uncorrected hearing impairments? Yes No

4 Have you have suffered any head injury? Yes No

5 Have you ever been diagnosed with an affective disorder 
(e.g., depression, bipolar depression)?

Yes No

7 Are you currently suffering from any conditions like 
headaches, forgetfulness etc.?

Yes No

8 Do you have any skin allergies or sensitivities? Yes No

9 Are you currently taking any medications? Yes No

10 Do you feel well rested from last night’s sleep? Yes No

Excluded Criteria: If any of the participant’s responses falls in a shaded option, 
then the participant will be excluded from the study (this line will be removed 
from the participant)
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APPENDIX 7B FEEDBACK QUESTIONNAIRE

Feedback Questionnaire

Participant’s ID:______________ Experiment Group:_____________

Date: ______________________ Gender:_________________________

5 4 3 2 1

Strongly Agree Agree Unknown Disagree Strongly  
Disagree

Note: Please tick (√) one of the appropriate boxes for each questions. 

S. No. Questions
Responses

5 4 3 2 1

1. Do you think that the contents are readable?

2. Do you think that the contents are easy to understand?

3. Did you feel any fatigue in your eyes during the 
experiment?

4. Do you think that the contents are meaningful?

5. Do you remember the items in the experiment easily?

Comments:
__________________________________________________________
__________________________________________________________
__________________________________________________________
__________________________________________________________
__________________________________________________________
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APPENDIX 9A QUESTIONNAIRE

Questionnaire
The purpose of this survey is to assess your level of familiarity with video 
games and your gaming habits. Please read each question carefully and 
answer as accurately as possible. Your response to each question represents 
a critical aspect of this research, so please try to answer each question as 
best you can. If you have any questions, please ask the experimenter.

Name:____________________________  E-mail:____________________________

Phone number:___________ Age:_________ Sex:________  ID number:________

Handedness:__________Right-handed  Left-Handed

Please circle one answer per question.

How many times in the past year have you done the following:

1. Played a PC-based video game?

Never Seldom Sometimes Frequently Often

2. Played a console video game system (e.g., Playstation 3, Game Cube, X-Box, etc…)?

Never Seldom Sometimes Frequently Often

3. Played a video game in an arcade?

Never Seldom Sometimes Frequently Often

4. Do you consider yourself to be an active video game player?

Yes No

5. During an average week, how many hours will you spend playing video games?

<1 hour 1–3 hours 3–5 hours 5–7 hours 7–9 hours  >9 hours

6. How often did you play video games as a child?

Never Seldom Sometimes Frequently Often

7. Do you own a personal computer?

Yes No
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Specific Game Experience:

How frequently do you do the following:

1. Play DOOM, Quake, Halo, Half-Life, or similar first-person shooters?

Never Seldom Sometimes Frequently Often

2. Play Starcraft, Warcraft, Command and Conquer, Age of Empires, Civilization, Sim 
City, or similar strategy games?

Never Seldom Sometimes Frequently Often

3. I consider myself:
A. A non–video game player
B. A novice video game player
C. An occasional video game player
D. A frequent video game player
E. An expert video game player

4. Compared to five years ago:
A. I play video games more frequently now.
B. I play video games less frequently now.
C. There has been little change in the frequency of my video game playing.

Health-Related Issues:

1. Have you ever experienced an electroencephalography (EEG) test before?
Yes No

2. Are you taking any daily medications?
Yes No

3. Do you have any current health problems?
Yes No

4. Have you ever experienced any form of severe head injury or very high fever?
Yes No

5. Do you have a skin allergy?
Yes No

6. Do you have normal or corrected-to-normal vision?
Yes No
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APPENDIX 10A EYE EXAMINATION FORM
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APPENDIX 10B MOTION SICKNESS SUSCEPTIBILITY  
Q UE ST IO NN AIRE

Demographic data English form

Date: _________

1 First name

2 Last name

3 Gender

4 Email

5 Age

6 Phone no.

7 Handedness

8 Nationality

9 Race

10 Eyesight (Y/N) if “Y” state the power

11 Daily medication (Y/N)

12 Smoking (Y/N)

13 Neurological disease (epilepsy, seizures, or 
migraine) (Y/N)

14 Systemic problem (asthma, blood pressure, 
hypertension, or diabetes) (Y/N)

15 Eye disease or surgery (Y/N)

16 Ear problem or surgery (Y/N)

17 Watched 3D within last 3 months (Y/N)

18 Semester
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Motion Sickness Susceptibility Questionnaire Short Form (MSSQ—Short)

Please indicate in the appropriate sections your childhood experience only (before 12 years 
of age), and your adult experience over the last 10 years (approximately), for each of the 

following types of transport or entertainment.

For example, if you have never traveled in a car, then tick the Never traveled box under Cars. 
If you have felt sick sometimes while traveling in a car, then tick the Sometimes felt sick 

box under Cars.

Childhood never 
travelled

Never felt  
sick

Rarely felt  
sick

sometimes  
felt sick

frequently  
felt sick

Cars

Busses

Trains

Aircraft

Small boats

Ships e.g. channel ferries

Swings in playgrounds

Roundabouts in playgrounds

Big dippers, Funfair rides

Adult never 
travelled

Never felt  
sick

Rarely felt  
sick

sometimes  
felt sick

frequently  
felt sick

Cars

Busses

Trains

Aircraft

Small boats

Ships eg channel ferries

Swings in playgrounds

Roundabouts in playgrounds

Big dippers, Funfair rides
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A PP EN DIX 11A QUESTIONNAIRE FORM
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APPENDIX 13A SAMPLE SIZE CALCULATION

Sample information: Single group of normal people.
Experiment conditions
One condition: monotonous driving with 80 km/h as a maximum 

speed limit
Test criteria:

1. Significance level α = 0.05 for 95% significance (in this case we will be 
using a two-tailed test because the results could be bidirectional)

2. Power = 80% to reject null hypothesis.
The calculated number of participants to be included in the study is 

from 7 to 19. However, in practice we have to recruit more subjects to 
account for the possible dropouts. For sample size calculation, PS software 
is used with paired t-test1 (Table A.1).

Table A.1 List of sample size studies
Reference Calculated sample size with test criteria Sample size

Lal et al.2 Lal et al. documented the differences of 
matched pairs as Gaussian distributed and 
reported the standard deviation (SD) as 
0.86. To reject the null hypothesis, i.e., zero 
response difference with 80% statistical 
power in this study, the investigators require 
14 pairs of subjects for a true difference in 
mean response of 0.7. In this experiment, 
the alpha value (type I error probability) is 
kept 0.05.

14

Lal et al.2 Lal et al. reported the normally distributed 
mean difference in response of matched 
pairs 3.07 value for standard deviation. The 
investigators computed the sample size, 
which is 16 pairs of participants, to prove 
the rejection of the null hypothesis (i.e., zero 
mean difference in response of matched 
pairs) if the reported true difference in 
mean response of matched pairs is 2.3. The 
investigators used 80% statistical power and 
0.05 alpha values.

16

(Continued)
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Table A.1 List of sample size studies
Reference Calculated sample size with test criteria Sample size

Patel et al.3 Patel et al. reported the standard deviation 
0.87 from their experimental results and 
normal distributed mean difference in the 
response of matched pairs. The investigators 
need to include 19 pairs of subjects to show 
the rejection of zero mean difference in 
response with 80% statistical power and 0.05 
type I error probability, if the reported true 
mean difference in response is 0.6.

19

Cantero et al.4 Cantero et al. studied with standard deviation 
0.04 and normal distributed mean difference 
in their investigation. The investigators of 
this study may require 7 pairs of participants 
to reject the null hypothesis with the 
same alpha value and statistical power as 
mentioned in the above three cases.

7

 (Continued)
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APPENDIX 13B DROWSINESS QUESTIONNAIRE
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APPENDIX 14 SUBJECT RESEARCH INFORMATION

RESEARCH INFORMATION

Research Title:   Mental Stress Evaluation Using 
Physiological Signals (See Chapter 02: 
Mental Stress)

Researcher’s Name: ***********************************

MMC Registration No.: ***********************************

INTRODUCTION

You are invited to take part voluntarily in a research study on mental stress 
evaluation.

Your participation in this study is expected to last up to 3 hours. Up to 
60 subjects will be participating in this study.

PURPOSE OF THE STUDY

The purpose of this study is to determine your cognitive performance in 
terms of physiological markers.

It is also possible that information collected in this experiment will be 
used in future research.

QUALIFICATION TO PARTICIPATE

Requirements for participation in this study:
● Enrolled in UTP or USM
● Age from 18 to 25 years and ability to give consent

You cannot participate in this study if:
● you do not give consent.
● you have any head injury or neurological disease like epilepsy, seizures, 

or migraine, or any other forms of psychological disorders.
● you are under any type of daily medication.
● you have any type of skin allergy.
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STUDY PROCEDURES

Upon your arrival to the experiment room, you will be given this 
Research Information Form. If you agree to participate, you will have to 
sign a consent form. Your head will be measured to select the appropri-
ate size of electrode cap. Two points will be marked on your forehead at 
10% of the total distance from your anion to nasion. These marks are to 
locate the position of electrodes FP1 and FP2. The researcher in charge 
will explain to you about these terms.

The cap will be put on your head and two sponge donuts will be 
adhered on the marked points, so that the electrodes will not cause pain. 
Two electrodes will be connected to your earlobes. To make good connec-
tivity, your ears will be abraded with Nurep paste and the electrodes will 
be filled with Nurep paste and the electrodes will be filled with Electro 
Gel. Electro Gel will also be injected in the Electro-Cap electrodes to 
make good connectivity with your scalp.

The impedance of all the electrodes will be measured and Electro-Cap 
electrodes may be abraded if they show high impedance. Two ECG sen-
sors will be applied onto the second rib below the right and left shoulder 
blades. The application area will be cleaned and abraded to make good 
contact.

After all this setup, the experiment will start. The experiment flow is as 
follows:

Experiment 1:
1. 5 minutes rest time for habituation with the sensors
2. 5 minutes training
3. 10 minutes rest
4. 20 minutes stress condition
5. Fill in questionnaire
6. 10 minutes relaxation
7. 20 minutes control condition
8. Fill in questionnaire
9. 10 minutes recovery

Note: Every 20-minute condition is divided into 4 sessions. You are 
free to start every session; you can take a rest and relax your body if you 
want. But please make sure you are not blinking/rolling/moving your 
eyes, moving your body, stretching your muscles during the recording.
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Experiment 2:
 1. 5 minutes eyes-closed test
 2. 5 minutes eyes-open test
 3. 20 minutes 2D movies/games
 4. Fill in questionnaire
 5. 5 minutes eyes-open test
 6. 20 minutes 3D movies/games with active glasses
 7. Fill in questionnaire
 8. 5 minutes eyes-open test
 9. 20 minutes 3D movies/games with passive glasses
 10. Fill in questionnaire
 11. 5 minutes eyes-open test
 12. 20 minutes 3D movies/games autostereoscopic monitor
 13. Fill in questionnaire

Note: Every 20-minute session is divided into 3–4 minutes recording. 
After every 3–4 minutes, you will be given a break to take a rest and relax 
your body. But please make sure you are not blinking/rolling/moving 
your eyes, moving your body, or stretching your muscles.

RISKS

There exists the possibility of risk and discomfort occurring during the 
test that could include skin irritation, allergy, or tears in eyes. To minimize 
these conditions, you will be frequently asked by the experimenter if you 
are experiencing any discomfort and your electroencephalogram will be 
closely monitored.

REPORTING HEALTH EXPERIENCES

If you have any injury, bad effects, or any other unusual health experience 
during this study, make sure that you immediately tell the experimenter.

PARTICIPATION IN THE STUDY

Your taking part in this study is entirely voluntary. You may refuse to take 
part in the study or you may stop participation in the study at any time, 
without a penalty or loss of benefits to which you are otherwise enti-
tled. During this 3-hour session, if you feel any discomfort or pain, or if 
you feel sleepy, tell the researcher in charge to stop recording and give 
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you some rest. Your participation may also be stopped by the researcher 
in charge without your consent if you do not follow the instructions, 
blink/roll/move your eyes too much, or feel sleepy during the record-
ing. However at the successful completion of the experiment, you will be 
given RM 50.00 to compensate your time spent.

QUESTIONS

If you have any questions about this study or your rights or regarding 
the Ethical Approval or any issue/problem related to this study, please 
contact:

CONFIDENTIAL

Your information will be kept confidential by the study staff and will not 
be made publicly available unless disclosure is required by law.

Data obtained from this study that does not identify you individually 
will be published for knowledge purposes. Your medical information may 
be held and processed on a computer.

By signing this consent form, you authorize the record review, infor-
mation storage, and data transfer described above.

SIGNATURES

To be entered into the study, you or a legal representative must sign and 
date the signature page (see Appendix 2C).

RESEARCH INFORMATION

Research Title:  Developing of EEG Based Biomarker 
for MDD (See Chapter  03: Major 
Depressive Disorder)

Researcher’s Name:  ************************************

MMC Registration No.:  ************************************
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INTRODUCTION

You are invited to voluntarily take part in this research study for a duration 
of 4 weeks. During this period you will be treated with a type of medicine 
(an antidepressant) prescribed by a medical doctor at Hospital Universiti 
Sain Malaysia (HUSM). After you sign the consent form, demographic 
information will be collected by filling out a questionnaire. The venue for 
data collection will be at HUSM. Fig. A.1 summarizes recording sessions 
during the 4 weeks. A total of five (5) recording sessions are included: the 
first one is carried out before medication regarded as the baseline, and the 
other sessions will be performed during medication. In each session there 
will be two (2) types of recording: electrophysiological (EEG) and clinical 
assessment of disease severity using the BDI-II and HADS questionnaires. 

Recruitment of diagnosed MDD patients

Meeting exclusion & inclusion
criteria?

No

Yes

First session (Baseline)

Second session (1st week)

EEG recordings & clinical assessment (BDI-II & HADS)

EEG recordings & clinical assessment (BDI-II & HADS)

EEG recordings & clinical assessment (BDI-II & HADS)

EEG recordings & clinical assessment (BDI-II & HADS)

EEG recordings & clinical assessment (BDI-II & HADS)

Third session (2nd week)

Forth session (3rd week)

Fifth session (4th week)

Figure A.1 Recording sessions.
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Both the EEG and clinical assessment will be carried out on the same day. 
The section “Study Procedure” describes the recording details.

PURPOSE OF THE STUDY

Generally clinical doctors need to wait 4 weeks to observe outcomes of 
first treatment (improvement, response, remission) of MDD patients. 
Unfortunately, if the treatment has no or little effect, the medicine used 
needs to be changed. It means the further treatment will be delayed. It is 
necessary to develop a method to assist medical doctors early to select an 
effective medicine for these MDD patients during the treatment. The pur-
pose of this study is to design a predictive biomarker (model) based on the 
information extracted from EEG data and clinical severity scores. This bio-
marker intends to assist doctors to predict treatment efficacy in a shorter 
period of time as compared to the clinical methods.

QUALIFICATION TO PARTICIPATE

Requirements for participation in this study:
● Written informed consent
● Patients with age 18–65 years
● Patients diagnosed MDD (DSM-IV)

● Newly diagnosed (new cases)
● Newly started (old cases)

– Restarted on antidepressant (1 week washout)
– Switched to new antidepressant

Participant who cannot participate in this study:
● Patients having psychotic, cognitive disorder
● Patients with any other drug abuse
● Pregnant patients
● Patients with epilepsy

STUDY PROCEDURE

1. EEG data collection
EEG data collection consists of four (4) steps seen in Fig. A.2. A total 

of 40 minutes is required.
Step 1 is to set up the experiment using a 24-channel wearable cap. 
The suitable cap will be selected by measuring your head size using a 
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head measuring tape. Proper setting up of the cap will be important 
for data quality. This process will take about 20 minutes;
Step 2 is the eyes-closed (EC) session: you are required to sit on a  
chair with eyes-closed and not to fall asleep. This will take about  
5 minutes;
Step 3 is the eyes-open (EO) session: you are required to look at a fixa-
tion point (“+”) on a computer screen in front of you with minimal 
eye movement and blinking. This requires nearly 5 minutes;
Step 4 is a visual 3-stimulus oddball task: you will be exposed to a ran-
dom sequence of shapes on a computer screen. Only one (1) shape will 
be displayed at a time. There are a total of three (3) shapes (Fig. A.3):

Target (a blue circle) with 5.0 cm size;
Standard (a blue circle) with 4.5 cm size;
Distractor (a checkerboard) with 18.0 cm size.

Fig. A.2 EEG data collection scheme.

Start

Step l: Cap setup
(20 min)

Step 2: EC
(5 min)

Step 3: EO
(5 min)

Step 4: Oddball task
(10 min)

Finish
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Fig. A.3 3-Stimulus visual oddball task.

Visual 3-Stimulus oddball task

Category

Target (0.12)
5.0 cm

P3b (P300)

P3a

N1, P2, N2

(Sensory potentials)

Category=P3a/P3b stimulus type (probability). Stimulus=physical characteristics and

width. Component= potentials  produced for specific  conditions. Blue circles were

presented on light gray background and the checkerboard was composed of black and

white checks approximately 1 cm square.

18.0 cm

4.5 cm

Distracter (0.12)

Standard (0.76)

Stimulus Component

You must respond to the Target shape by pressing the SPACE key 
on the keyboard, but NO action must be taken in response to other 
shapes. This process will take about 10 minutes.
2. Clinical assessment using BDI-II and HADS

The questionnaire-based forms will be filled out by a medical doctor 
after asking questions.

RISKS

There exists the possibility of discomfort during the study that may 
include skin irritation or strain/tears in eyes. During the study you are 
required to report to research staff if you are experiencing any discomfort. 
If this is the case, the recording will be terminated. Your EEG recordings 
will be closely monitored.

REPORTING HEALTH EXPERIENCES

It is your responsibility to inform research staff about health experiences 
such as discomfort during the study and/or previous injury, particularly 
head injury. If this is the case, the recording will be terminated.

PARTICIPATION IN THE STUDY

Your participation in the whole study is entirely voluntary with reward.
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POSSIBLE BENEFITS

The results of this study will be used for future academic and research 
purposes and may also be made publicly available, which may have 
financial implications. However, the identity of the subject will be kept 
confidential.

QUESTIONS

If you have any questions about this study or your rights or regarding the 
ethical approval or any issue/problem related to this study, please contact:

CONFIDENTIALITY

Your identity will be kept confidential and will not be made publicly 
available unless disclosure is required by law.

Data obtained from this study that does not identify you individually 
will be published for academic and research purposes and for publicly 
available databases.

Your medical information may be held and processed on a computer.
By signing this consent form, you authorize the record review, infor-

mation storage, and data transfer described above.

SIGNATURES

To be entered into the study, you or a legal representative must sign and 
date the signature page (see Appendix 2C).

RESEARCH INFORMATION

Research Title:  Memory Retention and Recall Processes 
for 3D Contents (See Chapter 07: 2D and 3D 
Educational Contents)

Researcher’s Name:  ************************************

INTRODUCTION

You are invited to take part voluntarily in a research study of memory 
retention and recall processes using 2D and 3D contents (animation, 
objects, and images).
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This study is comprised of four sessions: the first session will take up 
to 2 hours. So your participation in this study is expected to last within 
2 hours in this session, and approximately less than 2 hours for each of the 
remaining sessions; each session will be conducted after a 2-month period.

PURPOSE OF THE STUDY

The purpose of this study is to determine the effects of 3D educational 
tools on learning, retention, and retrieval of information as compared to 2D 
educational tools. You will learn from either 2D contents or 3D contents 
and then will recall the learned contents through prescribed procedure.

QUALIFICATION TO PARTICIPATE

The member of this study staff has discussed with you the requirements 
for participation in this study. It is important that you are completely 
truthful with the staff about your health history. You should not participate 
in this study if you do not meet all qualifications.

Some of the requirements to be in this study are:
● You must be between 18 and 28 years old
● You must be physically and mentally healthy

You cannot participate in this study if:
● You fail to provide written consent
● You fail to meet the requirements asked in the screening 

questionnaire

STUDY PROCEDURES

This experiment consists of four sessions. In the first session, when you 
arrive at the experiment room, you will be asked to first complete a ques-
tionnaire asking some questions about health-related issues and any medica-
tions you may be taking. When it is ensured that you do not have any health 
issues that may affect the experiment, you will be given this informed con-
sent form. If you agree to participate, please provide your consent by signing 
the consent form. After providing consent, you will be asked to complete an 
intelligence test. Upon completion, an electrode cap will be placed on your 
head. The cap is snug fitting, and we will need to squirt some gel onto each 
electrode to help us make good measurements of your brain waves. It will 
take about 15–20 minutes to get the cap fitted properly.
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During brain signal recording, you will be asked to perform two types of 
memory tasks. In the first type of task, you will be asked to do a Sternberg 
task and N-back task that will require you to observe and remember the 
shapes (either 2D shape or 3D shape) displayed on screen and respond to a 
target shape, to assess the previously observed shapes. In the second type of 
task, you will be asked to watch a 3D/2D based animation about a general 
topic from biology, physics, or chemistry that will be assessed via a recall task 
after 2 months in the later sessions. Both types of task will last approximately 
30 minutes, and you will be given few-minute breaks at regular intervals 
to take rest. After you have completed the memory tasks, you will be asked 
to fill out a feedback questionnaire about the environment (2D or 3D) in 
which you have observed and remembered objects, and about your percep-
tion. Participation will take approximately 2 hours of your time in the first 
session. The following sessions (2nd, 3rd, and 4th sessions) will be conducted 
after a delay of 2 months. In the 2nd, 3rd, and 4th sessions, you have to per-
form a retrieval task, in which you retrieve the contents you have observed 
in the first session (see Table A.2 for session activities).

Table A.2 Session wise activities
Session no. Delay 

period
Time 
duration 
approx.

Tasks Brain signal 
recording

1st session 0 Up to 2 
hours

Consent form
Screening questionnaire
IQ test
Memory tasks for 

STM/WM
3D/2D Animation 

contents for LTM
Feedback questionnaire

EEG data 
recording 
during memory 
tasks and at rest 
state

2nd session 2 months Up to 1 
hour

Memory retrieval 
task about 3D/2D 
animation contents

EEG data 
recording

3rd session 2 months Up to 1 
hour

Memory retrieval 
task about 3D/2D 
animation contents

EEG data 
recording

4th session 2 months Up to 1 
hour

Memory retrieval 
task about 3D/2D 
animation contents

EEG data 
recording
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RISKS

While EEG measurements have been used widely, including in neuropsy-
chological studies, there have been no reports of severe accidents specific 
to EEG. But there is the possibility of discomfort or the risk of skin irrita-
tion or allergy during the test. To check for such discomfort, you will be 
frequently asked by the experimenter if you feel uncomfortable and your 
electroencephalogram will be closely monitored.

REPORTING HEALTH EXPERIENCES

If you have any problem or feel uncomfortable during this study, please 
inform the experimenter immediately.

PARTICIPATION IN THE STUDY

Your taking part in this study is entirely voluntary. You may terminate or 
refuse to continue your participation in the study at any time without any 
penalty. During the whole experiment session, if you feel any discom-
fort or pain, please tell the experimenter to stop recording and allow you 
to rest or take a short break. In the case where you do not comply with 
the experimental procedure, your participation may be stopped by the 
experimenter.

POSSIBLE BENEFITS

This research study will investigate the effects of 2D versus 3D contents 
on memory retention and recall processes. The results of this study will be 
used for future academic and research purposes.

QUESTIONS

If you have any questions regarding the Ethical Approval or any issue/
problem related to this study, please contact:

CONFIDENTIALITY

Your data will be kept confidential by the experimenter and will not be 
made publicly available unless disclosure is required by law.
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Data obtained from this study that does not identify you individually 
will be published for academic and research purposes only.

By signing this consent form, you authorize the record review, infor-
mation storage, and data transfer described above.

SIGNATURES

To become a participant in this study, you have to sign the attached con-
sent and give it to the experimenter (see Appendix 2C).

By signing this consent form, you authorize the record review, infor-
mation storage, and data transfer described above.

RESEARCH INFORMATION

Research Title:  Analyzing Effects of 3D Video Games 
Contents Using Electroencephalography 
(EEG) (See Chapter 9: 3D Video Games)

Researcher’s Name:  ************************************

INTRODUCTION

You are invited to take part voluntarily in a research study of the effects of 
video games contents using 2D and 3D contents (animation, objects, and 
images).

This study comprised of three sessions. The first session will take about 
30 minutes, during which you need to complete a questionnaire before 
taking part in the experiments. The second session will take up to 1 hour; 
this session is for you to practice the game first before the real session. The 
third session will take up to 2 hours. So your participation in this study is 
expected to last within 2 hours in this session. All sessions will take around 
2 days of completion for each participant.

PURPOSE OF THE STUDY

The purpose of the present study is to analyze the effects of exposure to 
different 3D video games contents compared to 2D video games on brain 
signal activities. You will learn from either 2D contents or 3D contents and 
then will recall the learned contents through the prescribed procedure.



Appendices252

QUALIFICATION TO PARTICIPATE

A member of this study staff has discussed with you the requirements for 
participation in this study. It is important that you are completely truthful 
with the staff about your health history. You should not participate in this 
study if you do not meet all qualifications.

Some of the requirements to be in this study are:
● You must be between 18 and 28 years old
● You must be physically and mentally healthy

You cannot participate in this study if:
● You fail to provide written consent
● You fail to meet the requirements asked in the screening questionnaire

STUDY PROCEDURES

This experiment consists of three sessions. In the first session, you will be 
given a questionnaire asking some questions about health-related issues and 
your experiences playing video games. When it is ensured that you do not 
have any health issues that may affect the experiment and that you fulfill the 
requirements, you will be given this informed consent form. If you agree to 
participate, please provide your consent by signing the consent form. After 
providing consent, you will be asked to come for the second session.

For the second session, you will be asked to practice playing violent video 
games so that you will be familiar with the game. You will be playing in 2D 
and 3D alternately. This session will take about 1 hour practice for each par-
ticipant. After complete the practice session, you are needed to come back for 
the third session the next day. Finally, for the third session, an electrode cap 
will be placed on your head. The cap is snug fitting, and we will need to squirt 
some gel onto each electrode to help us make good measurements of your 
brain waves. It will take about 15–20 minutes to get the cap fitted properly.

During brain signal recording, you will be asked to perform four tasks. 
In the first task, you will be ask to stare at a cross “X” with white back-
ground paper for 5 minutes and blink your eyes within 1 minute intervals. 
For the second 5 minutes, you are required to stare the cross “X” right and 
left alternately within 1 minute to measure the eye movement artifacts. 
The first 10 minutes recording is to analyze the electroencephalography 
(EEG) artifacts. For the second task, you will be given 20 minutes to prac-
tice the game in 2D. During this time, you are required to already know 
how to play the game. In the third task, you will play the games in 2D for 
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30 minutes. The brain signal will be recorded during the last 5 minutes of 
your play. Finally, for the fourth task, you will play the games in 3D for 
30 minutes and your brain signal will be recorded during the last 5 minutes 
of your play. All tasks will last approximately 100 minutes, and you will be 
given 5-minute breaks at regular intervals to take a rest. After you have 
completed the tasks, you will be asked to fill out a feedback questionnaire 
about the effects on your health. Participation will take approximately 2 
days of your time in this experiment (see Table A.3 for session activities).

RISKS

While EEG measurements have been used widely, including in neuropsy-
chological studies, there have been no reports of severe accidents specific 
to EEG. But there is the possibility of discomfort or the risk of skin irrita-
tion or allergy during the test. To check for such discomfort, you will be 
frequently asked by the experimenter if you feel uncomfortable and your 
electroencephalogram will be closely monitored.

REPORTING HEALTH EXPERIENCES

If you have any problem or feel uncomfortable during this study, please 
inform the experimenter immediately.

PARTICIPATION IN THE STUDY

Your taking part in this study is entirely voluntary. You may terminate or 
refuse to continue your participation in the study at any time without any 

Table A.3 Session wise activities
Session no. Time duration 

approx.
Tasks Brain signal recording

1st session 30 minutes Screening questionnaire, 
consent form

No data recording

2nd session 60 minutes Practice playing the 
violence video game 
in 2D and 3D

No data recording

3rd session 100 minutes Calibration process, play 
the violence video 
game in 2D and 3D

EEG data recording



Appendices254

penalty. During the whole experiment session, if you feel any discomfort or 
pain, please tell the experimenter to stop recording and allow you to rest or 
take a short break. In the case where you do not comply with the experi-
mental procedure, your participation may be stopped by the experimenter.

POSSIBLE BENEFITS

This research study will investigate the effects of 2D versus 3D contents of 
video games on the human brain by using EEG. The results of this study 
will be used in future academic and research purposes and may also be 
made publicly available, which may have financial implications. However, 
the identity of the subject will be kept confidential.

QUESTIONS

If you have any questions regarding the Ethical Approval or any issue/
problem related to this study, please contact:

CONFIDENTIALITY

Your identity will be kept confidential and will not be made publicly 
available unless disclosure is required by law.

Data obtained from this study that does not identify you individually 
will be published for academic and research purposes and for publicly 
available databases.

By signing this consent form, you authorize the record review, infor-
mation storage, and data transfer described above.

SIGNATURES

To become participant of this study you have to sign the attached consent 
and give it to the experimenter (see Appendix 2C).

By signing this consent form, you authorize the record review, infor-
mation storage, and data transfer described above.

RESEARCH INFORMATION

Research Title:  Visually Induced Motion Sickness 
for 3D (See Chapter  10: Visually Induced 
Motion Sickness)

Researcher’s Name:  ************************************

MMC Registration No.:  ************************************
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INTRODUCTION

You are invited to take part voluntarily in a research study of visually 
induced motion sickness from 3D movies and images.

Your participation in this study is expected to last up to 3 hours. Up to 
30 subjects will be participating in this study.

PURPOSE OF THE STUDY

The purpose of this study is to determine how your brain perceives infor-
mation presented in 3D compared to 2D in terms of:
● Visually induced motion sickness (VIMS)
● Visual strain
● Understanding of displayed contents

It is also possible that information collected in this experiment will be 
used in future research.

QUALIFICATION TO PARTICIPATE

Requirements for participation in this study:
● Enrolled in a university program.
● Age from 18 to 40 years and ability to give consent.

You cannot participate in this study if:
● You do not give consent.
● You have any head injury or neurological disease like epilepsy, seizures, 

and migraine, or any other form of psychological disorder.
● You have any eye disease, have had eye surgery, or have any history of 

eye injury or trauma.
● You are under any type of daily medication.
● You have any type of skin allergy.

STUDY PROCEDURES

Upon your arrival to the experiment room, you will be given this research 
information form. If you agree to participate, you will have to sign a con-
sent form. Your head will be measured for placement of an electrode cap. 
Two points will be marked on your forehead at the center of your head 
for exact placement of the cap.

The impedance of all the electrodes will be measured and Electro-Cap 
electrodes may be abraded if they show high impedance. Two ECG sensors 
will be applied onto the second rib below the right and left shoulder blades. 
The application area will be cleaned and abraded to make good contact.
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Two Velcro straps will be fit snugly around your forefinger and middle 
finger to measure your skin conductance. The electrode leads will be con-
nected with these straps.

Eye gaze recording will be done through an eye tracking device. You 
will be asked to report about sickness level continuously on a sickness 
scale. This will be done by an input key from an input device. Reporting 
will be on a regular interval of 1 minute.

After all this setup, the experiment will start. The experiment flow is as 
follows:
1. 5 minutes eyes-closed test
2. 5 minutes eyes-open test
3. 10 minutes movie viewing
4. Fill in questionnaire

RISKS

There exists the possibility of risk and discomfort occurring during the 
test that could include skin irritation, allergy, or tears in eyes. To minimize 
these conditions, you will be frequently asked by the experimenter if you 
are experiencing any discomfort and your electroencephalogram will be 
closely monitored.

REPORTING HEALTH EXPERIENCES

If you have any injury, bad effect, or any other unusual health experience 
during this study, make sure that you immediately tell the experimenter.

PARTICIPATION IN THE STUDY

Your taking part in this study is entirely voluntary. You may refuse to take 
part in the study or you may stop participation in the study at any time, 
without a penalty or loss of benefits to which you are otherwise entitled. 
During this 3-hour session, if you feel any discomfort or pain, or if you 
feel sleepy, tell the researcher in charge to stop recording and give you 
some rest. Your participation may also be stopped by the researcher in 
charge without your consent if you do not follow the instructions, blink/
roll/move your eyes too much, or feel sleepy during the recording. In this 
case you will be given RM 20.00 to compensate your spent time. If you 
successfully complete the whole experiment then you will be given RM 
50.00 to compensate your spent time.
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QUESTIONS

If you have any questions about this study or your rights regarding the 
Ethical Approval or any issue/problem related to this study, please contact:

CONFIDENTIALITY

Your information will be kept confidential by the study staff and will not 
be made publicly available unless disclosure is required by law.

Data obtained from this study that does not identify you individually 
will be published for knowledge purposes.

Your medical information may be held and processed on a computer.
By signing this consent form, you authorize the record review, infor-

mation storage, and data transfer described above.

SIGNATURES

To be entered into the study, you or a legal representative must sign and 
date the signature page (see Appendix 2C).
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Alternative hypothesis The alternative hypothesis is the hypothesis that sample 
observations are influenced by some nonrandom cause. It is the hypothesis to be 
accepted if the null hypothesis is rejected.

A/D accuracy Accuracy specifies the maximum difference between the actual analog 
values compared with the value measured. If the feed a 2.5  V signal to an A/D input, 
the accuracy is a measure of how closely the A/D indicates the applied voltage is 
actually 2.5  V.

A/D resolution Resolution defines the smallest increment of change that can be 
detected in an analog measurement. If the A/D input range of 0 to +10  V with 12-bit 
resolution, then the range of 10  V is divided into 12 bits, or 4096 divisions. Therefore, a 
1-bit change from the A/D input corresponds to a difference of 0.00244  V (10  V/4096 
counts). Increasing the bits of precision that is returned by the A/D input will increase 
the resolution by decreasing each count of the A/D input.

Accommodation It is the process by which the human eye changes optical power 
to maintain a clear image or focus on an object as its distance varies. The act of 
adjustment of the eye for seeing objects at various distances. This is accomplished by 
the ciliary muscle, which controls the lens of the eye, allowing it to flatten or thicken 
as is needed for distant or near vision.

Active shutter It is a kind of 3D technology that uses battery-operated shutter glasses 
that do as their name describes: they rapidly shutter open and closed. This, in theory, 
means the information meant for your left eye is blocked from your right eye by a 
closed (opaque) shutter.

Alcohol abusers Individuals who abuse alcohol. Alcoholism is the most severe form of 
problem drinking. Alcoholism involves all the symptoms of alcohol abuse, but it also 
involves another element: physical dependence on alcohol.

Amplifier An amplifier is an electronic device that increases the voltage, current, or 
power of a signal. In EEG, the voltage of neurons is very small, which is required to be 
amplified.

Amplifier bandwidth The range of signal frequencies over which an amplifier is capable 
of undistorted or unattenuated transmission.

Antidepressant Medicine that is used in the treatment of mood disorders known as 
depression.

Artifacts In EEG recordings, recorded activity that is not of cerebral origin is called an 
artifact. In other words, the unwanted components of a signal are the artifacts.

Averaged epochs The outcome of the averaging of a number of epochs that are time-
locked to similar events.

Averaged ERP The preprocessed ERP after averaging all the good trials is known as 
averaged ERP signal.

Averaged reference The EEG reference in which an average of all the EEG channels is 
used as a reference.

Averaging The combination of EEG segments from multiple trials or events or epochs in 
order to improve the EEG SNR (signal-to-noise ratio).

Baseline In ERP signals, a baseline signal is the segment of the signal present before the 
events of interest.
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Baseline EEG In EEG signals, eyes open and eyes closed are known as the baseline EEG.
BDI-II Beck Depression Inventory-II (BDI-II) is a tool widely used as an indicator of the 

severity of depression.
Behavioral data The type of data recorded during an experiment related to the behavior 

of participants, such as correct answer, reaction time, false responses, etc.
BESA This is an EEG analysis software program, specializing in source analysis for EEG.
Binocular parallax The difference in the angles formed by the lines of sight to two objects 

situated at different distances from the eyes; a factor in the visual perception of depth.
Binocular vision Vision using two eyes with overlapping fields of view, allowing good 

perception of depth.
Biofeedback EEG biofeedback is a learning strategy that enables persons to alter their 

brain waves. When information about a person’s own brain wave characteristics is 
made available to him, he or she can learn to change them.

Bipolar Bipolar means that there are two electrodes per one channel, so each channel has 
a reference electrode.

Block A time interval that possesses trials from one condition.
Blocked design The separation of experimental conditions into separate distinct blocks, 

so that the dependent variable could be compared in each block condition.
BOLD Blood-oxygen-level dependent imaging is a method used in functional magnetic 

resonance imaging (fMRI) to observe different areas of the brain or other organs that 
are found to be active at any given time.

Brain oscillations Also called neural oscillations, this term refers to the rhythmic and/
or repetitive electrical activity generated spontaneously and in response to stimuli by 
neural tissue in the central nervous system. The importance of brain oscillations in 
sensory–cognitive processes has become increasingly evident

BrainMaster Discovery It is a EEG data acquisition software used with the BrainMaster 
amplifier, developed by Applied Neuroscience, Inc.

CAR (common average reference) It is the average of all the electrodes’ electrical 
activity to be used as reference for each EEG electrode.

Categorial variable A variable that can take one of several discrete values.
Central executive It is an important component of the working memory model 

developed by Baddeley and Hitch in 1974. Drives the whole system (e.g., the boss 
of working memory) and allocates data to the subsystems (visuospatial sketchpad and 
phonological loop). It also deals with cognitive tasks such as mental arithmetic and 
problem solving.

Channel bandwidth A channel is the medium through which EEG is recorded from the 
brain over the scalp via EEG amplifier. Channel bandwidth is the frequency range that 
constitutes the channel.

Code division multiple access (CDMA) CDMA refers to any of several protocols 
used in second-generation (2G) and third-generation (3G) wireless communications. 
As the term implies, CDMA is a form of multiplexing, which allows numerous signals 
to occupy a single transmission channel, optimizing the use of available bandwidth. 
The technology is used in ultrahigh-frequency (UHF) cellular telephone systems in 
the 800-MHz and 1.9-GHz bands.

Cognitive disorder Any disorder that significantly impairs the cognitive function 
(learning, memory, perception, and problem solving, including amnesia, dementia, 
and delirium) of an individual to the point where normal functioning in society is 
impossible without treatment.



Glossary 261

Cognitive distraction Cognitive distraction is simply another way to describe driver 
inattention, i.e., not keeping your eyes and mind on the road. Cognitive distraction 
occurs when an individual’s focus is not directly on the act of driving and his/her 
mind “wanders.”

Computational techniques The mathematical methods used for analysis of EEG to 
differentiate between groups or conditions.

Conditions (levels) More than one value of the independent variable.
Confounding factor Any property that covaries with the independent variable of the 

conducted experiment and could be separated from the independent variable using a 
different experiment design.

Continuous variable A variable that can take any value within a given range.
Contralateral delay activity (CDA) This is a negative slow wave sensitive to the 

number of objects maintained in visual working memory.
Control block A block that contains trials of the control condition.
Control condition It is also called baseline condition or nonexperimental condition, 

because it provides a standard to which the experimental condition can be compared.
Convergence The ability of the eyes to move and work as a team.
Data acquisition The process of measuring the brain electrical activity via EEG 

equipment.
DC amplifier It is a kind of amplifier in which the output of one stage of the amplifier is 

coupled to the input of the next stage. It is used for EEG recording.
Dependent variable (DV) Quantities that are measured or tested by the experimenter 

to find the effects of the independent variables.
Depth perception The ability to perceive the relative distance of objects in one’s visual 

field.
Detection Identification of whether or not an EEG activity within a certain condition 

changes in response to the experimental manipulation.
Disparity The condition of being unequal or totally different. The word is used mainly to 

refer to noncorresponding points in the retina.
Dizziness It is classified into three categories: vertigo, syncope, and nonsyncope 

nonvertigo. Each category has a characteristic set of symptoms, all related to the sense 
of balance. In general, syncope is defined by a brief loss of consciousness (fainting) or 
by dimmed vision and feeling uncoordinated, confused, and lightheaded. Many people 
experience a sensation like syncope when they stand up too fast. Vertigo is the feeling 
that either the individual or the surroundings are spinning. This sensation is like being 
on a spinning amusement park ride. Individuals with nonsyncope nonvertigo dizziness 
feel as though they cannot keep their balance. This feeling may become worse with 
movement.

Driving simulator Driving simulators are technologies used for entertainment as well as 
in training of driver’s education courses taught in educational institutions and private 
businesses.

Drowsiness Sleep-deprived driving also known as tired driving, drowsy driving, or 
fatigued driving is the operation of a motor vehicle while being cognitively impaired 
by a lack of sleep.

DSM-IV The Diagnostic and Statistical Manual of Mental Disorders, published by the 
American Psychiatric Association, offers a common language and standard criteria 
for the classification of mental disorders. The fourth edition (DSM-IV) covers all the 
mental disorders for both children and adults.



Glossary262

EDF European data format (EDF) is a file format normally used to store EEG data.
EEG Stands for electroencephalography. It is the measurement of the electrical potential 

of the brain cortical activity usually recorded via electrodes placed on the surface of 
the scalp.

EEG references Electric potentials are only defined with respect to a reference electrode, 
i.e., an arbitrarily chosen “zero level.”

Effect size It is a simple way of quantifying the difference between two groups that has 
many advantages over the use of tests of statistical significance alone. It emphasizes the 
size of the difference rather than confounding this with sample size.

EGI Electrical Geodesics, Inc. (EGI) is a US manufacturing company of EEG high-
density systems. The EGI Net Amp with Net Station software is the main EEG 
product of the company.

Electrocardiogram (ECG) An electrocardiogram (ECG) is a technique that can be used 
to check the heart’s rhythm and electrical activity.

Electrode An electrode is an electrical conductor used to make contact with the scalp of 
the participant.

Electrolyte A liquid or gel that contains ions and can be decomposed by electrolysis. In 
EEG recording, it is used to increase conductivity and record good signals.

Electromyogram (EMG) Electromyography (EMG) is a diagnostic procedure to 
assess the health of muscles and the nerve cells that control them (motor neurons). It 
measures the electrical activity of muscles at rest and during contraction.

Electrooculogram (EOG) This measures the corneoretinal standing potential that exists 
between the front and the back of the human eye.

EM radiation Electromagnetic radiation is energy that is propagated through free 
space or through a material medium in the form of electromagnetic waves, such as 
radio waves, visible light, and gamma rays. The term also refers to the emission and 
transmission of such radiant energy.

Empirical Based on experiment rather than theory.
Encoding Encoding is the initial important process of creating new memories. It allows 

the perceived item of interest to be converted into a construct that can be stored 
within the brain, and then recalled later from short-term or long-term memory. 
Encoding is a biological event beginning with perception through the senses.

Enobio It is an EEG recording machine developed by neuroelectrics.
Epileptic disorder Epilepsy is a brain disorder in which clusters of nerve cells, or 

neurons, in the brain sometimes signal abnormally, causing strange sensations, 
emotions, and behavior, or sometimes convulsions, muscle spasms, and loss of 
consciousness.

Epileptogenic tissues The brain tissues in which the epilepsy is developed.
Epoch A time segment extracted from a continuous EEG usually corresponding to the 

period in time surrounding an event of interest.
E-Prime Software used to control the stimuli presentation in an experiment.
Ergonomic The process of designing or arranging workplaces, products, and systems so 

that they fit the people who use them.
Ethical principles The rules associated with ethics.
Ethics The moral principles that govern a person’s or group’s behavior.
Ethics approval An approval of conducting experimental research with animal or human 

subjects from a standard specialized authorized body.
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Ethics committee The authorized body or group of experts who can evaluate a study 
for conducting experimental research.

Event It is also called a trial. A single instance of the experimental manipulation.
Event-related design The presentation of discrete and short duration events with 

randomizable timing and order.
Event-related potentials (ERP) Electrical changes in the brain associated with sensory 

or cognitive events in time-lock EEG.
Events synchronization Events occurring at the same time.
Experiment The controlled test of a hypothesis. Experiments manipulate one or more 

independent variables, measure one or more dependent variables, and evaluate 
measurements using statistical significance.

Experiment design The step-by-step organization of an experiment to conduct effect 
testing of the research hypothesis.

Experimental condition It is also known as task condition, because it contains the 
stimuli or task relevant to the research hypothesis.

Eye strain The term eye strain is frequently used by people to describe a group of 
symptoms that are related to use of the eyes. Eye strain is a symptom, not an eye 
disease. Eye strain occurs when your eyes get tired from intense use, such as when 
driving a car for extended periods, reading, or working at a computer.

Eye tracking The process of measuring either the point of gaze (where one is looking) 
or the motion of the eye relative to the head.

Feature extraction Extracting useful information from EEG signals using statistical or 
computational methods.

Feedback Information about reactions to an event or stimuli in experiment by the 
participants.

Filtering A filter is a function or process that retains some part of interest in a signal and 
removes unwanted components from a signal. In EEG signal processing, filtering is the 
removal of the very low frequency component and very high frequency component, 
e.g., 0.5–30.0 Hz.

Fixation In visual research experiment, this is the maintaining of the visual gaze on  
a single location. It is also used in EEG experiments where visual stimuli are  
involved.

Fluid intelligence The general ability to think abstractly, reason, identify patterns, solve 
problems, and discern relationships.

Gastrointestinal distress Gastroparesis is a medical term that means decreased gut 
motility or delayed emptying of the stomach and small intestines.

Global system for mobile communications (GSM) GSM is a digital mobile 
telephony system that is widely used in Europe and other parts of the world. It uses a 
variation of time division multiple access (TDMA) and digitizes and compresses data, 
then sends it down a channel with two other streams of user data, each in its own time 
slot. It operates at either the 900 MHz or 1800 MHz frequency band.

GUI Graphic user interface (GUI) is a terminology of computer science and a type of 
user interface that allows users to interact with electronic devices through graphical 
icons and visual indicators, such as secondary notation, instead of text-based user 
interfaces, typed command labels, or text navigation.

HADS Hospital Anxiety and Depression Scale (HADS) is a tool used to diagnose mental 
disorders such as depression and anxiety.



Glossary264

Headaches A feeling of pain in the head due to watching visual stimuli such as 3D contents.
Head-mounted displays (HMDs) Head-mounted displays (HMDs) are small displays 

or projection technology integrated into eyeglasses or mounted on a helmet or hat.
Heart rate variability (HRV) The physiological phenomenon of variation in the time 

interval between heartbeats.
High-density EEG with large number of channels.
HUSM Hospital University Sains Malaysia (HUSM).
Hyperopia Hyperopia (farsightedness) is the condition of the eye in which incoming rays 

of light reach the retina before they converge into a focused image.
IBM IBM-International Business Machines Corporation is a multinational technology 

company headquartered at New York, United States.
ICA Independent component analysis (ICA) is a computational method for separating a 

multivariate signal into additive subcomponents.
Illusion Something that is likely to be wrongly perceived or interpreted by the senses. In 

3D technology, depth illusion is created for the viewers.
Impedance The resistance to current flow at certain electrode is measured in ohms, 

known as impedance.
Impule A short duration response of the neurons, or a single input to a system.
Independent variable (IV) Variable that is hypothesized in a scientific experiment to 

cause changes in the dependent variable.
Informed consent A permission granted with the knowledge of the possible 

consequences, typically that which is given by a patient to a doctor for treatment with 
full knowledge of the possible risks and benefits.

Inion The projecting part of the occipital bone at the base of the skull.
Interstimulus interval (ISI) The time between the offset of one stimulus and the onset 

of the next stimulus or separation in time between successive stimuli.
Intertrial interval (ITI) An intertrial interval (ITI) is the time between separate trials 

(conditioning by presentation of stimuli) in behaviorist learning research. The ITI 
is usually measured at the beginning of a trial and lasts until the beginning of the 
following trial.

Intervention A health intervention is an effort that promotes behavior that improves 
mental and physical health, or discourages or reframes those with health risks.

Killzone 3 game Killzone 3 is a 2011 first-person shooter video game for the PlayStation 
3, developed by Guerrilla Games and published by Sony Computer Entertainment.

Line noise A term that describes the disruption that can occur in EEG data recording or 
data transmissions through the interference of stray electromagnetic signals.

Long-term memory The capacity of retaining a large amount of information in mind 
for a long time.

Low density EEG with few channels.
Major depressive disorder A mental disorder, also known as depression or major 

depression, characterized by at least 2 weeks of low mood that is present across most 
situations.

Matching pursuit technique This is a sparse approximation algorithm that involves 
finding the “best matching” projections of multidimensional data onto the span of 
an overcomplete, i.e., redundant, dictionary D. It finds a suboptimal solution to the 
problem of an adaptive approximation of a signal in a redundant set (dictionary) of 
functions. Commonly used with dictionaries of Gabor functions, it offers several 
advantages in time–frequency analysis of signals, in particular EEG/MEG.



Glossary 265

MEG Magnetoencephalogram (MEG) is a functional neuroimaging technique used to 
measure the magnetic fields generated by neuronal activity of the brain.

Memorization The process of creating new memories and transforming new 
information into memory storage.

Mental arithmetic task An experimental task in which arithmetic problems are 
presented as stimuli and participants have to mentally calculate the solution and 
respond.

Mental arithmetic task condition Experimental condition in which participants have 
to perform the mental arithmetic task.

Mental disorder Mental illness, also known as psychiatric disorder, e.g., depression, stress, 
anxiety, dementia, etc.

Mental process The term used to describe all the processes of mind, such as thinking, 
problem solving, memory, attention, information processing, as a whole.

Mental stress A state of mental tension and worry caused by problems in a person’s life, 
work, etc.; something that causes strong feelings of worry or anxiety.

Migraine A familial, recurrent syndrome characterized usually by unilateral head pain, 
accompanied by various focal disturbances of the nervous system, particularly in regard 
to visual phenomenon, such as scintillating scotomas.

Mild psychological stress A kind of stress that is not severe.
Montage The configuration of EEG electrode placement during recording of EEG 

signals in an experiment.
Montreal Imaging Stress Task An experimental task that contains a series of mental 

arithmetic challenges used to assess psychological stress in humans.
Motion parallax Motion parallax is a monocular depth cue in which we view objects 

that are closer to us as moving faster than objects that are further away from us.
Multimedia tools Multimedia tools include a combination of different audio and visual 

content.
Myopia Myopia is the medical term for nearsightedness. People with myopia see objects 

more clearly when they are close to the eye, while distant objects appear blurred or 
fuzzy. Reading and close-up work may be clear, but distance vision is blurry.

Nasion The point of intersection of the frontal bone and two nasal bones of the human 
skull.

Nausea Nausea is an uneasiness of the stomach that often comes before vomiting.
Neurofeedback A type of biofeedback that uses real-time displays of brain activity, most 

commonly electroencephalography (EEG), to teach self-regulation of brain function.
Neuroguide A qEEG analysis software developed by Applied Neuroscience, Inc.
Nonaveraged ERP Nonaveraged, single-trial, or continuous EEG is the types of 

nonaveraged data.
Nonrapid eye movement (NREM) NREM (nonrapid eye movement) sleep is 

dreamless sleep. During NREM, the brain waves on the electroencephalographic 
(EEG) recording are typically slow and of high voltage, the breathing and heart rate 
are slow and regular, the blood pressure is low, and the sleeper is relatively still. NREM 
sleep is divided into four stages of increasing depth leading to REM sleep.

Null hypothesis The hypothesis states that there is no significant difference between 
specified populations, any observed difference being due to sampling or experimental 
error.

Null-task block Also called baseline block, because there are no task requirements for 
the participant.
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Objective measures Those facts that are observable and measurable by the experimenter.
Oddball paradigm An experimental design used within event-related potential (ERP) 

research, where presentations of sequences of repetitive audio/visual stimuli are 
infrequently interrupted by a deviant stimulus.

P200 The ERP peak appearing at 200 milliseconds is known as P200 or P2.
P3 amplitude The amplitude of the P300 component appear in after 300 milliseconds in 

an ERP signal. It is measured in microvolts.
P3 latency The time from the stimulus onset to the point where the P300 peak appears.
P300 The P300 wave is a positive deflection in the human event-related potential. It is 

most commonly elicited in an oddball paradigm when a subject detects an occasional 
“target” stimulus in a regular train of standard stimuli. The P300 wave only occurs if 
the subject is actively engaged in the task of detecting the targets.

Passive polarized A kind of 3D system that uses polarization glasses to create the illusion 
of three-dimensional hardware-based product to facilitate 3D content creation.

Phonological loop The phonological loop is the part of working memory that deals 
with spoken and written material. It can be used to remember a phone number. It 
consists of two parts: the phonological store (inner ear) and the articulatory control 
process (inner voice). The former is linked to speech perception and holds information 
in speech-based form (i.e., spoken words) for 1–2 seconds; the latter is linked to speech 
production. Used to rehearse and store verbal information from the phonological store.

Physical stress Physical stress is a physical reaction of the body to various triggers. The 
pain experienced after surgery is an example of physical stress.

Physiological data Physiological data means recordings of brain activity (EEG), ECG, 
EMG, blood pressure, skin conductance, etc.

Polygraphic Input Box The Polygraph Input Box (PIB) is EGI’s physiological 
measurement system. It allows the simultaneous measurement of peripheral nervous 
system activity and EEG. The PIB includes seven bipolar channel inputs for the 
measurement of electrocardiogram (ECG), electromyogram (EMG), respiration (effort, 
temperature, and pressure), and body position.

Population All the individuals or units that meet the selection criteria for a group to be 
studied.

Presbyopia The term presbyopia means “old eye” and is a vision condition involving the 
loss of the eye’s ability to focus on close objects.

PSS questionnaire The perceived stress scale (PSS) is a psychological instrument for 
measuring the perception of stress.

Psychiatrist A physician who specializes in the diagnosis and treatment of behavioral 
abnormalities and mental diseases.

Psychotic A person suffering from a psychosis. Psychosis is a mental health problem that 
causes people to perceive or interpret things differently from those around them.

Radio frequency (RF) Radio frequency (RF) is any of the electromagnetic wave 
frequencies that lie in the range extending from around 3 kHz to 300 GHz, including 
those frequencies used for communications or radar signals. RF usually refers to 
electrical rather than mechanical oscillations. When an RF current is supplied to an 
antenna, an electromagnetic field is created that then is able to propagate through 
space. Many wireless technologies are based on RF field propagation.

Rapid eye movement (REM) REM sleep is when dreams occur. We have 3–5 REM 
periods per night. They occur at intervals of 1–2 hours apart and are quite variable in 
length, ranging from 5 minutes to over an hour. REM sleep is characterized by rapid, 
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low-voltage brain waves, irregular breathing and heart rate, and involuntary muscle 
jerks.

Reaction time Reaction time is a measure of the quickness an organism responds to 
some sort of stimulus OR it is the elapsed time between the presentation of a sensory 
stimulus and the subsequent behavioral response.

Recruitment Hiring human subjects to participate in experiment.
Referential The referential montage means that there is a common reference electrode 

for all the channels.
Refractive error A defect in the ability of the lens of the eye to focus an image 

accurately, as occurs in nearsightedness and farsightedness.
Remuneration The amount paid to participants for their time spent in the experiment.
Rereferencing Each EEG recording has a reference electrode. For task-related EEG, the 

recording is linearly transformed (rereferencing) to the average of activity of all the 
electrodes, especially high-density EEG (>100 electrodes).

Research hypothesis A statement or proposition about the nature of the world that 
makes predictions about the results of an experiment. A well-formed hypothesis must 
be falsifiable.

Rest condition Experimental condition in which participants are not required to 
perform any task.

REVEAL algorithm Reverse engineering algorithm.
Sample size The selected group of participants for representation of the population.
Sample size calculation The act of choosing the number of observations or replicates 

to include in a statistical sample.
Scalp The skin covering the head.
Scientific evidence An empirical evidence and interpretation in accordance with 

scientific method that supports a scientific theory or hypothesis.
Segmentation The time-lock EEG is divided into trials, i.e., from start of trial to end, 

known as segmentation, to extract event-related potential (ERP) signals.
Seizure A seizure is the physical findings or changes in behavior that occur after an 

episode of abnormal electrical activity in the brain.
Selective serotonin reuptake inhibitors (SSRIs) A kind of drug that is typically used 

for treatment of major depressive disorder and anxiety.
Short-term memory The capacity of retaining, but not manipulating, a small amount of 

information, in the mind for a short time (less than a minute).
Signal-to-noise ratio (SNR) A measure used in signal processing and image processing 

that compares the level of a desired signal to the level of background noise. It is 
defined as the ratio of signal power to the noise power, normally expressed in decibels.

Significance level The process used by researchers to determine whether or not the null 
hypothesis is rejected in favor of an alternative research hypothesis.

Simulator sickness questionnaire (SSQ) This is a tool with a set of symptoms that is 
used in research studying simulator sickness and cyber sickness.

Standard deviation This is a quantity calculated to indicate the extent of deviation for a 
group as a whole in experimental data.

Statistical power The power of a statistical test is the probability that it will correctly 
lead to the rejection of a false null hypothesis.

Stereopsis or stereoscopic vision Vision wherein two separate images from two eyes 
are successfully combined into one image in the brain.

Stimulus A thing or event that evokes a specific functional reaction in an organ or tissue.
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Stimulus offset The point in an EEG time series where a stimulus has ended or 
disappeared. It is usually described in time (milliseconds) in a time-locked EEG such as 
ERP signals.

Stimulus onset The point in an EEG time series where a stimulus has started or 
appeared. It is usually described in time (milliseconds) in a time-locked EEG such as 
ERP signals.

Stress condition A condition in which participants perform a cognitive task under stress 
environment.

Subjective assessment An assessment based on client/patient perception, understanding, 
and interpretation of what is happening.

Subjects rights The allowed benefits or protections to human or animal subjects in 
experimental research, e.g., privacy.

Synaptic transmission Synaptic transmission is a chemical event that is involved in the 
transmission of the impulse via release, diffusion, receptor binding of neurotransmitter 
molecules, and unidirectional communication between neurons.

Target population This refers to the entire group of individuals or objects to which 
researchers are interested in generalizing the conclusions.

Three-dimensional technology (3D) A display technology that offers the illusion of 
depth to the viewers.

Time-lock(ing) This is the synchronization of analysis to the events of interest that is 
required for extraction of epochs.

Trauma A psychologically upsetting experience that produces an emotional or mental 
disorder or otherwise has lasting negative effects on a person’s thoughts, feelings, or 
behavior.

Treatment efficacy The maximum response achievable from an antidepressant; the effect 
of a drug.

Treatment outcome Studies undertaken to assess the results or consequences of 
management and procedures used in combating disease in order to determine the 
efficacy, effectiveness, safety, practicability, etc., of these interventions.

Trial It is also called an event. A single instance of the experimental manipulation.
T-test A statistical examination of two population means. A two-sample t-test examines 

whether two samples are different and is commonly used when the variances of two 
normal distributions are unknown and when an experiment uses a small sample size.

Variable A measured or manipulated quantity that changes within an experiment.
Violent games Video games that have violent content such as killing, blood, fighting, etc.
Visual discomfort The feeling of being uncomfortable while watching videos, games, or 

any visual stimuli, such as 3D contents.
Visual fatigue A label for conditions experienced by individuals whose work involves 

extended visual concentration. It describes phenomena related to intensive use of the 
eyes.

Visual field (VF) The area of physical space visible to an eye in a given position. The 
average VF is 65 degrees upward, 75 degrees downward, 60 degrees nasally, and 90 
degrees temporally.

Visually induced motion sickness (VIMS) VIMS is a condition in which users of 
dynamic 3D contents feel symptoms of nausea, dizziness, or visual fatigue during or 
after exposure while they are being physically still.
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Visuospatial sketchpad A component of the working memory model developed by 
Baddeley and Hitch in 1974. It refers to the section of one’s normal mental facility that 
provides a virtual environment for physical simulation, calculation, visualization, and 
optical memory recall. It stores and processes information in a visual or spatial form.

Working memory Working memory is short-term memory. Instead of all information 
going into one single store, there are different systems for different types of 
information. It consists of a central executive that controls and coordinates the 
operation of two subsystems: the phonological loop and the visuospatial sketchpad.

World Health Organization The World Health Organization is a specialized agency 
of the United Nations that is concerned with international public health. It was 
established on April 7, 1948, and is headquartered in Geneva, Switzerland.
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