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 It has frequently been remarked in the scientifi c literature that plants as sessile organisms 
are forced to deal with changes in environmental conditions by rapid acclimation, because 
they obviously cannot simply move to a more favorable location. Over evolutionary time 
scales this has provided plants with complex molecular, physiological, and morphological 
mechanisms to thrive and survive under stressful conditions. Prevalent stresses that plants 
are exposed to both in natural and agricultural environments are low temperatures and 
freezing, i.e., the crystallization of ice in living tissues. Not surprisingly, many plant species 
are able to survive tissue freezing. In addition, plants from temperate climate zones are able 
to adapt to low temperatures prior to an actual freezing event. This phenomenon of plant 
cold acclimation, i.e., the increase of freezing tolerance under conditions of low, but non-
freezing temperatures, has been the subject of intensive scientifi c study for many decades. 

 Under natural conditions, cold acclimation helps plants to survive seasonal low winter 
temperatures. Cold acclimation and freezing tolerance are quantitative traits and cold accli-
mation is accompanied by complex changes in gene expression, enzyme activities, and the 
contents of a large number of proteins, primary and secondary metabolites, and lipids. In 
addition, even a few days under cold conditions can trigger irreversible morphological 
changes, particularly in growing plant tissues. Therefore, research on plant cold acclimation 
can (and quite often has to) be performed at different organizational levels (from popula-
tions to single genes and molecules). This requires experimental expertise in scientifi c 
disciplines such as ecology, plant breeding, genetics, physiology, or molecular biology and 
strongly favors interdisciplinary approaches. This volume of Methods in Molecular Biology 
combines a wide selection of experimental methods ranging from the whole plant level of 
ecology and breeding to molecular profi ling and the detailed analysis of specifi c proteins, 
with many levels of investigated complexity in between. We hope that this collection of 
detailed experimental protocols will help researchers, both new and experienced, to enter 
this exciting fi eld of research, or broaden the scope of their investigations.  

    Potsdam, Germany Dirk     K.     Hincha   
   Ellen     Zuther    

  Pref ace         
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    Chapter 1   

 Introduction: Plant Cold Acclimation 
and Freezing Tolerance 

           Dirk     K.     Hincha      and     Ellen     Zuther     

  Abstract 

   This introductory chapter provides a brief overview of plant freezing tolerance and cold acclimation and 
describes the basic concepts and approaches that are currently followed to investigate these phenomena. 
We highlight the multidisciplinary nature of these investigations and the necessity to use methodologies 
from different branches of science, such as ecology, genetics, physiology, biochemistry, and biophysics, to 
come to a complete understanding of the complex adaptive mechanisms underlying plant cold 
acclimation.  

  Key words     Cold acclimation  ,   Experimental approaches  ,   Freezing tolerance  ,   Global climate change  

   The phenomenon of plant cold acclimation, i.e., the increase of 
freezing tolerance during exposure to low, but nonfreezing tem-
peratures, has been described already in the nineteenth century ( see  
ref.  1  for references and details) and has been the subject of inten-
sive scientifi c study ever since ( see  refs.  1 – 4  for comprehensive 
reviews). The basic phenotypic readout for cold acclimation is the 
increased survival of plants, tissues or cells after a freeze–thaw cycle 
through a damaging temperature range. Unfortunately, not only 
in common usage but also in the scientifi c literature, the term 
freezing tolerance is often used synonymously with cold or low 
temperature tolerance. This is very unfortunate because freezing 
and cold/low temperature denote completely different concepts. 
While freezing is a clearly defi ned physical process (i.e., the crystal-
lization of ice), cold is a completely subjective term, not only for 
humans but also for plants. As an example, many tropical and sub-
tropical plants suffer severe damage at temperatures below approx-
imately 15 °C, while Antarctic algae show a heat-shock response 
already at 5 °C [ 5 ]. In addition, mechanisms of injury are very 
different. Low temperature (or chilling) damage is a direct tem-
perature effect. Freezing damage, on the other hand, is mainly 
the result of osmotic dehydration triggered by extracellular ice 
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crystallization that leads to the diffusion of water from the cells to 
the growing ice crystals [ 1 – 3 ]. 

 Under natural conditions, cold acclimation is a response of 
plants to cope with seasonal low temperature. Since fl owering 
plants were initially only adapted to the tropical climate that was 
prevalent in the Mesozoic era and only became exposed to temper-
ate climates after severe climate cooling events in the Eocene and 
Oligocene, the ability to survive in temperate climates with sea-
sonal cold had to evolve from tropical species. It has recently 
been estimated that less than half of all angiosperm families have 
members that are adapted for survival under seasonal cold condi-
tions and that this trait has developed several times independently 
( see  ref.  6  for a recent review). 

 In support of strong natural selection for freezing tolerance in 
plants, natural variation in this trait has been reported in both her-
baceous and tree species. This variation is usually related to latitu-
dinal and/or climatic gradients that are obvious candidates as 
potential driving forces of selection [ 7 – 11 ]. From a more practical 
point of view, such natural variation can be used to investigate the 
potential function of metabolic and physiological trait variation in 
determining the differential freezing tolerance of different geno-
types within a species through correlation analysis [ 11 ,  12 ]. In 
addition, in crop plant species the corresponding variability may be 
used for breeding purposes, for the mapping of quantitative trait 
loci (QTL) and for the identifi cation of molecular markers for 
marker-assisted breeding. 

 Obviously, global climate change has a major impact on the 
winter survival of plants and this impact is going to increase in 
the coming decades. In general, winters in the cold regions of the 
Earth are getting milder and naively one might assume that freez-
ing tolerance will become less important for plant survival and geo-
graphical distribution, and also for crop yields, in the future. 
However, warmer winters are accompanied by reduced snow fall 
and a higher incidence of erratic early or late season frost. Since 
snow cover is a very effective insulator, plants under snow are 
exposed to signifi cantly less-severe freezing temperatures than in 
the absence of snow. This can lead to the counterintuitive effect 
that plants are exposed to lower freezing temperatures as global 
warming progresses. In addition, premature warming in early 
spring can lead to loss of freezing tolerance (de-acclimation) mak-
ing plants more prone to damage during later cold spells [ 13 ]. 
Therefore, research on all aspects of plant cold acclimation, including 
much neglected areas such as de-acclimation, will be more relevant 
than ever in times of global climate change [ 14 ]. 

 For plants as sessile organisms, there are generally three strate-
gies available to survive winter frost. The most obvious strategy 
that is used by many herbaceous annuals is seasonal avoidance by 
surviving winter as seeds, or as roots or rhizomes buried suffi ciently 
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deeply in the soil to evade subzero temperatures. Deep supercool-
ing (i.e., preventing ice crystallization even at temperatures signifi -
cantly below 0 °C) is a frequently observed winter survival strategy 
for example in cold acclimated trees [ 15 ]. The third strategy, that 
is embraced by all plants that cold acclimate, is to modify their cel-
lular constituents in a way that allows survival at lower subzero 
temperatures in the presence of extracellular ice. 

 The term supercooling usually refers to a solution (cellular or 
otherwise) that shows no ice crystallization when cooled below its 
melting point. It should be emphasized here that the freezing 
point of pure water is, contrary to common perception, not identi-
cal to its melting point at 0 °C. Ice crystallization at or slightly 
below 0 °C requires impurities that can serve as seeds. Pure water 
only crystallizes at about −42 °C, the homogeneous nucleation 
temperature. In any biological system it is probably impossible to 
remove all molecules and structures that could serve to seed ice 
crystallization. In addition, colligative freezing point depression 
from common metabolites such as sugars or amino acids only has 
a very limited potential to achieve signifi cant supercooling as a 
concentration of one molar of any (nondissociating) solute will 
depress the freezing/melting point only by 1.84 °C and the ability 
of living cells to accumulate solutes is obviously limited. Therefore, 
supercooling relies on biological antifreezes, such as specifi c pro-
teins [ 16 ,  17 ] and more complex solutes such as fl avonoids and 
tannins [ 18 ]. These substances allow some plants and algae to 
remain unfrozen at subzero temperatures, similar to Arctic and 
Antarctic fi sh and some species of insects that produce highly 
 effi cient anti-freeze or thermal hysteresis proteins [ 19 ,  20 ]. In 
addition to their thermal hysteresis activity, many such proteins 
also exhibit ice re-crystallization inhibition activity, i.e., the ability 
to suppress the growth of large ice crystals at the expense of smaller 
crystals. In particular in the plant proteins, thermal hysteresis activ-
ity is very low (0.1–0.5 °C) and they are mainly referred to as ice 
binding proteins (IBP). Their main function is probably the regu-
lation of ice crystal size in the intercellular spaces of plant tissues 
[ 21 ], or in the case of sea ice algae in the narrow water channels 
inhabited by these cells. 

 Cold acclimation and freezing tolerance are genetically com-
plex, quantitative traits. The increase in freezing tolerance during 
cold acclimation is accompanied by complex physiological changes 
that are, at least to a large extent, based on complex changes in 
gene expression ( see  ref.  4  for a recent review). While our under-
standing of temperature perception in plants is still quite fragmen-
tary [ 22 ], work from many laboratories primarily in  Arabidopsis 
thaliana  has shed light on the signal transduction cascades regulat-
ing the expression of important target genes encoding potential 
protective proteins such as the COR/LEA proteins. In addition, 
genes encoding enzymes either directly involved in reactive oxygen 
species (ROS) detoxifi cation or the biosynthesis of low molecular 
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weight antioxidants, and enzymes responsible for the biosynthesis 
of compatible solutes are upregulated during cold acclimation 
[ 23 ]. For instance, in Arabidopsis and Thellungiella compatible 
solutes such as sugars and proline are strongly accumulated during 
plant cold acclimation and their content is highly correlated with 
freezing tolerance across diverse genotypes [ 11 ,  24 ,  25 ]. In fact, 
compatible solutes can have strong predictive value for freezing 
tolerance in Arabidopsis [ 12 ]. 

 In addition to compatible solutes, many other primary and 
secondary metabolites are accumulated during cold acclimation, 
but for most of these solutes no specifi c role in cellular freezing 
tolerance has been proposed or experimentally shown. However, 
for fl avonoids a correlation of the expression levels of biosynthetic 
genes and of some key compounds with freezing tolerance in dif-
ferent Arabidopsis genotypes was found [ 24 ,  26 ]. Also, cellular 
lipid composition is strongly modifi ed during cold acclimation, 
both for membrane (diacyl) and storage (triacyl) lipids [ 27 ,  28 ]. 
Of course, all these metabolic changes are also evident on the gene 
expression (e.g., refs.  26 ,  29 – 32 ) and protein abundance [ 33 – 35 ] 
levels. Investigation of knockout mutants with altered freezing tol-
erance or cold signal transduction behavior is an invaluable tool to 
clarify the function of specifi c genes/proteins or key metabolic 
pathways or compounds in the process of cold acclimation ( see  refs. 
 36 – 38  for reviews). 

 The brief overview given above should give an idea about the 
many different organizational levels (from populations to single 
genes and molecules) and the corresponding scientifi c disciplines 
that are involved in research of plant cold acclimation and freezing 
tolerance, with their respective focus on ecology, breeding, genet-
ics, physiology or molecular biology, or any combination of these 
specialties. Obviously, this area of research strongly favors interdis-
ciplinary approaches. At the same time this means that researchers 
very often have to combine experimental methods and concepts 
from different areas of science. We therefore hope that this volume 
of Methods in Molecular Biology, that comprises a large range of 
experimental protocols covering all the mentioned organizational 
levels and disciplines, will help not only new researchers starting in 
this exciting fi eld but also those already working in a particular area 
of cold acclimation and freezing tolerance research who are look-
ing to expand their range of experimental approaches.    
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    Chapter 2   

 Measuring Freezing Tolerance: Survival 
and Regrowth Assays 

           Daniel     Z.     Skinner      and     Kimberly     Garland-Campbell   

    Abstract 

   Screening plants for freezing tolerance under tightly controlled conditions is an invaluable technique for 
studying freezing tolerance and selecting for improved winterhardiness. Artifi cial freezing tests of cereal 
plants historically have used isolated crown and stem tissue prepared by “removing all plant parts 3 cm 
above and 0.5 cm below the crown tissue   ” (Fowler et al., Crop Sci 21:896–901, 1981). Here, we describe 
a method of conducting freezing tolerance tests using intact plants grown in small horticultural containers, 
including suggested methods for collecting and analyzing the data.  

  Key words     Whole-plant freezing  ,   Probit  ,   Zero-infl ated Poisson  

1      Introduction 

 Crops that are planted in the autumn and harvested the following 
summer take advantage of fall and winter precipitation and yield 
signifi cantly more than their spring-planted counterparts, but must 
survive the rigors of the winter months. Selecting for improved 
winter hardiness in the fi eld is seldom effective because the unpre-
dictability of winter weather often results in either death or survival 
of most plants within a trial [ 1 ], and tremendous variation in sur-
vival may occur within short distances within a fi eld [ 2 ], often 
making comparisons among entries essentially meaningless. 

 Artifi cial freezing tests that enable the determination of the LT 50 , 
the temperature predicted to be lethal to 50 % of the plants, lead to 
much more reproducible results, can be conducted throughout the 
year, and require a relatively small amount of space. The LT 50  pro-
vides a measure that can be used to compare freezing tolerance of 
plant lines tested at different times and in different places, obviating 
the need for side-by-side comparisons, especially if standard check 
varieties are included in each trial. Here, we present a method for 
carrying out freezing tolerance trials, and suggestions for collecting 
and analyzing the resulting data. These methods are based largely on 
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our experience with winter wheat ( Triticum aestivum  L.), but also 
have been successfully applied to several other monocotyledonous 
and dicotyledonous plant species with minor modifi cations.  

2    Materials 

     1.    Potting mix such as Sunshine Mix LC1 planting medium 
(Sun Gro Horticulture, Bellevue, WA, USA).   

   2.    Horticultural cell packs such as 6-cell packs (ca. 100 mL capac-
ity per cell) for model 1020 trays (Blackmore Co., Belleville, 
MI, USA).   

   3.    Snomax snow inducer (Snomax LLC, Centennial, CO, USA).   
   4.    Liquid fertilizer such as Peters Professional all purpose plant 

food with trace elements (Scotts Co., Camarillo, CA, USA).   
   5.    Programmable freezer, such as Model LU-113, Espec Corp., 

Hudsonville, MI, USA.   
   6.    Temperature probes and monitor such as Model E-16, 

Sensatronics, Bow, NH, USA.   
   7.    Growth chambers.   
   8.    Greenhouse.      

3    Methods 

  In preparation for freezing survival tests, plants are grown in a soil-
less potting mix in horticultural “cell packs” with about 100 mL 
capacity per cell. Twenty seeds of each line to be tested are planted 
in each cell. Seeds are germinated and seedlings grown at 22 ºC in 
a growth chamber under cool white fl uorescent lights (about 
300 μmol/m 2 /s at the soil surface) with a 16 h photoperiod until 
the seedlings reach the three-leaf stage. Relative humidity is not 
controlled. The plants are then transferred to a growth chamber 
at 4 °C with a 16 h photoperiod (about 250 μmol/m 2 /s at mid-
plant height) for 35 days to induce cold acclimation prior to freez-
ing survival tests ( see   Note 1 ). The length of time the plants are 
acclimated greatly impacts freezing tolerance [ 3 ,  4 ] and should be 
standardized for all tests. Plants are irrigated weekly with nutrient 
solution containing macro and micronutrients. Just prior to freez-
ing, plants in each cell are counted, the leaves are removed at the 
top of the lowermost leaf sheath, the fl ats are drenched with a solu-
tion of 10 mg/L Snomax snow inducer maintained at 4 °C, and 
allowed to drain until drainage has essentially ceased, a layer of 
crushed ice is placed on the soil surface to nucleate ice formation, 
and freezing is carried out in a programmable freezer. The tem-
perature of the plant growth medium in each container near the 

3.1  Artifi cial 
Freezing Protocol

Daniel Z. Skinner and Kimberly Garland-Campbell



9

crowns of the plants is monitored using food-piercing temperature 
probes and an Internet-enabled temperature monitor. The temper-
ature is recorded every 2 min using a data capture script running 
on a remote computer. The temperature in the freezer is reduced 
from 4 °C to −3 °C and maintained at −3 °C for 16 h to allow all 
liquid water to be converted to ice and all heat of ice formation to 
dissipate, and is then lowered to a target temperature at 2 °C/h. 
The temperature is held at the target temperature for 1–2 h then 
raised to 0 °C at a rate of 2 °C/h. Following freezing, the plants 
are held at 4 °C for 24 h, are then moved to a greenhouse or 
growth chamber with the temperature at about 20 °C ( see   Note 2 ). 
Survival is scored as the proportion of plants in each cell that have 
regrown after 3–5 weeks.  

  The minimum temperature the plants are exposed to in artifi cial 
freezing tests is by far the most signifi cant determinant of survival 
[ 5 ,  6 ]. Therefore, selection of appropriate test temperatures is vital to 
successful testing. A range of temperatures in two-degree incre-
ments is recommended in most cases [ 7 ]. Ideally, the test tempera-
tures should range from the lowest temperature that results in no 
mortality, to the highest temperature that results in 100 % mortality. 
These temperatures depend entirely on the freezing tolerance of 
the test material, may differ by as little as 4 °C [ 8 ], and must be 
empirically determined. When screening breeding lines for freez-
ing tolerance, the temperature range can be estimated from the 
freezing tolerance, expressed as LT 50,  of the parent lines. However, 
transgressive segregation does occur [ 9 ] and may dictate adjust-
ment of the test temperatures to be used, and again, must be 
empirically determined.  

  Objectives of the data analysis of this kind of freezing survival data 
may be to calculate an LT 50  score for experimental lines, to com-
pare survival proportions of those lines, or to assess the impact of 
portions of the freezing process on survival. Suggestions for each 
of these kinds of analyses are presented below. 

 Due to size constraints of programmable freezing chambers, 
we typically design each study as a randomized incomplete block 
design with checks included in all freezing trials. One block con-
sists of 48 cells in eight, 6-cell packs. Each block contains 40 exper-
imental lines and eight check varieties. One check variety is included 
in each 6-cell pack. Each block is tested under each set of test 
conditions independently three times. To correct for variation 
between blocks and replications, the percent survival is standard-
ized as follows. First, the grand mean survival of all check varieties 
over all replications at each test condition is calculated. Then, the 
mean survival of all check varieties within a replication is calcu-
lated, and a proportional correction factor is generated to adjust 
the mean of the check varieties within that replication to be equal 

3.2  Target Test 
Temperatures

3.3  Data Analysis

Whole Plant Freezing Tolerance
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to the grand mean of the check varieties under those test conditions. 
This correction factor is applied to the experimental lines within 
that replication to create a standardized percent survival score for 
each experimental line within each experimental condition. These 
standardized percent survival scores are then used as response vari-
ables in the data analysis.  

  For data analysis purposes, the response is expressed as the arcsin 
of the square root of the standardized survival to homogenize the 
variance of proportions [ 10 ]. A combined inter- and intra-block 
analysis of variance for incomplete blocks is conducted according 
to Littell et al. [ 11 ] by, for example, using PROC MIXED of SAS 
(Statistical Analysis System,   http://www.sas.com    ) with blocks 
treated as random effects and plant lines treated as fi xed effects. 
Blocks are adjusted for plant lines and plant lines are adjusted for 
blocks [ 11 ]. Survival means comparisons are conducted with  t -tests 
on the least squares means.  

  In order to assess the impact of portions of the freezing process on 
survival, the temperature record for each freezing episode for each 
container is parsed with a computer script to describe the (a) cooling 
rate from −3 °C to the minimum temperature reached, (b) mini-
mum temperature, (c) time the plants were held at the minimum 
temperature, and (d) warming rate as the freezing episode ends. 
From these measures, the total time frozen is calculated, as is 
degree minutes, a summation of the temperature multiplied by the 
time at that temperature, and essentially the area bounded by 
the curve of the plot of time vs. temperature. Comparisons of the 
impact of each of these factors on survival are effected through 
comparisons of partial regression slopes associated with each com-
ponent in each population [ 6 ], or comparisons of odds ratios 
determined with logistic regression [ 5 ].  

   Survival of the plants after exposure to a range of low temperatures 
represents dose-response, dichotomous (alive vs. dead) data and 
therefore is amenable to probit analysis [ 12 ,  13 ]. Probit analysis is 
easily carried out using PROC PROBIT of SAS. This software 
 generates a table of predicted percent survival vs. temperature and 
the temperature associated with 50 % survival is taken as the LT 50  
for a given plant line. Fiducial limits for the 50 % estimate, which 
may be used to infer signifi cant differences between plant lines 
[ 14 ] ,  are also generated by PROC PROBIT. Graphical representa-
tions of the probit regression of temperature vs. predicted survival 
can illustrate the relative responsiveness of the plant lines to 
 temperature (e.g., ref.  9 ). Similarly, probit analysis can be used 
to model survival of plants at a single low temperature over time 
(e.g., ref.  15 ).  

3.4  Comparing 
Survival Means

3.5  Assessing 
the Impact of Portions 
of the Freezing 
Process on Survival

3.6  Calculating LT 50 

3.6.1  Probit Analysis

Daniel Z. Skinner and Kimberly Garland-Campbell
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  Survival measurements are based on counts of live plants per cell in 
the cell packs and thus comprise “counts data.” Survival is ulti-
mately expressed as the percentage of plants surviving; however, 
we have noted that an excess of cells with no surviving plants is 
observed in almost all trials; some examples are shown in Fig.  1 . 
These distributions are classic zero-infl ated counts data [ 16 ,  17 ] 
and therefore may be correctly modeled using a zero-infl ated 
Poisson (ZIP) model. Figure  2  shows predicted LT 50  scores based 
on probit analysis compared to LT 50  scores based on ZIP analysis 
of the same data. The two methods predict very similar LT 50 s when 
overall mean survival ranges from about 30 to 65 % but diverge in 
cases where mean survival is outside of that range, especially where 
mean survival is very low (Fig.  2 ). In our experience, the LT 50  
scores predicted by the ZIP analysis are more likely to refl ect real-
world survival of the poorly cold-tolerant lines under the artifi cial 
testing as described above.

    Therefore, we recommend using ZIP analysis for LT 50  predic-
tion if preliminary analysis shows an overabundance of cells with 
no survivors, such as shown in Fig.  1 .  

  A rather simple test emulating exposure to winter temperatures can 
be performed if the proper equipment is available. Plants are grown 
in cell packs as above to the 3-leaf stage at 20–25 °C, with a 16 h 

3.6.2  Zero-Infl ated 
Poisson (ZIP) Analysis

3.6.3  A Word About 
Prolonged Freezing Tests

  Fig. 1    Frequencies of horticultural container cells with indicated proportions of acclimated winter wheat plants 
surviving in freezing tolerance tests conducted to four subzero temperatures. Proportions are based on about 
20 plants per cell       
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photoperiod, then cold acclimated for 5 weeks at 4 °C with a 12 h 
photoperiod. The number of plants per pack is then recorded, the 
leaf blades are removed, leaving the stems, fl ats are covered with a 
layer of crushed ice to simulate snow cover and to nucleate ice 
formation (care is taken to maintain the plants in an upright posi-
tion) and the fl ats are transferred to a walk-in freezer set to −5 °C. 
The fl ats are placed on wire racks or wooden planks to allow air 
circulation around the fl ats. No light is provided. The fl ats are 
maintained in this state for 15 weeks, approximately the length of 
time plants are exposed to subzero temperatures during the winter 
months. The ice may be lost through sublimation and is replen-
ished as needed. 

 After 15 weeks, the fl ats are moved to a growth chamber at 
4 °C, allowed to thaw for 7 days, and then moved to a greenhouse 
or growth chamber at 20–25 °C. Survival is scored as the number 
of plants that have begun to grow after 5 weeks. 

 This method was shown to result in survival that was signifi -
cantly correlated with the LT 50  scores determined as above. 
Additionally, this method showed that a 1 °C lower LT 50  score 
resulted in 29.3 % greater survival of the plants after 15 weeks at 
−5 °C [ 18 ], remarkably close to the 30 % greater winter survival 
associated with 1 °C lower LT 50  reported from fi eld studies [ 19 ].    

  Fig. 2    LT 50 s of 15 winter wheat plant populations tested to a range of subzero temperatures calculated with 
probit or ZIP analysis       
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4    Notes 

     1.    The intensity, quality, and photoperiod of the light the plants 
are exposed to also greatly impact freezing tolerance. Therefore, 
in our system, fl ats of plants are physically moved in a consis-
tent path through the growth chamber such that they are each 
exposed to the same area of the chamber for the same length 
of time before being subjected to the freezing test.   

   2.    The temperature during the recovery period following the 
freezing test cannot be greater than about 22 °C for at least 
about the fi rst week following freezing. In some areas during 
the summer months, greenhouses may become too warm to be 
conducive to reproducible recovery. In this case, recovery 
should be carried out in a growth chamber.         
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Chapter 3

Measuring Freezing Tolerance: Electrolyte Leakage 
and Chlorophyll Fluorescence Assays

Anja Thalhammer, Dirk K. Hincha, and Ellen Zuther

Abstract

Quantitative assessment of freezing tolerance is essential to unravel plant adaptations to cold temperatures. 
Not only the survival of whole plants but also impairment of detached leaves after a freeze–thaw cycle can 
be used to accurately quantify plant freezing tolerance in terms of LT50 values. Here we describe two meth-
ods to determine the freezing tolerance of detached leaves using different physiological parameters. Firstly, 
we illustrate how to assess the integrity of (predominantly) the plasma membrane during freezing using an 
electrolyte leakage assay. Secondly, we provide a chlorophyll fluorescence imaging protocol to determine 
the freezing tolerance of the photosynthetic apparatus.

Key words Freezing tolerance, LT50, Electrolyte leakage, Chlorophyll fluorescence, Fv/Fm

1 Introduction

Robust experimental approaches for the precise quantification of 
plant freezing tolerance are of fundamental importance to under-
stand the genetic and molecular mechanisms underlying and deter-
mining this complex trait. Cellular membranes are widely accepted 
as primary sites of freezing damage (see ref. 1 for a comprehensive 
review). Therefore, next to plant survival, methods assessing cel-
lular membrane integrity are frequently used to determine plant 
freezing tolerance. The two methods we describe here provide 
stable and highly reproducible LT50 values, defined as the tempera-
tures at which 50 % of damage occurs. Moreover, combining the 
two protocols allows to discriminate the site of freezing damage 
between plasma membrane and chloroplasts. This constitutes a 
powerful tool to investigate the mechanistics of plants altered in 
their freezing tolerance by breeding or genetic engineering and to 
test the site of activity of known or novel cellular protectants. In 
addition, we have used both methods also to assess the natural 
variation in the freezing tolerance of different Arabidopsis thaliana 
accessions [2–5]. Moreover, both protocols can easily be adapted 
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for use with other plant species, such as electrolyte leakage assays in 
Thellungiella salsuginea [6].

The first part of the protocol we describe concerns the 
controlled- rate freezing of detached leaves. Subsequently, the 
thawed leaves can be used for conductivity measurements to assess 
electrolyte leakage. Various forms of this method have been used for 
many years, not only to determine freezing damage but also in the 
context of many other stresses that may have an impact on cellular 
membranes, such as drought or reactive oxygen species. The method 
we use here was originally described in [7]. It not only reports on 
the intactness of the plasma membrane as a semipermeable barrier 
for intracellular ions but also on the integrity of the vacuole as the 
major storage compartment for inorganic ions [2, 8].

In addition to the plasma membrane, also chloroplast 
 membranes are susceptible to freezing damage. Linear electron 
transport is interrupted, which finally results in the inactivation of 
photosynthesis [9]. Therefore, chlorophyll a fluorescence measure-
ments are a suitable tool to study freezing damage. Values of Fv/Fm 
determined with dark‐adapted leaves reflect the potential quantum 
use efficiency of photosystem II (PSII) and have been widely used 
for assessing stress damage to the photosynthetic apparatus [10, 
11]. The second protocol therefore describes the use of chlorophyll 
fluorescence imaging [12, 13] to quantify leaf freezing damage. Its 
use is advantageous over classical chlorophyll fluorescence measure-
ments because it is not limited to single-point measurements but 
allows integration of Fv/Fm over the whole leaf area. This turned 
out to be extremely important, as the basal leaf parts are damaged 
at milder freezing temperatures than the upper parts [8].

Here we give a comprehensive description of experimental 
design, plant cultivation, and leaf freezing procedures, which are 
identical for both assays. From this point on, the freeze-thawed 
leaves can be either used for electrolyte leakage measurement or 
subjected to chlorophyll fluorescence imaging.

2 Materials

 1. Programmable cooling bath thermostats (CC130; Huber, 
Offenburg, Germany, or similar) with a large opening to allow 
handling of three metal racks for 48 glass tubes each. If possi-
ble, the thermostats should be placed in a 4 °C chamber to 
prevent overheating during cooling of the baths to low sub-
zero temperatures.

 2. Silicon oil (Thermal HY; Julabo, Seelbach, Germany, or similar) 
to fill the cooling baths.

 3. Lab 960 Conductometer equipped with LF613T Conductivity 
electrode (SI Analytics, Mainz, Germany).

2.1 Equipment

Anja Thalhammer et al.
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 4. Water bath with the capacity for boiling.
 5. Imaging Pam Chlorophyll Fluorometer IMAG-C with 

STANDARD measuring head (Walz, Effeltrich, Germany).
 6. Bottletop dispenser, volume range 1–10 ml (optional).
 7. Automatic pipette suitable for 300 μl volumes.

 1. Graph Pad Prism 3.0 (Graph Pad, La Jolla, USA).
 2. Imagewin v2.32 (Walz, Effeltrich, Germany).

 1. Glass tubes in metal racks (10 cm height, 1.5 cm diameter, 48 
tubes per rack, 3 or 6 racks per experiment)—can be washed 
and reused.

 2. ddH2O.
 3. Metal lids for glass tubes—can be washed and reused.
 4. Razor blades or scalpels.
 5. Blunt-end forceps.
 6. Round-bottom 15 ml falcon tubes without lid—can be washed 

and reused.
 7. Standard microscopy glass slides.

3 Methods

The use of two cooling baths in parallel will provide you with 
 sufficient space to process 288 samples in one experiment. The 
freezing temperature course of each experiment should be carefully 
planned. For non-acclimated leaves of the moderately freezing 
 tolerant A. thaliana accession Col-0 a range of −1 to −15 °C and 
for cold acclimated leaves a range of −1 to −21 °C are recom-
mended. It is advisable to take samples in steps of 1–2 °C and to 
condense the temperature interval to 0.5–1 °C steps in the range 
of the expected LT50 value in order to reach an optimal resolution. 
To monitor the comparability between single experiments an inter-
nal control line (e.g., A. thaliana Col-0) should be used in each 
independent experiment. Each plant line in an experiment should 
be covered by four to five technical replicates, so using the setup 
given here will enable you to assess three to four independent plant 
lines in a single experiment.

 1. Seeds are sown in soil and vernalized in a phytotron for 1 week 
under cold-night conditions (12/12-h day/night cycle, 
20 °C/6 °C). After one additional week in short-day condi-
tions (8/16-h day/night cycle, 20 °C/16 °C), plants are 
pricked (three plants per pot (Ø 10 cm)) and kept in short-day 
conditions for 2 more weeks. Four weeks after sowing, plants 

2.2 Software

2.3 Consumables

3.1 Freezing 
Experiment [2, 14]

3.1.1 Design  
the Experiment

3.1.2 Grow the Plants

 Leaf Freezing Tolerance
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are transferred to long-day conditions (16/8-h day/night 
cycle, 20 °C/18 °C) with light supplementation to reach at 
least 200 μE/m2/s. Non-acclimated plants are thus used when 
6 weeks old.

 2. For cold acclimation, the same quantity of plants is transferred 
to a 4 °C growth cabinet (16/8-h day/night cycle, 4 °C) with 
90 μE/m2/s for an additional 14 days [2]. The additional cold 
treatment will minimize developmental processes, so relative 
leaf age will be hardly changed between non-acclimated and 
cold acclimated leaves. Ideally, plants should be in a develop-
mental stage where the leaf rosette is fully expanded, but the 
plant is not yet bolting. Avoid the use of already flowering 
plants. Roughly, 40–45 plants will provide enough leaf mate-
rial to cover all technical replicates of one plant line.

 1. Prepare and label a sufficient amount of glass tubes in metal 
racks, and put them on ice. Additionally prepare a rack con-
taining tubes for unfrozen control leaves which will be kept on 
ice during the entire experiment.

 2. Fill 300 μl of ddH2O into each glass tube for freezing treat-
ment and 600 μl of ddH2O into the control tubes.

 3. Cut three to six rosettes, and arrange the single fully expanded 
leaves in a way to generate stacks of three leaves stemming 
from different rosettes each (see Note 1 for additional informa-
tion). The total amount of leaf material should be about the 
same in each stack. Exclude apparently damaged or senescent 
leaves (see Note 2 for additional information). For chlorophyll 
fluorescence experiments carefully remove soil crumbs from 
the leaves as these will block the fluorescence signal. Prepare a 
sufficient number of stacks to cover all temperature steps of 
one technical replicate and the control. Work quickly to avoid 
wilting of the leaves.

 4. Cut the petioles with a sharp razor blade to generate a common 
base of each stack (Fig. 1a).

 5. Put each leaf stack to the bottom of the appropriate test tube 
with a forceps so that the petioles are enclosed by water 
(Fig. 1b). Take care not to press or fissure the leaves. Put the 
tubes on ice immediately.

 6. Prepare all replicates of all plant lines correspondingly.
 7. Put lids on the control samples, and store them on ice for the 

duration of the experiment.
 8. Put the other tubes into the respective racks in the precooled 

cooling baths (−1 °C), and allow the samples to equilibrate to 
−1 °C for 30 min.

 9. Grind some ice with mortar and pestle to obtain small ice 
crystals.

3.1.3 Conduct  
the Experiment

Anja Thalhammer et al.
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 10. Carefully add a small ice crystal to the bottom of each tube with 
a small spatula (Fig. 1c) to initiate freezing, close the tube lids, 
and incubate for another 30 min at −1 °C to allow ice nucleation 
in the leaves and temperature equilibration.

 11. Start the program with a cooling rate of 4 °C/h, take out 
respective samples at the desired temperatures, and store them 
on ice. If needed, lower cooling rates, such as 2 °C/h, can be 
used as well, but higher cooling rates should be avoided, as 
sample temperature will then not be able to follow bath 
temperature.

 12. Remove samples from the bath at the predetermined steps  
in the temperature protocol, and transfer them immediately to 
an ice bath. Leave all samples on ice in the 4 °C chamber over-
night to thaw. Samples are then ready to process either for 
electrolyte leakage or chlorophyll fluorescence measurements.

 1. Add 7 ml of ddH2O to each tube, including the control tubes, 
so that the leaves are completely immersed. If you are using 
large leaves it might be necessary to use more water.

 2. Incubate the samples on a shaker at 150 rpm at 4 °C for 
approximately 24 h (compare Note 3).

 3. Prepare metal racks with 15 ml falcon tubes in the same setup 
as in your freezing experiment. Fill 4.5 ml of ddH2O into each 
tube, and add 1 ml of the respective sample.

 4. Insert the electrodes carefully into the sample tubes. Measure 
the electrical conductivity of each sample after mixing the solu-
tion thoroughly by moving the electrodes up and down for 
10–12 times (compare Note 4). Wait until a stable value is 
displayed (several seconds). Measure each sample twice, and 
note the higher value. Before transferring the electrodes to the 
next sample, clean them by swaying in ddH2O and tap them 
dry on a paper towel (see Note 5 for additional information).

3.2 Electrolyte 
Leakage [2, 7, 14]

3.2.1 Experimental Setup

Fig. 1 Schematic overview of sample handling during the preparation for a freezing 
experiment. Stacking of three leaves from different leaf rosettes and cutting of 
petioles (a), insertion of leaf stacks into glass tubes containing water (b), addition 
of small ice crystals to initiate ice nucleation in the leaves (c)

 Leaf Freezing Tolerance
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 5. Empty the falcon tubes, and rinse them 2–3 times with 
 deionized water.

 6. Incubate the tubes containing the leaves in a boiling water 
bath for 30 min for determination of the total electrolyte 
content.

 7. Allow the samples to cool down to room temperature, and 
repeat steps 1–4. Use the same tube setup as for the unboiled 
samples.

 1. Collect the data in a suitable data processing software (e.g., MS 
Excel). Calculate the percentage of electrolyte leakage (% EL) 
relative to the conductivity of the boiled samples:

 
%EL

Conductivity unboiled sample

Conductivity boiled sample
=

[ ]
[ ]

××100
 

 2. As the leakage of electrolytes in the control samples is not caused 
by freezing, normalize the % EL of each sample (% ELsample) to 
the average % EL of the control samples (% ELcontrol) within each 
replicate line. For a better comparability of the graphs, normal-
ize your data to a maximum electrolyte leakage of 100 %.  
For this purpose, use the % EL of the lowest freezing tempera-
ture (% ELmax):

 
%EL

% EL % EL

% EL % ELnormalized

sample control

max control

=
−( )
−( )

×1000
 

 3. Import the % ELnormalized values into the GraphPad Prism 3.0 
software (or any other software able to perform the necessary 
calculations) indicating the appropriate number of replicates. 
Analyze the data using nonlinear regression (curve fit) with a 
sigmoidal dose–response. This will give you the LT50 value 
over all technical replicate lines as LOGEC50 (Fig. 2) [2]  
(see Note 6 for additional information). For control purposes 
we strongly recommend to compare the leakage curves of all 
single replicates of one line before calculating the LT50 value.

 1. Keep samples on ice during the whole experiment.
 2. Dark adapt samples, e.g., by completely covering with a black 

sheet or cloth for at least 20 min in order to bring all PSII reac-
tion centers into the open state.

 3. Set up the measuring facilities in a darkroom to keep the samples 
dark adapted during the measurement, and start the Imagewin 
software for data acquisition.

 4. Arrange one of the three leaves of one replicate sample carefully 
on a microscopy slide in the Live Video mode (NIR-measuring 

3.2.2 Data Analysis

3.3 Chlorophyll 
Fluorescence  
Imaging [8, 15]

3.3.1 Experimental Setup

Anja Thalhammer et al.
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light pulses, frequency 1 Hz) (compare Note 7). Focus the leaf, 
and fix the distance of the camera to the sample. This distance 
must be kept the same during all measurements.

 5. Quit the Live Video mode by pressing Exit, and press the Fo, 
Fm button to trigger a saturation pulse. This measurement will 
give you the variable (Fv) and maximal (Fm) chlorophyll a fluo-
rescence of the leaf.

 6. Select the Fv/Fm image, reflecting the maximal PSII quantum 
yield of a dark-adapted leaf.

 7. Save the picture as PAM Image (PIM) file for later analysis, 
press the New Record button, and continue with the next 
sample.

 1. Use the Imagewin software for data processing. You can extract 
the Fv/Fm pictures displayed in a false color scale representa-
tion as shown in Fig. 3.

 2. In addition, you can quantify Fv/Fm values by integration over 
the whole leaf area or desired leaf sections. For this purpose, 
open the respective PIM file with the Imagewin software and 
select Fv/Fm. By using the area of interest (AOI) routine, you 
can set user-defined limits within which the average Fv/Fm 
value will be calculated. This will be displayed in the Report 
menu (compare Note 8).

3.3.2 Data Analysis

Fig. 2 Electrolyte leakage from non-acclimated (na) and cold-acclimated (acc) A. 
thaliana Col-0 leaves frozen to a range of different temperatures. Curves were 
fitted using a logistic regression model, and LT50 values were calculated as the 
temperatures at which 50 % electrolyte leakage occurred. Error bars repre-
sent ± SEM from at least four replicate measurements, with each replicate 
including three leaves from different plants

 Leaf Freezing Tolerance
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 3. Determination of the LT50 values is done analogous to the 
electrolyte leakage procedure (see Note 9 for additional infor-
mation). Determine relative Fv/Fm (Fv/Fm rel) values by normali-
zing the Fv/Fm values of each replicate line (Fv/Fm sample) to that 
of the unfrozen control sample (Fv/Fm control) as well as to the 
Fv/Fm value of the sample exposed to the lowest freezing 
 temperature (Fv/Fm max):

 
F Fm

F Fm F Fm

F Fm F Fm
ν

ν ν

ν ν
/

/ /

/ /rel

sample control

max control

=
−( )
−( )

××100
 

 4. Import the Fv/Fm rel values into the GraphPad Prism 3.0 soft-
ware, and continue as described for % ELnormalized values.

4 Notes

 1. We found no significant difference in freezing tolerance 
between old and young fully expanded leaves from plants of 
the same age [2]. This may, however, be different for small, 
very young leaves.

 2. Working with leaves that are too long and stick out above the 
surface of the cooling fluid (silicon oil) should be avoided, as 
these parts will not reach the same temperatures as the lower, 
fully immersed parts. This will lead to a gross distortion of the 

Fig. 3 Chlorophyll fluorescence imaging of A. thaliana Col-0 leaves. Detached leaves of non-acclimated (na—
upper panel ) and cold- acclimated (acc—lower panel ) plants were frozen to different temperatures and 
thawed slowly. Maximum quantum yield of photosystem II (Fv/Fm) is shown in false color images (as specified 
by the scale bar) at the indicated freezing temperatures. The LT50 values calculated from the numeric Fv/Fm 
values derived from logistic regression models are indicated by arrows

Anja Thalhammer et al.
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LT50 values. If you have to work with such leaves, you need to 
cut them to a suitable length.

 3. If you work with other plants than Arabidopsis, this may need 
to be modified, as thicker leaves may need longer incubation 
times to reach equilibrium with the surrounding water (see for 
example ref. 16).

 4. For a higher sample throughput it is recommended to use two 
programmable baths and two conductivity meters simultane-
ously. Measuring the conductivity can then be done in two racks 
in parallel. Make sure to use the same electrode on a respective 
sample before and after boiling to exclude systematic errors 
caused by differences in the electrodes.

 5. From time to time the conductivity electrodes should be 
cleaned by washing in 1 % SDS in a glass beaker under gentle 
stirring for 1.5 h. Be careful to fix the electrodes in a way  
that they will not slip into the beaker and get broken by the 
stirring bar.

 6. For orientation purposes, it is helpful to know that in A. thaliana 
Col-0, the LT50 of cold acclimated leaves derived from the 
electrolyte leakage assay is about −9.5 °C and for non- 
acclimated leaves about −5.5 °C [2, 5]. These numbers reflect 
the ability of the plant to adapt to freezing temperatures by 
exposure to low but nonfreezing temperatures.

 7. Measuring the chlorophyll fluorescence of all three leaves in a 
tube is not feasible with the number of samples generated  
in these experiments. However, the measurement of one leaf  
is sufficient to provide stable results, when you stick to the 
 suggested number of four to five technical replicates per sam-
ple. However, if one leaf is providing an obviously unreliable 
 picture, you should assess another leaf from the same tube. Do 
not measure the same leaf twice, since the saturating pulse will 
close all of the reaction centers of PSII. A second measurement 
will therefore not provide the Fv/Fm anymore.

 8. In healthy, non-stressed leaves Fv/Fm usually has a value of 
around 0.83 [17] and declines with increasing stress levels.

 9. Although there is a tight linear correlation between LT50  values 
from both assays, those derived from chlorophyll fluorescence 
imaging are generally lower than those from electrolyte leak-
age measurements. This is mainly due to secondary damage 
resulting from the preincubation of electrolyte leakage samples 
in distilled water. However, biological reasons in terms of a 
higher freezing tolerance of photosynthetic membranes in 
comparison to the plasma membrane cannot be completely 
excluded [8].

 Leaf Freezing Tolerance
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    Chapter 4   

 Conducting Field Trials for Frost Tolerance 
Breeding in Cereals    

           Luigi     Cattivelli      

  Abstract 

   Cereal species can be damaged by frost either during winter or at fl owering stage. Frost tolerance per se is 
only a part of the mechanisms that allow the plants to survive during winter; winterhardiness also considers 
other biotic or physical stresses that challenge the plants during the winter season limiting their survival 
rate. While frost tolerance can also be tested in controlled environments, winterhardiness can be determined 
only with fi eld evaluations. Post-heading frost damage occurs from radiation frost events in spring during 
the reproductive stages. A reliable evaluation of winterhardiness or of post-heading frost damage should 
be carried out with fi eld trials replicated across years and locations to overcome the irregular occurrence of 
natural conditions which satisfactorily differentiate genotypes. The evaluation of post-heading frost dam-
age requires a specifi c attention to plant phenology. The extent of frost damage is usually determined with 
a visual score at the end of the winter.  

  Key words     Frost tolerance  ,   Winterhardiness  ,   Vernalization  ,   Post-heading frost damage  ,   Barley  ,   Wheat  

1      Introduction 

 Cereal species can be damaged by frost either during winter or at 
fl owering stage. The tolerance of winter cereals to low tempera-
tures depends on the physiological process known as hardening or 
cold acclimation that occurs when plants are exposed to tempera-
tures ranging from 0 to 5 °C prior to winter freezing. There is 
large genetic variation for the ability to survive freezing tempera-
tures among the cereal species, with winter-habit rye cultivars having 
the best freezing tolerance followed by hexaploid winter wheat and 
winter barley and oat [ 1 ]. Nevertheless, it should be noticed that 
rye, wheat, barley, and oat genotypes are all capable to cold accli-
mate, to some extent, in response to low temperatures. 

 Frost tolerance is intimately connected with vernalization. The 
cereal genotypes have traditionally been classifi ed into three main 
groups: spring types, which pass to the reproductive phase quickly, 
without vernalization and even in short days; winter types, which 
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display a strong vernalization requirement and sensitivity to short 
days; and intermediate or alternative (also called facultative) types 
which fl ower quickly in long days but in which fl oral induction is 
more or less inhibited by short days. In the light of the knowledge 
achieved by molecular genetics three major vernalization loci,  Vrn- 1  , 
 Vrn-2 , and  Vrn-3 , have been identifi ed as the determinants of the 
vernalization response [ 2 ]. Since no allelic variation at the  Vrn- 3   
locus was observed within the cultivated germplasm, a two-gene 
epistatic model was proposed in barley [ 3 ] as well as in wheat [ 4 ]. 
A higher level of frost tolerance is generally associated with the win-
ter growth habit; nevertheless, some studies have also reported a 
high level of frost tolerance in facultative genotypes without vernal-
ization response [ 5 ,  6 ]. Plants with facultative growth habit are more 
ready to react to changes in environmental factors (light inten-
sity, temperature) assuring fl owering under a wide range of climatic 
conditions, a trait associated with a high adaptation capacity. 

 The general association between winter habit and frost toler-
ance is explained by the genetic linkage between the Vrn-1  locus 
and the two loci controlling frost tolerance,  Frost Resistance-1  ( Fr- 1  ) 
and  Fr-2 , all located on the long arm of chromosome 5A in wheat 
[ 7 ,  8 ] and 5H in barley [ 9 ].  Fr-1  is a pleiotropic effect of  Vrn-1  (or 
it co-segregates with  Vrn-1 ), while  Fr-2  maps about 30 cM proxi-
mal from  Vrn-1 / Fr-1. Fr-2  contains a cluster of  CBF  genes, a fam-
ily of cold inducible transcription factors known to control the 
expression of a large part of the cold-regulated genes. Allelic varia-
tions at the  Fr-1 / CBF  locus are known to modify cold acclimation 
capacity and, in turn, frost tolerance [ 10 ]. 

 Frost tolerance per se is only a part of the mechanisms that allow 
the plants to survive during winter and to synchronize their life cycle 
with the seasonal cycle. From an agricultural (and economical) point 
of view, winterhardenes (or winter survival) is a more relevant and 
broad concept than frost tolerance, although frost tolerance often 
represents the main factor for winter survival. Winterhardiness con-
sider the plants within the whole ecosystem where other organisms 
(e.g., pathogens specifi cally adapted to low temperature) or physical 
conditions (e.g., anoxia, limited soil fertility) can challenge the 
plants, thus limiting their survival rate [ 11 ]. Winterhardiness can be 
determined only with fi eld evaluations. 

 Barley and wheat crops can also experience frost damage at the 
reproductive stage. Post-heading frost damage is a main problem 
in southern Australia where barley and wheat are planted in autumn 
with the majority of the growing season over winter. Winter is usu-
ally mild, and winter frost damage is virtually absent. The predomi-
nant frost damage occurs from radiation frost events in spring 
during the reproductive stage. Radiation frosts occur under 
clear night skies, where more heat is radiated away from the crop 
canopy than it receives. The loss of radiant energy causes the 
temperature to fall, which can damage sensitive reproductive 
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tissues at sub-zero temperatures. These frost events can cause fl oret 
and spike abortion as well as damage to the developing grain, 
which can have a signifi cant impact on yield and quality [ 12 ,  13 ].  

2    Methods 

  The intensity and the frequency of frost events during winter are 
unpredictable and vary signifi cantly depending on locations and 
years limiting the effectiveness of winterhardiness fi eld trials ( see  
 Note 1 ). A reliable evaluation of winterhardiness is carried out 
with fi eld trials replicated across years and locations. In each loca-
tion, a randomized design with three or more replicates is recom-
mended, and small plots (2–3 m 2 ) are usually suffi cient to evaluate 
the winterhardiness. The sowing date, being determinant for 
growth stage, plays a decisive role in frost tolerance and winterhar-
diness [ 14 ]. Late sowing limits the plant development before frost 
events and does not allow the complete deployment of the plant 
acclimation potential. Therefore, the application of different sow-
ing dates might reveal differences in the frost tolerance capability 
of the genotypes under evaluation. Overall, a complete design to 
test winterhardiness considers three or more locations in different 
climatic regions, in 2 or more years and, if possible, two sowing 
dates with a replicated fi eld design. A weather station in the prox-
imity of the fi eld trial is used to record the temperature throughout 
the winter season. 

 The extent of winter damage is usually assessed at the end of 
the winter by visual scoring. A frequently used scoring system is 
based on a 0–9 scale [ 14 ,  15 ] with

   0: no damage  
  1: slightly yellowed leaf tips  
  2: half-yellowed basal leaves  
  3: fully yellowed basal leaves  
  4: whole plants slightly yellowed  
  5: whole plants yellowed and some plants withered  
  6: whole plants yellowed and 10 % plant mortality  
  7: whole plants yellowed and 20 % plant mortality  
  8: whole plants yellowed and 50 % plant mortality  
  9: all plants killed    

 Some examples of fi eld experiments for the evaluation of win-
terhardiness and of winter damage are given in Figs.  1 ,  2 ,  3 , and  4 .

      In environments where snow is frequent, a long-lasting snow 
cover can interfere signifi cantly with the evaluation of winterhardi-
ness ( see   Note 2 ). In these conditions, the fi eld evaluation can be 

2.1  Winterhardiness

Field Trials with Cereals
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  Fig. 1    Barley fi eld trial after a cold winter with a long snow cover period 
(Fiorenzuola, Northern Italy). The cultivar on the  left  has no damage (score 0), 
while the cultivar on the  right  shows all plants completely yellowed but with no 
dead plants (score 5)       

  Fig. 2    A close-up of a barley plant with clear symptoms of winter damage on the 
older leaves, but with the crown still alive       

integrated with a parallel experiment where plants are grown in 
boxes in an open air space and protected from snow with a shelter 
[ 5 ]. Under the shelter the plants are exposed to natural tem-
perature variations, but without snow cover. A comparison between 
shelter-protected and fi eld-grown plants allows the estimation of the 
snow- and other winter-related stress factors on winterhardiness. 
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  Fig. 3    Barley fi eld trial after a cold winter with a long snow cover period 
(Fiorenzuola, Northern Italy). Some cultivars are completely  killed by winter con-
ditions (an example is given in Fig.  4 ), while other cultivars show extended leaf 
damage but limited plant mortality. Border plots ( dark green ) are sown with 
bread wheat, a cereal species with a higher frost tolerance than barley (Color 
fi gure online)       

  Fig. 4    A barley genotype showing a high level of winter damage, where only a 
few plants are still alive after winter (score 9)       
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 The progress of the cold acclimation during winter in fi eld- 
grown plants can be monitored taking leaf or crown samples from 
some representative plants and using them for standard frost 
 evaluation tests such as the assessment of electrolyte leakage after 
freezing in controlled conditions.  

  As for winterhardiness, the evaluation of post-heading frost 
damage requires a multi-location fi eld trial design to overcome the 
unpredictability of late frost events. Furthermore, the evaluation of 
post-heading frost damage has a high risk of escape due to differ-
ence in plant phenology and morphology and spatial temperature 
variations. To control for plant phenology two main strategies are 
used: (1) test genotypes with similar heading time, and (2) use dif-
ferent sowing dates in order to compare plants at similar pheno-
logical stage deriving from different sowings ( see   Note 3  for 
additional techniques). Typically an experimental design for the 
evaluation of post-heading frost damage is run on several locations 
and with two to four sowing dates. Usually, early sowing encour-
ages early fl owering during the period of highest frost risk. Different 
sowing dates are required to allow for maturity differences between 
genotypes and to collect data from multiple frost events during the 
same season. Small plots are used to give the maximum number of 
genotypes in a small area to reduce the effect of spatial temperature 
variation. Thermometers distributed in the fi eld are used to moni-
tor spatial temperature differences. After each frost event, a num-
ber of tillers at the same developmental stage are tagged to allow a 
comparison at similar developmental stages. Frost-induced sterility 
is assessed 10–20 days later on each spike and expressed as percent-
age of total fl orets [ 12 ]. Additional frost-induced grain damage is 
scored at maturity.   

3    Notes 

     1.    Field evaluation of winterhardiness has been the fi rst and sim-
plest method used to select for frost tolerance. Quite often, the 
irregular occurrence of natural conditions which satisfactorily 
differentiate genotypes results in large experimental errors and 
complicates the detection of small but meaningful differences 
among cultivars. This limitation has prompted the development 
of a number of methods for the assessment of frost tolerance 
under controlled conditions. Nevertheless, fi eld evaluation 
offers the unique opportunity to assess the overall winterhardi-
ness capacity that is more than a simple evaluation of frost 
tolerance measured under controlled temperature conditions 
in a growth chamber. To overcome the intrinsic limitations of a 
fi eld evaluation of winterhardiness, replication of the experiments 

2.2  Post-heading 
Frost Damage
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across locations and years must always be considered. A funda-
mental question concerns what kind of frost-tolerant plants we 
will need in the future, when the foreseen global climate 
changes will generally increase the temperature, reducing the 
frequency and the extent of harsh winters [ 11 ]. At a fi rst 
impression the global warming might reduce frost damage in 
crops, but this is not likely to happen. A consequence of the 
warming is the fl uctuation of winter temperatures; winter 
warm spells are becoming more frequent than in the past [ 16 , 
 17 ], and this has a strong impact on the frost tolerance both in 
crops and natural fl ora. Vernalization is generally saturated or 
partially saturated during the fi rst month of the winter. As a 
consequence, during a winter warm spell plants start active 
growth, thereby loosing most of their freezing tolerance. This 
condition leads to the exposition of not hardened plants to 
subsequent frost events. Since frost tolerance is intimately 
associated with a reduction in plant growth [ 18 ], it is unlikely 
that actively growing plants retain their hardening capacity. 
Therefore, the ability to rapidly change the physiological con-
ditions in response to a fl uctuation of temperature might 
become more important than absolute frost tolerance capacity. 
Testing the adaptation of cereal species and genotypes to the 
new winter climate under natural conditions will be an essen-
tial aspect of cereal breeding for temperate and cold regions in 
the coming years. Therefore, although in the last decades the 
evaluation of winterhardiness has often been substituted with 
tests for frost tolerance in controlled conditions, the fi eld eval-
uation will remain and will acquire even more relevance in the 
future since there will be a need to breed new varieties for the 
new climatic conditions.   

   2.    In deep-snow regions, the plants survive winter under a long- 
lasting snow cover. Snow provides a protection from deep frost 
keeping soil temperature at crown level between 0 and −10 °C 
despite the very low air temperature. Prolonged snow cover 
prevents photosynthesis, reduces plant metabolism, and 
exposes the plants to psychrophilic pathogenic fungi known as 
snow mould fungi [ 19 ] as well as to some risks of anoxic stress 
when the snow melts [ 20 ]. The most relevant snow mould 
fungi are snow scald ( Sclerotinia borealis ), speckled snow 
mould ( Typhula ishikariensis ), and pink snow mould 
( Microdochium nivale ) [ 19 ]. When snow mould infections 
occur during an experiment for the evaluation of winterhardi-
ness, it should be considered that the performance of the plants 
will be mainly determined by their susceptibility to snow 
mould, which, to some extent, is determined by the cold 
acclimation state of the plants [ 21 ].   
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   3.    A new method for the evaluation of post-heading frost damage 
has recently been proposed. The application of supplementary 
artifi cial light in the fi eld, aiming to modify the natural photo-
period, together with a specifi c fi eld design allows the genera-
tion of a “photoperiod gradient.” Thereby, same genotypes, 
depending on the light conditions, can be stimulated to fl ower 
at different times. This will allow the screening of genotypes 
with different phenologies under natural fi eld frost conditions 
at matched developmental stages [ 22 ].         
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    Chapter 5   

 A Whole-Plant Screening Test to Identify Genotypes 
with Superior Freezing Tolerance 

           Annick     Bertrand     ,     Yves     Castonguay    , and     Josée     Bourassa    

   Abstract 

   Freezing tolerance is a determinant factor of persistence of perennials grown in northern climate. Selection 
for winterhardiness in fi eld nurseries is diffi cult because of the unpredictability of occurrence of test winters 
allowing the identifi cation of hardy genotypes. Here we describe a whole-plant assay entirely performed 
indoor in growth chambers and walk-in freezers to identify genotypes with superior tolerance to freezing 
within populations of open pollinated species. Three successive freezing stresses are applied to progressively 
eliminate 90 % of the population and to retain only the 10 % best performing genotypes. This approach can 
be used to generate recurrently selected populations more tolerant to freezing in different species.  

  Key words     Freezing tolerance  ,   Recurrent selection  ,   Controlled conditions  ,   Freezing stress  ,   Perennial crops  

1      Introduction 

 Winter survival is determined by the plant capacity to withstand 
numerous abiotic and biotic aggressions during the overwintering 
period. Cumulative evidence indicates that tolerance to low freezing 
temperatures plays a central role with regard to adaptation to win-
ter [ 1 ]. Freezing tolerance is a quantitative trait with low-to- 
moderate heritability. Success in breeding freezing-tolerant plants 
using conventional plant breeding methodologies has been limited 
in spite of the presence of large genetic diversity for this trait within 
populations of open-pollinated species [ 2 ]. Improvement of plant 
winterhardiness has historically been based on fi eld selection of 
genotypes that survive winters [ 3 ]. However, the unpredictability 
of test winters due to large variations between and within locations 
and the environmental conditions to which the plants are exposed 
severely limits the predictability of this approach [ 4 ]. As a result, 
costly assessment of the genetic material at multiple locations over 
many years is often used to minimize environmental effects and to 
increase the likelihood to accurately discriminate plants with regard 
to their winterhardiness potential. New approaches are needed by 
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breeding programs to accelerate and reduce the cost of assessment 
of freezing tolerance. In addition, the effi ciency of gene discovery 
studies is highly determined by the availability of assays for high- 
throughput and reliable screening of plant phenotypes. 

 To address issues associated with the unpredictability and 
resource-intensive assessment of winterhardiness in the fi eld, we 
devised a method of selection entirely performed indoor under 
controlled conditions [ 5 ]. Using that approach, large numbers of 
genotypes from initial genetic backgrounds are subjected to suc-
cessive freezing stresses to progressively eliminate freezing- sensitive 
plants and ascertain the phenotype of the most hardy plants. At the 
completion of the selection process, plants comprising the 10 % 
superior genotypes can be intercrossed to generate a new  population 
putatively improved for its tolerance to freezing (TF populations). 
Using this approach, several cycles of selection (depending on the 
species and initial gene pool) can be performed in order to pro-
gressively increase the frequency of adaptive alleles and to promote 
epistatic interactions in a recurrent selection process. Up to now, 
we successfully applied this approach in a number of open- 
pollinated species including alfalfa [ 5 ], red clover [ 6 ], and peren-
nial ryegrass [ 7 ].  

2    Materials 

 Start with open-pollinated species with characterized extensive 
genetic variability to avoid genetic bottlenecks eventually leading 
to lower plasticity for adaptation and restricted fi tness. 

      1.    Seeds: 1,500 viable seeds of an initial genetic background 
ready for germination ( see   Notes 1  and  2 ).   

   2.    Soil: Potting soil plus slow-release fertilizer (14-14-14, 300 mL 
per 100 L of soil; Osmocote, Scotts, Marysville, OH, USA).   

   3.    Fertilizer: 20-20-20 + micronutrients (1 g/L).   
   4.    Pots: The pot system consists of 1,500 individual cells arranged 

in trays: 164 mL volume Ray Leach Cone-tainers (SC10 Super 
Cell, low density) and RL98 trays as well as IPL Rigi-pots 
IP110 (Stuewe and Sons, Inc., Tangent, OR, USA).   

   5.    Plastic labels.      

      1.    Controlled environment chambers: Growth chambers with a 
temperature range from 2 to 25 °C and irradiance from 150 to 
600 μmol photons/m 2 /s PPFD. A surface of 6.69 m 2  is 
required for seeding one population.   

   2.    Large walk-in programmable freezer with a temperature range 
from −2 to −30 °C ( see   Note 3 ).       

2.1  Plant Material

2.2  Controlled 
Environment 
Chambers and 
Programmable Freezer
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3    Methods 

      1.    Fill the pots (Cone-tainers), which have been previously placed 
in IP110 Rigi-Pots, with uniformly humid soil. Slightly compact 
the soil up to 1.5 cm below the top.   

   2.    Place two seeds per pot.   
   3.    Cover the seeds with 0.5 cm of sieved soil, and water the pots 

uniformly by hand.   
   4.    Identify each IP110 tray with a plastic label.   
   5.    Place trays in growth chambers under the following environ-

mental conditions: 16-h photoperiod with an irradiance of 
400–600 μmol/m 2 /s PPFD and a day:night temperature 
regime of 22:17 °C.   

   6.    After 1 week, thin to one seedling per pot ( see   Note 4 ).   
   7.    Water the plants when needed, and fertilize twice a week for 

the fi rst 3 weeks of growth ( see   Note 5 ) with a 1 g/L solution 
of a commercial fertilizer (20-20-20 + micronutrients).   

   8.    After 4 weeks of growth, transfer the plants to cold acclimation 
conditions.      

      1.    Place trays in growth chambers set to the following environ-
mental conditions: 8-h photoperiod (200–250 μmol/m 2 /s 
PPFD) under a constant temperature of 2 °C.   

   2.    Water the plants when needed. Do not fertilize.   
   3.    After 2 weeks of acclimation at 2 °C, transfer the tubes con-

taining the plants in RL98 racks leaving a free row between 
each plant row. This pattern will facilitate even temperature 
distribution in each pot ( see   Note 6 ).   

   4.    Transfer the plants to a programmable freezer set at −2 °C after 
an adequate irrigation of the pots ( see   Note 7 ).   

   5.    After the soil is well frozen (1–2 days), cover the racks with 
tarpaulins to avoid plant desiccation.   

   6.    Acclimate the plants at nonlethal freezing temperature (−2 °C) 
in the dark for 2 weeks ( see   Note 8 ).   

   7.    Remove the tarpaulin the day before application of freezing 
stress.      

         1.    After 2 weeks at −2 °C, progressively decrease the temperature 
in the freezer to the expected lethal temperature for 50 % of 
the plants (LT 50 ) using the following stepwise decrease: decre-
mental steps of 2 °C during a 30-min period followed by a 
90-min plateau at each temperature ( see   Note 9 ).   

   2.    When the expected LT 50  is reached, withdraw the plants from 
the freezer after a 90-min exposure.   

3.1  Seeding 
and Growth

3.2  Cold Acclimation

3.3  Application 
of Freezing Stresses 
(Fig.  1 )

Screening Test for Freezing Tolerance
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   3.    Let the plants slowly thaw overnight at 4 °C in the dark.   
   4.    Cut the plants to 3–4 cm height.   
   5.    Transfer the plants to initial growth conditions (16-h photope-

riod under 400–600 μmol/m 2 /s PPFD; day:night tempera-
ture of 22:17 °C) for 4 weeks (Fig.  2 ).

SELECTION BY FREEZING STRESS

1500 genotypes grown for four weeks under controlled conditions

Transfer at 2�C for two weeks

Transfer at-2�C for two weeks

Progressive decrease of temperature to approx.
LT50 (Stress 1)

Four weeks of regrowth

Two additional stress applied

100 best performing genotypes intercrosssed to
generate TF1 population

Process repeated each year within
the new TF population created

  Fig. 1    Schematic illustration of the procedure used for the selection of popula-
tions tolerant to freezing.  Source : Castonguay et al. (2009) [ 5 ], reprinted with 
permission from ASA, CSSA, SSSA       

  Fig. 2    Red clover regrowth following selection after a fi rst freezing stress       
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       6.    Select genotypes that survived the freezing stress ( see   Note 10 ).   
   7.    Expose the selected genotypes to a second round of cold accli-

mation followed by exposure to a freezing stress down to a 
temperature slightly below the initial test temperature to 
 eliminate another group of genotypes ( see   Note 11 ).   

   8.    Transfer the plants to initial growth conditions (16-h photope-
riod under 400–600 μmol/m 2 /s PPFD; day:night tempera-
ture of 22:17 °C) for 4 weeks.   

   9.    Repeat the entire cycle of acclimation-freezing stress-regrowth 
a third time.   

   10.    Among the plants remaining after the third cycle of selection, 
retain the 100 most vigorously growing genotypes ( see   Note 12 ).   

   11.    Transplant these genotypes into 15 cm diameter pots, and 
transfer the plants to optimal growth conditions until 
fl owering.      

  Intercross the selected plants randomly using hand pollination or 
confi ned enclosure, depending on plant species and pollination 
type (Fig.  3 ).

         1.    Harvest the seeds of each genotype separately when they are 
ripened.   

   2.    Pool seeds into a bulked sample using an equal representation 
of each genotype ( see   Note 13 ).       

3.4  Intercrossing

3.5  Harvesting 
Seeds

  Fig. 3    Crossing 100 superior genotypes of alfalfa in a greenhouse       
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4    Notes 

     1.    Depending on the plant species tested, seeds could need a pre-
treatment such as scarifi cation or imbibition to optimize 
germination.   

   2.    Proceed with a germination test before seeding to ensure hav-
ing suffi cient genetic material to complete three freezing 
stresses and end up with a suffi cient number of genotypes to 
reduce the risk to create a genetic bottleneck during the recur-
rent selection process.   

   3.    The lowest temperature of the freezer has to be inferior or 
equal to the LT 50  of the population under selection. In cases 
when the expected LT 50  is lower than the lowest temperature 
of the freezer, stress intensity can be varied by increasing expo-
sure time at the last plateau.   

   4.    Check the seeding regularly, and remove late-sprouting 
genotypes.   

   5.    Fertilization should be stopped 1 week before transferring the 
plants to cold acclimation because it could interfere with the 
cold acclimation process.   

   6.    Thermocouples measuring the actual temperature reached in 
the soil could be installed 1 cm deep in the soil.   

   7.    The day before transferring the plants to −2 °C, it is important 
that the plants have been uniformly well watered and well 
drained. Soil water content has a major impact on the process 
of plant cold acclimation and freezing tolerance [ 8 ].   

   8.    Acclimation at −2 °C in the dark is very important to reach the 
maximum cold acclimation of the plants [ 9 ].   

   9.    Preliminary assays with a subset of plants are highly recom-
mended to accurately target the LT 50  and avoid insuffi cient or 
too intensive selection pressure that will markedly affect the 
screening process. LT 50  varies with species, germplasm, and the 
number of cycles of selection.   

   10.    Each cycle of acclimation-freezing stress-regrowth should 
eliminate ≈50 % of the plants. If you start with 1,500, around 
750 plants should remain after a fi rst cycle, 375 after two 
cycles, and 175 after three cycles. After the third cycle, select 
the 100 most vigorous among the 175 surviving plants.   

   11.    The level of temperature of each freezing stress could be 
adjusted according to the number of surviving plants that are 
obtained after each cycle. If too many plants are killed after one 
cycle, set the second stress 1–2 °C above the temperature 
of the previous stress. If not enough plants are killed, set 
the following stress 1–2 °C below the previous temperature. 

Annick Bertrand et al.
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If after three stresses too many undamaged plants are obtained, 
choose the 100 most vigorous individuals of the population to 
undergo the next cycle of selection.   

   12.    For a better estimate of the vigor of the genotypes, it is recom-
mended to make this last screening after 2–3 weeks of regrowth.   

   13.    This pool of seeds represents the next TF population that will 
be seeded to undergo another cycle of selection.         
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    Chapter 6   

 Mapping of Quantitative Trait Loci (QTL) Associated 
with Plant Freezing Tolerance and Cold Acclimation 

           Evelyne     Téoulé      and     Carine     Géry     

  Abstract 

   Most agronomic traits are determined by quantitative trait loci (QTL) and exhibit continuous distribution 
in segregating populations. The genetic architecture and the hereditary characteristics of these traits are 
much more complicated than those of oligogenic traits and need adapted strategies for deciphering. 
The model plant  Arabidopsis thaliana  is widely studied for quantitative traits, especially via the utilization 
of natural genetic diversity. Here we describe a QTL-mapping protocol for analyzing freezing tolerance 
after cold acclimation in this species based on its specifi c genetic tools. Nevertheless, this approach can also 
be applied for the elucidation of complex traits in other plant species.  

  Key words     QTL-mapping  ,    Arabidopsis thaliana   ,   Freezing tolerance  ,   Natural variability  

1      Introduction 

 Low temperatures, besides drought and salt stress, are among the 
most important abiotic environmental factors affecting the 
geographical distribution of plant species as well as growth and 
yield of crop plants. The ability of plants to survive freezing 
temperatures is largely dependent on their ability to cold acclimate. 
The acclimation process triggers an increase of freezing resistance 
after an exposition to low but nonfreezing temperatures. It induces 
wide modifi cations in the physiology and metabolism of the plant, 
as changes in lipid composition of membranes, increase in cryopro-
tectant molecules such as sugars and proline for    example. These 
changes are largely associated with variations in gene expression. 
Due to its major agronomic importance, this trait has been extensively 
studied not only in crops but also in model plants, such as 
 Arabidopsis thaliana , and numerous cold-induced genes have been 
identifi ed [ 1 ,  2 ]. Although these approaches, based on monogenic 
mutant analyses, have been very successful, freezing tolerance is a 
trait, quantitative in nature, and other genetic approaches, for 
example studying complex traits via quantitative trait loci (QTL) 
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mapping [ 3 ], have appeared as powerful tools to identify novel 
genes involved in freezing tolerance. These strategies have been 
applied successfully to crop plants [ 4 – 6 ] and more recently to 
model species. 

 The model species  A. thaliana  is a chilling-tolerant plant capa-
ble of cold acclimation. It is widely distributed all over the Northern 
hemisphere, and therefore natural accessions are exposed to vari-
ous climates. Natural variation for freezing tolerance after acclima-
tion has been demonstrated in several studies [ 7 ], and this trait 
appears to be correlated with habitat winter temperatures [ 8 – 10 ]. 
This suggests that this character could be under natural selection 
and that natural genetic variability could be larger than previously 
predicted. Deciphering this complex trait via QTL mapping in 
 A. thaliana , where numerous genetic tools are available, appears 
particularly pertinent (Fig.  1 ). These approaches could increase 
our  understanding of the gene networks and molecular mecha-
nisms underlying the response to cold in  A. thaliana  and identify 
new targets for breeding in crop plants. Several fruitful studies con-
fi rmed this working hypothesis [ 3 ,  7 ,  11 ]. 

 The key idea in QTL analysis and mapping is the identifi cation 
of linkage disequilibrium or signifi cant associations between 
genetic markers and quantitative phenotypic data in a segregating 
population, generally issued from a biparental cross: this implies 
the availability of dense genetic maps and effi cient and reproduc-
ible phenotypic tests. Phenotyping has proved to be a crucial part 
of the work. Considering freezing tolerance, this trait is continu-
ous and can be assessed through freezing tests (in fi elds or under 

90

80

70

60

50

40

30

20

N
um

be
r

Phenotype

Col-0
Bur-0

0<1 1<2 2<2,5 2,5<3 3<3,5

10

0

  Fig. 1    Distribution of the score for the freezing tolerance phenotype of the core population of RILs derived 
from the Bur-0 × Col-0 cross. Both parental phenotypes are indicated by  arrows . Despite a small difference 
in freezing tolerance phenotype between Bur-0 and Col-0, a strong variability, due to transgression, is 
observed in the RIL population       
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controlled conditions). Integrative measurements consist of the 
evaluation of freezing injuries by means of notes on a standard 
scale and/or evaluation of recovery by estimating the percentage 
of viability [ 7 ]. Electrolyte leakage tests, based on the evaluation of 
plasmalemma alterations [ 12 ], also allow the evaluation of freezing 
tolerance and are used in various species. Especially the method of 
LT 50  temperature corresponding to 50 % lethality measured via 
electrolyte leakage measurements is very reliable and has been used 
in several studies [ 7 ,  11 ,  13 ]. 

 In this chapter, we describe protocols that we currently use for 
the mapping of QTL associated with plant freezing tolerance after 
cold acclimation in  A. thaliana . To summarize, protocols are devel-
oped for three main steps: (1) primary QTL detection in classical 
segregating populations and localization of wide candidate regions, 
(2) validation of the QTL by genetic approaches using more spe-
cifi c material, and then (3) fi ne mapping of positive regions. A 
strategy based on mutants and genetic complementation is 
described for the step of validation of potential candidate gene(s). 
Yet, the context could be largely different for other species, as 
for example crop species with fewer available genetic tools or gen-
erally less developed resources: the researcher will fi nd it advanta-
geous to take all the underlined points into account before initiating 
an experimental strategy for QTL detection and mapping.  

2    Materials 

      1.    Seed stocks    of  A. thaliana  accessions and mapping populations 
as Recombinant Inbred Lines (RILS), F2, Backcross (BC), 
Heterogeneous Inbred Lines (HIFs) ( see   Notes 1 – 3 ) are 
obtained from the  A. thaliana  Resources Center (BRC) in IJPB 
in INRA/Versailles. All the seed stocks are described and can be 
ordered at    http://publiclines.versailles.inra.fr/         ( see   Note 4 ).   

   2.    Available RILs are all derived from the same type of cross: the 
female parent is one accession of the core collection (maximizing 
the diversity of the whole collection), and the male parent is 
Col-0. For each RIL population are available a minimal set, a 
core population of 164 RILs, and the complete set. The mini-
mal set includes 20 lines representative of the whole popula-
tion that allows checking phenotypic diversity in the selected 
RIL population easily and rapidly. The core population is opti-
mized for QTL detection. The complete set includes all the 
RILs issued from the initial cross, derived from the 500 starting 
F2 plants. All genotyping data are also available and can be 
downloaded as “.raw,” “.maps,” and “.xls” fi les. “.raw” and “.maps” 
are necessary and used for primary QTL detection. “.xls” fi les 
are presented in a format optimized to research for regions of 
residual heterozygosity in the different RILs   .

2.1  QTL Mapping 
Populations
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http://publiclines.versailles.inra.fr/


46

       3.    RILs are homozygous with low residual heterozygosity 
(around 3 %). RILs are obtained as follows (Fig.  2 ;  see   Note 1 ): 
F1 seeds are produced by crossing the selected parental acces-
sions; plants are grown and self-fertilized. 500 F2 lines are 
generated through single-seed descent until F6 generation 
without selection. Then one plant per line is chosen again for 
selfi ng to obtain F7 seeds, which are used as a bulk for 
genotyping.

             1.    Extraction buffer: 200 mM Tris–HCl (pH 7.5), 250    mM 
NaCl, 25 mM EDTA, 0.5 % SDS.   

   2.    Isopropanol.   
   3.    75 % ethanol.   
   4.    TE buffer: 10 mM Tris (pH 8.0), 1 mM EDTA.   

2.2  DNA Extraction 
for Genotyping 
of Plant Material

  Fig. 2    Examples of mapping populations usable for QTL detection: Crossing homozygous parental accessions 
produces fully heterozygous F1 plants. The parents are homozygous due to the self-pollination regime of 
 A. thaliana . F1 plants can be backcrossed with one parent, generating BC populations, or self-pollinated to 
produce F2 populations. The F2 population itself can be used as a mapping population or lines can be selfed 
through single-seed descent (SSD) until F6 generation without selection. Then one plant per line is chosen 
again for selfi ng to obtain F7 seeds, which are used as a bulk for genotyping. For easier reading, one chromo-
some pair only is represented on the scheme.  BC  backcross,  SF  self-fertilization       
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   5.    Ball mill MM30 (Retsch, Haan, Germany).   
   6.    Eight-strip 1.2-ml collection tubes.   
   7.    Polypropylene 96-well microplates.      

      1.    For plant growth and freezing test: Greenhouse with cooling 
in summer and heating and light supplementation in winter, 
growth chambers for acclimation and freezing periods (cham-
bers under 12-h photoperiod, 70 μE/m 2 /s light intensity, and 
70 % relative humidity), able to stay stable at 4 °C for acclima-
tion and at negative temperatures from −5 to −8 °C for freez-
ing tests.   

   2.    0.1 % agarose in water.      

      1.    MAPMAKER 3.0 [ 14 ] to establish genetic maps.   
   2.    The Unix version of QTL CARTOGRAPHER 1.14 [ 15 ] to 

perform QTL analyses.       

3    Methods 

      1.    The fi rst step consists of choosing parental accessions of the 
mapping population. Both parental lines must exhibit signifi -
cant genetic distance. Sometimes they are chosen for their phe-
notypic contrast, but this is not absolutely necessary. Effectively, 
despite a low difference in phenotype between accessions, large 
variability could be observed in the mapping populations 
derived from the cross (Fig.  1 ).   

   2.    Several mapping populations are already available in BRC: F2 
and RILs. RILs are often preferred to other populations when 
preexisting and available. If not, F2 populations are more rapid 
to generate and could be used in primary detection.   

   3.    Mapping populations are genotyped with molecular markers: 
SNPs, microsatellites, and/or indels chosen to get regular 
spacing on the genome. The distance between markers can 
vary depending upon plant material ( see   Note 5 ).   

   4.    MAPMAKER 3.0 is used to establish the genetic map, and the 
Kosambi [ 16 ] mapping function is used to convert recombina-
tion data into map distances, as it seems optimal for  A. thali-
ana  [ 17 ].      

      1.    Seeds of the 164 RILs ( see   Note 6 ) are put in 0.1 % agarose at 
4 °C in the dark for 48 h to ensure homogenous germination.   

   2.    They are then sown with a pipette in square pots containing 
organic substrate and irrigated with mineral nutrient solution 
once a week and with water. Plants are sown in little bunches, 

2.3  Evaluation 
of Freezing Tolerance

2.4  Software 
for QTL Analysis

3.1  Generation 
of QTL Mapping 
Populations

3.2  Evaluation 
of the Freezing 
Tolerance Phenotype
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12 lines per pot in a random design allowing blind notation. 
Plants are grown in a greenhouse for 14 days, when they have 
reached the six- to eight-leaf stage.   

   3.    They are then transferred for cold acclimation to a growth 
chamber at 5 °C under 12-h photoperiod, 70 μE/m 2 /s light 
intensity, and 70 % relative humidity for 7 days.   

   4.    Acclimated plants are then exposed to freezing temperatures 
varying from −4 to −8 °C, depending upon germplasm, for 48 h.   

   5.    At this time, plants are removed from freezing conditions and 
put back in the greenhouse.   

   6.    These experimental conditions have to be optimized in a fi rst 
round of experiments to maximize the variation in the response.   

   7.    A week later, tolerance to freezing is determined by evaluating 
leaf damage and capacity for continued growth. Using a 
method favored by agronomists [ 18 ], damage to leaves is eval-
uated by noting on a scale, ranging from 0 (no damage) to 6 
(dead plants) [ 19 ].   

   8.    Each line is sown in fi ve replicates, and a mean score is calculated.      

      1.    The phenotype scores are collected in an Excel fi le, and the 
mean and standard deviation are calculated for each RIL to 
check the quality of scoring. Aberrant values can be discarded 
at this step.   

   2.    Matrix data for QTL detection is built by combining the mean 
phenotypic values with genotype data for each line from the 
RIL population (Fig.  3 ).

       3.    QTL analyses are performed with a Unix version of QTL 
Cartographer [ 15 ], which is a suite of programs for mapping 
QTL onto a genetic linkage map, but other software are avail-
able for this purpose as well ( see   Note 7 ).   

   4.    First, interval mapping (IM) [ 20 ] is used to determine putative 
QTL involved in the variation of the trait. However, the local-
ization and genetic effects of such detected QTL can be con-
fused because of the presence of other linked QTL or because 
of nonrandom segregation of other QTL in the population.   

   5.    Composite interval mapping (CIM) allows addressing these 
limitations: The signifi cant markers in the population, detected 
by regression analysis, are chosen as cofactors to estimate maxi-
mum likelihood for QTL. Effects of possible other QTL are 
then taken into account.   

   6.    Model 6 of QTL Cartographer is therefore performed on the 
same data: The closest marker to each local logarithms of odds 
(LOD) score peak, a putative QTL, is used as a cofactor to 
control the genetic background while testing at a position of 
the genome [ 15 ]. When a cofactor is also a fl anking marker of 

3.3  QTL Analysis
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the tested region, it is excluded from the model. The number 
of cofactors involved in our models varied between one and six 
for a full RIL set (400–500 lines) and a maximum of four for a 
core population (164 lines).   

   7.    The LOD signifi cance threshold (2.3 LOD) is estimated from 
1,000 permutation test analyses [ 21 ].   

   8.    To better illustrate the process, a concrete example of the pro-
cedure is depicted below. When using the successive programs 
proposed in QTL Cartographer, some values or names are 
proposed by default. Here we show an example of how to 
manage the procedure (Fig.  4 ) ( see   Note 8 ). Then, the param-
eters used for our mapping populations to detect QTL 

  Fig. 3    Example of freezing tolerance data treatment for QTL detection: The successive transformations of raw 
data during the QTL detection process with QTL Cartographer. ( a ) Primary data fi le: All the RILs available in BRC 
must appear in the column X even if the work is done on a subset of RILs, missing data are noted with “-.” ( b ) 
Transformed fi le in txt format: Data are organized in columns. ( c ) Transposed data fi le exhibiting the number of 
the whole set of RILs. ( d ) Treated data fi le ready to use in QTL Cartographer. Transposed phenotypic data are 
pasted at the end of the genotypic data       
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  Fig. 4    Example of program usage: When opening QTL Cartographer, in the successive screens of the program, 
values are proposed by default and some parameters need to be changed. In this example, the created 
directory to work with is 19RVcold and all names of fi les must be identical. The proposed name for input fi le 
is RV20CIM.mps. To modify it, select line 1 and change the wrong name by the correct one 19RVcold.mps. 
When all parameters are correct, enter 0 to execute the program. This procedure can be applied on all programs 
of QTL Cartographer ( see  text for details)       
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associated with plant freezing tolerance are listed. The chosen 
population is the RIL core population of 19RV, derived from 
a cross between Can-0, an accession issued from Canary 
Islands, with a low potential of acclimation (damage score = 6 
after freezing), and Col-0.

             1.    In the original Excel fi le with all the phenotype data values put 
one trait per column, use “.” instead of “,” for numbers, use 
“-” for missing data, use « X » as title of the fi rst column cor-
responding to RIL line numbers, and use the name of the phe-
notypic trait corresponding to the measures as title. Here, we 
have used “note” for the freezing damage score (Fig.  3a ).   

   2.    Save this fi le as a text fi le (Windows). Name it populationnum-
bertrait.txt (here: 19RVcold.txt).   

   3.    Transpose lines/columns using functions of Splus (Fig.  3b ) 
(  http://www.insightful.com/products/splus/    ).   

   4.    In the transposed fi le, add a “*” before the name of the trait 
without space and save (Fig.  3c ).   

   5.    In the QTL Cartographer directory, create a new directory for 
each population and trait studied (19RVcold in this example).   

   6.    In this directory, add the “.raw” and “.maps” fi les, issued from 
MAPMAKER and downloaded from the  Arabidopsis  BRC 
website. Change the “.maps” by “.mps.”   

   7.    In the “.raw” fi le, change 0 (at the beginning of line 2) by the 
number of characters you have to analyze (here 1).   

   8.    After the genotyping data, paste the phenotyping values from 
the transposed fi le with “*” before the trait name (Fig.  3d ). 
Add all trait values in the same fi le if there is more than one 
trait.   

   9.    In the software, use    the following commands:   
   10.    cd QTL Cartographer    

 Rmap -e 19RVcold.log -W 19RVcold -X 19RVcold 
 1 -> 19RVcold.mps 
 5 -> 2 (Kosambi) 
 Do not change the resource fi le (qtl.cart). 
 0 (= execute)   

   11.    Rcross 
 1 -> 19RVcold.raw 
 0   

   12.    Qstats 
 0   

   13.    LRmapqtl (-> more affected markers by trait) 
 7 -> 99 (number higher than traits number -> all the traits) 
 0   

3.4  QTL 
Cartographer Process: 
Example of the RIL 
Population 19RV
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   14.    SRmapqtl 
 6 -> 2 (FB model) 
 7 -> 99 
 0   

   15.    Zmapqtl—Do this for each trait, and then take only one Eqtl 
for all. 
 8 -> 3 
 9 -> 1 then 2, 3… 
 0   

   16.    Eqtl to extract data 
 6 -> 3 
 10 -> 1 (LOD score) 
 0   

   17.    Preplot 
 8 -> postscript (fi le.ps) 
 10 -> 1 
 0   

   18.    Then go back to the directory, in fi le 19RVcold.plt:
   (a)    At line 10, replace set output’s name “19RVcold/

19RVcold.ps” by set output’s name “19RVcold.ps.”   
  (b)    Adjust Y limits (LOD score): Set Y range, and replace 100 

by 30.       
   19.    Go back to the application. 
 cd 19RVcold (directory name) 
 gnuplot (postscript fi le is created) 

 load “19RVcold.plt.” 
 quit.   

   20.    The most useful fi les created in the directory to represent the 
detected QTL are the following:
   (a)    “.ps,” a pdf fi le with the graphs (Fig.  5 ).
      (b)    “.eqt” will give you marker positions for each signifi cant 

LOD score, LOD score value, and the associated additive 
value (Fig.  6 ).

      (c)    “.z3” will give you LOD score values all along the chro-
mosome. Use this data if you want to make a graph with 
Excel.       

   21.    It is then necessary to choose cofactors to run CIM.
   (a)    Use the markers closest to the higher peak, even if this is 

not the peak with the higher LOD score value.   
  (b)    Avoid markers at the extremity of the chromosomes.       

   22.    Modify the “.sr” fi le to contain only markers used as cofactors. 
If there are only three cofactors, keep rank 1, 2, and 3 (Fig.  6 ).   

   23.    Go back to the application.   
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  Fig. 5    Graphic localization of detected QTL in the 19RV population for the freezing tolerance trait. The fi ve 
chromosomes of  A. thaliana  are represented individually: positions of the markers are on the abscissa, and the 
LOD score is on the ordinate. ( a ) Graphs issued from QTL Cartographer in “.ps” fi les, IM and CIM curves are 
superimposed. ( b ) Graphs issued from QTL Cartographer using “.z3” data, only the IM curve is represented. ( c ) 
Graphs obtained with treatment of the same data with R/qtl, as in 5.1, IM and CIM curves are superimposed       

   24.    Zmapqtl—To be done for each trait, and then apply only one 
Eqtl for all. 
 17 -> use the good stem 19RVcold 
 19 -> use the good working directory 19RVcold 
 8 -> 6 (CIM) 
 9 -> 1 then 2, 3… 
 12 -> maximum number of cofactors retained 
 13 -> Ws=5 
 0   

   25.    Preplot 
 8 -> postscript (fi le.ps) 
 10 -> 1 
 0   

   26.    Go back to the directory, in fi le 19RVcold.plt:
   (a)    At line 10, replace set output name “19RVcoldREP/

19RVcold.ps” by set output name “19RVcold.ps.”   
  (b)    Adjust Y limits (LOD score): Set Y range, and replace 100 

by 30.     
 Go back to the application.   
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  Fig. 6    Characteristics of the detected QTL explaining freezing tolerance variation in the Can-0 × Col-0 popula-
tion (19RV). ( a ) Raw output Eqt fi le: Raw fi le can be converted in .xls fi le to work with the data.  Position : Position 
of the QTL is expressed in cM from the fi rst marker of the chromosome.  Additive : Represents the mean effect 
of the replacement of the non-Col-0 alleles by Col-0 at the locus.  R  2 : Represents the contribution of an identi-
fi ed QTL (or interaction QTL × QTL when signifi cant) to the total phenotypic variation. The marker 11, retained 
as cofactor for CIM, is  underlined  with an oval. ( b ) The .sr fi le is modifi ed to process by CIM. Statistical analysis 
classifi es the markers by rank: here the number 11 is the fi rst and will be kept as a cofactor allowing detection 
of intervals to localize QTL more precisely       
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   27.    cd 19RVcold 
 gnuplot (postscript fi le is created) 

 load "19RVcold.plt" 
 cd (executive command line which allows to shut open 
fi les and go back to QTL Cartographer)   

   28.    Eqtl to extract data 
 6 -> 6 
 10 -> 1 (LOD score) 
 0   

   29.    In the 19RVcold.eqt    fi le, the values under  R  2  × 100 explain  x % 
of the phenotype variation and additive × 2 correspond to 2a., 
representing the proper additive values of alleles. This param-
eter is used to estimate sensu stricto heritability as additive variance/
phenotypic variance.
   (a)    “.z6” will give you LOD score values all along the chro-

mosome. Use these data if you want to make a graph with 
Excel.    

      30.    After running the programs, detected QTL are represented on 
graphs (“.ps” fi les or converted “.z3” in Excel fi les). Fig.  5  
shows an example of the 19RV population analysis.   

   31.    All the characteristics of detected QTL are summarized in the 
Eqt.out fi les (Fig.  6 ). For each detected QTL, the position on 
the chromosome and relative to the closest marker is indicated. 
Additive effects represent the mean effect of the replacement 
of the non-Col-0 alleles by Col-0 alleles at the locus. The  R  2  
value represents the contribution of each QTL to the total 
phenotypic variation for the trait ( see   Note 9 ).      

      1.    Residual heterozygosity in RILs is used to confi rm the existence 
of a QTL in the candidate region via HIFs. This material is 
produced by self-fertilization of selected RILs exhibiting residual 
heterozygosity in the detected candidate region.   

   2.    Twenty-four seeds are sown and plants grown individually. 
DNA of each plant is extracted, and genotyping is performed 
with markers localized on the borders of the heterozygous 
region (and one in the middle if the region is wide). Five plants 
that are homozygous for the allele of the respective parent and 
fi ve heterozygous plants are kept, and their selfed progenies 
are collected ( see   Note 10 ).   

   3.    Three of these fi xed progenies are phenotyped, and interpretation 
is based on the difference in the level of freezing tolerance 
between individuals with fi xed A or B genotype: if their phe-
notype is signifi cantly different, the HIF is retained (Fig.  7 ; 
 see   Note 11 ).

       4.    The global analysis consists of searching for a correlation 
between genotype and phenotype. Due to the characteristics 

3.5  Validation of QTL
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  Fig. 7    QTL validation with HIFs. The Can-0 × Col-0 population (19RV) is shown as an example. ( a ) The example 
RIL (46) is self-fertilized, and the progeny is genotyped. For easier reading, chromosome pairs are represented 
as one block only with colors depending upon the genotype:  black  is homozygous for Col-0,  white  is homozy-
gous for Can-0, and  grey  is a heterozygous region. In the RIL 46, the residual heterozygous region is located 
on chromosome 4. The fi xed progenies are phenotyped, and if there is a signifi cant difference between HIF 
fi xed Col-0 and HIF fi xed Can-0, the QTL is validated ( left illustration ). If not ( right illustration ) the RIL is 
excluded from further analysis. ( b ) Localization of residual heterozygous regions along chromosome 4 in sev-
eral RILs. Five RILs, including RIL 46, exhibiting a segregating phenotype in HIF, are retained for further analy-
sis. The other four are excluded       
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of phenotyping tests using small numbers of plants, fi xed 
 progeny testing (described here) is only appropriate for 
freezing tests and is used for this step. However, another tech-
nique is available ( see   Note 12 ).      

      1.    The suitable HIFs are then submitted to a process to reduce 
the size of the initial QTL regions, which are often large (some-
times several Mb) to allow further progress in identifying causal 
polymorphisms. This step is based on production and analysis 
of recombinants. Recombinant HIF (rHIF) plants are identi-
fi ed by genotyping the progeny of self-fertilized HIF. To be 
effi cient at this step, the number of plants that have to be 
screened has to be estimated. For this purpose, the following 
formula can    be used:

 

Number of expected recombinants
Size of the QTL region
Size of the

=
[ ]

cchromosome

number of genotyped plants

[ ]
⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

× ×[ ]2 .   

  The result constitutes an approximation, and this step could be 
submitted to practical constraints ( see   Note 13 ). It necessitates 
a rapid method to extract DNA because several thousand 
plants have to be analyzed.   

   2.    “Quick” SDS 96-well format DNA preparation from 
 Arabidopsis  to perform genotyping: Collect samples (one or 
two leaves from 2-week-old plants) in 1.2 ml 8-strip collection 
tubes. Include a metal ball in each tube for ball milling.   

   3.    Add 120 μl of extraction buffer, and then cap tubes.   
   4.    Disrupt tissues for 5 min at maximum speed (30 vibrations/s). 

Turn racks over, and disrupt again for 5 min.   
   5.    Centrifuge for 10 min at maximum    speed (5,200 × g).   
   6.    In a 96-well plate, add 100 μl of isopropanol to each well and 

then transfer 100 μl of supernatant (pipet slowly). Mix by 
pipetting. Cover with a fl exible assay plate cover.   

   7.    Incubate samples at room temperature for at least 10 min.   
   8.    Centrifuge at maximum speed (5,200 × g).   
   9.    Decant supernatant: Turn plate upside down carefully over the 

sink, and then tap gently on a paper towel.   
   10.    Add 100 μl of 75 % ethanol. Cover samples with a fl exible assay 

plate cover.   
   11.    Centrifuge for 5 min at maximum speed (5,200 × g).   
   12.    Decant supernatant as described above, and allow drying.   
   13.    Add 50–100 μl (depending on the amount of starting material) 

of TE buffer, and let DNA suspend.   

3.6  Fine Mapping
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   14.    Use 1 μl of DNA for genotyping PCR.   
   15.    As in the fi rst round of QTL detection, fi xed progeny is the 

only suitable strategy for our criteria of damage scores. The 
analysis of phenotyping results at this step allows including or 
excluding the tested regions: if the fi xed rHIF differs signifi -
cantly in its damage score from the surrounding regions, one 
of the genes in this QTL region is probably causing the pheno-
typic difference. If there is no difference in phenotype, this 
zone can be excluded from further analysis.   

   16.    This phenotyping/genotyping loop is repeated until the region 
of interest is reduced enough to only cover a small number of 
genes.   

   17.    Below a certain size (around 10 kb in  Arabidopsis ), it is useless 
to go on with this procedure: the number of plants to test 
becomes too large (several thousands), and the results become 
unreliable. The better strategy is to use specifi c rHIF to cross 
them and get advanced rHIFs (arHIF, [ 22 ]) (Fig.  8 ).

             1.    When the candidate region is reduced suffi ciently to include a 
manageable number of genes, go to appropriate databases to 
identify candidate genes from genome sequences and check if 
knockout (KO, such as T-DNA insertion or chemical muta-
genesis) or knockdown mutants (such as RNA interference or 
artifi cial microRNA) exist.   

   2.    Do the phenotyping of the mutants and compare to the RIL 
phenotypes. If the phenotype of the mutant is similar to one of 
the fi xed HIF progenies, the gene is a serious candidate.   

   3.    Do complementation of the mutant(s) via classical transgene-
sis, using the allele of each parent: if a functional, even partial, 
complementation is observed, the gene is confi rmed as being 
(at least partially) responsible for the observed QTL.   

   4.    After this step, numerous analyses such as comparison of tran-
scriptomes [ 11 ] or quantitative complementation by crosses 
with other mutants [ 22 ] can be performed to reinforce the 
identifi ed candidate.      

  Cold stress is a major abiotic stress affecting crop productivity all 
over the world. Increasing the knowledge in the detailed mecha-
nisms controlling freezing tolerance would be of great help for 
agronomic purposes. The QTL strategy is powerful because it 
allows the identifi cation of new genes involved in molecular 
 pathways without a priori knowledge of possible targets since it is 
based on natural variability. All the steps, described here, for map-
ping and cloning, are summarized in Fig.  9 . This protocol is 
directly usable on  Arabidopsis  and is adaptable on other species.

3.7  Validation 
of Candidate Gene(s)

3.8  Conclusion
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RIL 46
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  Fig. 8    Creation of advanced rHIFs (arHIFs): Two complementary rHIFs are chosen 
in the restricted candidate zone. They are fi xed by self-fertilization to focus on a 
small candidate zone: one fi xed for one parent and the other for the second par-
ent. Then, they are crossed, constituting an arHIF, heterozygous only on a small 
part of the candidate region. Validation is done by progeny or fi xed progeny test-
ing. This material is free of interaction with borders and is therefore very valuable 
for further analysis       

 

Mapping Freezing Tolerance QTL



60

4        Notes 

     1.    Each line in the population is a unique mosaic of the two 
parental genomes of the cross. It has retained specifi c recom-
bination events along the cycles of selfi ng. A great advantage 
of RIL populations is that the genotypes of the lines are fi xed, 
and then, once genotypes for a population are identifi ed, the 
population can be used for any number of replications or 
analyzed and measured under specifi c conditions for any 
number of traits. The main weakness of this material is that, 
in some species, there are no preexisting RILs and that build-
ing such populations is time consuming and expensive. In 
this case, backcrosses or F2 can be preferred. The genetic 
complexity of this kind of material could be bypassed by 
increasing the number of tested lines to keep a suffi cient 
power of QTL detection.   

  Fig. 9    General chart outlining the procedure to identify QTL associated with freezing tolerance in  Arabidopsis . 
Main steps are summarized on this fi gure, and the repeated loop to reduce the initial candidate zone is shown 
by an  arrow        
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   2.    F2 populations are developed by selfi ng F1 plants. Each indi-
vidual in the F2 generation receives recombinant chromosome 
from each parent, so that at each locus the genotype is AA, AB, 
or BB, which is powerful for QTL detection, as all genotypes 
are represented. This structure also allows analyzing additive 
and dominant effects of the detected QTL. The main weakness 
of F2 material is the impossibility of replication in scoring the 
phenotype, so that some traits cannot be analyzed with these 
populations. For example, in the  Arabidopsis  freezing toler-
ance project, integrative scores for freezing damage after accli-
mation cannot be evaluated on individual plants, so F2 
populations are unusable.   

   3.    Backcrosses progenies are intermediate in their genetic struc-
ture: two inbred lines, denoted A and B, are crossed to obtain 
the fi rst fi lial generation (F1) which is fully heterozygous AB. 
These F1 individuals are then crossed with one of the paren-
tal lines producing the backcross progeny. This strategy is 
easy to set up, but at each locus one homozygous parental 
genotype is not present, so only one side of the cross can be 
exploited for QTL detection, and detection of dominant 
traits is excluded. Moreover, this kind of population is very 
weak for epistasis detection.   

   4.    The Versailles  Arabidopsis  Stock Center provides seeds useful 
to the international research community. Numerous seed 
stocks are available: more than 600 natural accessions, 132 F2 
populations, 16 RIL populations, and 3 near-isogenic line sets 
(HIF: heterogeneous inbred    family).   

   5.    SNP, microsatellite, and indel markers are used for genotyping. 
The selected markers must be evenly distributed along the chro-
mosomes; a mean distance of 5–10 cM is effi cient enough, but 
distance must not exceed 20 cM. In our experiments, 80–90 
markers are used on 200–300 individuals. The proportion of 
each parental allele has to be around 50 % in the RIL population 
to avoid biased analysis. At last, due to the large amount of work 
involved in genotyping, the selected markers have to be easy to 
use: high specifi city and easy identifi cation of heterozygotes. 
SNPs are generally typed with multiplex system.   

   6.    The defi nition of the number of lines to test is a complex task 
because the question of the best size of the population has no 
easy answers: the researcher must fi nd a consensus between the-
oretical rules for power of QTL detection and practical con-
straints combining genotyping of individuals and  collecting 
phenotypic data. The general theory is “the more RILs the bet-
ter” [ 23 – 25 ]. This could be particularly important when small-
effect QTL are supposed to interfere in genetic architecture of a 
complex trait. So, if the effort to collect phenotypic data is a 
limiting constraint, it appears as a good choice to fi nd the best 
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equilibrium between the number of lines to test and the number 
of repeats. Our phenotypic analysis is based on an integrative 
parameter, easy to measure and nondestructive for the plant. It 
is an effi cient way to analyze in a fi rst approach a great number 
of RIL populations to evaluate natural variability for the charac-
ter. When using long or destructive tests, or using very expen-
sive analysis such as metabolomics, it could be better to adapt 
the sample collection strategy. It has been shown that studying 
more RILs could be more powerful than increasing the number 
of repetitions [ 17 ]. Nevertheless, in order to reduce the pheno-
typic task it is possible to defi ne “core populations” of selected 
RILs: the core population is an optimal subset of 164 lines 
allowing the user to phenotype only a reduced number of lines 
without loosing QTL detection power.   

   7.    Besides the new versions of QTL Cartographer, R software is 
also usable for QTL mapping with the package (R/qtl).   

   8.    Figure  4  illustrates the practical utilization of the software: 
what the purpose is when opening and how to change the 
parameters. It is very important to check that all the fi les have 
the right name: here 19RVcold has been chosen to create the 
directory, and all the fi les must have exactly this name; other-
wise, the program would stop running.   

   9.    In quantitative trait analysis, the model includes values for the 
effect of dominance and additive effects of alleles. Depending 
upon the genetic structure of the mapping population it is pos-
sible to calculate the additive value: here, and mentioned as addi-
tive in the raw fi le columns of Eqtl, the additive values are 
calculated as the effect of replacement of the allele from the 
Can-0 parent by the allele of Col-0. Negative values are due to 
the score scale: the higher the score is, the more damage had 
occurred. On the other hand, the effects of dominance can be 
estimated only if the analysis has been run on F2 population data. 
In all other cases, values for dominance effect are equal to zero.   

   10.    Five plants of each type will be kept to be able to replace unex-
pected losses (dead plants, sterility, delayed fl owering, etc.) and 
recover enough (three individuals) useful plants of each type 
without the need to go through an additional generation.   

   11.    At this step, only positive HIFs can be selected. Effectively, as 
the genome of an RIL is a unique mosaic of parental genomes, 
the absence of validation can be due to epistatic interactions 
between other non-identifi ed regions. That is the reason why, 
when possible, it is better to test several HIFs covering the 
candidate region to avoid local phenomena or specifi c genetic 
interactions. At last, easily “workable lines” must be chosen 
with normal development and fertility, and low sensitivity to 
pathogens, to increase the effi ciency of the next steps.   
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   12.    When screening and phenotyping are possible on the same 
individual plant, progeny testing can be used. It consists of 
screening large numbers of plants to correlate individual phe-
notype with genotype. Practically, around 100 seeds of an HIF 
are sown individually, grown in phenotyping conditions, and 
genotyped with markers located at the extremities of the het-
erozygote zone. The interpretation is based on the same 
scheme as that used for the fi xed progeny.   

   13.    For example, when genotyping 1,000 plants on a zone of 
around 50 kb on chromosome 4 (which is about 19,000 kb), 
around fi ve recombinants are expected. This can vary a lot 
between localization of the regions, screens, and chance. The 
general rule is to divide the candidate region into regular inter-
vals with molecular markers. It is not useful to analyze a large 
population of recombinants at the same time because on this 
material the genetic background is globally homogenous 
between lines and phenotypic fi xed progenies allow excluding 
regions at each step. So, it is better to search for regularly 
spaced markers to be able to refi ne the candidate zone as 
quickly as possible.         
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    Chapter 7   

 Common Garden Experiments to Characterize Cold 
Acclimation Responses in Plants from Different Climatic 
Regions 

           Andrey V.     Malyshev    ,     Hugh     A.    L.     Henry    , and     Juergen     Kreyling      

  Abstract 

   Cold acclimation is a crucial factor to consider in the context of ongoing climate change. Maladaptation 
with regard to frost damage and use of the growing season may occur depending on cold acclimation cues. 
Importance of photoperiod and preceding temperatures as cues needs therefore to be evaluated within 
(ecotypes) and among species. Common garden designs, in particular the (1) establishment of multiple 
common gardens along latitudinal/altitudinal gradients, (2) with in situ additional climate manipulations 
and (3) with manipulations in climate chambers are proposed as tools for the detection of local adaptations 
and relative importance of temperature and photoperiod as cues for cold adaptation. Here, we discuss 
issues in species and ecotype selection, establishment of common gardens including manipulations of tem-
perature and photoperiod, and quantifi cation of cold adaptation.  

  Key words     Common garden experiments  ,   Provenance trials  ,   Cold acclimation  ,   Frost tolerance  , 
  Experimental design  ,   Within-species variability  ,   Intraspecifi c variability  

1      Introduction 

 Cold acclimation (also known as hardening) is a suite of changes in 
gene expression and physiology that increases plant tolerance to 
cold temperatures [ 1 ,  2 ]. In the fall a reduced photoperiod and 
declining temperatures trigger cold acclimation in perennial plants 
[ 3 ,  4 ]. The topic of plant winter acclimation has received increasing 
attention in the context of global climate change, because the latter 
is expected to increase temperature variability. Highly fl uctuating 
temperatures can disrupt plant cold acclimation, making plants less 
hardy to withstand unexpected frosts, which are predicted to occur 
with prior magnitude despite decreased frequency [ 5 ]. 

 The relative importance of temperature and photoperiod may 
be critical for determining how effectively plants acclimate to pre-
vent frost damage in a changing climate. Plants that use tempera-
ture as the main acclimation cue can benefi t from a longer growing 
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season but can also be more susceptible to unexpected frosts. On 
the other hand, plants that respond strongly to photoperiod may 
be less susceptible to unexpected frosts. Cold acclimation cues 
have been studied most intensively in trees, for which there is high 
interspecifi c variation in the dominance of temperature versus pho-
toperiod in driving cold acclimation responses [ 6 ]. In temperate 
regions, woody plants cold acclimate to a greater extent than her-
baceous species, likely because the latter can be insulated from cold 
air temperatures by snow cover [ 7 ]. Snow cover is decreasing sub-
stantially in some regions [ 8 ,  9 ], which can increase the exposure 
of herbaceous plants to cold temperatures over winter, despite an 
overall increase in mean air temperatures. Therefore, herbaceous 
plants are an important contrasting functional group to woody 
plants in the study of cold acclimation responses to climate change. 

 Frost susceptibility also varies substantially among ecotypes 
within species. An ecotype is a general term used to describe plants 
within a species that display genetic differentiation to particular 
environmental parameters within the ecotype’s habitat [ 10 ,  11 ]. 
Ecotypes at lower latitudes are generally less cold tolerant than 
ecotypes at higher latitudes [ 12 ]. Species distributions can span 
across continents and along great elevational gradients. Local 
adaptation creates ecotypes that may differ as much in their accli-
mation and freezing tolerance as different plant species [ 13 ]. Thus, 
knowledge of local adaptation is needed to more precisely predict 
species’ climate change responses. In addition, because of the 
potential for long-distance dispersal and population range shifts, 
ecotypes of different species from different climatic regions need to 
be incorporated into cold acclimation studies in order to predict 
regional changes in species composition. Relating cold hardening 
responses to local environmental conditions will also improve the 
understanding of cold hardening cues in general. 

 Common garden experiments involve the transplantation of 
experimental subjects into a common growth environment before 
taking measurements [ 14 ] and allowing plant responses to be 
compared under standard environment conditions, with control 
over factors such as ontogenetic stages. Measurement of ecotypes 
in their natural environment along a spatial or a temporal climatic 
gradient is an alternative approach that can be used to study cold 
acclimation responses [ 14 ], but it includes plant–plant interac-
tions which are minimized in common garden experiments and 
are beyond the scope of this chapter. Although common garden 
experiments can be performed under naturally variable weather 
conditions, the addition of controlled environmental conditions 
(e.g., variation in photoperiod/frost intensity) allows for a better 
mechanistic understanding of plant responses. Here we describe 
the setup of common garden experiments designed to test cold 
acclimation responses, performed with and without additional 
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manipulations. First, experimental guidelines are presented that 
apply to common garden experiments without additional environ-
mental manipulation. Implementation of additional environmen-
tal manipulations is then discussed, and fi nally potential response 
parameters for such experiments are presented. An overview of 
the stepwise procedure involved in the setup and implementation 
of cold acclimation experiments on plants from different climatic 
regions is presented in Fig.  1 .

   The guidelines are intended to be general and to apply to most 
vascular plants. The actual experimental design needs will likely 
require modifi cation based on the specifi c species used, taking fac-
tors such as plant size and seed production into consideration.  

  Fig. 1    Steps required to carry out cold acclimation experiments on plants from different climatic regions 
(different ecotypes) in one or more common gardens, with or without additional weather manipulations 
( see  Table  1  for respective treatment comparisons).  Bullet points  highlight factors to consider in each step       
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2    Materials 

  After choosing the target plant species, ecotypes from each species 
need to be carefully selected in the context of the research ques-
tion. Altitudinal and latitudinal gradients are typically chosen to 
select ecotypes [ 14 ,  15 ]. To aid with ecotype selection, a species 
distribution map can be overlaid on a climatic map. For example, 
minimum winter temperature and annual photoperiod changes 
within the species range can be used as proxies for climate adapta-
tion and ecotype selection. Most commonly, latitude has been 
taken as a proxy for climate, because it correlates with many 
 biologically relevant environmental gradients, including photope-
riod [ 16 ]. Existing databases such as Worldclim database (  http://
www.worldclim.org    ) [ 17 ], as well as photoperiod [ 18 ], can be 
used to acquire such data. 

 Altitudinal gradients allow an isolation of temperature adapta-
tion, with greater changes in temperature per distance than 
 latitudinal gradients [ 19 ], while latitudinal gradients allow the 
combined effects of photoperiod and temperature to be consid-
ered. If the latitudinal species distribution effect on acclimation is 
of prime interest, the elevation of the ecotype origins should be as 
equal as possible to avoid confounding environmental factors. In 
both cases, care should be exercised in selecting ecotypes that stem 
from locations differing as little as possible in confounding factors 
not under study, such as precipitation and soil type [ 15 ,  20 ]. There 
also exist statistical methods to control for confounding factors ( see  
Subheading  3.2 ). Cold tolerance is commonly used to describe the 
extent of the achieved cold acclimation. To maximize the likeli-
hood of selecting ecotypes that differ most with respect to cold 
tolerance, the longest possible gradient along the distribution of 
the species range should be used. It is advisable to select at least 
two distinct ecotypes (separated enough to limit cross-pollination) 
in relatively close proximity to each other for each latitudinal/alti-
tudinal point of origin in order to increase the confi dence that the 
variation in differences is due to the latitudinal position, rather 
than to specifi c local conditions. 

 Differences in geographically infl uenced acclimation trends 
result from genetic adaptation or from epigenetic modifi cations 
(plastic plant responses) [ 21 ]. Climatic infl uence on the genetic 
adaptation of ecotypes is well known [ 22 ]. Available genetic data 
of plant populations across the distribution range of a species can 
thus be considered for selecting the most genetically distinct eco-
types, and genetic differences can be compared to differences in 
the acclimation responses upon completion of the experiment (for 
an example of genetic analysis  see  ref.  23 , and for an example of 
climatic origin vs. cold hardiness comparison  see  ref.  24 ).  

2.1  Ecotype 
Selection

Andrey V. Malyshev et al.
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  Ecotypes originating from different latitudes fl ower and produce 
seed at different times, which necessitates staggered timing of seed 
collection along the latitudinal gradient. Ideally, single clones or 
mother plants need to be sampled individually from autochthonous 
populations and kept separated throughout germination trials. If 
variation among individuals within each ecotype is to be included 
in the analysis, at least fi ve different clones or mother plants per 
ecotype should be used as seed sources, with at least fi ve replicate 
plants being grown per mother. Especially for clonal plants it needs 
to be assured that the mother plants do not stem from the same 
clone, by taking into account the distance typically reached by rhi-
zome growth and dispersal potential of detached propagules. 
Without analyzing mother plant response variability, the replicate 
number depends on the number of ecotypes being compared. 
Ideally, plant traits should be measured for the ecotype to be used 
in the experiment to gauge natural variability, which will help the 
right replicate number to be selected effectively. Examples below 
are given as a reference:

 ●    Ten replicates were used for three ecotypes, both in determin-
ing the relationship of differences in allele frequencies at poly-
morphic traits to phenotypic plant traits [ 25 ] and in quantifying 
autumn cold tolerance [ 21 ].  

 ●   Five trees were sampled per species, using 14 species in total 
for bud burst as a function of photoperiod [ 6 ].  

 ●   Ten plants per ecotype with a total of ten grass ecotypes were 
used in a frost tolerance experiment [ 26 ].  

 ●   Four replicate raspberry plants per cultivar with a total of six 
cultivars were used to monitor growth at different cold accli-
mation temperatures [ 27 ].     

   After seed collection, germination and propagation methods 
should be standardized across all ecotypes, with seedlings being 
fi rst potted or planted in a standard substrate in a common garden. 
Pot size depends on the duration of time the plants need to remain 
potted. If space is limited, deeper rather than wider pots are pre-
ferred to ensure that roots do not become pot bound. Once roots 
reach the bottom of the pot, acclimation temperature should be 
lowered to 5 °C or below, which causes roots to cease growth [ 28 ]. 
Although root growth is species specifi c, roots in 3-month-old 
juniper cuttings have been shown to grow 0.2 mm per day at 6 °C, 
as compared with 1 mm per day at 15 °C [ 29 ]. Roots can also be 
trimmed and repotted to promote regular growth [ 30 ]. 

 Substrate type can infl uence the rate of root acclimation as a 
result of differences in heat-conducting ability and water-holding 
capacity, with higher water moisture content reducing the freezing 
and thawing rates [ 31 ]. A major deciding factor in substrate 

2.2  Seed Collection 
and Plant Numbers

2.3  Plant 
Propagation
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selection is whether the roots will need to be washed and analyzed 
after the conclusion of the experiment. Proportionally higher sand 
content allows easier root washing while minimizing root damage. 
The drawback of a high sand substrate is that it has low water and 
nutrient-holding capacities [ 31 ]. Frequent watering and nutrient 
addition (e.g., Hoagland’s solution) can be used to offset this 
problem. Additionally, sandier soils (1) cause faster root develop-
ment [ 32 ], which can effect cold hardiness by altering root 
distribution within the substrate, and (2) reduce insulation of the 
roots [ 33 ]. 

 Fertilization should be done with care, because the effects of 
fall nitrogen application can increase or decrease cold tolerance 
depending on the stage of cold acclimation at which it is added as 
well as the particular species involved [ 34 – 38 ]. 

 The chosen substrate at the experimental location should be 
standardized and characterized to the depth reached by the respec-
tive plant species. For long-term common gardens (spanning mul-
tiple years), the distance between trees should be at least 3 m for 
plants lower than 15 m in height and increased by a minimum of a 
meter for every additional 15 m of height. Standard planting mea-
sures based on the spacing of plants are specifi ed by the International 
Phenological Gardens in Europe (  http://www.arm.ac.uk/nci/
docs/Instructions-IPG.pdf    ) [ 39 ].   

3    Methods 

  For all types of treatments spatiotemporal replication of experi-
ments is suggested to increase the confi dence in results [ 14 ]. A 
comparison of the three ways in which cold acclimation treatments 
can be administered is presented in Table  1 .

     1.    Establishment    of multiple common gardens along a latitudinal/
altitudinal gradient 
 First, species should be used which all naturally occur within 
the altitudinal/latitudinal gradient of interest. Replicated com-
mon gardens are then established in two or more locations 
along the selected gradient. Two or more ecotypes from every 
species, typically stemming from two opposite climatic 
extremes, are planted in every common garden in a random-
ized block design, with species and ecotypes being randomly 
mixed within each block. Using reciprocal native soils is not 
advised due to uncontrolled bias (site × ecotype × soil source 
interaction) [ 40 ]. For experiments where plants are only to be 
observed for one to two seasons, potted seedlings ( see  
Subheading  2.3  on preventing pot-bound roots) can be left in 
containers, placed in prepared nursery beds, and sand/soil can 
be used to fi ll the gaps among pots for insulation (as done for 
tree seedlings by [ 40 ] and for grass by [ 36 ]). 

3.1  Applying Cold 
Acclimation 
Treatments

Andrey V. Malyshev et al.
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 Additional weather manipulations can offer an increased 
number of cold acclimation scenarios within the same time 
frame, aiming at a more mechanistic understanding of tem-
perature and photoperiod vs. ecotype-specifi c acclimation 
responses. Additional climate simulations can be administered 
either in the fi eld (in situ) or in enclosed climate-controlled 
chambers/greenhouses.   

   2.    Additional climate manipulations in situ 
 A variety of fall light and temperature manipulations can be 
applied to the plants in the study of cold acclimation.
  Examples of temperature manipulation: 

  Overhead heating lamps to warm the plants with infrared radi-
ation [ 13 ,  41 ].  

  Buried heating wires to increase soil temperature [ 42 ].  
  Open top passive warming chambers that increase temperature 

via decreased airfl ow and greenhouse effect [ 43 ].   

  Examples of light manipulation: 

  Light-tight aluminum boxes in the fi eld that close daily via a 
remote control [ 44 ].  

  Opaque plastic wrapped around plants with additional incan-
descent light inside the covered units [ 45 ].      

   3.    Manipulations in climate chambers 
 Greenhouses and small climate chambers can also be used to 
control temperature and photoperiod. In addition to computer- 
controlled daily photoperiodic cycles, extension of natural 
photoperiod in greenhouses with artifi cial light can be used 
[ 46 ] or exposure to natural light can be decreased by auto-
matically closing greenhouse roof panels [ 30 ]. Two strategies 
can be used to impose different photoperiods: (1) different 
photoperiod cycles can be run in different chambers while 
keeping temperature constant or (2) the same temperature can 
be maintained in two chambers with light being always on in 
one and off in another, switching plants between the chambers 
twice daily. 

 The fi rst method requires less maintenance while the 
experiment is running, but it suffers from pseudoreplication, 
because no two chambers are alike, and potential chamber 
effects are confounded with the desired treatment differences. 
To circumvent this shortcoming, chamber settings can be 
switched at set time intervals to ensure that plants spend equal 
time periods in all chambers and to ensure that the chamber 
effect is as equal as possible for all plants. This method is 
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advised when multiple combinations of temperature × photo-
period factors are used and when there is little mean variability 
in temperature and photoperiod among chambers. Treatments 
that differ in acclimating temperature will cause plants to lose 
water at different rates, and the bigger the temperature differ-
ence among treatments, the more often the plants should be 
watered to minimize soil moisture differences. 

 In the second method, in order to impose progressively 
lower photoperiod treatments, sets of plants are transferred 
twice daily at staggered intervals from one chamber to another 
to shorten or lengthen the effective photoperiod. This method 
allows for several photoperiod manipulations using only two 
climate chambers, while minimizing the chamber effect by all 
plants sharing time in both chambers, as compared to using a 
separate chamber for every different photoperiod. Periodically 
the no-light and light chambers can be reversed to ensure that 
the same time period is spent by all plants in both chambers.   

   4.    Response parameters 
 Table  2  presents plant parameters that can be used to quantify 
plant cold acclimation responses. Ultimately, the nature of the 
study will dictate the types of parameters that are to be mea-
sured. Functional responses attributable to responses of a plant 
as a whole have high ecological importance. Yet, they usually 
require natural or artifi cial frost events after acclimation in 
order to test for differences in cold tolerance. Ideally, a gradi-
ent of minimum temperatures can be tested. Imposing con-
trolled frost events is even possible in remote fi eld locations 
[ 47 ]. Assessment of physiological pathways or plant responses 
at a molecular level improves mechanistic understanding of the 
processes involved and does not depend on actual frost events 
after acclimation.

          Differences among climate treatments and among ecotypes/species, 
and in particular interactions between both factors, are tested by 
applying two-factor analysis of variance (ANOVA). In the case of 
nested replicates, mixed models with the blocking factor assigned 
as a random effect can be applied [ 48 ]. Preferable designs are rep-
licated common garden experiments in conditions similar to the 
home site of all ecotypes [ 49 ]. Local adaptation of populations can 
be assessed using a regression between the relative performances of 
the ecotypes in the common garden experiment and their home- 
site climate (e.g., winter minimum temperature) [ 24 ]. Generally, 
adequate statistical power in the regression analysis is achieved 
when the number of ecotypes exceeds ten. Statistical techniques 
such as multiple regression, hierarchical or mixed-effect models, 
variation partitioning, or structural equation modeling [ 20 ,  50 –
 52 ] can be used to correct for confounding factors.      

3.2  Data Analysis
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   Table 2 
  An overview of parameters that can be used to quantify plant cold acclimation responses. 
Whole-plant functional responses are advised to be measured    before more mechanistic response 
parameters   

 Plant 
functional 
traits 

 Commonly 
measured 
parameter/s  Rationale 

 References 
for detailed 
explanation 
and methods 

 Level at which 
response 
parameter 
is measured 

 Fall phenology  • Leaf color 
 • Leaf fall 

 Plant phenology is one 
of the most sensitive 
parameters to changes 
in photoperiod and 
temperature, making 
it an ideal cold 
acclimation parameter 

 Phenological 
guide of the 
international 
phenological 
gardens: [ 53 ] 

      

 Plant growth  • Growth rate 
 • Biomass 
 • Seed production 

after acclimation 
and exposure 
to frost 

 Growth rate may be 
faster following cold 
stress and equalize 
among treatments 
with time. Reproductive 
output may be 
independent from 
growth performance 

 Reproductive 
output: [ 36 ] 

 Functional 
effect of root 
frost damage 

 • Root N 
uptake after 
acclimation 
and exposure 
to frost 

 Roots are exposed to a 
solution of isotopically 
labelled N solution 
and then washed, dried, 
and ground before 
tissue  15 N content 
is determined with a 
mass spectrometer 

 [ 54 ] 

 Extent of 
plant issue 
cold damage 

 • Relative 
electrolyte 
leakage after 
acclimation 

 When plant cell membranes 
are cold damaged, they 
release ions into the 
apoplast. The conductivity 
of the solution containing 
the ions is then measured 
and is proportional 
to cold damage 

 [ 21 ,  55 ] 

 Plant photo-
synthetic 
activity 

 • Chlorophyll 
fl uorescence 
after 
acclimation 

 Acclimation stage as well 
as amount of cold 
damage sustained 
can be assessed from 
the amount of 
photoinhibition of 
plant photosystems 
as well as rates of CO 2  
production/O 2  
consumption 

 [ 56 – 58 ] 

(continued)
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 Plant 
functional 
traits 

 Commonly 
measured 
parameter/s  Rationale 

 References 
for detailed 
explanation 
and methods 

 Level at which 
response 
parameter 
is measured 

 Plant 
acclimation 
stage/stress 
level 

 • Compounds 
that change 
their 
concentration 
with cold 
acclimation 
to prepare 
plants to 
withstand 
sub-zero 
temperatures 

 Increase in soluble sugar 
content and abscisic acid 
and the formation of 
antifreeze proteins 
as well as structural 
changes in cell membrane 
retard ice formation 
and keep the cell 
membrane fl uid, 
allowing plants to 
maintain normal 
metabolism. Specifi c 
genes are also only 
expressed when plants 
cold acclimate 

 Proteome 
changes: 
[ 59 – 61 ] 

 Sugar 
concentration: 
[ 62 ] 

 Gene expression: 
[ 63 ] 

 Abscisic 
acid: [ 64 ] 

 Cell membrane 
structural 
changes: [ 45 ] 

Table 2
(continued)
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    Chapter 8   

 Identifi cation of  Arabidopsis  Mutants with Altered 
Freezing Tolerance 

           Carlos     Perea-Resa     and     Julio     Salinas    

    Abstract 

   Low temperature is an important determinant in the confi guration of natural plant communities and 
defi nes the range of distribution and growth of important crops. Some plants, including  Arabidopsis , have 
evolved sophisticated adaptive mechanisms to tolerate low and freezing temperatures. Central to this adap-
tation is the process of cold acclimation. By means of this process, many plants from temperate regions 
are able to develop or increase their freezing tolerance in response to low, nonfreezing temperatures. The 
identifi cation and characterization of factors involved in freezing tolerance are crucial to understand the 
molecular mechanisms underlying the cold acclimation response and have a potential interest to improve crop 
tolerance to freezing temperatures. Many genes implicated in cold acclimation have been identifi ed in 
numerous plant species by using molecular approaches followed by reverse genetic analysis. Remarkably, 
however, direct genetic analyses have not been conveniently exploited in their capacity for identifying 
genes with pivotal roles in that adaptive response. In this chapter, we describe a protocol for evaluating the 
freezing tolerance of both non-acclimated and cold-acclimated  Arabidopsis  plants. This protocol allows the 
accurate and simple screening of mutant collections for the identifi cation of novel factors involved in freez-
ing tolerance and cold acclimation.  

  Key words     Low temperature  ,   Mutant screening  ,   Freezing-tolerant mutants  ,   Freezing-sensitive 
mutants  ,   Cold acclimation  ,   Constitutive freezing tolerance  ,    Arabidopsis   

1      Introduction 

 Plants are sessile organisms continuously adapting to the environ-
mental changes to ensure an appropriate development. Low tem-
peratures are one of the most important environmental constraints 
that limit the development and survival of plants and determine 
their geographical distribution [ 1 ]. The stress induced by low tem-
peratures also produces important economic losses, reducing the 
yield of agricultural crops every year. It is known that modest 
increases in the freezing tolerance of crop species would positively 
affect agricultural production [ 2 ]. Plants from temperate regions 
have evolved an adaptive response, known as a cold acclimation [ 1 ,  3 ], 
whereby they develop or increase their freezing tolerance after being 
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exposed during several days to low, nonfreezing temperatures 
(0–10 °C). Understanding the molecular mechanisms underlying 
this response is essential to conceive how plants grow and develop 
under adverse conditions originated by abiotic stresses and to gen-
erate new biotechnological strategies to improve crop tolerance to 
freezing temperatures and other related stresses such as drought 
and high salt. 

 Genetic analysis is a classical and powerful tool for identifying 
genes implicated in a given physiological process. In the case 
of freezing tolerance, the identifi cation and characterization of 
mutant plants with altered freezing tolerance before and/or after 
cold acclimation have been carried out essentially in  Arabidopsis , a 
model plant that is able to acclimate to low temperature increasing 
its constitutive freezing tolerance. Its small genome, the fi rst to be 
sequenced in plants, together with its physiological characteristics, 
facilitates the subsequent molecular identifi cation and character-
ization of the mutated genes. The most commonly used mutants 
in the screenings were generated by  e thyl  m ethane s ulfonate (EMS), 
an organic compound that randomly produces nucleotide substitu-
tions in the DNA [ 4 – 6 ]. For instance, Warren et al. [ 7 ] identifi ed 
several  Arabidopsis  EMS mutants, termed  sensitivity to freezing  
( sfr ), that showed reduced freezing tolerance compared with wild- 
type (WT) plants. Consistent with the expectations that  sfr  should 
be loss-of-function mutations, most of them were recessive. Seven 
 sfr  mutants were nonallelic and only acquired partial freezing toler-
ance after cold acclimation. A preliminary study revealed that four 
 sfr  mutations,  sfr3 ,  sfr 4,  sfr 6, and  sfr 7, reduced or blocked antho-
cyanin accumulation during this adaptive response.  sfr4  mutant 
was also impaired in cold-induced accumulation of sucrose and 
glucose levels, and both  sfr4  and  sfr7  mutants showed abnormal 
fatty acid composition when cold acclimated [ 8 ]. In another study 
[ 9 ], Xin and Browse identifi ed several  Arabidopsis  EMS mutants 
with increased freezing tolerance. One of them,  eskimo1 (esk1) , 
presented an increase in both constitutive freezing tolerance and 
cold acclimation capacity.  esk1  was originated by a single recessive 
mutation in the  AT3G55990  locus that produced elevated proline 
levels but did not generate constitutive expression of cold- regulated 
genes. Finally, Llorente and colleagues [ 10 ] identifi ed  freezing 
 sensitive 1  ( frs1 ), an  Arabidopsis  EMS mutant that exhibited 
decreased constitutive freezing tolerance and capacity to cold accli-
mate. Complementation analysis revealed that  frs1  mutation was a 
new allele of  ABA3 , supporting that ABA is essential for full devel-
opment of cold acclimation and for constitutive freezing tolerance 
in  Arabidopsis . 

 In this chapter, we describe a simple and precise protocol for 
evaluating the freezing tolerance of both non-acclimated and cold- 
acclimated  Arabidopsis  plants. The protocol is suitable for screening 
mutants generated by EMS, fast neutron (FN), or T-DNA 

Carlos Perea-Resa and Julio Salinas



81

 insertions and can be carried out with plants grown on media, in 
Petri dishes, or on soil, in pots. Important aspects, depending 
on searching for mutants with increased (tolerant) or decreased 
(sensitive) freezing tolerance, are also detailed. In addition, this 
protocol can also be used in reverse genetic studies to determine 
the involvement of a gene of interest in freezing tolerance and to 
assess the effect that different treatments may produce on the tol-
erance of  Arabidopsis  to freezing temperatures.  

2    Materials 

  WT seeds of the appropriate ecotype, mutagenized M 2  families or 
M 2  pools, depending if screening for sensitive or tolerant mutants, 
respectively ( see   Note 1 ), and seeds of previously reported tolerant 
and/or sensitive freezing mutants to be used as controls in the 
screenings [ 7 ,  9 ].  

      1.    1.5 mL Eppendorf or 50 mL Falcon tubes.   
   2.    MS growth media (0.5× Murashige and Skoog basal salt mix; 

2.5 mM  m orpholino  e thane s ulfonic acid (MES), pH 5.7; 0.8 % 
agar).   

   3.    Amphotericin B (fi nal concentration 2.5 mg/L).   
   4.    Round plates (Ø 15 cm).   
   5.    3 M Micropore tape.   
   6.    Filter paper or nylon mesh.   
   7.    Bell jar.   
   8.    Bleach.   
   9.    HCl.   
   10.    Forceps.   
   11.    Liquid nitrogen.   
   12.    Mortar and pestle.   
   13.    Spoon.      

      1.    Peat substrate.   
   2.    Vermiculite.   
   3.    Clay pots (Ø 10 cm).   
   4.    Trays.   
   5.    Plastic fi lm.      

      1.    Plant growth chamber set at 20–22 °C with cool-white light 
(100 μE/m 2 /s).   

   2.    Plant growth chamber set at 4 °C with cool-white light 
(50 μE/m 2 /s).   

2.1  Plant Material

2.2  Plate Assay

2.3  Soil Assay

2.4  Growth 
Chambers 
and Other Equipment

Screening for Freezing Tolerant and Sensitive Mutants in Arabidopsis
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   3.    Plant growth chamber with a range of programmable 
 temperatures from 4 °C to −14 °C with lights off.   

   4.    Cold room.   
   5.    Autoclave.   
   6.    Fume hood.   
   7.    Sterile hood.       

3    Methods 

  Protocols to obtain EMS or FN mutagenized seeds have been 
 previously described [ 5 ,  11 ]. T-DNA mutant collections can be 
generated as reported [ 12 ]. EMS and FN mutagenized seeds from 
different ecotypes are also commercially available at Lehle seeds 
(  http://www.arabidopsis.com    ), while T-DNA mutant collections 
can be ordered at the European Arabidopsis Stock Centre (NASC). 
Generation of M 2  families and M 2  pools from M 1  mutagenized 
seeds has already been communicated [ 4 ] ( see   Note 1 ).  

   We strongly recommend vapor-phase seed sterilization using chlo-
rine gas ( see   Note 2 ).

    1.    Put WT, control, and mutagenized seeds into appropriate 
tubes depending on number (Eppendorf or Falcon tubes are 
suitable).   

   2.    Open the tubes into a hermetic bell jar placed in a fume hood.   
   3.    Generate chlorine gas by combining 100 mL of bleach and 

3 mL of HCl in a 200 mL glass placed inside the jar.   
   4.    Close the jar, and let the seeds be exposed to chlorine gas for 3 h.   
   5.    Open the jar inside the fume hood, and air-ventilate the seeds 

for 15 min before closing the tubes.   
   6.    Cut fi lter paper pieces according to the plate size, and auto-

clave ( see   Note 3 ).   
   7.    Place sterile fi lter papers on MS plates by using sterilized 

forceps.   
   8.    Distribute sterilized seeds over the sterile papers ( see   Note 4 ).   
   9.    For seed stratifi cation seal plates with 3M Micropore tape 

and transfer them to a cold room (4 °C) under darkness for 
2 days.   

   10.    Transfer plates to a growth chamber, and let seeds germinate 
and develop for 12 days at 20–22 °C under long-day condi-
tions (16-h light/8-h darkness).    

3.1  Seed 
Mutagenesis

3.2  Screening 
Using Plates

3.2.1  Seed Sterilization 
and Plating

Carlos Perea-Resa and Julio Salinas
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        1.    Transfer plates to the growth chamber for freezing assay 
( see   Notes 5  and  6 ), and expose seedlings to freezing tempera-
tures under dark conditions. Appropriate temperatures should 
be empirically established depending on the accessions 
employed, the type of seedlings used in the screening (non-
acclimated or cold-acclimated), and the searched mutants 
 (tolerant or sensitive to freezing) ( see   Notes 7  and  8 ) (Fig.  1 ).

       2.    Prepare fresh ice chips by vaporizing sterile distilled water in a 
mortar containing liquid nitrogen. Grind the ice to a fi ne pow-
der, and gently apply over the seedlings homogeneously when 
temperature decreases to −2 °C. Close the plates, and let the 
program fi nish ( see   Note 9 ).   

   3.    After the freezing assay, when seedlings are exposed to 4 °C 
and media is still frozen, move plates to a sterile hood and, 

3.2.2  Freezing Assay

4°C, 1 h 4°C, 1 h

-3°C, 6 h (S)

-1°C/30 min +1°C/30 min

-7°C, 6 h (T)

-9°C, 6 h (S)

-14°C, 6 h (T)

Non-Acclimated
seedlings/plants

Cold-Acclimated
seedlings/plants

  Fig. 1    Schematic representation of the freezing program used for the screenings. 
In all cases, before being subjected to freezing temperatures, seedlings and 
plants are exposed for 1 h to 4 °C in the freezing chamber. Then, temperature is 
progressively decreased (−1 °C/30 min) until reaching the desired freezing 
 temperature. As an example, the two different temperatures we generally use 
to screen for non-acclimated seedlings or plants (−3 and −7 °C) and the two 
temperatures we generally use to screen for cold-acclimated seedlings or plants 
(−9 and −14 °C) are shown. −3 and −9 °C are employed when looking for sensi-
tive mutants (S), while −7 and −14 °C when looking for tolerant ones (T). After 
exposing plants to the appropriate freezing temperature for 6 h, temperature is 
gradually increased to 4 °C (+1 °C/30 min). One hour later, plants are transferred 
to 20 °C under long-day light regime for recovering and subsequent survival 
evaluation       
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using sterilized forceps, transfer carefully the fi lter papers with 
the frozen seedlings to new plates containing MS media sup-
plemented with amphotericin B ( see   Notes 10  and  11 ).   

   4.    Move seedlings to a growth chamber, and let them to recover 
at 20–22 °C for 1 week under long-day light regime. An example 
of recovered seedlings is shown in Fig.  2a  ( see   Note 12 ).

       5.    When screening for tolerant mutants, transfer surviving M 2  
seedlings to soil and allow them to reproduce for phenotype 
confi rmation in a secondary screening with the corresponding 
M 3  families    ( see  Subheading  3.4 ).   

   6.    If screening for sensitive mutants, repeat the freezing assays 
with additional seeds from the selected M 2  lines ( see   Note 13 ), 
confi rm the survival rate, and proceed to phenotype confi rma-
tion ( see  Subheading  3.4 ).       

       1.    Mix peat substrate with vermiculite in a 3:1 ratio, add one 
 volume of water per 3 volumes of mix, and sterilize at 120 °C 
for 20 min.   

   2.    Fill pots homogeneously with sterile soil avoiding leaving air 
bubbles ( see   Note 14 ).   

   3.    Distribute the seeds on the soil as separated as possible 
( see   Note 15 ).   

3.3  Freezing 
Using Pots

3.3.1  Pot Preparation 
and Growing Conditions

  Fig. 2    Identifi cation of  Arabidopsis  mutants with increased freezing tolerance 
before and after cold acclimation. ( a ) Non-acclimated seedlings 1 week after being 
frozen on plate at −7 °C for 6 h. Col-0 (WT), tolerant control (TC), and two M 4  
homozygous families for two tolerant mutations are shown. ( b)  Cold acclimated 
plants 1 week after being frozen on pot at −14 °C for 6 h. Col-0 (WT), tolerant 
control (TC), and an M 3  family segregating for a tolerant mutation are shown       
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   4.    Place the pots into trays, cover it with plastic fi lm for humidity 
maintenance during the fi rst days after germination, and trans-
fer them to a cold room (4 °C) under darkness for 2 days for 
stratifi cation.   

   5.    Move the trays containing the pots to a growth chamber set at 
20–22 °C with a long-day light regime, and allow seeds to 
germinate and develop for 2 weeks.      

      1.    Transfer individual pots to the growth chamber for freezing 
assay ( see   Notes 6  and  16 ), and expose plants to freezing 
temperatures.   

   2.    Screening conditions are essentially the same as those described 
for seedlings on plates ( see   Notes 7 ,  8 , and  17 ) (Fig.  1 ).   

   3.    After the freezing assay, move plants to a growth chamber and 
let them to recover at 20–22 °C for 1 week under long-day 
light regime (Fig.  2b ).   

   4.    When screening for tolerant mutants, allow surviving M 2  plants 
to reproduce for phenotype confi rmation in a secondary 
screening with the corresponding M 3  families ( see  below).   

   5.    If screening for sensitive mutants, repeat the freezing assays 
with additional seeds from the selected M 2  lines ( see   Note 13 ), 
confi rm the survival rate, and proceed to phenotype confi rma-
tion in a secondary screening ( see  below).       

        1.    When screening for freezing-tolerant mutants, screen about 
100 seedlings or plants from each generated M 3  family for their 
freezing tolerance, and calculate the survival rate.   

   2.    M 3  families from freezing tolerant M 2  seedlings or plants 
 showing survival rates of 100 % are likely produced by a single 
mutation in homozygosis. Families showing a 3:1 or 1:3 toler-
ant/sensitive ratio would be generated by a single dominant or 
recessive mutation in heterozygosis, respectively ( see   Note 18 ). 
In these cases, select and reproduce at least ten freezing- 
tolerant seedlings or plants to obtain the corresponding M 4  
families. The screening of these will allow the identifi cation of 
the homozygous mutant lines ( see   Note 19 ).   

   3.    If screening for freezing-sensitive mutants, collect seeds from 
at least ten M 2  plants from each selected M 2  family to obtain 
the corresponding M 3  ones.   

   4.    The screening of around 100 seedlings or plants from each 
generated M 3  family will allow the identifi cation of homozy-
gous mutant lines for the phenotype selected (those showing 
survival rates of 0 %).      

  The number of mutations that a selected homozygous mutant line 
contains in its genome varies depending on the method employed for 
seed mutagenesis. Before proceeding to the molecular identifi cation 

3.3.2  Freezing Assay

3.4  Confi rmation 
of Mutant Phenotypes

3.5  Molecular 
Identifi cation of 
Selected Mutations
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of the mutations, mutant lines should be backcrossed  several times in 
order to clean up their genetic backgrounds of mutations not related 
to the freezing phenotype of interest. 

 Until 2 or 3 years ago, the molecular identifi cation of EMS- or 
FN-produced mutations causing a phenotype of interest in 
 Arabidopsis  was performed through a map-based cloning approach. 
This method is based on crossing a mutant plant of interest with a 
WT of a different accession. Subsequent polymorphism analysis 
determines the chromosome region where the mutation is located 
and, fi nally, by complementation experiments, the mutagenized 
locus is identifi ed [ 13 ]. Unfortunately, the enormous amount of 
time required to identify a mutation causing a phenotype of inter-
est by this method constitutes an important obstacle when  planning 
a forward genetic screening. During the last 2 years, next-generation 
genomic sequencing technologies have been applied for the rapid 
and precise molecular identifi cation of mutations in different 
 Arabidopsis  ecotypes. For instance, Austin and colleagues [ 14 ] 
have described a rapid and robust method for mapping mutations, 
independently of their chromosomal location, by sequencing only 
a small pooled M 2  population. The protocol was able to identify a 
highly restricted region containing very few SNP candidates that 
can be easily validated using standard reverse genetic techniques. 
On the other hand, Uchida et al. [ 15 ] have been able to identify a 
mutated locus in a non-reference  Arabidopsis  accession, i.e., whose 
genome is not publicly available, by only one round of genome 
sequencing. 

 When screening mutant collections generated by T-DNA 
insertions, identifying the site of insertion in the genome is 
 commonly performed using an adapter ligation-mediated PCR 
protocol [ 16 ]. This method consists of three steps and takes about 
3 weeks to be completed. First, an adapter is ligated to genomic 
DNA after digestion with a restriction enzyme. Then, by using 
specifi c primers to the adapter and T-DNA, the T-DNA/genomic 
DNA junction is amplifi ed by PCR. Finally, sequencing the 
T-DNA/genomic junction allows mapping the T-DNA location in 
the genome.   

4    Notes 

     1.    M 2  families collected by pedigreeing are the recommended 
material to screen for sensitive mutants. Since sensitive mutants 
will not survive the screening, you must ensure a high (>200) 
number of mutant seeds for each family. When screening for 
tolerant mutants, M 2  pools are the material of choice. 
Generation of M 2  families and M 2  pools has been reported in 
detail [ 4 ].   
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   2.    Seeds can also be sterilized with bleach as described [ 17 ].   
   3.    Wrap paper pieces with aluminum paper. For a correct steriliza-

tion, do not autoclave more than ten paper pieces together. 
Other supports, such as a nylon mesh, can also be used.   

   4.    The seed number per plate depends on the germination rate and 
on the type of screening that is going to be performed. When 
screening for freezing-tolerant mutants, a high number of 
pooled M 2  seeds can be plated (~300 seeds/Ø15 cm plate). 
When the screening is performed to identify freezing-sensitive 
mutants, the number of seeds plated from each M 2  family should 
allow establishing a signifi cant sensitive/tolerant segregation 
(~100 seeds/Ø15 cm plate).   

   5.    For evaluation of freezing tolerance after cold acclimation, 
before freezing, plates should be transferred to a growth cham-
ber set at 4 °C for 5 days under long-day conditions to ensure 
the full development of the adaptive response.   

   6.    We strongly recommend transferring seedlings or plants to the 
appropriate growth chamber for the freezing assay always at 
the same time of the day, since the expression of several cold- 
regulated genes involved in cold acclimation is subjected to 
circadian regulation [ 18 ,  19 ].   

   7.    Appropriate freezing temperatures to evaluate the tolerance of 
non-acclimated or cold-acclimated seedlings depend on the 
type of screening to be performed (searching for freezing- 
tolerant or -sensitive mutants) and should be previously estab-
lished in each case using WT seedlings and previously reported 
tolerant and/or sensitive mutants that will act as positive 
 controls. If searching freezing-tolerant mutants, the highest 
temperature that produces 0 % surviving seedlings should be 
used. On the contrary, when screening for freezing-sensitive 
mutants, the lowest temperature that allows 100 % seedling 
survival is the convenient one. The time that seedlings should 
be exposed to the appropriate freezing temperatures must be 
determined at the same time as freezing temperatures. Different 
temperatures are used for the evaluation of non- acclimated 
and cold-acclimated seedlings, the latter always requiring lower 
temperatures (~2–3 °C). Optimally, freezing temperatures must 
be gradually reached (−1 °C/30 min) starting from 4 °C (Fig.  1 ).   

   8.    During the freezing assay, it is critical that the temperature 
inside the chamber is homogeneous in such a way that all seed-
lings being screened are exposed to the same conditions.   

   9.    Ice chips are ice nucleation sites that favor freezing homogeneity 
in all seedlings of the plate.   

   10.    Seedlings should be transferred to new plates since freezing 
temperatures depolymerize the growth media.   
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   11.    Amphotericin B is a polyene antifungal drug that helps to 
 minimize plate contaminations.   

   12.    In our experience, 1 week of recovery is enough to establish 
if seedlings have survived to the freezing treatment or not. 
Fungal contaminations usually appear when longer recovering 
times are allowed.   

   13.    We recommend selecting M 2  lines with a 3:1 or a 1:3 sensitive/
tolerant segregation, indicating that the sensitive phenotype is 
produced by a single dominant or recessive mutation, respec-
tively. Phenotypes produced by single mutations are preferred 
because these mutations are easy to map and molecularly 
identify.   

   14.    In our hands, clay pots allow water transpiration and work 
 better than plastic pots.   

   15.    The seed number per pot depends on the germination rate and 
on the type of screening that is going to be performed. When 
screening for freezing-tolerant mutants, a high number of 
pooled M 2  seeds can be sown (~60 seeds/Ø 10 cm pot). When 
the screening is performed to identify freezing-sensitive 
mutants, the number of seeds sown from each M 2  family should 
allow to establish a signifi cant sensitive/tolerant segregation 
(~40 seeds/Ø 10 cm pot).   

   16.    When screening for mutants with altered freezing tolerance 
after cold acclimation, plants should be previously exposed to 
4 °C during 1 week to ensure the adaptive response.   

   17.    When freezing plants grown on soil, the addition of ice chips is 
not necessary because freezing occurs very homogeneously on 
the surface of the pot.   

   18.    Other segregations will suggest that the freezing mutant phe-
notype is originated by more than one mutation.   

   19.    When screening for freezing-tolerant mutants by pooling, 
mutant seedlings or plants containing the same mutation may 
be selected. Allelism tests should then be performed between 
the identifi ed mutant lines.         
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    Chapter 9   

 Infrared Thermal Analysis of Plant Freezing Processes 

           Gilbert     Neuner      and     Edith     Kuprian   

    Abstract 

   Infrared thermal analysis is an invaluable technique to study the plant freezing process. In the differential 
mode infrared thermal analysis allows to localize ice nucleation and ice propagation in whole plants or 
plant samples at the tissue level. Ice barriers can be visualized, and supercooling of cells, tissues, and organs 
can be monitored. Places where ice masses are accommodated in the apoplast can be identifi ed. Here, we 
describe an experimental setting developed in the laboratory in Innsbruck, give detailed information on 
the practical procedure and preconditions, and give additionally an idea of the problems that can be 
encountered and how they by special precautions may be overcome.  

  Key words     Freezing stress  ,   Ice barriers  ,   Ice nucleation  ,   Ice propagation  ,   Frost  ,   Deep supercooling  

1      Introduction 

 While symplastic (intracellular) ice formation has always lethal 
 consequences for plant cells, apoplastic (extracellular) ice forma-
tion can safely be survived down to a certain freezing temperature. 
Where ice forms and how ice propagates and is accommodated 
within the apoplast but also how ice formation can be avoided in 
certain cells, tissues, and organs are essential aspects of plant cold 
hardiness and are all important factors that affect the ability of a 
plant to survive freezing. These traits may be even as important as 
the ability to withstand the dehydration stresses associated with ice 
formation [ 1 ]. As far as known the response to the presence of 
ice within a plant’s tissue can be complex and quite divers [ 2 ]. 
A deeper understanding of the control of apoplastic ice formation 
processes will lead to new strategies and technologies for improv-
ing plant cold hardiness [ 2 ]. 

 Below 0 °C without ice nucleation water remains in the super-
cooled state. Once ice has nucleated it readily propagates at high 
rates of up to 27 cm/s [ 3 – 5 ] throughout all plant parts that are not 
protected by an ice barrier. A precondition for ice nucleation is the 
formation of an active ice crystal nucleus. An ice crystal nucleus is a 
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cluster of regularly ordered water molecules. The cluster size is 
 temperature dependent. With decreasing temperature the critical 
size decreases successively increasing the probability of ice nucle-
ation [ 6 ,  7 ]. There are principally two ways how ice crystal nuclei 
can form: (1) autonomously, i.e., homogeneous ice nucleation, or 
(2) water molecules are forced to form an ice crystal nucleus by an 
ice nucleation-active (INA) substance (heterogeneous ice nucleation). 
Apoplastic ice nucleation is considered to occur heterogeneously, 
and symplastic ice nucleation very likely is of homogeneous nature 
as it can be close to the homogeneous ice nucleation temperature of 
water which is −38.5 °C [ 6 ,  7 ]. 

 When below 0 °C crystallization of water occurs liberation of 
heat (enthalpy of fusion) produces the so-called freezing exotherm, 
i.e., a sudden rise in sample temperature. Depending on the 
amount of water freezing this can be several K (e.g., 6 K for 
 Rhododendron ferrugineum  leaf [ 8 ]) or can be close to the thermo-
metric resolution limit of current instrumentation as for example 
observed during the so-called low-temperature freezing exotherms 
produced by symplastic freezing of deeply supercooled cells (e.g., 
xylem parenchyma cells [ 8 ]). 

 Measurement of freezing exotherms can principally be con-
ducted punctually by the use of thermocouples. By differential 
thermal analysis (DTA [ 9 ]) very small freezing events get detect-
able at low noise, as the temperature of a dry and dead reference 
sample is subtracted from the measured alive plant sample. More 
sophisticated is the employment of high-resolution infrared ther-
mography as a two-dimensional thermal image of the sample can 
be obtained which allows to localize ice nucleation sites and to 
monitor ice propagation throughout the plant [ 10 – 13 ]. Again by 
using the infrared camera in the differential imaging mode (infrared 
differential thermal analysis, IDTA) the resolution of the thermal 
images obtained during the freezing process can be signifi cantly 
increased [ 3 – 5 ,  14 – 16 ]. IDTA is based on the subtraction of a 
reference image, captured just before the occurrence of freezing, 
from the sequence of images during freezing that then show only 
the changes in temperatures during freezing of water in the plant 
sample [ 3 ]. By this background correction temperature fl uctua-
tions and thermal gradients on the image are canceled out and 
smallest changes in temperature caused by freezing of water in the 
plant tissue can be visualized.  

2    Materials 

 For measurement of IDTA during the freezing process a high- 
resolution infrared camera is necessary that is suitable for opera-
tion temperatures in the sub-zero temperature range. Additionally 
a  temperature-controlled freezing chamber large enough to 
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accommodate the infrared camera together with the plant sample 
is  necessary. In the following the measurement procedure as 
 developed in the laboratory in Innsbruck is described. 

  A digital infrared camera model ThermaCAM™ S60 (FLIR Systems 
AB, Danderyd, Sweden) is employed for measurement of sequences 
of two-dimensional infrared images of plant samples. The thermal 
resolution is 0.08 K. The camera is equipped with a close-up lens 
(LW64/150). By this a spatial resolution on the thermal images 
of 200 μm is achieved. The infrared camera is connected by a 
FireWire/IEEE1394 interface with a control computer. The Therma 
CAM™ S60 has a maximum time resolution of 25 images/s. 
Recording at maximum time resolution results in large amounts of 
data (3.8 MB/s, 13.7 GB/h). For the original infrared video 
records a powerful PC providing suffi ciently high disk space is nec-
essary. IDTA images can be extracted by subtraction of a reference 
image from the original infrared image which is performed during 
data analysis with the ThermaCAM™ Researcher software package 
(FLIR Systems AB, Danderyd, Sweden). Absolute tissue tempera-
ture is recorded with thermocouples ( see   Note 1 ) placed close to 
the surface of the analyzed plant samples. Thermocouples are 
 connected to a data logger (CR10X, Campbell Scientifi c, 
Loughborough, UK). The lowest freezing temperature that can be 
studied is currently set by the minimum operation temperature of 
the ThermaCAM™ which is −25 °C.  

  In order to protect the infrared camera from fast temperature 
changes and potential water condensations ( see   Note 2 ), we use a 
thermally insulated housing for the camera, when used inside the 
freezing compartment. The housing is made out of a 21 × 25 × 31 cm 
Plexiglas box which is thermally insulated inside with 3 cm thick 
Styrofoam plates. The box has a hole that fi ts to the close-up lens 
of the infrared camera and a lid on top to insert and remove 
the infrared camera. A second hole opposite to the opening for the 
close-up lens allows inserting FireWire connection and electric 
 currency cables.  

  For freezing treatment of the plant samples together with the 
infrared camera a suffi ciently spacious fully temperature-controlled 
freezing chamber is necessary ( see   Note 3 ). This is realized in 
Innsbruck by a computer-controlled commercial chest freezer 
[ 17 ]. The freezing compartment has a volume of 141.9 L 
(43 × 50 × 66 cm). The freezing device needs to be fully tempera-
ture controlled and should allow a precise setting of cooling and 
warming rates ( see   Note 4 ). The control technique should keep 
temperature oscillations at a minimum, preferentially less than 
0.2 K ( see   Note 5 ).  

2.1  Infrared Camera

2.2  Thermally 
Insulated Camera 
Housing

2.3  Temperature- 
Controlled Freezing 
Chamber

Infrared Thermal Analysis



94

  The entire plant sample investigated must be in a focusing plane to 
ensure that ice formation can be monitored with high resolution. 
The sample holder plate (approximately 15 × 15 cm) should be 
impermeable for infrared radiation and provide a homogeneous 
thermal background. Usually an ordinary plastic plate is suffi cient. 
For convenient distance adjustments this plate may be placed on a 
laboratory lifting plate. The actual measurement area of the infra-
red camera equipped with the close-up lens is approximately 
3.7 × 4.6 cm.   

3    Methods 

      1.    In case that detached plant parts have to be used, it must be 
considered that the sample size has strong effects on ice nucle-
ation temperature. The size of detached plant samples should 
not be too small ( see   Note 6 ).   

   2.    For identifi cation of action sites of intrinsic INA substances 
plant samples should have a dry surface. Water on the plant 
surface can freeze extrinsically at fi rst and can then potentially 
trigger consequent intrinsic freezing of the sample [ 18 ].   

   3.    For control of ice nucleation temperature application of drop-
lets of INA bacteria is recommended ( see   Note 7 ).   

   4.    Plant samples must be mounted on the sample holder in such a 
way that all plant parts investigated are exposed in the focusing 
plane of the infrared camera, particularly when the infrared 
camera is used with the close-up lens. For small plant parts such 
as single leaves this is not problematic (Fig.  1a ). For leafy twigs 
or whole herbaceous plants this can be done by fanning out the 
plant samples on the plain sample holder plate ( see   Note 8 ).

             1.    For recording of the absolute temperature it is advisable to 
use a set of at least four thermocouples as a reference and 
 additional temperature control. The thermocouples are fi xed 
onto the sample holder close to the investigated plant samples 
( see   Note 1 ) with the double-sided glue tape but additionally 
outside the measurement frame by further pieces of adhesive 
tape to securely hold them in place ( see   Note 9 ).   

   2.    Altogether, the sample holder plate including the mounted 
plant samples and thermocouples on top of the laboratory 
 lifting plate is then placed on the bottom of the freezing com-
partment of the freezing equipment.   

   3.    The infrared camera is inserted into the camera housing, and 
the lid is closed. The infrared camera is then turned on to 
record the live image.   

   4.    Altogether, camera plus housing is then put upside down into 
the freezing compartment of the freezing equipment and is 

2.4  Sample Holder

3.1  Sample 
Preparation

3.2  Setup 
of Equipment
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positioned in a distance of approximately 9 cm to the plant 
sample by the help of two additional lifting plates.   

   5.    To bring the point of interest into focus fi ne adjustments of the 
distance between the close-up lens of the infrared camera and 
the plant sample can then be made by the use of the lifting 
plate supporting the sample holder plate.   

   6.    A single digital image of the sample setting should be recorded 
by the infrared camera.   

   7.    The infrared camera is switched into the infrared mode. The 
recording conditions (time resolution, storage space for record-
ings) are set ( see   Note 10 ). The lid of the freezing compartment 
is closed.      

      1.    The parameters of the freezing treatment have to be set. The 
experimental settings largely affect ice nucleation temperature, 
particularly the cooling rate, and should be selected to come 
close to natural night frost conditions ( see   Notes 3  and  4 ). After 
setting of all parameters the freezing treatment can be started.   

3.3  Recording of Ice 
Formation Processes

  Fig. 1    ( a ) On the digital black and white image of a single, detached leaf of  Senecio incanus  a 50 μl droplet of 
INA bacteria suspension positioned on the upper leaf surface can be seen ( horizontal black bar  width is 
0.5 cm). Ice nucleated initially in the droplet on the surface at −4.3 °C, but this surface ice did not enter the 
leaf. Freezing is visualized by a brightening, while unfrozen areas remain black. At −4.5 °C a second ice nucle-
ation event in the petiole of the leaf initiated an ice wave via the vascular system into the leaf blade. The origi-
nal sequence of infrared images during this second freezing event ( b – g ) gives only a blurred picture. When 
these infrared images are referenced to the image immediately before the leaf freezing event ( h ), IDTA images 
( i – n ) are obtained that show more details of the freezing process. The numbers in the  bottom left corner  of 
each image indicate the time in seconds after ice nucleation in the petiole of the leaf       
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   2.    As soon as 0 °C is reached the recording mode of the infrared 
camera is manually started ( see   Note 11 ).   

   3.    After the programmed freezing treatment is fi nished the 
 infrared recording is stopped, the lid of the freezing compart-
ment is opened, and the whole equipment is allowed to thaw 
to room temperature.   

   4.    The recorded video sequences of infrared images are scanned 
by the use of the ThermaCAM Researcher software package to 
elucidate video sequences that show freezing events. On the 
original infrared images freezing processes can be detected but 
they are often blurred (Fig.  1b–g ). Once identifi ed IDTA 
images can be extracted. IDTA is based on the subtraction of a 
reference image, captured just before the occurrence of freez-
ing (Fig.  1h ), from the sequence of images during freezing 
that then show only the changes in temperatures during freez-
ing of water in the plant sample revealing much more details of 
the ice formation processes (Fig.  1i–n ).       

4    Notes 

     1.    Thermocouples themselves can be a source of ice nucleation 
[ 9 ]. In case that ice nucleation sites in the plant sample should 
be identifi ed it is hence advisable to avoid close contact of ther-
mocouple solder junctions to the sample.   

   2.    The housing ensures that the infrared camera is kept at a higher 
temperature than the surroundings. This prevents water con-
densation on the close-up lens which could lead to erroneous 
measurements.   

   3.    Currently commercially available freezing devices are all con-
vective systems. Convective freezing devices cannot simulate 
radiant heat loss and do not produce temperature gradients in 
plants during freezing as in nature [ 19 ]. As plants are not 
colder than air in these devices dew and ice deposit on the 
plant surface is absent. These conditions favor supercooling 
which should be kept in mind.   

   4.    Moderate cooling rates below 0 °C should be selected in order 
to simulate natural night frosts. In nature cooling rates below 
0 °C often are not faster than −2 K/h [ 19 ]. Higher cooling 
rates tend to provoke supercooling in the sample. Additionally, 
if frost survival is investigated exposure times and thawing rates 
have to be controlled. For plant samples with unknown frost 
survival mechanisms it is advisable to use a freezing protocol 
that eventually extends down to freezing temperatures where 
after the initial apoplastic ice wave additional freezing events at 
lower temperatures may be recorded. These are either further 
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apoplastic freezing events occurring later due to ice barriers 
(Fig.  2 ) or freezing exotherms that originate from symplastic 
freezing.

       5.    Higher temperature oscillations can be buffered by placing the 
sample holder and the camera inside of a thermally insulated 
box inside the freezing compartment.   

   6.    Sample size [ 16 ] and detachment [ 19 ] signifi cantly infl uence 
the ice nucleation temperature. Generally spoken the smaller 
the sample size is down to lower freezing temperatures samples 
tend to supercool. For apple twigs only if sized 40 cm in length 
ice nucleation temperature recorded in the laboratory experi-
ment on detached twigs was roughly equivalent to that mea-
sured in the fi eld on intact trees [ 16 ]. 
 Several plants have structural ice barriers between different plant 
organs [ 8 ], and in some cases their role may only be studied 
in whole plants. Thermal ice barriers as found in alpine cushion 
plants [ 15 ] can only be measured on whole intact plants in 
experimental settings as natural as possible.   

   7.    INA bacteria (e.g.: strain 5176 of  Pseudomonas syringae  has a 
high ice-nucleating activity, Deutsche Sammlung von Mikro-
organismen und Zellkulturen GmbH (DSMZ), Braunschweig, 
Germany) can be applied as a bacterial suspension in 50 μl 
droplets ( see  Fig.  1 ). Depending on the question droplets can 
be deposited on intact, scratched, or cut plant surfaces.   

   8.    For fanning out plant samples double-sided glue tape (5 cm 
width) has proved to be most convenient.   

   9.    For documentation of thermocouple positioning it is advisable 
to make a photo of the experimental setting.   

   10.    A measurement frequency of 10 images/s is mostly suffi cient. 
When the maximum of 25 images s is recorded this results in a 
large amount of data (3.8 MB/s, 13.7 GB/h). Suffi cient disk 
space on the computer must be provided.   

  Fig. 2    ( a ) Digital black and white image of an infructescence of  Primula veris  before exposure to a controlled 
freezing treatment ( horizontal black bar  width is 0.5 cm). Initial ice nucleation in the supporting stem occurred 
at −3.2 °C. Single fruits and developing seeds inside the fruits froze separately at various lower freezing tem-
peratures: IDTA images of the infructescence show freezing of ( b ) two single fruits at −10.7 °C and ( c ,  d ) sepa-
rate freezing of developing seeds inside these fruits at around −12.0 °C ( white arrows ). Freezing is visualized 
by a brightening, while unfrozen areas remain black. The time span after ice nucleation in the supporting stem 
is indicated in the  bottom left corner  of each image       
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   11.    During the recording mode it is advisable to regularly conduct 
an image matching, at least every half an hour. For an easier 
handling of the video material during subsequent analysis it is 
recommended to produce several consequent short videos 
rather than one single long video.         
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    Chapter 10   

 Cryo-Scanning Electron Microscopy to Study 
the Freezing Behavior of Plant Tissues 

           Seizo     Fujikawa      and     Keita     Endoh   

    Abstract 

   A cryo-scanning electron microscope (cryo-SEM) is a valuable tool for observing bulk frozen samples to 
monitor freezing responses of plant tissues and cells. Here, essential processes of a cryo-SEM to observe 
freezing behaviors of plant tissue cells are described.  

  Key words     Cryo-scanning electron microscope (cryo-SEM)  ,   Ice crystal  ,   Extracellular freezing  , 
  Intracellular freezing  ,   Cryo-fi xation  ,   Recrystallization  ,   Cooling rate  

1      Introduction 

 A cryo-scanning electron microscope (cryo-SEM) or a low- 
temperature SEM has been used to observe bulk biological samples 
under a freezing condition. Since early reports on the development of 
a simple cryo-SEM, in which the SEM was equipped with only a cold 
stage in the SEM column [ 1 ], the instruments have been improved 
in step-by-step fashion [ 2 – 4 ]. Various cryo-SEMs with their own 
unique combination of features are now available. 

 A cryo-SEM has been used to observe hydrated structures of 
biological materials including plant tissues, in which water in sam-
ples is kept from conversion to ice by cryo-fi xation using very rapid 
freezing (for recent review,  see  ref.  5 ). A cryo-SEM has also been 
used to observe the distribution of water in plant tissues [ 6 – 9 ] 
as well as the distribution of contents dissolved in water [ 10 ]. 
Moreover, a cryo-SEM has been used to analyze effects of the 
freeze-drying process in relation to morphological changes of plant 
tissues [ 11 ]. 

 A cryo-SEM is particularly useful for observing responses in 
plant tissue cells to freezing. Studies using a cryo-SEM have shown 
interaction between extracellular ice crystals and cells in the fruit 
body of mushrooms [ 12 ,  13 ], in leaves of cereals [ 14 ,  15 ], in leaves 
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of  Arabidopsis  [ 16 ], in evergreen leaves of trees [ 17 – 19 ], in leaves 
of freezing-sensitive plant species [ 20 ,  21 ] and in bark tissues of 
fruit trees [ 22 ]. Direct observation of frozen tissue cells by a cryo- 
SEM has provided information on freezing responses of xylem 
parenchyma cells in several tree species which adapt to subfreezing 
temperatures by deep supercooling [ 23 – 31 ] and information on 
freezing behavior of tissue cells in dormant buds in trees that adapt 
to subfreezing temperatures by extraorgan freezing [ 32 ]. 

 Here, we introduce our manuals in addition to general manuals 
for observing freezing responses of plant tissue cells by cryo- SEM. 
Additionally, we recommend the use of freeze-fracture replica elec-
tron microscopy in combination with cryo-SEM for understanding 
freezing responses of plant tissue cells in more detail (for the man-
ual of diverse freeze-replica technique,  see  ref.  33 ).  

2    Materials 

      1.    Cryo-SEM: Although there are many different types of com-
mercially available cryo-SEM, a cryo-SEM generally consists of 
a specimen preparation chamber and SEM column equipped 
with cold stages. A pre-evacuation chamber is connected to the 
specimen preparation chamber in order to transfer frozen sam-
ples from outside to the specimen preparation chamber. The 
specimen preparation chamber is equipped with not only a cold 
stage but also a cold knife for fracturing frozen samples and a 
metal-coating system for coating freeze-fracture faces to facili-
tate radiation of secondary electrons as well as to inhibit elec-
tric charging. The specimen preparation chamber is directly 
connected to the SEM column with another cold stage on 
which frozen samples are observed with cover by a cold trap for 
decontamination of samples. In different types of cryo-SEM, 
the cold stage is cooled by a connected copper braid cooled by 
liquid nitrogen (LN 2 ) [ 34 ], by a piped system for circulating 
LN 2  [ 3 ] or by a Joule–Thomson refrigerator principle [ 35 ]. 
Metal coating is done by resistance heating [ 2 ,  35 ,  36 ], sputter 
coating [ 3 ,  34 ], or using electron-beam guns [ 37 ,  38 ].   

   2.    Specimen carrier (standard apparatus of cryo-SEM): The carrier 
is used for transferring frozen samples from outside to inside 
the cryo-SEM and within the cryo-SEM by a rod (Fig.  1 ). 
A frozen sample is fi rmly fi xed to the specimen carrier under 
LN 2 . The specimen carrier with the sample is transferred to the 
cold stage in the specimen preparation chamber through the 
pre- evacuation chamber, and, after treatment in the prepara-
tion chamber, the sample is transferred to a cold stage in the 
SEM column. The specimen carrier with the sample is tempo-
rarily fi xed on both cold stages, and sophisticated temperature 
control of the samples is done through the carrier.

2.1  Main Apparatus
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       3.    Sample holders: Samples to be frozen and observed by the 
cryo- SEM are put in sample holders. The samples in holders 
can be fi rmly fi xed, without physical stresses to frozen samples 
themselves, by using a screw to a hole of the specimen carrier 
under LN 2 . Since samples have various sizes and shapes, diverse 
kinds of sample holders are convenient. We usually have more 
than 100 sample holders made of aluminum with different 
sizes of holes in which samples are put (Fig.  1 ). Different sizes 
of sample holders are also useful. When size of the sample 
holder is changed, the size of holes in the specimen carrier 
must also be changed.   

   4.    LN 2  Dewar for fi xing samples to the specimen carrier under 
LN 2:  Proper size of Dewar fi lled with LN 2  is used to fi x frozen 
samples into holes in the specimen carrier under LN 2 . Most 
types of cryo-SEM are equipped with such a Dewar as a stan-
dard apparatus.   

   5.    LN 2  container for stock frozen samples: A large container is 
fi lled with LN 2  to stock frozen samples until use. We use 20-L 
containers that have several partitions for keeping samples. 
When stocked samples are used for cryo-SEM observation, they 
are transferred into a small Dewar vessel (1-L) fi lled with LN 2 .   

   6.    Programmed freezer: In addition to cryo-SEM related appara-
tus, a programmed freezer is necessary to perform the described 
experiments. The cooling rate of samples is controlled from 

  Fig. 1    A specimen carrier ( right ) and sample holders ( left ) with cavities of differ-
ent sizes. Sample holders are made of aluminum in and are 5 mm in diameter 
and 5 mm in height with cavities of different sizes (depth and diameter) in the 
center in which samples are put. The specimen carrier has a hole in which a 
specimen holder is fi xed by a screw under LN 2        

 

Cryo-Scanning Electron Microscopy



102

0 °C to temperatures lower than −50 °C. There are many types 
of programmed freezer. We use stock freezers for cooling down 
to −60 °C. The stock freezer is equipped with a temperature 
control heater operated by a personal computer.      

      1.    Use fresh plants under control (warm) growth conditions, 
under cold-acclimation conditions or in the dormant state.   

   2.    In the case of dormant trees, stocked samples can also be used. 
For stock samples in dormant trees, remove 1–5-year-old twigs 
with length of about 30–50 cm from standing trees during 
winter, put about 20 twigs in a polystyrene bag together with 
a suffi cient amount of snow, close the bag and store in a 
cold room kept at −10 °C for 6 months at maximum until use 
( see   Note 1 ).       

3    Methods 

               In order to fi rmly fi x frozen samples during fracturing and cryo- 
SEM observation, put fresh samples in a hole of the sample holder 
before freezing ( see   Note 2 ). During sample preparation, maintain 
the desired temperatures depending on samples. Do all the pro-
cesses quickly to maintain the freshness of samples.

    1.    Write appropriate numbers by oil-based ink ( see   Note 3 ) indicat-
ing sample conditions, including name of the plant species, name 
of tissues, sampling conditions and freezing conditions, on the 
bottom or side walls of the sample holders.   

   2.    Remove tissues from fresh or stocked plants.   
   3.    Excise removed tissues with a sharp knife ( see   Note 4 ) to 

appropriate sizes that can be placed in a hole of the specimen 
holder with slight protrusion from the hole ( see   Note 5 ).   

   4.    Put a small amount of distilled water in each of the holes in 
sample holders using a pipette ( see   Note 6 ).   

   5.    Using forceps, put samples in a hole of the sample holder in 
contact with water in the hole. Arrange the samples so that 
small areas protrude from the top surface of the sample holder. 
Since the protruding parts are cut (fractured) with a cold knife 
that moves in parallel with the top surface of sample holder, 
arrange the samples to make the fractured plane correspond to 
the desired plane to be observed.   

   6.    Prepare all of the samples (hereafter, samples in holders will be 
simply called “samples”) just before freezing.    

                   For comparison of structures with those after controlled-freezing, 
structures before freezing need to be observed for reference 
 samples. Although such reference structures can be provided by 
various kinds of cryo-fi xation using rapid freezing, cryo-fi xation 

2.2  Materials

3.1  Preparation 
of Samples Before 
Freezing

3.2  Cryo-Fixation of 
Reference Samples
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by plunging samples into cooled Freon 22 is recommended for the 
study of freezing behavior of plant tissue cells ( see   Note 7 ). The 
process of cryo-fi xation by plunge freezing with cooled Freon 22 is 
described below.

    1.    Fill a small Dewar vessel (1-L) with LN 2 .   
   2.    Insert a copper-made well into LN 2  in the Dewar vessel by 

grasping the well fi rmly with crucible tongs. Avoid getting any 
LN 2  in the well.   

   3.    Inject Freon 22 slowly into the cooled well in LN 2 .   
   4.    When about half of the well is fi lled with Freon 22 (about 

5 mL), stop injection.   
   5.    Freon 22 in the well is soon frozen.   
   6.    Insert metal sticks into the frozen Freon 22 in order to make a 

mixture of solid and liquid Freon 22 (−160 °C).   
   7.    Quickly plunge a fresh sample (provided by the process 

described under Subheading     3.1 ) by grasping the sample 
holder with forceps and putting it into the liquid part of Freon 
22 for at least 5 s.   

   8.    Quickly transfer the sample to a basket fi lled in with LN 2  and 
release it from the forceps.   

   9.    Store samples in a LN 2  stock container until use ( see   Note 8 ).    

      In order to understand freezing responses of plant tissue cells, it is 
necessary to freeze samples at controlled cooling rates (generally 
by slow cooling to mimic temperature reduction in the fi eld) to the 
desired temperature, and fi nally the frozen samples are cryo-fi xed 
to keep conditions at the fi nal freezing condition. Here, the general 
processes for controlled slow freezing are described.

    1.    Put several fresh samples (provided as described under 
Subheading  3.1 ) in a petri dish and cover with a lid at 4 °C or 
other desired non-freezing temperature ( see   Note 9 ).   

   2.    Previously cool an empty petri dish in a programmed freezer 
kept at the starting temperature of freezing for the samples and 
put a small amount of ice chips (originating from frost) 
obtained by scratching from side walls of the programmed 
freezer with cooled forceps in the cooled petri dish.   

   3.    Transfer the petri dish with the samples to a programmed 
freezer kept at −3 °C or other desired freezing temperature 
depending on the purpose ( see   Note 10 ).   

   4.    Wait for more than 30 min to obtain a temperature equilib-
rium of the samples.   

   5.    After a temperature equilibrium at −3 °C or desired freezing 
temperature has been reached, open the lid of the petri dish 
and put ice chips on the samples using cooled forceps as above.   

3.3  Controlled 
Freezing of Samples
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   6.    Confi rm freezing of the samples ( see   Note 11 ).   
   7.    Keep the samples at −3 °C or desired freezing temperature for 

a further 30 min or more to reach temperature equilibrium 
after freezing.   

   8.    Start cooling at a controlled rate depending on the purpose 
( see   Note 12 ) to the desired fi nal freezing temperature 
( see   Note 13 ).   

   9.    After the desired fi nal freezing temperature has been reached, 
cryo-fi x the samples immediately or after the desired time at the 
fi nal temperature by plunge-freezing with cooled Freon 22 (by 
the process described under Subheading  3.2 ) ( see   Note 14 ).   

   10.    Store the samples in a LN 2  stock container until use.      

       Frozen samples including both reference and controlled-freezing 
samples are observed by a cryo-SEM. Although each cryo-SEM 
has a different construction, common processes for cryo-scanning 
electron microscopy are described here. For details of the methods 
for specimen preparation and observation, see the procedures 
described in the manufacturer’s instruction manual for each 
cryo-SEM.

    1.    With the SEM in operation (at fully high vacuum), cool a cold 
stage and a cold trap in the SEM column as well as a cold stage 
and a cold knife in the preparation chamber.   

   2.    Wait for about 1 h to achieve full cooling (lower than −160 °C) 
of the above-mentioned cryo-SEM apparatuses.   

   3.    Set the temperature of a cold stage in the pre-evacuation cham-
ber to −105 °C. Keep maximum cooling in other apparatuses.   

   4.    Transfer stocked frozen samples in the LN 2  stock container 
into a small Dewar vessel fi lled with LN 2 .   

   5.    Cool a specimen carrier by dipping into LN 2  in a LN 2  Dewar 
until bubbling has stopped (about 30 s).   

   6.    Transfer the frozen samples to the LN 2  Dewar together with 
the cooled specimen carrier in LN 2 .   

   7.    Put a sample in a hole of the specimen carrier using forceps and 
fi rmly fi x the samples in the hole of the carrier by a screw using 
a screwdriver under LN 2 .   

   8.    Cover the samples with the cold trap for decontamination, if 
there is one, under LN 2 .   

   9.    Quickly transfer the covered specimen carrier with the sample 
to the pre-evacuation chamber.   

   10.    Quickly evacuate the pre-evacuation chamber.   
   11.    After completion of full evacuation in the pre-evacuation 

chamber, open the gate to the preparation chamber, transfer 

3.4  Cryo-Scanning 
Electron Microscopy
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the specimen carrier with the sample, and fi x the specimen 
 carrier on a cold stage of the preparation chamber kept at 
−105 °C ( see   Note 15 ).   

   12.    After the temperature has reached equilibrium at −105 °C, 
confi rm removal of frost that may have covered samples by the 
naked eye or by using binoculars ( see   Note 16 ).   

   13.    Fracture protruding areas of the samples by moving a cold knife 
in parallel with the top surface of the sample holder ( see   Note 17 ).   

   14.    After fracturing the sample, cover the fractured plane with a 
cold knife kept at −160 °C as a cold trap for decontamination.   

   15.    Keep fractured samples for a few minutes at −105 °C for making 
slight etching ( see   Note 18 ).   

   16.    To stop further etching, cool the cold stage to a temperature 
lower than −120 °C ( see   Note 19 ).   

   17.    Remove the cold knife covering the samples.   
   18.    Coat the fractured face by metal evaporation. Depending on 

the apparatus, refer to manufacturer’s instructions for appro-
priate coating ( see   Note 20 ).   

   19.    Transfer the carrier with samples from the cold stage of the 
preparation chamber to a cold stage in the SEM column 
kept at −160 °C, fi x the carrier, and cover the periphery of the 
samples by a cold trap.   

   20.    Observe fracture planes by using secondary emissions by the 
SEM ( see   Note 21 ).   

   21.    Take photographs of desired areas following the procedure 
described in the manufacturer’s instruction manual.      

  Several examples of specifi c methods to determine effects of freez-
ing on plant tissue cells are described. In most cases, prepare samples 
from at least three separate freezing experiments with more than 
three samples in each separate experiment and observe more 
than 100 cells in total from more than six different samples in 
order to determine the tendency of freezing-induced changes. 

  The usual method for observing structural changes induced 
by extracellular freezing under equilibrium freezing conditions is 
described using wheat leaves under control (warm) growth condi-
tions (Fig.  2 ).

     1.    Prepare samples at room temperature by the process described 
under Subheading  3.1  and cryo-fi x the samples at room 
 temperature as reference samples by the process described in 
Subheading  3.2 .   

   2.    For equilibrium freezing of the samples, provide the samples 
prepared at room temperature by the process described in 

3.5  Methods 
for Analyzing Effects 
of Freezing

3.5.1  Detection of 
Extracellular Freezing
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Subheading  3.1  and slowly freeze the samples by the process 
described in Subheading  3.3 , in which the samples are kept at 
−3 °C for 30 min, inoculated with ice, kept at −3 °C for 30 min, 
cooled at a rate of 0.2 °C/min to −10 °C, and cryo-fi xed 
immediately after reaching −10 °C.   

   3.    Take photographs of cryo-fi xed reference and cryo-fi xed slowly 
frozen samples using a cryo-SEM as described in Subheading  3.4 .   

   4.    Compare the structures of a reference sample (Fig.  2a ) and a 
sample slowly frozen to −10 °C (Fig.  2b ) ( see   Note 22 ).    

    The method for examining the temperature limit of deep super-
cooling is described using xylem parenchyma cells in mulberry 
trees harvested in summer (Fig.  3 ).

     1.    Prepare samples at room temperature by the process described 
in Subheading  3.1  and cryo-fi x samples from room tempera-
ture as described in Subheading  3.2 .   

3.5.2  Detection 
of Temperature Limit 
of Deep Supercooling

  Fig. 2    Cryo-SEM photographs showing parts of freeze-fractured wheat leaves 
( a ) in a reference sample cryo-fi xed at room temperature and ( b ) in a sample 
slowly frozen from −3 to −10 °C at a cooling rate of 0.2 °C/min. Equilibrium slow 
freezing to −10 °C caused distinct shrinkage of cells ( arrows ) with occupation of 
extracellular spaces by large extracellular ice crystals (EI). Bars = 10 μm       
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   2.    To prepare frozen samples, put samples in a petri dish in a 
 programmed freezer kept at −5 °C overnight and then lower 
the temperature very slowly in a stepwise manner by 5 °C/day 
to −50 °C ( see   Note 23 ).   

   3.    At each −5 °C decline in temperature, cryo-fi x the samples by 
the process described in Subheading  3.2 .   

   4.    Take photographs of cryo-fi xed reference and treated samples 
cooled from −5 to −40 °C by the cryo-SEM ( see  Subheading  3.4 ).   

   5.    Compare sizes of intracellular ice crystals ( see   Note 24 ) in the 
reference sample (Fig.  3a ) and samples very slowly cooled to 
different freezing temperatures (Fig.  3b, c ).    

       In order to examine whether freezable water has remained in plant 
cells under the condition of slow freezing to the desired tempera-
ture, the method for a recrystallization experiment is described 
using tissue cells of dormant buds in katsura tree [ 29 ,  32 ].

    1.    Prepare samples at 4 °C as described in Subheading  3.1  and 
cryo-fi x reference samples at 4 °C (Subheading  3.2 ).   

   2.    To prepare slowly frozen samples, prepare samples    at 4 °C as 
described in Subheading  3.1  and slowly freeze the samples 
from −3 °C at a cooling rate of 5 °C/day to −30 °C 
(Subheading  3.3 ) and then cryo-fi x the samples at −30 °C as in 
Subheading  3.2 .   

3.5.3  Detection 
of Freezable Water Under 
the Condition of Slow 
Freezing by 
a Recrystallization 
Experiment (Fig.  4 )

  Fig. 3    Cryo-SEM photographs showing temperature limit of deep supercooling in xylem parenchyma cells of 
birch harvested in summer. ( a ) Reference samples cryo-fi xed at room temperature. ( b ) Cryo-fi xed samples after 
very slow cooling to −15 °C at a rate of 5 °C/day. ( c ) Cryo-fi xed samples after very slow cooling to −20 °C at a 
rate of 5 °C/day. While very small intracellular ice crystals (which are diffi cult to detect or are seen as numerous 
small holes due to sublimation of ice) are produced in reference samples ( a ) and samples slowly frozen to 
−15 °C ( b ), large intracellular ice crystals ( arrows ) are produced in cells slowly frozen to −20 °C ( c ). The sizes 
of intracellular ice crystals differ depending on whether they are produced by rapid freezing due to cryo-fi xation 
of liquid water ( a  and  b ) or produced during very slow cooling (5 °C/day) ( c ). Distinct differences in sizes of 
intracellular ice crystals indicate temperature limit of supercooling between −15 and −20 °C. Bars = 2 μm       
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   3.    For the recrystallization experiment, transfer the above  samples 
which have been slowly frozen to −30 °C and cryo-fi xed to a 
petri dish in a freezer kept at −20 °C, keep overnight to allow 
recrystallization, and again cryo-fi x (Subheading  3.2 ).   

   4.    Take photographs of cryo-fi xed reference samples, cryo-fi xed 
samples slowly frozen to −30 °C and recrystallization experi-
ment samples using a cryo-SEM (Subheading  3.4 ).   

   5.    Compare cell shapes and especially the sizes of intracellular ice 
crystals ( see   Note 24 ) among reference samples (Fig.  4a, d ), 
samples slowly frozen to −30 °C (Fig.  4b, e ) and recrystalliza-
tion experiment samples (Fig.  4c, f ).    

  Fig. 4    Cryo-SEM photographs showing a recrystallization experiment in tissue cells of dormant buds of katsura tree 
in order to determine the presence or absence of freezable water after slow freezing to desired temperatures. ( a – c ) 
Cells in inner scales. ( d – f ) Cells in fl ower primordia. ( a  and  d ) Reference samples cryo-fi xed at 4 °C. ( b  and  e ) Cryo-
fi xed samples after very slow freezing from −3 to −30 °C at a cooling rate of 5 °C/day. ( c  and  f ) Cryo-fi xed samples 
after a recrystallization experiment in which samples in ( b  and  e ) were rewarmed at −20 °C. Formation of large 
intracellular ice crystals ( asterisk ) in fl ower primordia cells after the recrystallization experiment indicates the pres-
ence of freezable water even after slow cooling to −30 °C ( f ), whereas the absence of such intracellular change in 
cells in inner scales indicates complete    dehydration of freezable water by slow freezing to −30 °C ( c ). Freezable 
water remaining at −30 °C after very slow cooling produced very small intracellular ice crystals by cryo-fi xation 
and rewarming of such cells produced large intracellular ice crystals as a result of recrystallization. Bars = 1 μm       
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    The method to determine whether the cooling rates or freezing 
conditions used produced equilibrium dehydration is described 
using non-acclimated leaves of  Arabidopsis thaliana  (Fig.  5 ) [ 16 ].

     1.    Prepare reference samples at room temperature (Subheading  3.1 ) 
and cryo-fi x the reference samples at room temperature 
(Subheading  3.2 ).   

   2.    To prepare one type of controlled-freezing samples, prepare 
samples at room temperature (Subheading  3.1 ), keep the sam-
ples at −2 °C for 30 min, inoculate with ice, keep at −2 °C for 
1 h, and immediately cryo-fi x as described in Subheading  3.2 .   

   3.    For a second type of controlled-freezing samples, prepare sam-
ples at room temperature and then keep them at −2 °C for 30 
min as above. Inoculate the samples with ice and keep at −2 °C 
for 3 days, then cryo-fi x (Subheading  3.2 ;  see   Note 25 ).   

   4.    Take photographs of cryo-fi xed reference samples and cryo- 
fi xed samples at −2 °C that have been kept for 1 h and 3 days.   

   5.    Compare sizes of intracellular ice crystals in reference samples 
(Fig.  5a ) and samples kept at −2 °C for 1 h (Fig.  5b ) and for 
3 days (Fig.  5c ).    

    The method to estimate the effect of cell walls as a barrier against 
extracellular ice crystals is described using chilling-sensitive leaves 
of  Saintpaulia grotei  Engl. (Fig.  6 ) [ 21 ].

     1.    Prepare reference samples from room temperature 
(Subheading  3.1 ) and cryo-fi x the samples at room tempera-
ture (Subheading  3.2 ).   

3.5.4  Confi rmation 
of Equilibrium Freezing

3.5.5  Evaluation of the 
Cell Wall as a Barrier 
Against Penetration 
of Extracellular Ice Crystals 
(in the Case of Chilling- 
Sensitive Plant Tissue Cells)

  Fig. 5    Cryo-SEM photographs showing equilibrium freezing of  Arabidopsis  leaves. ( a ) Reference sample cryo- 
fi xed at room temperature. ( b ) Cryo-fi xed sample after freezing at −2 °C for 1 h. ( c ) Cryo-fi xed sample after 
freezing at −2 °C for 3 days. Compared with the reference samples ( a ), samples frozen at −2 °C exhibited 
shrinkage by dehydration and far smaller intracellular ice crystals as a result of cryo-fi xation ( b  and  c ). The sizes 
of intracellular ice crystals (shown between  arrowheads  in the maximum diameter) are similar in cryo- fi xed 
samples after freezing at −2 °C for 1 h ( b ) and 3 days ( c ). Since the size of intracellular ice crystals depends on 
the degree of cellular hydration, the result indicates that equilibrium dehydration occurred with freezing at −2 °C 
for 1 h. EI = extracellular ice. (Reproduced from Nagao et al. [ 16 ] with permission from Springer) Bars = 10 μm       
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   2.    Supercooled samples are prepared as described in 
Subheading  3.1 , put in a programmed freezer kept at −2 °C for 
1 h under the condition of supercooling ( see   Note 26 ) and 
then cryo-fi xed at −2 °C (Subheading  3.2 ).   

   3.    Frozen samples are prepared as described in Subheading  3.1 , 
put into a petri dish in a programmed freezer kept at −2 °C for 
30 min, frozen by ice inoculation, kept for a further 30 min at 
−2 °C, and cryo-fi x at −2 °C (Subheading  3.2 ).   

   4.    Take photographs of cryo-fi xed reference samples, supercooled 
samples, and samples frozen at −2 °C using a cryo-SEM 
(Subheading  3.4 ).   

   5.    Compare intracellular ice crystal sizes in the reference sample 
(Fig.  6a ), sample supercooled at −2 °C (Fig.  6b ), and sample 
frozen at −2 °C.    

    The method to estimate the effect of cell walls as a barrier against 
extracellular ice crystals is described using cells with freeze- 
damaged protoplasts in leaves of an orchid (Fig.  7 ) [ 21 ].

     1.    Prepare samples at room temperature as described in 
Subheading  3.1 .   

   2.    For breaking protoplasts together with plasma membranes, 
freeze samples by direct immersion in LN 2  for about 1 min and 
then thaw at room temperature for 30 min and cryo-fi x 
(Subheading  3.2 ;  see   Note 27 ).   

   3.    To produce frozen samples, put frozen-thawed samples in a 
petri dish ( see   Note 28 ), transfer to a programmed freezer kept 
at −2 °C for 30 min, freeze by ice inoculation, keep for a further 
30 min at −2 °C, and cryo-fi x (Subheading  3.2 ;  see   Note 29 ).   

3.5.6  Evaluation of the 
Cell Wall as a Barrier 
Against Penetration 
of Extracellular Ice Crystals 
(in the Case of Chilling- 
Resistant Plant Tissue Cells)

  Fig. 6    Cryo-SEM photographs showing the effect of the cell wall against the presence of neighboring extracel-
lular ice crystals in chilling-sensitive  Saintpaulia grotei  Engl. leaves. ( a ) Reference samples cryo-fi xed at room 
temperature. ( b ) Cryo-fi xed samples with supercooling at −2 °C for 1 h. ( c ) Cryo-fi xed samples frozen at −2 °C 
for 1 h. While reference cells ( a ) and supercooled cells ( b ) exhibited small intracellular ice crystals (shown 
between  arrows  in the minimum diameter), frozen samples produced large intracellular ice crystals due to 
penetration of extracellular ice crystals through the cell walls. EI = extracellular ice. Bar = 20 μm. (Reproduced 
from Yamada et al. [ 21 ] with permission from Springer)       
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   4.    Take photographs of cryo-fi xed freeze-thawed samples for 
 reference and cryo-fi xed freeze-thawed samples after further 
freezing at −2 °C using a cryo-SEM (Subheading  3.4 ).   

   5.    Compare cell shapes before (Fig.  7a ) and after slow freezing 
at −2 °C (Fig.  7b ).    

4        Notes 

     1.    Add snow every month to prevent drying of twigs during 
the storage period. Long-term preservation of twigs exceeding 
6 months may cause physiological changes.   

   2.    Since loose fi xation of frozen samples may result in drifting of 
samples under SEM observation, especially at higher magnifi ca-
tion, close contact of samples in the sample holder is required. 
When samples are in the holder, physically fi rm fi xation of the 
holders to the carrier holes by a screw is possible. If frozen plant 
tissues are directly fi xed to the specimen carrier using a screw 
under LN 2 , strong physical stress by fi xation of the  samples may 

  Fig. 7    Cryo-SEM photographs showing the effect of the cell wall against the 
 presence of neighboring extracellular ice crystals in chilling-resistant orchid 
leaves. Before examination, the samples were freeze-thawed to destroy proto-
plasts. ( a ) Protoplast-broken cells cryo-fi xed at room temperature. ( b ) Cryo-fi xed 
protoplast-broken cells after freezing at −2 °C for 30 min. Freezing at −2 °C 
caused distinct cell shrinkage with small intracellular ice crystals by dehydration 
through cell walls, indicating that cell walls even after protoplast destruction act 
as a complete barrier against penetration of extracellular ice crystals. EI = extra-
cellular ice. Bar = 20 μm. (Reproduced from Yamada et al. [ 21 ] with permission 
from Springer)       
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cause crushing of the samples. On the other hand, loose fi xa-
tion of samples to the specimen carrier may produce drifting of 
samples during observation due to elimination of small ice crys-
tals (originating from frost on surfaces of the  samples) by sub-
limation during processes of cryo-SEM observation.   

   3.    Do not use a magic marker with water-soluble ink, which may 
disappear after thawing.   

   4.    Physical damage caused by cutting of samples may result in 
structural changes. Observation should be done in areas fur-
ther away from the cutting.   

   5.    If changes in survival of frozen samples are concomitantly 
measured in parallel with cryo-SEM observation, use the same 
sizes of samples in cryo-SEM observation and survival assays 
for comparison between them. Furthermore, if freezing 
responses of samples are measured by different methods, 
such as differential thermal analysis, also use the same sizes of 
samples for comparison.   

   6.    Water is used to fi rmly fi x samples to the holes of holders after 
freezing. If necessary, use an appropriate buffered solution 
instead of distilled water. For samples that need to be kept fro-
zen for long periods (a few to several days), the samples should 
be completely embedded in water in order to prevent drying 
due to sublimation. For samples that need to avoid contact 
with water, use a small amount of glycerol for fi xation of the 
samples under freezing to the sample holder instead of water.   

   7.    Cryo-fi xation by plunge-freezing with cooled Freon 22 
(9,000 °C/s) produces very small intracellular ice crystals in 
many plant tissue cells, though comparatively large intracellu-
lar ice crystals are often detected in highly hydrated samples by 
cryo-SEM observation. However, for detection of freezing 
responses, it is necessary to use the same cryo-fi xation method 
for reference and controlled-freezing samples. For cryo- fi xation 
of samples previously frozen by controlled freezing, only 
plunge-freezing can be used. When reference samples without 
effects of ice crystals need to be obtained, other techniques 
including propane jet freezing [ 39 ], spray freezing [ 40 ], impact 
freezing [ 41 ], and high-pressure freezing [ 42 ] are useful. In 
these techniques, vitrifi cation of sample water is possible, 
though this is restricted to very small volumes.  See  ref.  33  for 
manuals of these cryo-fi xation techniques.   

   8.    With a constant supply of LN 2  in the stock container, frozen 
samples can be stored for more than 1 year.   

   9.    Keep the temperature at 0–4 °C for preparation of cold- 
acclimated samples or samples from dormant plants. For samples 
from growing plants, use room temperature for preparation.   

   10.    Change the temperatures for the start of freezing depending 
on samples. For freeze-sensitive plant tissue cells, starting tem-
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perature for freezing of −1 or −2 °C is necessary because a 
lower temperature may cause intracellular freezing. In plant 
tissues with moderate freezing tolerance both before and after 
cold acclimation, a starting temperature for freezing of −3 °C 
is used. In very cold hardy plant tissue cells, starting cooling at 
−5 °C is possible.   

   11.    Freezing of samples can be confi rmed by the naked eye or by 
physical fi xation of samples to the specimen holder by touch-
ing with cooled forceps.   

   12.    For most samples, a cooling rate of 0.2 °C/min is appropriate 
to achieve equilibrium freezing. In some samples, equilibrium 
freezing is obtained at far lower cooling rates. We sometime 
use a cooling rate of 5 °C/day as the lowest cooling rate. All 
cooling rates can be programmed in a programmable freezer.   

   13.    By changing the fi nal freezing temperature, the process of 
freezing in parallel with reduction of freezing temperature can 
be observed.   

   14.    For cryo-fi xation of samples after controlled freezing, put a 
small Dewar with cooled Freon 22 in a programmed freezer 
just before cryo-fi xation, quickly grasp the controlled-frozen 
samples with cooled forceps, plunge into partially melted 
Freon 22 and transfer to an LN 2  Dewar. When it is necessary 
to exactly maintain the fi nal freezing temperature, we use a 
programmed freezer placed in a cold room in which the tem-
perature is also controlled to be the same as that in the 
 programmed freezer.   

   15.    A sample temperature of −105 °C under high vacuum in a 
cryo-SEM allows for slight sublimation from frozen samples in 
order to remove frost that has unintentionally covered samples 
during transfer of the samples from outside the cryo-SEM.   

   16.    In a cryo-SEM, indicated temperatures for samples are gener-
ally measured in a specimen carrier. Keep samples for several 
minutes after temperature equilibrium at −105 °C with visual 
confi rmation of removal of frost from samples.   

   17.    Fracture by one cut is favorable for reducing areas where the 
cold knife had contact with the fracture plane. Contact areas of 
knife should be avoided for observation. For cryo-SEM obser-
vation, making a macroscopically fl at fracture plane is favorable 
for prevention of charging during cryo-SEM observation. 
If fractured pieces remain near fractured samples, remove such 
debris by reversing the specimen carrier using the rod of the 
specimen carrier, because the presence of such debris may 
become a source of contamination and charging.   

   18.    For cryo-SEM observation of frozen samples, a slight degree 
of etching is recommended to make structures clear. Freeze- 
fracture without etching is not recommended for specimen 
preparation of a cryo-SEM due to high risk for contamination 
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of fractured faces with frost. Vapor pressure of ice differs 
in relation to temperature [ 43 ]. When the temperature of sam-
ples has a higher vapor pressure than the vapor pressure of the 
SEM (i.e., vacuum in the SEM), etching by sublimation of ice 
occurs. On the other hand, when the temperature of samples 
has a lower vapor pressure than vacuum, no etching occurs.   

   19.    In a vacuum of a general cryo-SEM, etching does not occur in 
samples kept at temperatures lower than −120 °C.   

   20.    In all types of metal coaters, even coating of fracture faces is 
necessary. Coating with three-dimensional rotation of samples 
is recommended (except for sputter coating).   

   21.    Use appropriate accelerating voltages. Observation of frozen 
samples by a cryo-SEM should be completed within 2 h in 
order to avoid contamination, increased charging and temper-
ature rise in samples. Images by other emissions such as refl ec-
tion electrons are also used.   

   22.    By changing the fi nal freezing temperature under equilibrium 
slow freezing, the process of extracellular freezing can be 
observed.   

   23.    Without ice inoculation, most samples kept at −5 °C overnight 
are frozen. Even though a few samples may remain unfrozen 
at −5 °C, transfer of samples to −10 °C will ensure that all sam-
ples are frozen. In deep supercooling cells, such differences of 
starting temperature of freezing do not make a difference in 
the freezing behavior of cells.   

   24.    Measure minimum or maximum diameter of ice (between 
eutectics) that appeared in fracture faces depending on the 
purpose. When minimum diameter of ice is measured, the dif-
ference among treatments becomes smaller ( see  Fig.  6 ), whereas 
when maximum diameter is measured, the difference becomes 
larger ( see  Fig.  5 ).   

   25.    Although freezing at −2 °C is shown here, it is also possible to 
cool samples to lower temperatures.   

   26.    Under this condition at −2 °C for 1 h, no samples are frozen 
without ice inoculation.   

   27.    Freezing by LN 2  causes intracellular freezing that results in 
 distinct destruction of protoplasts together with plasma mem-
branes. Thus, the effect of only cell walls as a barrier of 
 penetration of extracellular ice crystals is analyzed.   

   28.    Remove water from outside wall of the sample holders in 
freeze-thawed samples. The presence of water and resultant 
formation of ice crystals makes it diffi cult to fi x the sample 
holders in the holes of specimen carriers.   

   29.    Although freezing at −2 °C is shown here, it is also possible to 
cool samples to lower temperatures.         
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    Chapter 11   

 Three-Dimensional Reconstruction of Frozen 
and Thawed Plant Tissues from Microscopic Images 

           David     P.     Livingston     III      and     Tan     D.     Tuong     

  Abstract 

   Histological analysis of frozen and thawed plants has been conducted for many years but the observation 
of individual sections provides only a 2-dimensional representation of a 3-dimensional phenomenon. Most 
techniques for viewing internal plant structure in three dimensions are either low in resolution or the 
instrument cannot penetrate deep enough into the tissue to visualize the whole plant. Techniques with 
higher resolution are expensive and equipment often requires time-consuming training. We present a rela-
tively simple and less-expensive technique using pixel-based (JPEG) images of histological sections of an 
 Arabidopsis thaliana  plant and commercially available software to generate 3D reconstructions of internal 
structures. The technique has proven to work just as effectively for images from medical histology.  

  Key words     3D reconstruction  ,    Arabidopsis thaliana   ,   Adobe After Effects  ,   Freezing tolerance  , 
  Histology  ,   Safranin  ,   Microscopy  ,   Color keying    

1      Introduction 

 Since the development of X-rays, imaging internal structures of 
biological systems has provided information to help explain a variety 
of external symptoms of the organism. However, many of the tech-
niques used for human and animal analysis such as magnetic reso-
nance imaging (MRI) and positron emission tomography/computed 
tomography (PET/CT) are limited in resolution and cannot 
provide enough detail to be useful in plant systems. While syncro-
tron radiation imaging (SRI) produces images at considerably better 
resolution [ 1 ], it is rarely used for plants because of its expense and 
the limited number of facilities available for routine use. 

 Confocal laser scanning microscopy (CLSC) is used for imaging 
compounds within tissues that fl uoresce and at higher resolution 

 Electronic supplementary material   The online version of this article (doi:  10.1007/978-1-4939-0844-8_11    ) 
contains supplementary material. This video is also available to watch on   http://www.springerimages.com/
videos/978-1-4939-0843-1    . Please search for the video by the article title. 

http://dx.doi.org/10.1007/978-1-4939-0844-8_11
http://www.springerimages.com/videos/978-1-4939-0843-1
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than MRI or CT ( see  ref.  2  for a review). However, the use of CLSC 
is limited by the ability to penetrate tissues beyond about 0.4 mm 
[ 3 ]. Software used in conjunction with MRI, PET/CT, SRI, and 
CLSC all allow optical sectioning of the organism and provide 
excellent 3D reconstruction in a nondestructive manner. Livingston 
et al. [ 3 ] review the positive and negative aspects of these and other 
techniques for viewing and reconstructing biological systems. 

 The limitations of resolution, tissue penetration, and expense 
make these techniques impractical for routine 3D reconstruction of 
plants. A 3D reconstruction technique initially described elsewhere 
[ 3 ] and described here in detail, will not replace the aforementioned 
techniques (MRI, CAT, CLSC). It is meant to be used on samples 
too small for MRI and CAT and too big or too thick for CLSC such 
as crown tissue of grasses. Advantages of this technique are that it is 
inexpensive, requiring only a digital camera, a microscope, and the 
Adobe System software, After Effects. Another advantage is that 
tissues of any size and images of any magnifi cation can be used in 
the reconstruction. Disadvantages are that tissues must be sampled 
destructively to collect images and a certain degree of manual 
manipulation is required to align images that have been captured. 
Also, since images are pixel-based (not vector), boundaries of indi-
vidual images will be visible and will create somewhat of a ladder 
effect in the fi nal reconstruction. For most purposes this will not 
interfere with visualization of the fi nal reconstruction. 

 This chapter is not meant to be a tutorial on histological tech-
niques nor in the use of Adobe After Effects. A basic knowledge of 
histology is required to apply this technique. After Effects (AE) is 
a somewhat complicated program used for post production in the 
fi lm industry. Despite its complexity, anyone with a familiarity of 
Adobe Photoshop can learn what is needed to apply the 3D recon-
struction technique described here. The reader is referred to 
  http://www.linda.com     for comprehensive online tutorials on 
learning to use AE.  

2     Materials 

     1.    Chemicals and equipment for fi xing, dehydrating, and embed-
ding plant tissue in paraffi n [ 4 ]. Equipment for sectioning, 
staining, and covering tissues on microscope slides.   

   2.    Microscope or light table on which to photograph sequential 
images.   

   3.    Tripod or camera mount for light table photography.   
   4.    Sony DSC707 or another consumer-grade camera.   
   5.    Adapter to allow the camera to mount to the microscope 

(available from Martin Microscope, Easley, SC, USA).   
   6.    Mac or PC computer with at least 4 Gb of memory.   
   7.    Adobe After Effects CS6.   

David P. Livingston III and Tan D. Tuong
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   8.    Downloaded AE Plugin which allows AE to generate 
JPEG2000 images. Go to   http://www.fnordware.com/j2k/     
download the fi le “j2k.plugin” and place it into the Applications 
(programs) folder AfterEffects>Plug-ins>Format.  See   Note 1  
for why this download is important.   

   9.    Downloaded AE Script called “AlignLayers” at   http://www.
james-cheetham.com/Downloads/Tools/AESCRIPTS/    . 
Select AlignLayers from the list on this site. Once the fi le is 
unzipped, move it to your Applications (programs) folder AE 
CS6>scripts>ScriptUI Panels. Now open AE and go to 
fi le>scripts>run script fi le and fi nd the .jsx fi le called AlignLayers. 
Click on it and it will open a panel in AE (Fig.  1 ). To make the 
panel open automatically every time you open AE, go to “win-
dow” and the script, AlignLayer.jsx will be at the bottom of the 
window. Make sure a check mark is next to it. This script will 
allow you to evenly distribute your images in Z space. You will 
use only z-alignment (i.e. not X or Y) for this reconstruction.      

3     Methods 

       1.    The color of the stain used to highlight objects of interest in 
sections should stand out from the rest of the tissue either in 
hue or in color saturation or both. Consistency of stain 
throughout the entire sequence is important since all routines 
that depend on color recognition will use the same hue/satu-
ration setting for each image.   

   2.    Consistently undistorted sequential sections have a direct 
impact on the quality of the reconstruction. Great care should 
be taken in transferring ribbons/sections to slides and drying 
sections on the slide.   

   3.    Sections can be as thin as possible. For high magnifi cation 
reconstructions (200× or higher) 10 μm or thinner will give 
better images due to a reduced focal length. However, if the 
tissue is thick (one or more cm), consideration must be given 
to the number of sections necessary to section the whole piece 
of tissue. We routinely section at 20 μm for a winter cereal 
crown which gives from 200 to 300 total sections. While theo-
retically there is no restriction in the number of images that 
can be processed, attempting to use more than 500 images 
that are 3–5 MB each will reduce the performance of the pro-
gram signifi cantly.      

      1.    Any sequential set of digital images can be used in this 3D 
reconstruction technique. For example, a sequence of images 
can be photographed on a light table and assembled and pro-
cessed in AE. A microscope is necessary only if tissues need to 
be magnifi ed to view them adequately. The Sony DSC707 

3.1  Preparation 
of Sections

3.2  Photography

3D Reconstruction of Microscopic Images
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(released by Sony in 2000) is still one of the most highly recom-
mended consumer-grade cameras for microscopic photography. 
It can be purchased used or new online for less than $500 US. 
Martin Microscope (GA) manufactures an adapter for the 
camera to allow its use on any microscope.   

   2.    Experimenting with white balance settings is important to see 
which setting gives the most contrast between tissue colors and 
the background color of the image. The auto focus feature on 
the Sony camera works remarkably well and allows images to 
be captured very quickly. A remote shutter-release is recom-
mended to prevent vibration when taking the picture. A disad-
vantage of using the Sony camera is that no real-time imaging 
on a computer is available. Images must be captured to a mem-
ory card and then transferred to the computer.      

            1.    Open AE and double click anywhere in the Project panel on the 
upper left of the screen (Fig.  1 ). This will open the File Manager 
and allow you to select the images to import. Find the folder 
with the images and click on a single image; all images in that 
folder will be imported. Make sure “JPEG Sequence” has a 
check mark next to it in the menu in the bottom–middle of the 
fi le manager screen (Fig.  2 ); this will ensure images are imported 
as a sequence ( see   Note 2  for difference between importing 
images as “Footage” or “Sequence”). Click “Open.”

        2.    A single line showing the fi le names of all the images will be listed 
in the Project panel. Click/hold and drag the sequence to the 
composition icon at the bottom of the project panel (the compo-
sition icon looks like a piece of fi lm.  See  Fig.  1 ). This will bring all 
the images to the Composition panel (Fig.  1 ) at the bottom of the 
screen and show the fi rst image in the  preview panel at the center 
of the screen. To auto-scroll through all the images, press the 
space-bar. Press the space-bar again to stop scrolling.   

   3.    At the AE main menu (Fig.  1 ) select File>Save As>Save As and 
save the project in the same folder with the JPEG source 
images with an appropriate name ( see   Notes 3  and  4 ). Be 
aware that saving the project is not the same as saving images 
to a folder. You will save images by using the “render queue.”   

   4.    Rendering: To save (render) the images in JPEG2000 format, 
highlight the sequence in the Composition panel (Fig.  1 ), go 
to AE main menu and select Composition>Add to Render 
Queue. The Render-Queue panel will open within the 
Composition panel at the bottom of the screen (Fig.  3 ). The 
composition containing the sequence of JPEG source images 
will become a tab at the top of the panel. In the Render panel 
click “Best Settings” (in blue) to the right of “Render Settings.”

       5.    In the window that opens, go to the box to the right of 
“Resolution” and make sure you are rendering at full resolu-
tion. Leave all other settings the same and click OK.   

3.3  Importing 
Images 
and Converting Them 
to JPEG2000
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   6.    Back at the Render Queue panel click “Lossless” (in blue) next 
to “Output Module.” In the window that opens, go to the 
Output Module Settings>Main Options window, click the box 
to the right of “Format” and select JPEG2000. Click the box 
to the right of “Channels” and select “RGB + Alpha.” Leave all 
other options as they are and click OK.   

   7.    At the Render Queue, click the blue fi le name to the right of 
“Output To.” In the window that opens (Fig.  4 ) create a new 
subfolder (use the button at the lower left of the screen) in the 
same folder as the JPEG source fi les and AE Project. It is rec-
ommended that you name the folder and each image some-
thing similar to “source JPEG2000”; AE will automatically 
number each image sequentially.

       8.    Click “Save” and on the far right side of the Render Queue panel, 
click the “Render” button (Fig.  3 ). It will take a few minutes for 
the images to render into the new folder. A blue line across the 
top of the Composition panel will indicate the progress.      

       1.    After images have been saved, double click anywhere in the proj-
ect panel and click on one fi le in the JPEG2000 folder to bring 
all the images back into AE as a sequence of JPEG2000 images. 
Drag the new sequence to the Composition icon (Fig.  1 ).   

3.4  Aligning Images 
with Each Other

  Fig. 1    The opening screen after starting Adobe After Effects. The different panels used in this demonstration 
are indicated as are various icons mentioned in the text       
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  Fig. 2    The Import File window that opens (Mac) when the Project panel is double-clicked. Notice that only one 
fi le in the folder is selected and the JPEG Sequence option ( arrow ) is selected       

  Fig. 3    The Render Queue panel that opens when Composition>Add to Render Queue is selected from the AE 
main menu. Note the text in  blue . All three of the regions in  blue  text must be opened and the parameters 
adjusted as needed. Notice the Render button at the  far right  ( arrow ) (Color fi gure online)       
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   2.    With the new composition in the Composition panel high-
lighted, go to the AE main menu Effect>Distort>Warp 
Stabilizer. The Effects panel will open (Fig.  5 ) within the 
Project panel and the Project panel will revert to a tab.

       3.    Twirl down “advanced” in the Warp Stabilizer window by 
clicking the small gray triangular arrow on the left (Fig.  5 ) and 
be sure “Detailed Analysis” is checked. In the box to the right 
of “Method” select “Position, Scale, Rotation.” In the box to 
the right of “Framing” select “Stabilize Only.” Leave all other 
settings as they are.   

   4.    The stabilization will take from 15 to 30 min depending on the 
number of images. Review the stabilization by placing the time 
needle at the start of the composition and press the spacebar. 
 See   Note 5  and Subheading  3.13  if the alignment is not 
satisfactory.      

          1.    Highlight the sequence of aligned images in the Composition 
panel and go to the AE Main Menu, Effects>Keying>Color 
Key. Click the eyedropper to the right of the “Key Color” line 
and move it to the color of the background you wish to 
remove, ideally somewhere near the tissue ( see   Note 6 ). Click 
the left button when you want to select a particular color. In 
the Effects panel, hover over the blue “0” to the right of 
“Color Tolerance” until the 2-way arrow appears and slide it 

3.5  Clearing the 
Background

  Fig. 4    The window (Mac) that opens when the “output to” is clicked in the Render Queue panel. Notice the New 
Folder button in the  lower left corner  ( arrow )       
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  Fig. 5    The Effects panel with Warp Stabilizer opened and the three main parameters twirled down ( arrows  ). 
The parameters in the  boxes  to the  right  of “Method” and “Framing” must be changed ( see  Subheading  3.4 )       

to adjust the amount of color removed. Toggle the Color 
Keying effect on and off by clicking “ fx ” to the left of “Color 
Key” in the Effects panel. Do not worry about remaining 
background at the corners of the image. A mask will be applied 
to the images to remove vignetting in the corners as well as 
most of the noise in the background.   

   2.    Color Keying will be applied automatically to all images in the 
sequence in the same way. The color will not be removed in the 
same way for any image or images within the sequence that was 
stained either darker or lighter. This underscores the need to insure 
that all images were stained identically ( see  Subheading  3.1 ).      

        1.    Even the best color-keying routine will not be able to remove 
all noise from individual images due to dust and other particles 
adhering to slides. To clean images a “garbage matte” will be 
drawn around the region of interest which will hide aberrant 
colors from unwanted particles on the image.   

   2.    At the top of the AE window click on the fountain pen icon 
(the “pen tool” Fig.  1 ); also make sure the box to the right of 
the pen tool icon, labeled “RotoBezier” is checked.   

   3.    Now the cursor (pen) in the preview window will be a small pen 
tip. Click the new cursor to one side of the tissue in the image in 
the preview panel, then move a little further and click again. 
Two small boxes will be drawn with a line connecting them. 
Continue this process until the tissue is completely outlined with 
about fi ve or six boxes connected with lines. When you fi nally 
close the circle, all objects outside the line will disappear.   

3.6  Cleaning Images 
Using a Mask

 

David P. Livingston III and Tan D. Tuong



125

   4.    Now go to the Composition panel and click the gray triangular 
arrow to the far left (Fig.  1 ) to twirl down the layer. Twirl 
down “masks” and look for a box that says “Add.” Click the 
arrow to the right and select “none.” This will allow you to 
visualize everything in the image as the mask is adjusted. At the 
end of the masking process re-select “add” to again remove 
(hide) everything outside the mask.   

   5.    Now make adjustments to the mask so it will remain just out-
side the tissue for each image and hide as much background 
noise as possible.   

   6.    In the composition panel twirl down (click the gray triangular 
arrow to the left) “Masks” and then twirl down “Mask 1.” 
Click the stop watch to the left of the line labeled “Mask Path.” 
This will put a keyframe (small diamond) on your time line in 
your composition. Now click-hold the time needle and move it 
forward in your sequence until you see tissue beginning to 
migrate outside the mask. In the Preview panel command- click 
the mask tool while it is inside the mask, then move the arrow 
(cursor) over one of the boxes, click-hold and move the box so 
the tissue is once again inside the mask ( see   Note 7 ).   

   7.    Work your way around the mask to ensure all the tissue is sur-
rounded by the mask. Move the time needle ahead about 10 or 
20 images and repeat this process. You should only have to do 
this about six or eight times over the course of the entire sequence 
unless the tissue is uneven or distorted. You should not have to 
reposition the mask for each image since masking with keyframes 
will reposition the mask gradually between each keyframe.   

   8.    At the end of the sequence, move the time needle back to the 
beginning and press the spacebar to scroll through the sequence. 
Reposition the mask at any image where it was improperly 
placed. Keep in mind that a keyframe will automatically be 
added to your timeline each time you reposition the mask.   

   9.    To see what the fi nal image series will look like, change the 
mask type to “Add” in the box to the right of “Mask 1” under 
the Mask menu on the Composition panel. To hide the mask 
as you scroll through the sequence click the Mask Visibility 
icon (Fig.  1 ) at the bottom of the Preview panel.   

   10.    When you are satisfi ed that the mask will remove as much noise 
as is practical then render the aligned/cleared/cleaned images 
into a new folder as described in Subheading  3.3 . Then save 
the project.      

         1.    To simulate shadows on the surface of the tissue in the fi nal 
reconstruction and create a more distinct 3D object it will be 
necessary to place a thin, dark outline around all structures in 
each image (Fig.  6 ).

3.7  Outlining Tissue 
Using the Stroke 
Function
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       2.    Import the aligned and cleaned images as a sequence (double 
click the Project panel) and then drag the sequence to your 
composition icon. With the composition highlighted, go to 
the AE main menu, Layer>Layer Styles>Stroke.   

   3.    In the Preview panel notice that a thin red line has appeared 
around all objects in the image. You will need to make this line 
somewhat thinner and darker. So, in the Composition panel, 
twirl down the sequence and then twirl down “Layer Styles” at 
the bottom. Then twirl down “Stroke.” Click on the red box 
and click/hold the white circle in the upper right corner of the 
color panel. Drag the circle to the lower left corner (to the 
black corner) and release the mouse. Click OK. Now change 
the size of the stroke from 3 to 1 and reduce the opacity to 
80 %. Leave position on “outside.” To see the black stroke 
(Fig.  6 ), click the Transparency Grid icon (Fig.  1 ) at the bot-
tom of the Preview panel.   

   4.    Render the sequence (as described in Subheading  3.3 ) into a 
new folder with an appropriate name.      

  Fig. 6    A single section of  Arabidopsis  stained with Safranin and Fast Green. The background of the 
image has been cleared (Subheading  3.5 ) and is shown on top of the transparency grid in the Preview 
panel (Fig.  1 ). This image shows the  narrow black  outline around all the tissues called a “stroke” 
(Subheading  3.7 )       
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     Now the aligned and cleaned images with the added stroke must 
be distributed in Z space to allow 3D manipulation.

    1.    Double click in the Project panel and highlight the folder con-
taining the aligned and cleaned images (with a stroke). This 
time do not select an individual image. By highlighting the 
folder, all images will be imported as footage within the folder 
( see   Note 2  for a description of the difference between footage 
and sequence). To see the individual images once the folder is 
imported into the Project panel, click the folder.   

   2.    To speed up the next few steps, press the “Caps-Lock” key. 
This will disable AE from refreshing the preview screen each 
time a change is made.   

   3.    Select all the images in the folder (click the top image and then 
shift-click the last one) and drag them to the Composition 
icon. A window will open in the middle of the screen called 
“New Composition from Selection.” In the “Still Duration” 
box type 20,000 for a 2 min duration. Leave other settings as 
is and click OK.   

   4.    In the AE Main Menu go to Layer>New>Null Object. Then 
select all the images in the composition window, except the 
Null Layer. To quickly select all layers click one image and then 
type “Command (control on a PC) A” to de-select the Null 
Layer, Command-Click on it.   

   5.    Click the coil icon just under the heading “Parent” in the com-
position panel. Drag the coil to the layer labeled “Null 1.” Now 
all the selected images will be under the control of the Null Layer.   

   6.    Click the 3D Cube box (Fig.  1 ) for the null layer and one of 
the selected image layers. The box will automatically be 
checked on all selected layers.   

   7.    Next, with all layers, except the null selected, check the box 
next to “Z-alignment” in the AlignLayers Panel to the right of 
the preview panel (Fig.  1 ). In the rectangular box to the far 
right change the “0” to about 6 and press enter. There are no 
units to this number so you will need to experiment with it to 
get the proper overall height (or depth) of your 3D object.      

         1.    In the Composition panel twirl down the Null Layer and twirl 
down “Transform.” On the line labeled “X-Rotation” change 
the number in blue to the far right to about 120. This will ori-
ent your 3D object at a slight angle.   

   2.    Then click the stop-watch next to the line labeled Z-rotation 
to set a keyframe at the start of your composition. Move the 
time needle to the end of the composition and change “0×” to 
about “10×.” This will allow ten complete rotations of your 
3D object within the 2 min timeframe of your composition.   

3.8  Distribute 
Aligned, Cleared 
Images in Z-Space

3.9  Animation 
to Manipulate 
the Object in 3D Space
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   3.    Now turn off the caps-lock button and your 3D object will 
appear in the Preview panel after a short wait. You will likely 
need to reposition the image to center it, or to reduce the size.   

   4.    Twirl down “Transform” in the Null Layer and adjust the num-
bers in blue in the line labeled “Position.” To change the size of 
the object adjust the blue numbers in the line labeled “Scale.” 
 You should experiment with the different angles and speed of 
rotation to create the most effective animation to visualize 
your 3D object.   

   5.    Press the space bar to watch your object rotate. It will be slow 
since AE has to redraw each layer for every shift in the view. 
Once the animation has played through, a green line will 
appear at the top of the composition indicating that this por-
tion of your animation has been rendered into RAM memory 
and will now play much faster. Reposition your time needle at 
the beginning of the green line and press the spacebar again to 
observe the animation in real time. Reducing the resolution 
(Fig.  1 ) of the Preview Panel will speed up the playback.   

   6.    To hide the gray lines in the Preview Panel go to the AE Main 
Menu. Under “View,” uncheck “Show Layer Controls.” Save 
the project.      

       1.    To view internal structures repeat steps in the Subheadings    
 3.5 ,  3.7 , and  3.8  using a different color to perform clearing 
described in Subheading  3.5 . It will be necessary to clear all 
unwanted tissue and leave behind only the structures that are 
stained a color that is distinct from surrounding tissues. This 
works best with stains that are specifi c for specialized cells, such 
as Safranin for xylem vessels or immuno-histological stains that 
are specifi c for certain proteins.   

   2.    Begin by importing the aligned and cleaned images from 
Subheading  3.6  as a sequence. Drag the sequence to the 
Composition icon and highlight the sequence in the Com-
position Panel. Go to Effect>Keying>Color Key and use the 
dropper to select the color that when removed will leave behind 
the structures you wish to reconstruct. You may need to experi-
ment with precisely how much of the surrounding color 
to remove. A stroke can be applied to the sequence ( see  
Subheading  3.7 ) but may not be necessary. Render the images 
into a new folder.   

   3.    Repeat Subheading  3.8  for the images that show structures 
inside the tissue ( see   Note 8 ).   

   4.    Now superimpose the images showing the whole plant with 
the images showing only the inside. The inside will be made 
visible by gradually reducing the opacity of the whole plant 
images during the animation.   

3.10  Adding Layers 
to View Internal 
Structures
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   5.    Click the tab for the 3D composition you made in 
Subheading  3.9 . Under the “Transform” menu of the Null 
Layer click the blue “Reset.” Click the stopwatch on all the 
lines where keyframes were set to remove them.   

   6.    In the Project panel select both 3D compositions and drag 
them to the Composition icon (this process is called “pre- 
composing” or just pre-comping). Now you will have two lay-
ers in the Composition panel that have all your 3D layers 
embedded in them. Rename the layer “3D master” or some-
thing similar, by left-clicking the composition in the Project 
panel and selecting “Rename.”   

   7.    Add a Null layer to the new composition and then after select-
ing the two compositions (in the Composition panel) pull the 
coil to the null layer so both layers will be subject to manipula-
tions from the null ( see  Subheading  3.9 ). Click the box with 
the icon that looks like a little sun (Fig.  1 —“Collapse 
Transformations”) on each layer (Fig.  7 , arrow).

       8.    Twirl down the null layer as described in Subheading  3.9  and 
experiment with different rotations.   

   9.    To reduce the opacity of the surrounding tissue and visualize 
internal structures (Fig.  8b ), twirl down the whole tissue layer, 
then twirl down “Transform.” Make sure the Time Needle is 
at the beginning of your time line. In the line labeled “Opacity,” 
click the stop watch to the left to set a key frame on the Time 
Line. Move the time needle ahead to where you want to begin 
viewing internal structures. Click the gray  diamond to the far 
left to set a keyframe. This will let the program know where to 
begin the reduction in opacity. Then move the time needle 
forward a few seconds and change the opacity from 100 to 

  Fig. 7    The composition panel with three footage compositions nested (pre-comped— see  Subheading  3.10 ) 
and under the control of a Null layer. Note the coil described in Subheading  3.8  and that the “little sun” icon 
(Collapse Transformations) is turned on for the three compositions. Keyframes have been added ( small dia-
monds  on the  right  side of the panel) to signal when changes to the various parameters (positional parameters 
for the Null layer and opacity to the 3D layers) are to begin       

 

3D Reconstruction of Microscopic Images



130

about 5 or 10 % depending on how transparent you want the 
external tissue to be (Fig.  7 ).

       10.    When the composition is played, the fi rst few seconds will 
show the whole tissue rotating and when the time needle 
reaches the opacity keyframe, the external tissue will gradually 
become transparent showing the internal structure in 3D 
(Fig.  8a, b ). Keyframes can be repositioned anywhere in the 

  Fig. 8    3D reconstruction of  Arabidopsis  (cv Columbia-0) 7 days after freezing at 
−14 °C. ( a ) Reconstruction of the whole plant. Note the tattered appearance of 
the dead leaves. ( b ) The same reconstruction as in ( a ) except that tissue sur-
rounding the putative freeze-response (in  red ) has been digitally cleared. Note 
the  circular  shape of the  red  staining region in the  center  of the crown ( arrow ). 
Its appearance as a donut-shape is more obvious in the video in  Appendix A        
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composition by click-hold and dragging them or they can be 
removed by clicking and deleting.      

       1.    You can preview your animation by rendering it as a movie at a 
much lower resolution than you will in your fi nal video. 
Sometimes this is faster than waiting for AE to load the anima-
tion into RAM memory.   

   2.    Follow the directions for rendering (Subheading  3.3 ) except in 
the Render Settings reduce the resolution to Quarter or Half. 
Click OK. In the Output Module make sure Format is set to 
“QuickTime” and Channels are set to RGB + Alpha. Click OK. 
In the Output To window have your video rendered to the 
same folder as all your other fi les related to the project.   

   3.    When the video is fi nished rendering, you can view it outside 
of AE in QuickTime or some other video viewing program 
that will play .mov fi les.   

   4.    Use this reduced resolution version of your animation to decide 
the best rotations and opacity changes. Make appropriate 
changes to your composition and then re-render it at full 
resolution.   

   5.    A disadvantage of this 3D reconstruction technique is that the 
fi nal video is not interactive. Once the animation is rendered to 
a video the 3D object cannot be manipulated. It is therefore 
important to select as many angles in the animation process as 
may be important to clearly understand the tissue in 3D.      

      1.    To add a background color to your video, import the full reso-
lution .mov fi le rendered in Subheading  3.11 . Drag it to the 
Composition icon. In the AE main menu go to 
Layer>New>Solid. A solid colored layer will be placed on top 
of your .mov layer in the Composition panel hiding your video. 
Click and drag the solid layer below the .mov layer to allow 
you to see the video on top of the background (Fig.  8 ). Change 
the color of the background by highlighting the solid layer in 
your Composition panel and in the AE main menu go to 
Layer>Solid Settings. Click the color box to change the color.   

   2.    To add a drop shadow, highlight the Video layer and go to the 
AE main menu Layer>Layer Styles>Drop Shadow. In the Com-
position panel, a Layer Styles menu will be added to the 
 composition. Twirl down “Drop Shadow” and experiment with 
the settings. We have found good settings to be Opacity    = 50, 
Distance = 50 and size = 50. Leave the other settings as they are.   

   3.    Text can also be added to your video and the text can be ani-
mated in a variety of ways. Descriptions of how to do this are 
complicated and are best described in video tutorials. See   www.
linda.com    .   

   4.    When you are ready, render the 3D video at full resolution.      

3.11  Rendering 
the 3D Animation as a 
Movie

3.12  Adding 
a Background 
and Drop-Shadow

3D Reconstruction of Microscopic Images

http://www.linda.com/
http://www.linda.com/


132

    During manual alignment there is no reason to worry that you 
will drift in one direction or another as you manipulate each 
image. It is not known why but if a center point is used in each 
image as a kind of visual fi ducial, the resulting 3D volume will be 
anatomically accurate.

    1.    Double click in the Project panel and import the JPEG2000 
images from Subheading  3.3  as a sequence. While not required, 
it will be easier to manually align images that have been cleared 
of background. Follow the procedure above (Subheading  3.5 ) 
for digitally clearing the background. Render the cleared 
images into a new folder using composition>add to 
render>queue as described above in Subheading  3.3 .   

   2.    Double click in your project panel and select the folder (i.e., 
 not  an individual image this time) where the cleared images 
were rendered and click “open.” All images will be imported 
within the folder as footage (i.e. not as a sequence).   

   3.    Click on the folder in the project panel and all the individual 
images will be listed. Select the topmost image and shift>click 
the last one. Click and drag the entire set of images to the 
composition icon (Fig.  1 ) to create a footage composition in 
the Composition panel (Fig.  1 ). This will allow all images to be 
viewed simultaneously on top of each other. To view only a 
single image select all the images in the composition (com-
mand or control A) and click on the small eyeball (Fig.  1 ) in 
one image. This will hide all images from view. With the 
Composition panel highlighted press the “t” key to open the 
transparency parameters of all the images. Change the trans-
parency number from 100 % to about 60 %, then press “t” 
again to close the transparency parameter window.   

   4.    To begin manual alignment, click anywhere in the Composition 
panel to deselect all the layers. Then scroll to the bottom of the 
list of images and click the eyeball of the bottom two images to 
turn on only those images. You will be able to see the bottom-
most image through the second one and can now adjust the 
position and rotation of the second image so that it falls directly 
on top of the bottom image (which remains stationary). Be sure 
the eyeball for both images is showing but  only  highlight the 
top image in the Composition panel. Whichever image is high-
lighted will be the image that will be manipulated ( see   Note 9 ).   

   5.    Press the “w” key to turn on the rotation parameter within the 
Preview pane ( see   Note 10 ). Click-hold the left mouse button 
in the Preview panel to rotate the image. If you hold down the 
“command” (control on a PC) button and mouse click/hold 
you will be able to move the top image positionally. By alter-
nating rotation and positional manipulation you will be able to 
place the top image directly over the bottom one.   

3.13  Manual Image 
Alignment
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   6.    To see the progress of your adjustments, click the eyeball on 
the top image on and off. When you are satisfi ed with your 
progress, save the project (command>s) and click the eyeball 
of the bottom image to turn it off, then click the eyeball of the 
next image above to turn it on. Be sure and highlight the new 
image, then begin your adjustment with the mouse. After 
some practice you should be able to make manual adjustments 
to about 60 images in an hour.   

   7.    When you are fi nished aligning, select all images, click the let-
ter “t” and bring the transparency of all images back to 100 %.   

   8.    Because all images are currently on top of each other, they 
must be distributed as a sequence before rendering.   

   9.    Select all the images (the image you click fi rst will determine 
the order in which the next process will occur) and then in the 
AE main menu go to Animation>Keyframe Assistant>Sequence 
layers. A small window will open asking if you want any overlap 
between images. Make sure the overlap box is not checked and 
click OK.   

   10.    In the Composition panel at the bottom all your images will be 
distributed automatically in a “stair-step” pattern. If you click 
the space-bar, the sequence will automatically play through 
one image at a time.   

   11.    Once you are satisfi ed with the alignment, render the images 
to a different folder ( see  Subheading  3.3  “Rendering”) with a 
name such as “aligned.”   

   12.    After images have been aligned and rendered go to 
Subheading  3.6 , “cleaning images using a mask” and proceed 
with the remaining steps.      

   Arabidopsis thaliana  (cv Columbia-0) was frozen at −14 °C for 3 h 
and was allowed to recover from freezing for 7 days. Plants were 
fi xed, dehydrated, and embedded in paraffi n, as described else-
where [ 4 ]. The paraffi n-embedded plants were cut in cross section 
at 20 μm. Sections were photographed at 40× with the camera 
described above and imported into Adobe AE on a Mac Pro com-
puter. Except for the bottom 1 or 2 mm of the root, it took 330 
sections to photograph the entire plant used here. 

 Freezing  Arabidopsis  plants at −14 °C under our conditions 
[ 5 ] resulted in a survival of 40 % of the population. The plant 
shown in Fig.  2  is one that would eventually fully recover and 
regrow because meristematic tissues in the center of the rosette 
survived freezing (Fig.  9 ). This is the region of the plant from 
which new growth appears, even though leaves that have been 
 frozen are dead. Dead leaves in this case resulted in a somewhat 
wrinkled view of the top part of the plant in the 3D reconstruction 
(Fig.  8a ). The crown region of an  Arabidopsis  plant is analogous to 

3.14  Images Used 
in the Demonstration 
( See   Note 11 )
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the apical meristems of winter cereals that are also the hardiest 
 tissues in the plant [ 6 ,  7 ].

   Individual 2D cross sectional images show sporadic Safranin- 
stained tissue in seemingly random regions of the crown (not 
shown). When a sequential series of those images were aligned and 
viewed in 3D, a ring structure resembling a donut became visible 
in the center of the crown region of the plant (Fig.  8a , the “donut” 
structure is easier to see in the video). This structure was not appar-
ent when individual images were viewed in 2D. It was only when 
viewed in 3D that the donut-like structure became apparent. The 
ring structure is similar to that found in oats recovering from freez-
ing [ 8 ] but dissimilar in that the ring in a 3D reconstruction of oat 
forms a somewhat spherical shape. The  Arabidopsis  3D reconstruc-
tion also shows continuity throughout most of the taproot for ves-
sel plugging ( see  ref.  5  for 2D longitudinal view) which was also 
similar to that observed in oat. 

 Safranin commonly stains lignin/phenolic compounds [ 9 ] a 
deep red color as shown here. It is not unusual for specifi c cells 
within plants to produce phenolic compounds in response to 
 abiotic or biotic stress [ 10 ]. Because of the absence of any similar 
Safranin staining regions in unfrozen plants it seems reasonable to 
assume that the Safranin shown here stained tissue/cells that were 
responding in some way to freezing stress. Confi rmation that these 
regions are regions of phenol producing cells as a freezing response 
is in progress. Alternatively, since the Safranin staining regions do 
not become visible until about 3 days after freezing, the plant 
could be responding to secondary infection by bacteria or fungi 
[ 11 ,  12 ] as described by Beckman [ 10 ]. 

  Fig. 9    A surviving  Arabidopsis  plant after being frozen at −14 °C for 3 h and 
allowed to recover for 7 days. Note the dead leaves surrounding the live tissue 
regrowing from the  center        
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 Whatever the composition of the red-staining material, this 
example illustrates how 3D reconstruction can be used to demon-
strate continuity in 3D space of substances that are distributed in a 
seemingly random manner when viewed in 2D. The technique is 
well suited for in situ hybridization analysis to detect mRNA in an 
anatomical context and show its continuity in 3D space. In addi-
tion, it has been used successfully to 3D image cancerous and 
healthy tissues in veterinary pathology studies [ 3 ].   

4     Notes 

     1.    The reason for converting to JPEG2000 is that J2K images are 
better quality in a smaller fi le and will be easier to manipulate 
in AE than either original JPEG or TIFF images.   

   2.    Images can be imported as either a sequence or as footage. 
Sequences can be thought of as a horizontal line of images. 
One change will be applied to the entire series of images. To 
Color Key all your images simultaneously they must be 
imported as a sequence. Footage can be thought of as a vertical 
column of images. Changes can be made to individual images 
without affecting any other. Manual Alignment requires 
importing your images as footage so that each image can be 
separately manipulated.   

   3.    It is important to decide on a permanent organizational struc-
ture before starting. For example, the project fi le as well as all 
folders containing images generated by the project should be in 
the same folder. If folders and/or fi les are rearranged or deleted, 
reopening a project associated with the deleted or rearranged 
fi les/folders will cause a confl ict; i.e., AE will not know where to 
fi nd the fi les. If that happens go to the AE main menu File>replace 
footage and select the folder where you moved the images.   

   4.    Save the project regularly. Under After Effects>Preferences>
Auto-save specify a time for AE to save automatically. This may 
cause some annoyance but it is well worth it, if a major problem 
causes AE to freeze or crash. This will be a rare occurrence but 
it does happen.   

   5.    Warp stabilizer will produce an alignment automatically but a 
small amount of resolution will be compromised in each image. 
Warp Stabilization works well with most crown tissue sections 
from winter cereals but the  Arabidopsis  plant used in this dem-
onstration had to be aligned manually. If Warp Stabilization 
does not produce an adequate alignment, images can be 
aligned manually. This is a somewhat time-consuming process 
since each image has to be manipulated individually. With 
practice, about 60 images can be manually aligned in an hour. 
 See  Subheading  3.13  for instructions on manual alignment.   
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   6.    When Color keying, as many color keys as needed can be added 
to the Effects panel to remove all of an unwanted color or sev-
eral different colors in the same sequence.   

   7.    To change the preview window from a black background to a 
transparent background click on the transparency grid at the 
bottom of the preview window (Fig.  1 ).   

   8.    Use command (control)>Z to back up, redo.   
   9.    It is not unusual to loose a panel due to a slip of the mouse or 

click of a button. To get back to your original panel structure 
click the “workspace” box at the top right side of the AE win-
dow (Fig.  1 ) and select “all panels.”   

   10.    The size of the Preview panel can be increased or decreased 
using the > and < keys. To move the Preview panel spacebar- 
click in the preview panel to reveal a hand. Use the mouse to 
reposition the window.   

   11.    The demonstration video can be found at extras.springer.com. 
The video shows a three-dimensional reconstruction of an 
 Arabidopsis  plant that had been frozen at −14 °C for 3 h and 
allowed to recover from freezing for 7 days. This video was 
made with JPEG images from 330 sequential cross sections of 
a plant photographed at 40× magnifi cation on a light micro-
scope and processed with Adobe After Effects as described in 
this chapter.    An internal freeze-response was made visible by 
staining sections with Safranin and Fast Green. Note the 
doughnut shaped ring in the center of the crown towards the 
end of the video which is similar to that described in oats 
recovering from freezing [ 8 ] .           
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    Chapter 12   

 Proteomic Approaches to Identify Cold-Regulated 
Soluble Proteins 

           Stefanie     Döll    ,     Rico     Lippmann    , and     Hans-Peter     Mock    

    Abstract 

   DIGE (differential in-gel electrophoresis) is a modifi ed version of the widely used 2-D gel electrophoresis 
(2-DE) for separation of complex protein samples. Two extracts to be compared are differentially labeled 
using fl uorescent cyanine dyes and then separated together by 2-DE. An internal standard labeled using a 
third dye is included. This approach avoids the pitfalls of gel distortions frequently observed in the stan-
dard procedure, which hamper the subsequent gel image analysis. Inclusion of an internal standard 
improves the quantitative evaluation of the protein patterns. Using the advantages of the DIGE approach, 
impact of minor temperature differences during cold stress treatment could be quantitatively monitored. 
We will describe the application of DIGE to monitor the impact of cold stress on the proteome pattern of 
Arabidopsis. In addition to the separation of proteins, we will also outline how plant growth is performed. 
Finally, we will also give protocols how proteins of interest can be identifi ed by MALDI-TOF- as well as 
ESI-MS/MS.  

  Key words     Proteomics  ,   DIGE (differential in-gel electrophoresis)  ,   Cold stress  ,   2-D Gel electropho-
resis  ,   Plants  ,   LC-MS  ,   MALDI-TOF/TOF  

1      Introduction 

 The most frequent method to investigate differential protein abundance 
in large-scale proteomics experiments on crude protein mixtures is 
two-dimensional gel electrophoresis (2-DE). Differential in-gel 
electrophoresis (DIGE) is a variant of 2-DE with several advan-
tages. For DIGE, three fl uorescent cyanine dyes (Cy2, Cy3, Cy5) 
are used to label the ε-amino group of lysine residues in proteins. 
Two of the dyes (Cy3, Cy5) are used to label protein samples to be 
compared, the third (Cy2) to label an internal standard. All three 
are loaded on the same 2-D gel allowing minimization of gel-
to-gel variability. For detection, each of the dyes is excited  separately 
with a different wavelength. The reader is referred to the earlier 
protocol describing the sample processing for conventional 2-DE 
[ 1 ] for comparison. In order to benefi t from the capability of the 
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DIGE technique to monitor small quantitative changes, a repro-
ducible setup for plant growth is a mandatory prerequisite. We will 
outline our experimental design in detail as an example, being 
aware that modifi cations of individual parameters might be neces-
sary in the context of other research. The important issue is to 
control the specifi c settings to obtain reproducible results across 
biological replicates. We then describe the identifi cation of candi-
date proteins resulting from image analysis. Instead of picking 
spots from the DIGE gels, we prepare additional gels then stained 
by Coomassie, allowing higher amounts of protein to be loaded. 
We then compare the image patterns to select equivalent spots. We 
have observed easier spot identifi cation with this strategy com-
pared to the direct picking of protein spots from the DIGE gels. 
For identifi cation we describe the procedures applied for our 
instruments. Protocols will be easily transferred to instruments 
from other vendors. An outline of the workfl ow is shown in Fig.  1 .

2       Materials 

      1.    Equipment for controlled plant growth (standardized sub-
strate, pots or multi-well trays, plant incubators with light- and 
temperature control).      

      1.    Precipitation solution (PS): 10 % (w/v) trichloroacetic acid 
(TCA) in acetone and 0.07 % (w/v) 2-mercaptoethanol 
(2-ME) according to ref.  2 . Take 1 g TCA, fi ll up to 10 mL 
with acetone and add 6.3 μL 2-ME (= amount for one sample). 
Prepare directly before use.   

   2.    Washing solution (WS): 0.07 % (w/v) 2-ME in acetone. Add 
12.6 μL 2-ME to 20 mL acetone (= amount for one sample). 
Prepare directly before use.   

   3.    Lysis buffer (LyB): 8 M urea, 30 mM Tris–HCl, 2 % (w/v) 
CHAPS; pH 8.5. Mix 9.6 g urea, 0.4 g CHAPS, 3.63 g Tris 
and dissolve in 12 mL ultrapure water. Set pH by adding 1 M 
HCl and fi ll up to 20 mL. You can aid dissolution by stirring in 
a 25 °C water bath or by shaking over night. Filter solution if 
undissolved particles still remain.   

   4.    2D Quant Kit (GE Healthcare Life Sciences, Little Chalfont, 
UK).   

   5.    Spectrophotometer (at 480 nm).   
   6.    CyDye DIGE Fluor Cy2 minimal dye, 5 nmol, CyDye DIGE 

Fluor Cy3 minimal dye, 5 nmol, CyDye DIGE Fluor Cy5 min-
imal dye, 5 nmol (from GE Healthcare or equivalent from 
other companies like NH DyeAGNOSTICS GmbH, Halle, 
Germany).   

2.1  Plant Cultivation, 
Treatment, and 
Harvest

2.2  Protein 
Extraction, 
Quantifi cation, 
and Labeling
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   7.    Dimethylformamide (DMF), high quality anhydrous (specifi -
cations <0.005 % H 2 O, >99.8 % pure).   

   8.    10 mM lysine.   
   9.    0.45 μm fi lter unit for centrifugation.      

       1.    IPG buffer (GE Healthcare/Amersham Biosciences).   
   2.    Bromophenol blue stock solution 1 % (w/v): 0.5 g bromophe-

nol blue, fi ll up to 50 mL with 50 % (v/v) isopropanol. Store 
at room temperature.   

   3.    1 M dithiothreitol (DTT) stock solution: 154 mg DTT per 
mL ultrapure water. Store at −20 °C.   

   4.    Rehydration solution (8 M urea, 2 % (w/v) CHAPS, 0.005 % 
(w/v) bromophenol blue, 20 mM DTT, 0.5 % (v/v) IPG). 
Prepare rehydration stock solution with 8 M urea, 2 % (w/v) 
CHAPS, 0.005 % (w/v) bromophenol blue. Mix 9.6 g urea, 
0.4 g CHAPS, 0.1 mL bromophenol blue stock solution and 
fi ll up to 20 mL with ultrapure water. Store in aliquots of 1 mL 
at −20 °C. Directly before use mix 250 μL rehydration stock 
solution with 1.25 μL IPG buffer and 5 μL DTT stock 
solution.   

   5.    Isoelectric Focusing System (Ettan IPGphor 3 IEF System; 
GE Healthcare).   

   6.    Immobiline DryStrip pH 4–7, 13 cm (GE Healthcare).   
   7.    Immobiline DryStrip Cover Fluid (GE Healthcare).   
   8.    1.5 M Tris–HCl, pH 8.8. 181.5 g Tris, 600 mL ultrapure 

water, adjust pH to 8.8 with 1 M HCl. Fill up to 1,000 mL 
with ultrapure water. Filter through a bottle top fi lter, 0.45 μm. 
Store at room temperature.   

   9.    10 % (w/v) SDS. 100 g SDS, fi ll up to 1,000 mL with ultra-
pure water, dissolve by heating to not more than 68 °C and 
store at RT.   

   10.    Equilibration buffer (50 mM Tris–HCl, 6 M urea, 30 % (v/v) 
glycerol, 2 % (w/v) SDS, 20 mM DTT, 0.01 % (w/v) bromo-
phenol blue. Prepare stock solution with 6.7 mL of 1.5 M 
Tris–HCl pH 8.8, 72 g urea, 73.5 g of 99.5 % glycerol, 40 mL 
of 10 % (w/v) SDS, 0.5 mL of 1 % (w/v) bromophenol blue. 
Store in aliquots of 9.8 mL at −20 °C. Before use, add 200 μL 
of 1 M DTT stock solution to one aliquot.      

      1.    Separation gel buffer according to Laemmli [ 3 ], pH 8.8 
(240 mL 1 M HCl, 183 g Tris, 40 mL 10 % SDS), fi ll up to 
500 mL with ultrapure water. Control pH (8.8), but do not 
correct it. Store at 4 °C.   

   2.    Stacking gel buffer according to Laemmli [ 3 ], pH 6.8 (5.98 g 
Tris, 4 mL 10 % SDS, 20 mL ultrapure water). Set pH to 6.8 

2.3  2-D Gel 
Electrophoresis

2.3.1  Isoelectric 
Focusing

2.3.2  SDS-PAGE
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by adding 1 M HCl (approximately 47–48 mL). Fill up to 
100 mL with ultrapure water. Store at 4 °C.   

   3.    Vertical electrophoresis system, 18 cm (e.g., SE600, Hoefer 
Inc. Holliston, MA, USA).   

   4.    Ready-to-use acrylamide/bisacrylamide mixture: 30 % acryl-
amide/bisacrylamide mixing ratio 37.5:1  (careful, acrylamide 
is highly neurotoxic and can penetrate the skin!) .   

   5.    10 % (w/v) ammonium persulfate solution. Dissolve 100 mg 
ammonium persulfate in 1 mL water. Store at 4 °C not longer 
than 1 week.   

   6.    Tetramethylethylenediamine (TEMED).   
   7.    n-Butanol, saturated with water. Shake 150 mL n-butanol and 

100 mL ultrapure water. Store at room temperature.   
   8.    10× electrode buffer according to Laemmli [ 3 ], pH 8.3. 

30.28 g Tris, 144 g glycine, 100 mL 10 % SDS. Fill up to 
1,000 mL with ultrapure water. Control pH (8.3–8.6), but do 
not correct it. Store at 4 °C. Prepare 1× electrode buffer work-
ing solution.   

   9.    Agarose for mounting of strips. Mix 0.5 g agarose NA (agarose 
with low electroendosmosis (EEO), highly purifi ed) with 
200 μL 1 % bromophenol blue solution and 100 mL 1× elec-
trode buffer. Heat until agarose is dissolved and aliquot in 
1.2 mL portions.       

      1.    Scanner for imaging of CyDyes with three standard lasers: blue 
laser (473 nm), green laser (532 nm), and red laser (635 nm) 
and emission fi lters for 520 nm (BP40), 580 nm (BP30), and 
670 nm (BP30) (e.g., Typhoon ®  9400 imager GE Healthcare). 
Alternatively, a gel documentation system with the appropriate 
LEDs and fi lters can be used. They nearly reach the quality of 
the scanners.   

   2.    2D gel image analysis software such as DeCyder (GE 
Healthcare) or Progenesis SameSpots (Nonlinear Dynamics, 
Newcastle upon Tyne, UK).      

       1.    Coomassie staining solution after Kang et al. [ 4 ]. Five percent 
(w/v) aluminum sulfate hydrate    ((Al 2 (SO 4 ) 3  · (H 2 O)  x  , 
 x  = 14–18), 0.02 % (w/v) Coomassie Brilliant Blue G 250 
(CBB-G250), 10 % (v/v) ethanol, 2 % (v/v)  ortho -phosporic 
acid. Dissolve 50 g aluminum sulfate (14–18) hydrate in 
400 mL water. Mix 200 mg CBB-G250 with 10 mL ethanol, 
transfer this solution into the aluminum sulfate solution, mix 
and fi ll up to approx. 800 mL with water. After aluminum sul-
fate is dissolved completely, add 23.5 mL of 85 %  ortho - phosporic  
acid  (careful, highly corrosive!)  and fi ll up to 1,000 mL. Particles 
are visible in this solution. This is the colloidal form of Coomassie. 

2.4  DIGE Gel Imaging 
and Data Analysis

2.5  Identifi cation 
of Proteins by Mass 
Spectrometry

2.5.1  Coomassie 
Staining and Spot Picking
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Do not fi lter! Keep at room temperature and protected from 
light. Shake well before use.   

   2.    Destaining solution. 10 % (v/v) ethanol, 2 % (v/v)  ortho - 
phosporic  acid. Add 100 mL ethanol and 23.5 mL 85 %  ortho - 
phosporic  acid  (careful, highly corrosive!)  to ultrapure water and 
fi ll up to 1,000 mL.   

   3.    Spot picker (hand spot picker (e.g., from Biostep, Germany) or 
automated spot picker (e.g., Ettan Spot Picker; GE Healthcare)).   

   4.    Gel spot washing solution. 10 mM ammonium bicarbonate, 
50 % (v/v) acetonitrile  (careful, highly toxic upon inhalation! 
Only use inside of a ventilated fumehood) . Dissolve 80 mg 
ammonium bicarbonate in 50 mL ultrapure water, add 50 mL 
acetonitrile. Store at 4 °C and replace regularly.      

      1.    50 mM acetic acid. Prepare a 1 M acetic acid stock solution. 
Add 5.27 mL 100 % acetic acid to ultrapure water and fi ll up 
to 100 mL. Dilute 5 mL of 1 M acetic acid stock solution to 
100 mL with water. Store at room temperature.   

   2.    Trypsin stock solution (200 ng/μL). Dissolve 20 μg trypsin 
(Sequencing Grade) in 100 μL 50 mM acetic acid. Aliquot and 
store at −20 °C.   

   3.    5 mM ammonium bicarbonate with 5 % (v/v) acetonitrile. 
Dissolve 40 mg ammonium bicarbonate in 50 mL ultrapure 
water, add 5 mL acetonitrile and fi ll up to 100 mL with ultra-
pure water. Store at room temperature and replace regularly.   

   4.    Trypsin working solution (10 ng/μL). Dilute trypsin stock 
solution to a fi nal concentration of 10 ng/μL (1:20). Example 
for ten spots: add 4 μL trypsin stock solution to 76 μL 5 mM 
ammonium bicarbonate in 5 % (v/v) acetonitrile. Prepare fresh.   

   5.    1 % (w/v) trifl uoroacetate (TFA). Prepare a 10 % (w/v) TFA 
stock solution. Store at room temperature. Prepare fresh 1 mL 
of 1 % (w/v) TFA working solution.      

      1.    MALDI-TOF/TOF (Matrix-assisted laser desorption/ionization- 
Time-of-Flight) mass spectrometer (e.g., Ultrafl extreme, Bruker, 
Germany).   

   2.    MALDI target (e.g., AnchorChip™ standard targets (Ø = 800 μm).   
   3.    90 % (v/v) acetonitrile 0.1 % (w/v) TFA (TA90). Add 9 mL 

acetonitrile and 100 μL 10 % TFA to 900 μL ultrapure water. 
Store at room temperature.   

   4.    10 mM ammonium phosphate in 0.1 % (w/v) TFA. Dissolve 
57.5 mg (NH) 4 H 2 PO 4  in 50 mL 0.1 % (w/v) TFA. Store at 
room temperature.   

2.5.2  Tryptic Digest

2.5.3  Protein 
Identifi cation with 
MALDI-TOF Peptide 
Fingerprint
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   5.    Solvent for HCCA Matrix. Mix 900 μL TA90 with 100 μL 
10 mM ammonium phosphate in 0.1 % (w/v) TFA. Prepare 
fresh.   

   6.    Matrix stock solution (0.7 mg/mL HCCA in TA90/phosphate 
mix). Mix 7 mg HCCA (alpha-cyano-4-hydroxycinnamic acid) 
with 1 mL solvent for HCCA (TA90/phosphate mix).   

   7.    MALDI peptide calibration standard (e.g., Peptide Calibration 
Standard II, Bruker, Germany) or prepare your own peptide 
standard. Prepare stock solutions of the following peptides 
with 100 pmol/μL each in 0.1 % (w/v) TFA in water:acetonitrile 
(2:1; e.g., 10 μL 1% TFA, 60 μL water, 30 μL acetonitrile). 
Then mix the stock solutions as detailed in Table  1 . Add 72 μL 
0.1 % (w/v) TFA.

       8.    Dilute this mixture 1:4 with TA30 (30 % acetonitrile, 0.1 % 
TFA; e.g., 3 mL acetonitrile, 100 μL 10 % TFA, 6.9 mL ultra-
pure water). Store aliquots of 20 μL at −20 °C.      

   Use only solvents of MS-Grade quality.

    1.    Solvent A: 0.1 % formic acid in ultrapure water.   
   2.    Solvent B: 0.1 % formic acid in acetonitrile.   
   3.    ESI-Q-TOF (Electron Spray Ionization–Quadrupole–Time-

of- Flight) mass spectrometer (e.g., QTOF Premier, Waters 
Corporation, Milford, MA, USA) with a nanoscale LC (e.g., 
nanoAcquity UPLC system, Waters).   

2.5.4  Protein 
Identifi cation 
by LC-MS/MS

   Table 1  
  Preparation of a MALDI peptide calibration standard from stock solutions   

 Peptide  Vol. stock [μL]  Conc [pmol/μL]  MW 

 Leucine-Enkephalin  3  3  556 

 Bradykinin  2  2  757.4 

 Angiotensin II  2  2  1,046.54 

 Angiotensin I  1  1  1,296.69 

 Substance P  1  1  1,347.74 

 Bombesin  2  2  1,619.82 

 ACTH 1-17  3  3  2,093.09 

 ACTH 18-3  3  3  2,465.2 

 Somatostatin  3  3  3,147.47 

 ACTH 1-39  8  8  4,539.266 

Cold-Regulated Soluble Proteome
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   4.    nanoACQUITY BEH C18 column (1.7 μm particle size, 
100 μm × 100 mm) with a trap column C18 nanoACQUITY 
Trap (100 Å, 5 μm, 180 μm × 20 mm), Waters.   

   5.    Calibration standard, e.g., [Glu1]—Fibrinopeptide B in 0.1 % 
(v/v) formic acid and 50 % (v/v) acetonitrile.   

   6.    MS certifi ed LC-vials (e.g., Clear Glass 12 × 32 mm Snap Neck 
Total Recovery Vial, Waters).   

   7.    Protein identifi cation software, e.g., Protein Lynx Global 
Server (PLGS) 2.3 software (Waters).        

3    Methods 

      1.    Germinate seeds in a climate chamber under standard condi-
tions. For  Arabidopsis , for example, these are short-day 
 conditions (9/15 h light/dark cycle, 20/18 °C day/night, 
140 μmol/m 2 /s light intensity) on a low-nutrient substrate 
with daily irrigation. Repot after 2 weeks in single pots or 
multi- well trays into nutrient-rich substrate ( see   Note 1 ) and 
continue growth at the initial conditions. Plan for a suffi cient 
number of biological replicates ( see   Note 2 ).   

   2.    Four weeks after sowing ( see   Note 3 ), place half of the plants at 
10 °C ( see   Note 4 ) in a 12/12 h light/dark cycle at 140 μmol/
m 2 /s light intensity ( see   Note 5 ), and the other half, as the con-
trol, into another incubator with the same conditions, except 
for the temperature which remains at 20/18 °C day/night.   

   3.    After 7 days, harvest the plants by cutting of the aerial parts, 
freeze immediately in liquid nitrogen, and store at −80 °C.      

       1.    Grind material to a fi ne powder under liquid nitrogen using 
mortar and pestle ( see   Note 6 ).   

   2.    Mix 1 part of powder (1 g) with 10 parts (10 mL) of precipita-
tion solution (PS) in a centrifugation tube.   

   3.    Transfer suspension into 2 mL reaction tubes with a cutoff tip 
(aliquots of 1.8 mL). Cool tubes in liquid nitrogen for 15 s. 
Keep at −20 °C for 45 min (minimum) or up to 2 h. Vortex 
after 5, 10, and 15 min.   

   4.    Centrifuge at 25,000 ×  g  and 4 °C for 15 min ( see   Note 7 ). 
Remove supernatant with a fi ne syringe needle coupled to a 
Büchner fl ask and vacuum pump.   

   5.    Resuspend pellet in 1.5 mL washing solution ( see   Note 8 ).   
   6.    Cool tubes in liquid nitrogen for 30 s. Keep at −20 °C for 

30 min.   
   7.    Centrifuge at 25,000 ×  g  and 4 °C for 15 min ( see   Note 7 ). 

Remove supernatant as described above. Resuspend pellet in 
1.5 mL washing solution ( see   Note 8 ).   

3.1  Plant Cultivation, 
Treatment, and 
Harvest

3.2  Protein 
Extraction, 
Quantifi cation, 
and Labeling

3.2.1  Protein Extraction 
(According to Refs.  2 ,  5 )
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   8.    Cool tubes in liquid nitrogen for 30 s. Keep at −20 °C for 
30 min or overnight.   

   9.    Centrifuge at 25,000 ×  g  and 4 °C for 15 min ( see   Note 7 ). 
Remove supernatant as described above.   

   10.    Dry the pellet in a vacuum centrifuge at maximum 35 °C for 
20–30 min ( see   Note 9 ) and proceed or store at −20 °C.   

   11.    Determine weight of pellet and resuspend in lysis buffer 
(50 μL/mg;  see   Note 10 ).   

   12.    Centrifuge at 25,000 ×  g  and room temperature for 15 min 
( see   Note 7 ). Keep supernatant and discard the pellet.   

   13.    Clarify supernatant by centrifugation through a 0.45 μm fi lter 
unit for 10 min at 12,000 ×  g  and room temperature. Use 
directly for determination of protein concentration or store 
at −20 °C.      

      1.    Prepare the needed amount of working color solution pro-
vided by the 2D-Quant Kit. To 100 parts color reagent A add 
1 part color reagent B. One milliliter per measurement is 
needed. Samples are measured in duplicates. Add 12 mL for 
the standard.   

   2.    Prepare standard curves using BSA (2 mg/mL) as a duplicate. In 
2 × 6 tubes pipette 0, 5, 10, 15, 20, or 25 μL BSA ( see   Note 11 ).   

   3.    Prepare two tubes with two different volumina per sample 
(between 1 and 50 μL). Dilute samples with an expected high 
concentration beforehand ( see   Note 12 ).   

   4.    Add 500 μL of precipitant, vortex and leave for 2–3 min at 
room temperature.   

   5.    Add 500 μL of co-precipitant and vortex.   
   6.    Centrifuge for 5 min at 10,000 ×  g  (minimum).   
   7.    Remove supernatant completely ( see   Note 13 ).   
   8.    Add 100 μL copper solution and 400 μL ultrapure water. 

Vortex for at least 10 s to dissolve the pellet completely 
( see   Note 14 ).   

   9.    Add 1 mL working color solution to each sample. Instantaneous 
mixing is achieved by introducing the solution as rapidly as 
possible ( see   Note 15 ).   

   10.    Twenty minutes after pipetting the fi rst sample, the absorption 
of the samples is measured at 480 nm in disposable 10 mm 
cuvettes with a spectrophotometer.      

      1.    Prepare stock solution of the three CyDye DIGE Fluor mini-
mal dyes. Add 5 μL fresh DMF to 5 nmol of dye solution 
(1 mM). Centrifuge at 12,000 ×  g  for 5 min at room tempera-
ture. Store in the dark at −20 °C not longer than 3 months 
( see   Note 16 ).   

3.2.2  Protein 
Quantifi cation (After Ref.  6 )

3.2.3  Protein-Cyanine 
Dye Labeling (After Ref.  7 )
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   2.    Prepare dye working solutions. Add 2 μL dye stock solution to 
3 μL DMF. Store at −20 °C not longer than 1 week.   

   3.    Produce an internal standard by mixing the same amounts of 
protein from all samples.   

   4.    Adjust pH to 8.5 with NaOH (50 mM or higher) ( see   Note 17 ).   
   5.    Add a volume of protein sample equivalent to 50 μg protein to 

a microcentrifuge tube.   
   6.    Add 1 μL of working dye solution to each sample. Cy2 to the 

internal standard, Cy3 to control samples, and Cy5 to treat-
ment samples. Mix by pipetting and vortexing.   

   7.    Centrifuge briefl y and leave on ice in the dark for 30 min.   
   8.    Terminate the reaction by adding 1 μL of 10 mM lysine and 

incubation on ice for 10 min.   
   9.    Proceed or store up to 3 months at −70 °C in the dark.       

  This protocol follows ref.  1  which also contains instructions for 
other tissues than leaves. 

      1.    Mix 50 μg of one control sample, one treatment sample, and 
one internal standard (= 150 μg protein in total). Bring the 
volume to 250 μL by adding rehydration solution and load 
the mix on one Immobiline DryStrip by pipetting it into the 
sample application well of a 13 cm IPGphor strip holder. 
Remove the cover foil from the strip. Place the strip with the 
gel side down into the strip holder ( see   Note 18 ). Cover with 
Cover Fluid ( see   Note 19 ). Close cover of strip holder. Place 
holder into chamber and cover with lid ( see   Note 20 ).   

   2.    Set the program to Step 1: 1 h, 250 V. Step 2: 1 h, 500 V. Step 
3: 1 h, gradient from 500 to 4,000 V. Step 4: 5 h, 4,000 V, for 
a total of about 24 kVh. Start the program ( see   Note 21 ).   

   3.    When fi nished, equilibrate strips in equilibration buffer for 
15 min ( see   Note 22 ). Store strips in stoppered glass reaction 
tubes at −20 °C ( see   Note 23 ) or proceed with second-dimen-
sion separation.      

      1.    Prepare gel casting stand, use 1 mm spacers. Prepare the sepa-
ration gel (11.25 % acrylamide). Mix 3 mL separation gel buf-
fer, 9 mL 30 % acrylamide/bisacrylamide, 12 mL ultrapure 
water, 240 μL 10 % ammonium persulfate, and 12 μL TEMED 
( see   Note 24 ). Fill the separation gel between the glass plates 
(approx. 2 cm under the upper rim). Overlay with at least 
400 μL n-butanol ( see   Note 25 ). Let the gel polymerize for 
15–30 min, siphon off the butanol and rinse three times with 
water ( see   Note 26 ).   

   2.    Prepare the stacking gel (6 % acrylamide). Mix 1 mL stacking 
gel buffer, 0.8 mL 30 % acrylamide/bisacrylamide, 2.2 mL 

3.3  Two-D Gel 
Electrophoresis

3.3.1  First-Dimension 
Separation by Isoelectric 
Focusing According 
to Ref.  5 

3.3.2  Second-Dimension 
Separation by SDS-PAGE 
(After Ref.  8 )
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ultrapure water, 25 μL 10 % ammonium persulfate and 8 μL 
TEMED. Fill it on top of the separation gel, height 1 cm. 
Overlay with n-butanol, let the gel polymerize, remove the 
butanol, and rinse as above.   

   3.    Reheat agarose including bromophenol blue at 95 °C for 
mounting strips and pipette 0.5–1 mL on top of the stacking 
gel. Rinse equilibrated strip shortly in 1× electrode buffer and 
push it carefully down to the stacking gel. The pointed tip of 
the strip should be facing to the left.   

   4.    Place gels into the electrophoresis chamber and fi ll up with 1× 
electrode buffer ( see   Note 27 ).   

   5.    Perform electrophoresis. 30 min at 75 V for passing through 
the stacking gel, approximately 4 h 30 min at 150 V for passing 
through the separation gel. Keep at room temperature. Keep 
voltage constant. Stop separation shortly before the line 
formed by the bromophenol blue reaches the end of the gel. 
Disassemble the chamber. Keep the Cy-labeled gels between 
the glass plates and scan as soon as possible ( see   Note 28 ).       

  Refer to the manual of your scanner. Procedure is described for a 
Typhoon Scanner (GE Healthcare).

    1.    Carefully clean the scanner, switch it on, and let it warm up for 
30 min.   

   2.    Place the gel on the scanner without air bubbles. When using 
low-fl uorescent glass plates, the gel can remain between the 
plates for scanning. Close lid.   

   3.    Set up the fl uorescence scan parameters to (1) Blue laser (473 nm), 
emission fi lter 520 nm (BP40), (2) Green laser (532 nm) emis-
sion fi lter 580 nm (BP30), and (3) Red laser (635 nm), emission 
fi lter 670 nm (BP 30). PMT voltage 550, sensitivity normal.   

   4.    Make a pre-scan with 1,000 μm pixel size to identify a suitable 
PMT voltage. For this, open the picture in the Image Quant 
software, select the most intense spots and quantify them with 
the Volume Review Tool. The maximum pixel value should 
not exceed 100,000 as this indicates signal saturation has been 
reached and this will prevent quantitative analysis. A target 
maximum pixel value of 50,000–80,000 is usually suitable. 
When adjusting the voltage, relatively small increments of 
20–50 V are recommended. If only one or two spots show 
saturation then only slight downward adjustments of the PMT 
voltage setting are required. Once the voltage has been opti-
mized for one gel in an experiment, these settings can be used 
for all similar gels within the same experiment. The maximum 
pixel value should be within the specifi ed range for all gels, to 
enable accurate quantitation of spot volumes.   

   5.    Scan the gels at a minimum resolution of 100 μm.   

3.4  DIGE Gel Imaging 
and Data Analysis
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   6.    Use appropriate software for 2D gel image analysis to merge/
warp the three images from each fl uorescence channel and to 
quantify the spots after background subtraction and normal-
ization with the loaded standard over all gels.      

      1.    Prepare for each of your treatment/control sample pairs a 
mixed sample for a nonlabeled duplicate gel (or use the inter-
nal standard in three replicates) ( see   Note 29 ).   

   2.    Perform isoelectric focusing and SDS-PAGE exactly as 
described above for the labeled samples. However, you can 
load 100–500 μg ( see   Note 30 ) of the mixed unlabeled sample 
on one Immobiline DryStrip.   

   3.    For Coomassie staining [ 4 ], disassemble the gel electrophore-
sis chamber and rinse the gel twice for 10 min in distilled water 
(on a rocking shaker).   

   4.    Place the gel into Coomassie Staining Solution. Cover and 
shake for 1–3 h.   

   5.    Rinse twice (briefl y) with water.   
   6.    Place in destaining solution and shake for 30 min.   
   7.    Rinse twice with water.   
   8.    Pick the spots of interest (either by hand or with an auto-

mated spot picker) and transfer each into a 0.5 mL reaction 
tube ( see   Note 31 ).   

   9.    Wash the gel plugs with 400 μL Gel Spot Washing Solution 
(WS2) for 30 min with vigorous shaking (e.g., vortex with 
adapter for reaction tubes).   

   10.    Centrifuge briefl y and remove the liquid by pipetting or with a 
fi ne needle coupled to a Büchner fl ask.   

   11.    Dry gel plugs in a vacuum centrifuge at maximum of 35 °C 
(ca. 15 min) and store at −20 °C.      

      1.    To each gel plug (1–2 mm 3 ) pipette 7.5 μL trypsin solution 
and incubate at 37 °C (incubator) for 5 h.   

   2.    Stop the reaction by adding 1 μL 1 % TFA.   
   3.    Incubate at 4 °C overnight.      

       1.    Pipette 0.5 μL of the Calibration Standard onto the central 
positions of the MALDI target plate and 0.5 μL of each 
digested sample in the sample positions surrounding the stan-
dard. Let the spots dry, but not completely.   

   2.    Cover semi-dried spot with 1 μL of matrix working solution. 
Let it dry completely.   

   3.    Place the target into the source of your MALDI instrument.   

3.5  Coomassie 
Staining and Spot 
Picking

3.6  Tryptic Digest

3.7  Protein 
Identifi cation with 
MALDI-TOF

3.7.1  Preparation 
of Samples and Instrument

Stefanie Döll et al.



151

   4.    Run a method as described below with the following parame-
ters. These are the values and methods for a Bruker 
Ultrafl extreme MALDI-TOF/TOF. Adjust to your own 
instrument if necessary as described in its manual.   

   5.    General settings:
 ●    High voltage. Ion source 1: 25 kV, ion source 2: 22.45 kV, 

lens: 7.5 kV, refl ector 1: 26.5 kV, refl ector 2: 13.4 kV.  
 ●   Pulsed ion extraction: 80 ns.  
 ●   Polarity: positive.  
 ●   Matrix suppression: mode defl ection—suppress up to 

650 Da.  
 ●   Mass range: low, 700–4,020.  
 ●   Detector gain (refl ector): 10 × 10.5.  
 ●   Sample Rate: 2 GS/s.  
 ●   Electronic gain: enhanced, 100 mV.  
 ●   Realtime smooth: Off.  
 ●   Spectrum size: 115,200 pts, delay 83,680 pts.  
 ●   Laser frequency: 1,000 Hz.  
 ●   Laser attenuator: offset 67 %, range 20 % (have to be set 

before each run).         

      1.    Prepare your instrument for usage. Place the target into the 
source and teach the target via “Sample Carrier—Advanced—
Teach”. Adjust fi rst position by setting spot A1 and click 
“GO”. Centre the spot in the view window and fi nish with 
reach button. Repeat this for second (A24) and third position 
(P24). Save teaching fi le. Check the Laser intensity with 3,000 
shots on at least two samples and adjust the laser power.   

   2.    Use the autoXecute Run Wizard to create a new run.   
   3.    Set the appropriate target geometry (e.g., MTP Anchor Chip 

800-384) and continue with “Next”.   
   4.    “Laser power tuning”: If you do not want to use the automatic 

power tuning, switch to “Next”. The laser power can be 
adjusted within the autoXecute method before the run.   

   5.    “Spot selection”: Mark the spots for automatic measurement 
and choose “calibrate with predefi ned template” and continue.   

   6.    “Run parameter”: All parameters will be applied to the previ-
ously selected samples. The MS and MS/MS group consists of 
appropriate “AutoXecute”, “fl exAnalysis”, and “Biotools” 
methods.   

   7.    Within “AutoXecute” set the laser power intensities for cali-
bration standard and sample MS method separately. Go to 
“edit method” and the “laser” tab (Initial Laser Power) and 

3.7.2  Creating 
and Starting a New 
Automatic Run
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set them according to the test measurements. To test the laser 
intensity, apply a test shot on at least two samples and one cali-
bration spot. For the MS/MS method set approximately 5 % 
more laser intensity than in the MS method. In data destina-
tion specify the location where the acquired data shall be saved 
(with data directory as root folder and sample name as specifi c 
directory). For “Biotools” select the customer database you 
use for Arabidopsis. Continue with “Next”.   

   8.    Save the method and go to the control panel.   
   9.    Start the autoXecute run.   
   10.    After measurement the fi les are stored in your directory and 

are available for further analysis.   
   11.    Start the “Biotools” program and go to “search”—“Mascot 

Batch Search”—“Task Editor” and open your tas-fi le.   
   12.    Click on your samples within the Scout MTP window and the 

results for the selected spot are opened.      

      1.    Start with measuring one calibration standard. Select it on the 
target, start the laser (3,000 shots), and record the spectrum. 
Calibrate the instrument by selecting your calibration standard 
from the Calibration Mass Control List, select mode “Cube 
Enhanced”. Click through the list and select the monoisotopic 
peaks in the spectrum. The highest peak should not be cut off 
at the tip. If the error is acceptable (not greater than 15 ppm), 
apply the calibration, if not record another one.   

   2.    Now measure all the samples around the fi rst standard, then 
measure the second standard and the surrounding spots and so 
on. Record for every spot several spectra.   

   3.    Do an external recalibration of your measurements. In the data 
analysis program, open one calibration standard and the sur-
rounding samples. Use the standard for a recalibration (as 
above) of the surrounding samples and identify and remove 
background peaks.   

   4.    Create a mass list of each sample using your analysis software.   
   5.    Do a database search of your mass lists. You can use a program 

like Bio Tools (Bruker Daltonics, Germany) or use public data-
bases like Uniprot (  http://www.uniprot.org    ).       

  If the MALDI measurement results in a nonsignifi cant hit or sev-
eral protein IDs are overlapping within one spot, protein 
 identifi cation with LC-MS is an alternative and can also be used in 
addition for de-novo-sequencing.

    1.    Centrifuge the digested sample at 20,000 ×  g  for 15 min.   
   2.    Transfer the supernatant to a MS certifi cated LC vial.   

3.7.3  Alternative: Doing 
a Manual Measurement 
for a Single Spot

3.8  Protein 
Identifi cation with 
LC-MS
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   3.    Prepare the lock mass and calibration solution of [Glu1]-
Fibrinopeptide B as described in Subheading  2.5.4 .   

   4.    Use 2–4 μL of the sample for an injection onto a Nano LC-MS 
system.   

   5.    Preconcentrate and desalt the digested samples on the precol-
umn for 5 min at 5 μL/min with 100 % Solvent A.   

   6.    Separate and elute with a gradient of 3–40 % Solvent B over 30 
or 60 min at a constant fl ow rate of 600 nL/min.   

   7.    Acquire mass spectra data for peptide identifi cation on a Q-ToF 
mass spectrometer. For lock mass correction of the precursor 
and the product ions use 150 pmol/μL Glu Fibrinopeptide B 
in 0.1 % formic acid in acetonitrile/water (25:75, v/v).   

   8.    Use the following parameters for a data-dependent 
acquisition:    

 Source 

 Source temperature [°C]  80 

 Cone Gas Flow [L/h]  30 

 Nano Tip Voltage [kV]  Approx. 2.9 

 Polarity  ESI positive 

 TOF Mode  V-Mode 

 Calibrant [Glu1]-Fibrinopeptide B 

 Scan frequency [s]  20 

 Scan time [s]  1 

 Reference cone voltage(V)  35 

 Collision energy [eV]  21 

 Temperature correction  Disabled 

 MS and MS/MS parameters 

 Scan time [s]  0.95 

 Interscan time [s]  0.05 

 Start mass  50 

 End mass  1,700 

 Resolution  9,000 

 Trigger threshold  750 

 Signal threshold  20 

 Collision low energy [eV]  4 
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          1.    Use a protein identifi cation software for processing and 
 identifi cation of proteins from the obtained spectra.   

   2.    Set the processing parameters as followed: mass accuracy with 
lock mass correction at    MS: 785.8426 ± 0.2 Da and MS/MS: 
684.3469 ± 0.2 Da; noise reduction with automatic threshold 
and deisotoping set to medium.   

   3.    Use resulting sequences for database search against, e.g., 
UniProt Database containing all entries from Viridaeplantae 
including contaminants keratin and trypsin.   

   4.    Set the search parameters for CID data as followed: peptide 
tolerance 10 ppm, fragment tolerance 0.05 Da, minimum pep-
tides to match 1, primary digest trypsin, one missed cleavage 
site, oxidation (Met) and carbamidomethyl (Cys) as variable 
modifi cations.   

   5.    Import the raw fi les to a virtual microtiter plate.   
   6.    Add the processing parameter method and the workfl ow 

method to start the processing.   
   7.    If no search hit is signifi cant, perform BLAST homology 

search with the same database using the de novo Query tool 
( see   Note 32 ).   

   8.    Add the second workfl ow to the samples meant for de novo 
sequencing.   

   9.    Do not change parameter for mass spectrum, fragment toler-
ance, digest reagent, etc.   

   10.    Set the calibration error to maximum 10 ppm, maximum fi ve 
hits and set validation result ( see   Note 33 ).   

   11.    Blast the resulting peptide sequences within the program 
against your library (e.g., UniProt Viridiplantae).       

4    Notes 

  It is recommended to read the cited manuals as they contain a pleth-
ora of explanations and additional hints .

    1.    The choice of substrate infl uences total amounts and relative 
changes of secondary metabolites reacting to cold stress and 
will therefore also have an infl uence on protein composition. 
As the infl uence of nutrient defi ciency may affect one metabo-
lite positively and another one negatively, it might also be fea-
sible to use low-nutrient substrate only, but be consistent 
during your experiments.   

   2.    Fifty plants of  Arabidopsis  make a good pool for one biological 
replicate. Make at least three biological replicates per condi-
tions, e.g., three trays with 50 plants.   

3.9  Data Analysis
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   3.    The most important factor for a clear and consistent reaction 
towards cold stress is the plant age. Young plants should be 
preferred. The ideal precultivation time for  Arabidopsis  is 
4 weeks (or earlier) with a maximum difference in secondary 
metabolite changes. Already at 6 weeks precultivation time, 
physiological differences are drastically reduced. Also, the 
effects of side conditions like the usage of different incubators 
or substrates become stronger.   

   4.    10 °C is suffi cient to elicit cold stress reactions in  Arabidopsis  
and easy to realize in most plant incubators. However, some 
experimentators prefer to use 4 °C conditions.   

   5.    Light quality and quantity are the second most important fac-
tors to consider for your experiment. Light stress is the major 
threat for plant survival at above-freezing cold stress. While 
most enzyme reactions are slowed down in the cold by van’t 
Hoff’s rule, the light reactions of the photosystems are not, 
leading to ROS production. It is not advisable to exclude the 
light factor by conducting cold stress experiments in the dark, 
because under natural conditions cold and light stress always 
intertwine. ROS production might be needed to trigger cold 
signaling chains and you will miss out on a large part of the natu-
rally occurring physiological reactions. Short-day conditions 
also diminish physiological reactions, whereas long-day and 
high-light conditions (350 μmol/m 2 /s and more) will increase 
them. Make sure that all plants get the same amount of light. 
 Technical note : Operating lamps in cold temperatures diminishes 
their light output. Measure the light intensity at 10 and 20 °C 
conditions with a light meter and adjust to the same value.   

   6.    Continue with protein extraction immediately after grinding.   
   7.    Centrifugation can be extended if material is not pelleting.   
   8.    Resuspending can be aided by vortexing, ultrasonic bath (5 min), 

ultrasonic homogenizer, or stirring with a fi ne glass rod.   
   9.    Dry until odor of acetone is no longer perceptible (approxi-

mately 10 min).   
   10.    Do not include primary amines, DTT, or ampholytes in the 

lysis buffer, as they might react with the NHS esters of the 
cyanine dyes. Resuspension is achieved by vortexing, then 
incubation in an ultrasonic bath for 5 min and stirring with a 
glass rod. Collect drops by centrifugation and incubate on a 
shaker at 37 °C for 1 h. Use positive displacement pipettes for 
the buffer if possible.   

   11.    All steps are carried out at room temperature in 2 mL reaction 
tubes. Accurate pipetting is essential. Use positive displace-
ment pipettes if possible. Average the two values for the stan-
dard curve.   

   12.    For  Arabidopsis  seeds dilute samples 1:10 and use 5 and 10 μL. 
For  Arabidopsis  stem use 5 and 10 μL undiluted. For  Arabidopsis  
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root use 10 and 20 μL undiluted. For barley leaf and root use 
5 and 10 μL undiluted.   

   13.    This step has to be carried out rapidly before the pellet 
 dissolves. We use a vacuum pump to remove the supernatant.   

   14.    After dissolving samples are stable for up to 1 h.   
   15.    This step is critical! The time between pipetting and measure-

ment (and also the ambient temperature) has a great infl uence 
on the binding of the copper. To minimize this effect we treat 
all samples individually. Before pipetting the next 1 mL work-
ing color solution we wait exactly 10 s. We also wait 10 s 
between measuring every sample at the spectrophotometer.   

   16.    CyDyes are sensitive to light, ozone, and humidity. Keep dyes 
and labeled samples in the dark at all times by covering with alu-
minum foil. We also work in shaded labs when labeling. Ozone 
might become a serious problem in hot climates. If your area is 
affected by high ozone or your labeling looses sensitivity during 
certain seasons, you should consider measuring ozone [ 9 ].   

   17.    Check pH of your samples with indicator paper. It should be 
exactly 8.5. Adjust with NaOH (50 mM or higher) if necessary.   

   18.    At fi rst, the pointed end of the strip goes into the pointed end 
of the holder. Distribute the solution evenly and remove air 
bubbles by lifting, lowering, and moving back and forward of 
the strip, and slight tilting of the strip holder. At last, the rect-
angular end of the strip is placed into the holder. Make sure 
that the gel touches the electrodes on both ends.   

   19.    The strip is covered with Cover Fluid to prevent evaporation. 
Fill oil (1 mL) drop-wise into the holder starting from one end 
until the whole strip is well covered.   

   20.    The IPGphor chamber has to be exactly horizontal. The 
pointed end of the holder lies on the anode, the rectangular 
one on the cathode. The contacts of holder and chamber have 
to be well matched and the lid should hold down each holder 
at least in two places.   

   21.    Check if the bromophenol blue migrates towards the anode. 
If not, check the assembly and programming.   

   22.    Stick exactly to the 15 min incubation time. It is a compromise 
between buffer exchange and protein leaching.   

   23.    Strip holders and glass tubes need proper cleaning to not 
disturb later experiments. Directly after use put the holders 
into a warm detergent solution for 1 h. Then place them for 
1 h in fresh 3 % IPGphor cleaning solution on a tilt shaker. 
Scrub them thoroughly with a tooth brush. Rinse them for 
30 min in deionized water and again for 1 h in ultrapure water. 
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Dry completely before next use. Rinse glass tubes twice with a 
detergent solution and with ultrapure water.   

   24.    For identifying the gels later place small written tags made of 
fi lter paper into the lower left corner of each gel before 
polymerization.   

   25.    n-Butanol is the upper phase.   
   26.    If you want to leave the gel overnight, mix 1 mL separation gel 

buffer with 7 mL water and fi ll on top of the gel. Store at room 
temperature in a moist chamber (wetted plastic bag).   

   27.    The upper chamber of the electrophoresis system can also be 
fi lled with 2× electrophoresis buffer.   

   28.    If it is not possible to scan the gels immediately, store them in 
1× electrode buffer at 4 °C in the dark. However, already after 
1 day the spots will show a signifi cant diffusion.   

   29.    For protein identifi cation you can either post-stain the 
Cy-labeled analytical gels or make additional preparative gels. 
Analytical and preparative gels can be stained with Deep Purple 
total protein stain (GE Healthcare). These gels    can also be 
scanned (green laser, 532 nm, 560 nm LP emission fi lter), post-
stained gels with 457 nm laser and 610 nm emission fi lter. 
Image analysis programs (e.g., Decider 2D) can match the ana-
lytical and preparative gels and help creating a pick list. This can 
be exported to automated spot pickers. For picking by hand 
you can use the common Coomassie staining. In our lab we 
prefer to make a fresh preparative gel (and Coomassie staining) 
to get high quality samples for MALDI-TOF analysis.   

   30.    Usually you load more than the 150 μg used for the analytical 
gel. However, when analyzing leaf samples, we reduce the 
amount loaded to 100 μg to minimize gel overload with the 
abundant RuBisCO protein. Otherwise it will overlap with 
many of the other spots.   

   31.    Avoid getting dust and especially epidermal scales into your 
samples. Work in a dust-free environment. Rinse your lab ware 
with distilled water. Wear gloves and long-sleeved lab coats all 
the time. Otherwise keratin is constantly detected in your sam-
ples. Use glassware to prepare and store your solutions, because 
solvents like acetonitrile and TFA extract polymers out of plas-
tic materials leading to background signals disturbing the 
measurements. Glassware should never be cleaned in the 
dishwasher. Instead, fi ll it with 25 % nitric acid and place in an 
ultrasonic bath for 30 min. Then rinse three times with 
ultrapure water and three times with the solvent you want to 
store in it.   

   32.    Use this type of analysis only as a second step in the workfl ow 
applied to sequence data not matching any known protein.   
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    Chapter 13   

 Proteomic Approaches to Identify Cold-Regulated 
Plasma Membrane Proteins 

           Daisuke     Takahashi    ,     Takato     Nakayama    ,     Yushi     Miki    , 
    Yukio     Kawamura    , and     Matsuo     Uemura    

    Abstract 

   Plasma membrane is the primary determinant of freezing tolerance in plants because of its central role in 
freeze–thaw cycle. Changes in the plasma membrane proteins have been one of the major research areas in 
plant cold acclimation. To obtain comprehensive profi les of the plasma membrane proteomes and their 
changes during the cold acclimation process, a plasma membrane purifi cation method using a dextran–
polyethylene glycol two polymer system and a mass spectrometry-based shotgun proteomics method using 
nano-LC-MS/MS for the plasma membrane proteins are described. The proteomic results obtained are 
further applied to label-free protein semiquantifi cation.  

  Key words     Cold acclimation  ,   Plasma membrane  ,   Nano-LC-MS/MS  ,   Shotgun proteomics  ,    Label- free 
semiquantifi cation  ,   In-solution digestion  

1      Introduction 

 Many plants that grow in temperate and subarctic regions increase 
in freezing tolerance when exposed to a nonfreezing, low tempera-
ture (Levitt 1980), which is known as cold acclimation. Cold accli-
mation results in diverse alterations in plant cell physiology, 
morphology, and molecular biology [ 1 ,  2 ]. In many cases, freezing 
results in ice formation extracellularly (extracellular freezing) and 
plant cells must keep ice crystals from entering into the cytoplasm. 
Because the plasma membrane (PM) plays a central role in water 
transport between the inside and the outside of the cell and func-
tions as a barrier for separation of the cytoplasm from the extracel-
lular region, there is a consensus that stabilization of the PM is a 
prerequisite for survival under freezing stress [ 3 – 5 ]. Thus, it is rea-
sonable to consider that the PM composition responds to low tem-
perature and changes during cold acclimation in order to withstand 
the upcoming stresses incurred during a freeze–thaw cycle. 
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 In fact, there are a number of reports that describe dynamic 
changes in PM components, both in protein and in lipid composi-
tions [ 6 – 11 ]. In addition, several studies demonstrated that spe-
cifi c proteins in the PM were functionally involved in cold 
acclimation [ 12 – 17 ]. With a recent advance of protein separation 
and identifi cation techniques (such as nano-liquid chromatogra-
phy), increased availability of protein analysis equipment (such as 
mass spectrometers) and development of user-friendly software 
and excellent genome/protein databases (such as MASCOT, 
SEQUEST, X!! Tandem and PEAKS), it became possible to reveal 
proteomic responses to cold acclimation on a large scale in a rela-
tively short period. 

 In this chapter, we introduce the procedures for cold acclima-
tion, plasma membrane isolation and then protein mass analysis to 
identify cold-regulated proteins associated with the PM. The pro-
cedures described below are easily able to adapt to  Arabidopsis  
plants [ 18 ,  19 ] but, in general, it will be applied for other plants 
as experimental subjects. We have been using the procedures 
slightly modifi ed for monocotyledonous plants such as rye and oat 
[ 20 ,  21 ] and  Brachypodium  [ 22 ], woody plants such as poplar 
[ 23 ] and  Arabidopsis  suspension cultured cells [ 24 ]. Lastly, 
detailed protocols for protein identifi cation of the PM and micro-
domains in the PM using nano-LC MS/MS were described else-
where [ 25 ] (Fig.  1 ).

2       Materials 

 Prepare all solutions using ultrapure water (prepared by purifying 
deionized water by Millipore apparatus to attain a resistance of 
18.2 MΩ cm at 24 °C) and analytical grade reagents. Prepare and 
store all reagents at room temperature (unless indicated other-
wise). Carefully follow all waste disposal regulations determined by 
local authorities when disposing of waste materials. 
 

     1.    Plant seeds:  Arabidopsis  seeds can be obtained from Arabidopsis 
stock centers such as ABRC, NASC, and SASSC (http://www.
arabidopsis.org/portals/mutants/stockcenters.jsp) or pur-
chased from Lehle Seeds (Round Rock, Texas, USA). Several 
accessions have been used but Columbia ecotype (Col-0) is 
one of the most popular ecotypes for cold acclimation studies.   

   2.    Plant bedding mix: two parts of vermiculite and one part of 
perlite.   

   3.    Nutrient solution A (10× stock): 60 mM KNO 3 , 40 mM 
Ca(NO 3 )·4H 2 O, 20 mM NH 4 H 2 PO 4 , 10 mM MgSO 4 ·7H 2 O.   

   4.    Nutrient solution B (50× stock): 25 mM KCl, 12.5 mM 
H 3 BO 3 , 1 mM MnSO 4 ·5H 2 O, 1 mM ZnSO 4 ·7H 2 O, 0.25 mM 
CuSO 4 ·5H 2 O, 0.25 mM H 2 MoO 4 .   

2.1  Plant Growth 
Components
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   5.    Nutrient solution C (50× stock): 8 mM Na 2  EDTA, 8 mM 
FeSO·7H2O.   

   6.    Working nutrient solution: mix the nutrient solution A (1 L), 
B (200 mL), and C (200 mL) and add tap water (8.6 L) to 
make 10 L working solution.      

 
 Several items, including 2 L of ultrapure water, a Polytron homog-
enizer, centrifuge rotors and ultracentrifuge rotors, should be pre-
cooled in a refrigerator.

    1.    Homogenizing medium: 0.5 M sorbitol, 50 mM Mops-
KOH (pH 7.6), 5 mM EGTA, 5 mM EDTA, 1.5 % (w/v) 

2.2  Plasma 
Membrane Purifi cation 
Components
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  Fig. 1    A representative workfl ow for shotgun proteomics of  Arabidopsis  PM 
 proteins. It consists of three parts; plant cultivation, sample preparation, and data 
processing. All plants are grown at 23 °C for 3 weeks (NA plants) and some of the 
NA plants are then transferred to a cold chamber for cold acclimation treatments 
(CA plants). Plasma membrane (PM) fractions are isolated using a two- phase parti-
tion system, and proteins in the PM fractions are digested with trypsin. Subsequently, 
peptides obtained are purifi ed and concentrated with SPE-C-TIP. Peptides are then 
subjected into a nano-LC-MS/MS system and software for label-free identifi cation 
and semiquantifi cation of PM proteins is used. Data obtained are processed with 
several tools for mining of novel and/or known factors       
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 polyvinylpyrrolidone 40 (molecular weight 40,000), 0.5 % 
(w/v) BSA, 2 mM phenylmethanesulfonyl fl uoride (PMSF), 
4 mM salicylhydroxamic acid (SHAM), 2.5 mM 
1,4- dithiothreitol. Store at 4 °C ( see   Note 1 ).   

   2.    Polytron generator (PT10SK, Kinematica, Inc., Lucerne, 
Switzerland).   

   3.    Gauze or cheesecloth.   
   4.    Microsome (MS)-suspension medium: 10 mM KH 2 PO 4 /

K 2 HPO 4  (K-P) buffer (pH 7.8), 0.3 M sucrose. Store in a 
refrigerator ( see   Note 2 ).   

   5.    Electric Tefl on-glass homogenizer.   
   6.    NaCl medium: 100 mM NaCl in MS-suspension medium. 

Store in a refrigerator.   
   7.    Plasma membrane (PM)-suspension medium: 10 mM Mops- 

KOH (pH 7.3), 1 mM EGTA, 0.3 M sucrose. Store in a 
refrigerator.   

   8.    Two-phase medium: weigh 1.4 g of polyethylene glycol 3,350 
and 1.4 g dextran in a 40 mL centrifuge tube (5.6 % [w/w] 
polymers in fi nal solution with microsomal suspensions). Add 
9.4 mL MS-suspension medium and 7.3 mL NaCl medium 
(30 mM NaCl in fi nal solution) to the centrifuge tube and mix 
well by shaking. Prepare three tubes per sample. Store in a 
refrigerator overnight to completely dissolve the polymers.   

   9.    BioRad Protein Assay Kit (BioRad Laboratories, Hercules, 
CA): store in a refrigerator.      

 
 All preparations must be carefully performed in a clean bench with 
gloves and a clean lab coat to avoid contamination from keratin, 
dust, and other exogenous proteinaceous materials.

    1.    MPEX PTS reagents kit (GL Science, Inc., Tokyo, Japan): 
make solution B according to the manufacturer’s instruction 
manual. Solution B can be stored in a refrigerator. Prepare 
DTT solution, IAA solution, and trypsin solution according to 
the manufacturer’s instruction manual freshly immediately 
before use.   

   2.    Acetonitrile–TFA solution: 5 % (v/v) acetonitrile and 0.1 % 
(v/v) TFA in water. Mix well ( see   Note 3 ).  (Careful, both sol-
vents are highly toxic upon inhalation! Only use in a ventilated 
fumehood.)    

   3.    Pierce BCA protein assay kit (Thermo Fisher Scientifi c, 
Waltham, MA, USA).   

   4.    Vial and vial insert (National Scientifi c,   http://www. 
nationalscientifi c.com/    ).      

2.3  In-Solution 
Tryptic Digestion 
Components
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      1.    SPE C-TIP T-300 (Nikkyo Technos Co., Ltd., Tokyo, Japan).   
   2.    1.5 mL microtubes: make a hole of 3 mm in diameter in the 

cap with a soldering iron. Prepare two tubes per sample.   
   3.    Solution A: 80 % (v/v) acetonitrile and 5 % (v/v) TFA in water. 

Mix well ( see   Note 3 ).   
   4.    Solution B: 4 % (v/v) acetonitrile and 0.5 % (v/v) TFA in 

water. Mix well ( see   Note 3 ).   
   5.    0.1 % (v/v) TFA solution: quickly add 1 μL of TFA into 

999 μL of water and mix well ( see   Note 3 ).      
 

     1.    LC instrument: ADVANCE UHPLC system (MICHROM 
Bioresources, Auburn, CA).   

   2.    MS instrument: LTQ Orbitrap XL mass spectrometer (Thermo 
Fisher Scientifi c, Waltham, MA).   

   3.    Ion source: ADVANCE spray source (MICHROM 
Bioresources).   

   4.    Trap column for peptide concentration: L-column Micro 
0.3 × 5 mm (CERI, Japan).   

   5.    Column for peptide separation: Magic C18 AQ nano column 
(0.1 × 150 mm; MICHROM Bioresources).   

   6.    Data conversion software: Proteome Discoverer (ver. 
1.1.0.263, Thermo Fisher Scientifi c).   

   7.    Search engine for protein identifi cation: MASCOT search 
engine (version 2.3.02, Matrix Science, London, UK).       

3    Methods 

      1.    Plant seeds in a moist Vermiculite–Perlite mix (2:1) in plastic 
pots and place the pots in a controlled-environment chamber 
at 23 ºC under continuous light (100 μmol/m 2 /s).   

   2.    Add nutrient solution occasionally from the bottom of the pot 
(usually twice a week).   

   3.    Grow for approximately 3 weeks to obtain non-acclimated 
plants ( see   Note 4 ).   

   4.    Cold acclimate by transferring non-acclimated plants to a cold 
growth chamber at 2 ºC under 12-h light condition 
(100 μmol/m 2 /s) for up to 7 days.      

 
 Wear gloves and a clean lab coat throughout the experiments to 
avoid contamination by keratin, dust, and other exogenous pro-
teinaceous materials. It is preferable to use low protein absorption 

2.4  Peptide 
Purifi cation 
Components

2.5  Instruments 
and Software 
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3.2  Plasma 
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microtubes at all stages. Perform all steps on crushed ice (unless 
indicated otherwise). Centrifuges should be prechilled at 4 ºC.

    1.    Cut off the aerial parts of  Arabidopsis  seedlings and weigh 
them (10 g or more in fresh weight is desirable for the plasma 
membrane purifi cation). Put the harvested plant material on a 
plastic container and wash with chilled distilled water. Wash 
twice and then drain on paper towels. Keep the harvested 
plants wrapped with paper towels on crushed ice.   

   2.    Put plant samples into four volumes of chilled homogenizing 
medium and cut into small pieces with a pair of scissors.   

   3.    Homogenize with a chilled Polytron generator until the sam-
ples are broken into tiny pieces (speed 5–6 for 60–90 s). Filter 
the homogenates through four layers of gauze and squeeze 
thoroughly. Put the fi ltrate into 40 mL centrifuge tubes.   

   4.    Centrifuge at 5,000 ×  g  for 15 min with a chilled rotor to 
remove debris and heavy membrane fractions. Transfer the 
supernatants into ultracentrifuge tubes by decantation. Discard 
precipitates.   

   5.    Centrifuge at 231,000 ×  g  for 50 min with a chilled ultracentri-
fuge rotor to precipitate microsome fractions. Discard super-
natants by decantation.   

   6.    Add appropriate volume of MS-suspension medium to each 
tube (usually 2–3 mL per tube) and homogenize the pellets 
with a Tefl on-glass homogenizer. Collect the microsomal sus-
pensions with a large-aperture Pasteur pipette into ultracentri-
fuge tubes. Balance ultracentrifuge tubes in pairs with 
MS-suspension medium.   

   7.    Ultracentrifuge at 231,000 ×  g  for 50 min as described in 
 step 4 . After centrifugation, discard the supernatant with an 
aspirator.   

   8.    Put 5 mL of MS-suspension medium in a Tefl on-glass homog-
enizer and mark the solution surface on the glass homogenizer 
as an indication of 5 mL volume. Discard the medium.   

   9.    Add 2 mL of MS-suspension medium onto microsomal pellets 
in the ultracentrifuge tubes. Break up the precipitated pellets 
with a glass rod. Transfer into a Tefl on-glass homogenizer using 
a large-aperture Pasteur pipette. Put 2 mL of MS-suspension 
medium into the same ultracentrifuge tubes and break up the 
remaining pellets by pipetting. Transfer into the Tefl on-glass 
homogenizer already containing the fi rst part of the resus-
pended pellet and add MS-suspension medium up to 5 mL. 
Homogenize well with an electric Tefl on-glass homogenizer 
(moving up and down fi ve times) on ice ( see   Note 5 ).   

   10.    Put all of the homogenate in a centrifuge tube containing two- 
phase partition medium (tube A). Add 5 mL of MS-suspension 
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medium to the other two two-phase partition mixtures (tubes 
B and C). Chill on crushed ice for 10 min. During this time, 
mix well every 2 min.   

   11.    Centrifuge tubes A and B at 440 ×  g  for 5 min in a chilled rotor. 
Two phases should be observed to have settled in both tubes. 
Discard the upper phase of tube B with a Pasteur pipette and 
transfer the upper phase of tube A into tube B. Chill on crushed 
ice for 10 min. During this time, mix well every 2 min 
( see   Note 6 ).   

   12.    Centrifuge tubes B and C at 440 ×  g  for 5 min in a chilled 
rotor. Discard the upper phase of tube C with a Pasteur pipette 
and transfer the upper phase of tube B into tube C. Balance 
tube C with another centrifuge tube fi lled with water. Chill on 
crushed ice for 10 min. During this time, mix well every 2 min 
( see   Note 6 ).   

   13.    Centrifuge at 440 ×  g  for 5 min and split the resultant upper 
phase of tube C into two ultracentrifuge tubes. Fill up the 
tubes with PM-suspension medium and balance them. 
Ultracentrifuge at 231,000 ×  g  for 50 min, as described in  step 4  
( see   Note 6 ).   

   14.    Discard the supernatant with an aspirator. Add 1 mL of 
PM-suspension medium to each tube. Homogenize the pellets 
with a glass rod. Transfer into an electric Tefl on-glass homog-
enizer and homogenize well (moving up and down fi ve times). 
Collect the plasma membrane suspensions with a Pasteur 
pipette into ultracentrifuge tubes. Balance ultracentrifuge 
tubes in pairs with PM-suspension medium. Ultracentrifuge 
again at 231,000 ×  g  for 35 min.   

   15.    Discard the supernatant with an aspirator. Add minimal vol-
ume of PM-suspension medium to the plasma membrane pel-
lets. Homogenize the pellets with a glass rod. Transfer into an 
electric Tefl on-glass homogenizer and homogenize well (mov-
ing up and down fi ve times) with cooling on ice. Transfer into 
a 1.5 mL microtube.   

   16.    Measure protein content using the Bradford assay (BioRad 
Protein Assay Kit). Use 100 μg of protein for tryptic digestion 
and LC-MS/MS analysis. The remaining PM fractions should 
be divided into aliquots, frozen in liquid nitrogen immediately 
and stored at −80 °C.      

 
 All of these procedures must be performed at a clean bench when-
ever possible and at room temperature unless otherwise specifi ed.

    1.    Precipitate 100 μg of PM protein by ultracentrifugation 
(231,000 ×  g , 4 °C, 50 min).   

   2.    Discard supernatant by decantation. Add solution B to the PM 
pellets. Homogenize the pellets with a glass rod. Transfer into 

3.3  In-Solution 
Tryptic Digestion
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an electric Tefl on-glass homogenizer and homogenize well 
(moving up and down fi ve times) with cooling on ice. Transfer 
to 1.5 mL microtubes.   

   3.    Solubilize samples and measure protein concentration with a 
Pierce BCA protein assay kit according to the instruction 
manual.   

   4.    Transfer 5 μg of PM protein to another 1.5 mL microtube. 
Make up to 20 μL with solution A.   

   5.    Perform reductive alkylation and tryptic digestion 
according to the instruction manual and then store at −30 °C 
( see   Note 7 ).      

 
 All of these procedures must be performed at a clean bench when-
ever possible and at room temperature unless otherwise specifi ed.

    1.    Insert a SPE C-TIP into the 3 mm hole in the top of a micro-
tube (Fig.  2 ).

       2.    Add 30 μL of solution A to the upper side of the SPE C-TIP 
for preconditioning. Centrifuge at 1,000 ×  g  for 30 s to get 
solution A through the tip column.   

3.4  Peptide 
Purifi cation

homogenize centrifuge

collect 
supernatant and
ultracentrifuge

two times

collect pellet and
subject a two-
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collect upper
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collect the upper
phase and mix with

newly prepared 
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repeat two-phase
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(three times in total)collect the pellet
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  Fig. 2    A schematic overview of PM extraction from plants. Leaves are homogenized in a homogenizing medium 
and then passed through four layers of gauze to remove debris. Subsequently, the fi ltrates are centrifuged at 
5,000 ×  g  and then at 231,000 ×  g  to obtain microsomal fractions. Microsomal fractions are suspended in 
MS-suspension medium and then recentrifuged twice for washing. The resultant microsomal fractions are 
subjected to a two-phase partition system that consists of polyethylene glycol 3,350 and dextran T500 in 
MS-suspension medium with NaCl. After repeating two phase partitioning three times to increase the purity of 
the PM in the upper phase, PM fractions are recovered, diluted with PM-suspension medium, and centrifuged 
(231,000 ×  g ) twice to remove polymers       
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   3.    Add 30 μL of solution B to upper side of SPE C-TIP for pre-
conditioning. Centrifuge at 1,000 ×  g  for 30 s to get solution B 
through the tip column.   

   4.    After confi rming that the column is moist, add the entire tryp-
sin digested peptide sample to the upper side of the SPE C-TIP 
for column absorption. Centrifuge at 1,000 ×  g  for 30 s to get 
the sample solution through the tip column.   

   5.    Add 30 μL of solution B to upper side of SPE C-TIP for clean-
ing. Centrifuge at 1,000 ×  g  for 30 s to get solution B through 
the tip column.   

   6.    Put a vial insert for each LC-MS/MS sample into another 
microtube with a hole in the cap. Transfer the SPE C-TIP into 
the microtube.   

   7.    Add 30 μL of solution A to the upper side of the SPE C-TIP 
for elution. Centrifuge at 1,000 ×  g  for 30 s to get solution A 
through the tip column. Discard the SPE C-TIP.   

   8.    Dry the eluted samples using a centrifugal concentrator for 15 
min. Add 15 μL of 0.1 % (v/v) TFA. Put the vial insert into the 
vial and close the lid. Store at −30 °C ( see   Note 8 ).      

 
 An example of nano-LC-MS/MS and database search settings for 
 Arabidopsis  PM proteins are described below. 
 

     1.    Mobile phase for peptide elution from trap column: 0.1 % 
(v/v) formic acid in acetonitrile.   

   2.    Mobile phase for peptide separation: linear gradient of acetoni-
trile from 5 % (v/v) to 45 % (v/v).   

   3.    Flow rate and analysis time: 500 nL/min for 120 min.   
   4.    Spray voltage for peptide ionization: 1.8 kV.   
   5.    Mass spectrometer control settings: scan range, 400–1,800  m/z ; 

resolution, 30,000; Collision induced dissociation, fi ve most 
intense ions with a threshold above 500.      

      1.    Parameters for conversion from raw fi les to mgf fi les (Proteome 
Discoverer software): precursor mass range,  m/z  350–5,000; 
highest and lowest charge state, 0; lower and upper RT limit, 
0; the minimum total intensity of a spectrum, 0; and the mini-
mum number of peaks in a spectrum, 1.   

   2.    Parameters for identifi cation of proteins (Mascot search 
engine): database, Arabidopsis TAIR 10 protein database; 
allowance of missed cleavage, 1; fi xed modifi cation, carbami-
domethylation (C); variable modifi cation, oxidation (M); pep-
tide mass tolerance, 5 ppm; MS/MS tolerance, 0.6 Da; peptide 
charges, +1, +2, +3.        

3.5  Nano-LC-MS/MS 
Analysis

3.5.1  Settings of 
Nano-LC-MS/MS

3.5.2  Settings for Data 
Conversion, Protein 
Identifi cation, 
and Quantifi cation
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4    Notes 

     1.    Mops-KOH (pH 7.6), EGTA (pH 8.0), EDTA (pH 8.0) 
should be prepared as 0.5 M stock solutions and stored at 
4 °C. EGTA and EDTA can be dissolved by adding KOH, but 
the pH of the solutions should be adjusted at 8.0. When BSA 
is dissolved, BSA powder should be pre-equilibrated at room 
temperature. PMSF and SHAM should be separately prepared 
as 1 and 1.6 M stock solutions in DMSO, respectively, and 
stored at 4 °C. DTT should be stored at −20 °C as a 1 M stock 
solution. PMSF, SHAM, DTT should be diluted only as 
needed just before use.   

   2.    KH 2 PO 4 /K 2 HPO 4  (K-P) buffer (pH 7.8) should be prepared 
as a 0.5 M stock solution and diluted to make the MS-suspension 
medium. First, 200 mL of 0.5 M K 2 HPO 4  and 30 mL of 0.5 M 
KH 2 PO 4  are prepared. The pH of the 0.5 M K 2 HPO 4  is 
adjusted to 7.8 by adding 0.5 M KH 2 PO 4 .   

   3.    TFA evaporates quickly. Thus, solutions containing TFA 
should be freshly prepared just immediately before use.   

   4.    Non-acclimated plants should be harvested before bolting. It 
may be necessary to adjust how long plants are kept before 
harvesting.   

   5.    In this step, homogenization should not be too long or too 
vigorous because harsh homogenization can severely disrupt 
membrane integrity.   

   6.    Two-phase partitioning is the most important step for prepar-
ing highly purifi ed PM. When the upper phase of the two-
phase partition medium is removed, the Pasteur pipette should 
be moved from left to right near the boundary of the two 
phases to prevent taking lower phase.   

   7.    Digested and purifi ed peptides should be analyzed by nano-
LC- MS/MS within 1 week.   

   8.    At this stage, dehydrated, compressed, and completely bleached 
gels should be observed. If the gels do not change, repeat this 
step twice.         
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    Chapter 14   

 Profi ling Methods to Identify Cold-Regulated Primary 
Metabolites Using Gas Chromatography Coupled 
to Mass Spectrometry 

           Frederik     Dethloff    ,     Alexander     Erban    ,     Isabel     Orf    ,     Jessica     Alpers    , 
    Ines     Fehrle    ,     Olga     Beine-Golovchuk    ,     Stefanie     Schmidt    ,     Jens     Schwachtje    , 
and     Joachim     Kopka    

    Abstract 

   This book chapter describes the analytical procedures required for the profi ling of a metabolite fraction 
enriched for primary metabolites. The profi ling is based on routine gas chromatography coupled to mass 
spectrometry (GC-MS). The generic profi ling method is adapted to plant material, specifi cally to the 
analysis of single leaves from plants that were exposed to temperature stress experiments. The described 
method is modular. The modules include a rapid sampling and metabolic inactivation protocol for samples 
in a wide size range, a sample extraction procedure, a chemical derivatization step that is required to make 
the metabolite fraction amenable to gas chromatographic analysis, a routine GC-MS method, and fi nally 
the procedures of data processing and data mining. A basic and extendable set of standardizations for 
metabolite recovery and retention index alignment of the resulting GC-MS chromatograms is included. 
The method has two applications: (1) the rapid screening for changes of relative metabolite pools sizes 
under temperature stress and (2) the verifi cation of cold-regulated metabolites by exact quantifi cation 
using a GC-MS protocol with extended internal and external standardization.  

  Key words     Gas chromatography  ,   Time-of-fl ight mass spectrometry  ,   GC-MS  ,   TOF-MS  ,   Metabolomics  , 
  Metabolite profi ling  ,   Metabolism  ,   Relative quantifi cation  ,   Absolute quantifi cation  

1      Introduction 

 Metabolite profi ling methods are the basis of modern metabolomic 
approaches that aim for comprehensive analyses of biological sys-
tems [ 1 ,  2 ]. Targeted and nontargeted metabolic profi ling meth-
ods that are in part automated and technically robust have been 
developed to investigate various parts of metabolism. A GC-MS-
based method that covers a wide range of primary metabolism has 
made a strong impact. The analytical procedures and the means to 
identify metabolites within the generated complex GC-MS data 
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were easily transferable between labs, e.g., ref.  3 . The method cov-
ers among others, sugars, amino acids, amines, organic acids, phos-
phorylated metabolites and includes small secondary metabolites. 
The molecular size of the covered metabolites ranges between 
small 2-carbon metabolites, such as glycolate, glyoxylate or gly-
cine, and 18-carbon trisaccharides, such as raffi nose. The coverage 
of the GC-MS profi ling method that is described in the following 
has been thoroughly studied. The metabolite coverage and com-
pound identifi cations are frequently updated and accessible online 
via the Golm Metabolome Database (http://gmd.mpimp-golm.
mpg.de/). Libraries that provide mass spectra and retention indi-
ces of more than 1,000 metabolites and tools for mass spectral 
analysis have been made publicly available [ 4 – 7 ]. 

 Metabolite profi ling methods are fast and effi cient postgen-
omic tools that screen for relative changes of metabolite pool sizes. 
Comparisons of the effects of environmental changes, such as stress 
by low temperature [ 8 – 11 ], or genetic modifi cations are typically 
made relative to control plants of a wild type genotype that is cul-
tivated under optimal standard conditions. The speed of profi ling 
allows extended experimental designs that involve typically more 
than 100 samples and may comprise more than 1,000 samples. As 
a consequence, many independent events of same genetic manipu-
lation or breeding populations can be studied with high replica-
tion. Experimental designs that eliminate or suppress the infl uence 
of noncontrolled factors can be applied, and highly resolved time 
courses or dosage dependencies of metabolic responses explored. 
Whole experiments can easily be independently repeated. Thus the 
bottle neck of metabolic physiological studies is moved back to the 
sound performance of well-designed physiological experiments. 

 For most physiological questions information on the changes 
of relative pool sizes or on patterns of metabolic changes is suffi -
cient to diagnose the effect of the experimental intervention. But 
some questions, not least those raised by the demands of systems 
modelling, require information on exact metabolite concentra-
tions. Exact quantifi cation requires additional experiments, such as 
costly and time consuming standardization of compound recovery. 
In addition compound-specifi c quantitative calibration samples are 
necessary sometimes in numbers that can easily exceed the number 
of samples to be quantifi ed. For this reason exact quantifi cation 
should never be performed before metabolite profi ling has shown 
that the metabolite of interest is indeed among the most relevant 
within the screened metabolic fraction. 

 A second requirement after obtaining information on relevant 
candidate metabolites by profi ling methods is the verifi cation of 
metabolite identity [ 12 ]. This is a basic but indispensable require-
ment because metabolite profi les are complex and may contain 
hundreds of known metabolites but also a large fraction of still 
non-identifi ed metabolites. Metabolic products also comprise a 
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large number of chemical isomers, such as the different mono-, di-, 
and trisaccharides. Such isomers can be hard to distinguish and to 
selectively quantify. To identify compounds by GC-MS authenti-
cated reference substances are needed [ 4 – 7 ] which are employed 
in standard addition experiments to test for match of mass spec-
trum and chromatographic retention. Such standard addition 
experiments can be effi ciently used for two purposes as they also 
allow the determination of quantitative recovery and are a prereq-
uisite of exact quantifi cation that test so-called matrix effects caused 
by the physicochemical nature of the sample. 

 In the following protocol we describe the basic analytical mod-
ules that encompass both relative and absolute quantifi cation by 
the GC-MS-based analysis of a metabolite fraction enriched for 
primary metabolites. The method is modular, serves the demand 
for standardized reporting [ 13 ,  14 ], and uses a generalizable struc-
ture that can also describe other MS-based metabolite profi ling 
methods or other variants of the GC-MS method, e.g., GC-MS 
methods that use different extraction procedures, GC capillary col-
umns, or GC settings [ 1 ,  2 ,  15 – 17 ]. The method starts with sam-
pling and ends with the identifi cation of relevant metabolites by 
mass spectral analysis and standard addition. Additional actions 
that are required to upgrade the basic profi ling method from anal-
ysis of relative pool size changes to the quantifi cation of absolute 
pool sizes are added. The method is generally applicable to plant 
material. The adaptations that are specifi cally required to investi-
gate cold-regulated metabolites are indicated.  

2    Materials 

 Use ultrapure or bi-distilled water at approximately 0.055 μS/cm. 
Purchase analytical grade reagents and all chemicals in best avail-
able purity. Buy small packages to avoid contaminations and loss of 
reagent reactivity. Buy authenticated reference substances for inter-
nal and external quantitative calibration in highest available purity 
and in amounts suitable for the accurate gravimetric determination 
of stock solutions. Diligently follow recommended procedures for 
the safe handling of chemicals and for waste disposal. 

      1.    Methanol.   
   2.    Chloroform.   
   3.     13 C 6 -Sorbitol (CAS 121067-66-1), nonadecanoic methyl ester 

(CAS 1731-94-8) and other authenticated reference sub-
stances for quantitative internal and external calibration as 
required.   

   4.    1.5 mL safe-lock, tapered bottom plastic micro vials.   
   5.    2.0 mL safe-lock, round bottom plastic micro vials.   

2.1  Extraction 
and Standardization

GC-MS Based Profi ling of Primary Metabolism
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   6.    Centrifuge for micro vials.   
   7.    Oscillating ball mill with adaptors that hold 5 or more 2 mL 

micro vials.   
   8.    5 mm stainless steel balls.   
   9.    Vacuum concentrator system with rotors for micro vials.   
   10.    Silica gel.   
   11.    Argon.   
   12.    Calibrated regularly checked pipetting devices in adequate vol-

ume ranges and respective disposable pipette tips.   
   13.    Calibrated and regularly checked balance with at least ±0.1 mg 

precision.   
   14.    Heated shakers for micro vials.   
   15.    Vortex mixer.      

      1.    Methoxyamine hydrochloride (CAS 593-56-6).   
   2.    Pyridine (CAS 110-86-1).   
   3.    4-(Dimethylamino)pyridine (CAS 1122-58-3).   
   4.     N , O -Bis(trimethylsilyl)trifl uoroacetamide (CAS 25561-30-2).   
   5.     n -Alcanes:  n -decane (CAS 124-18-5),  n -dodecane (CAS 112-

40- 3),  n -pentadecane (CAS 629-62-9),  n -octadecane (CAS 
593-45-3),  n -nonadecane (CAS 629-92-5),  n -docosane (CAS 
629-97-0),  n -octacosane (CAS 630-02-4),  n -dotriacontane 
(CAS 544-85-4),  n -hexatriacontane (CAS 630-06-8).   

   6.    GC glass vials with crimp or screw caps and chemically inert 
septa.   

   7.    Crimp cap sealer.      

      1.    GC-MS system with electron impact- and/or chemical ioniza-
tion. The MS system can have nominal mass resolution or bet-
ter. Electron impact ionization and atomic mass unit resolution 
is preferred for use with conventional GC-MS mass spectral 
libraries. Other systems will require the establishment of cus-
tom spectral libraries based on authenticated reference 
compounds.   

   2.    Split/splitless injector with electronic pressure control.   
   3.    Low-bleeding septa.   
   4.    Inert conical single taper liner with glass wool for split/less 

injection.   
   5.    Low-bleeding GC capillary column suitable for hyphenation 

to mass spectrometry systems. The stationary phase needs to 
be stable in the presence of trimethylsilylation and methoxy-
amination reagents. A 5 %-phenyl–95 %-dimethylpolysiloxane 

2.2  Chemical 
Derivatization

2.3   GC-MS
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fused silica capillary column with 30 m length, 0.25 mm inner 
diameter, 0.25 μm fi lm thickness, and an integrated 10 m pre- 
column is preferred for the separation of chemically derivatized 
primary metabolites and for use with retention index libraries 
that are exchangeable between metabolite profi ling laborato-
ries. The use of more polar or other stationary phases will 
require the establishment of custom retention index libraries 
based on authenticated reference compounds.   

   6.    Helium 5.0 carrier gas.   
   7.     n -Hexane.   
   8.    Ethylacetate.       

3    Methods 

  Sampling methods for metabolic profi ling must be performed in 
situ with minimal disturbance of the plant’s environment. 
Specifi cally the temperature and illumination of leaves must not be 
changed prior to or during sampling. Metabolic inactivation must 
be immediate and needs to be maintained during subsequent sam-
ple processing. All other factors that infl uence metabolism must be 
controlled by the experimental design. The experimental design 
must include a randomization or arraying strategy to account for 
residual experimental factors that cannot be completely controlled. 
For relative quantifi cation of metabolite pool sizes the amount of 
all samples must be in the same range with a defi ned maximal toler-
ance. For absolute quantifi cation the exact amount of the sample 
must be determined.

    1.    Prepare 1.5 or 2.0 mL micro vials prior to sampling.   
   2.    Number vials using a permanent marker.   
   3.    Precool and keep vials in liquid nitrogen.   
   4.    Determine the empty weight of each vial while frozen includ-

ing the hoarfrost that may form during the process. Return vial 
to liquid nitrogen.   

   5.    Take a vial from liquid nitrogen, cut a sample from a plant and 
seal sample into vial. Return the loaded vial to liquid nitrogen 
within 10 s from cutting or faster.   

   6.    Determine the weight of the loaded vial while frozen including 
the hoarfrost that may form ( see   Note 1 ). Return loaded vial to 
liquid nitrogen. Samples can be stored at this step at −80 °C.   

   7.    The sample amount of a single leaf for absolute quantifi cation 
must be not lower than 2.5 mg (Fig.  1 ) and must not exceed 
125.0 mg fresh weight for extraction in 2 mL micro vials. The 
sample amount for relative quantifi cation should be kept con-
stant ideally with a tolerance of ±5–10 % ( see   Note 2 ).

3.1  Sampling 
and Gravimetric 
Determination of the 
Sample Amount

GC-MS Based Profi ling of Primary Metabolism
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       8.    Add a pre-cooled stainless steel ball to each vial. The curvature 
of the steel ball must not exceed the curvature of the bottom 
of the micro vial. Load micro vials into a precooled mounting 
adaptor of an oscillating ball mill. Homogenize samples to a 
fi ne powder by 1.0 min bursts at 15/s frequency ( see   Note 3 ). 
Keep samples below −60 °C throughout the process. If neces-
sary return the loaded adaptors to liquid nitrogen between 
bursts. Store homogenized samples without removing the steel 
balls at −80 °C until further processing ( see   Note 3 ).   
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  Fig. 1    Precision of gravimetric weight determination of samples that were shock 
frozen in liquid nitrogen. The relative standard deviation (RSD) of the direct 
weighing of test weights was determined at room temperature using a balance 
with a tolerance of ±0.1 mg. Testing weights were made of aluminum foil and 
covered the weight range of ~1.0–50.0 mg. Direct weighing ( a ) was compared 
to differential weighing using 2.0 mL micro vials at room temperature ( b ) and to 
weighing using 1.5 mL ( c ) or 2.0 mL ( d ) micro vials while the test weights and 
the micro vials were kept frozen throughout. Note that the precision of weighing 
while frozen was below 2 % RSD between 20.0 and 50.0 mg ( n  = 6) test weight 
and better that 10 % RSD between 2.5 and 20.0 mg ( n  = 6). The weight of 1.0 mg 
test weights cannot be determined precisely when frozen       
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   9.    Keep, store, and continue to process in parallel through all 
subsequent steps a set of 5–10 empty micro vials from the 
batch used for each respective experiment. These vials are pro-
cessed as non-sample controls and allow the determination of 
the specifi c chemical laboratory background of each experi-
ment ( see   Note 4 ).   

   10.    Prepare a set of quality control samples that is used to control the 
performance of the GC-MS profi ling system. Specifi cally control 
for system drifts when comparing between independently 
repeated experiments that cannot be processed together. For this 
purpose prepare a large representative leaf sample from immedi-
ately frozen material that combines all sample types of the experi-
mental design. Homogenize thoroughly in a mortar under liquid 
nitrogen, avoid hoarfrost during homogenization. Generate 
equal frozen aliquots of the average sample fresh weight of the 
experiment with a tolerance of ±5–10 %. Keep, store, and con-
tinue to process in parallel a set of 5–10 quality control samples 
through all subsequent steps of the analysis. Store surplus quality 
control samples at −80 °C until processing of the next and sub-
sequent independently repeated experiments.      

  Extraction methods determine and delimit the chemical nature and 
coverage of metabolite profi ling methods. The extraction method 
that is described in the following generates a fraction that is enriched 
for polar primary metabolites while volatiles, highly lipophilic 
metabolites, and complex lipids are removed. Extraction effi ciencies 
can vary between metabolites depending on the choice of solvent. 
Extraction effi ciency can also depend on variations of the physical 
properties or chemical composition between the compared sample 
types. So far we did not observe variable matrix effects in tempera-
ture stress experiments. However, frequent control experiments 
that test the recovery of metabolites are advised. Moreover, knowl-
edge of metabolite recovery is required to verify temperature regu-
lated metabolites by exact quantifi cation. Isotope- labelled internal 
standards can be added during extraction to determine the specifi c 
recovery of each quantifi ed metabolite from each investigated sam-
ple. Alternatively, non-labelled authenticated  reference compounds 
can be added at a constant concentration to representative samples. 
This process estimates specifi c constant factors of metabolite recov-
eries for each type of profi led sample. Both types of recovery experi-
ments will test the overall recovery of the method including matrix 
effects that may occur at the subsequent steps of the method.

    1.    For the extraction of a set of approximately 150 samples, pre-
pare 50 mL fresh 90 % methanol:water (v/v) extraction sol-
vent and add methanol soluble internal standards. For routine 
profi ling dissolve 0.02 mg/mL  13 C 6 -sorbitol in this solvent.   

   2.    Prepare 35 mL fresh chloroform solvent with chloroform sol-
uble internal standards. Dissolve 0.25 mg/mL nonadecanoic 

3.2  Metabolite 
Extraction and 
Standardization
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acid methyl ester in chloroform to test for the presence or 
absence of lipophilic compounds.   

   3.    Prepare 60 mL fresh bi-distilled water.   
   4.    Dissolve other additional internal standards, e.g., stable iso-

tope labelled or non-labelled xenobiotic internal standards, 
according to their solubility in the methanol solvent, the chlo-
roform solvent, or the bi-distilled water solvent. Adjust the 
concentration of internal standards to concentrations that 
approximate the expected endogenous metabolite concentra-
tions ( see   Notes 5  and  6 ).   

   5.    Prepare dilution series for quantitative external calibration of 
metabolites. Prepare a stock mixture of authenticated refer-
ence substances at up to 10 mg/mL in 90 % methanol, in 
chloroform, or in bi-distilled water according to compound 
solubility. Choose the relative amount of each metabolite in a 
stock mixture to mimic the composition that is expect within 
the analyzed type of sample. Prepare dilution series to cover 
the highest and lowest expected amount. Perform prior test 
experiments to adjust the calibration series appropriately. 
Process calibration series in parallel through all subsequent 
steps of the method.     

    Methanol extracts may contain an excess of complex lipids and 
chlorophyll. These compound classes are non-volatile and can 
cause frequent maintenance of the GC-MS system unless liquid 
partitioning into chloroform removes these compound classes.

    1.    Add 330 μL methanol solvent containing the internal stan-
dards to a micro vial with 100 mg ±5–10 % frozen sample pow-
der ( see   Note 7 ). Do not remove the steel ball during 
extraction.   

   2.    Mix thoroughly using a vortex-mixer and shake all samples 
simultaneously for 15 min at 70 °C. Vent micro vials after 
1 min at 70 °C to release excess vapor pressure.   

   3.    Cool to room temperature.   
   4.    Add 230 μL chloroform solvent containing internal 

standards.   
   5.    Mix thoroughly using a vortex-mixer and shake all samples 

simultaneously for 5 min at 37 °C.   
   6.    Add 400 μL bi-distilled water containing internal standards, if 

added.   
   7.    Mix thoroughly using a vortex-mixer and separate liquid and solid 

phases by centrifugation for 5 min at 14,000 rpm ( see   Note 8 ).   
   8.    Transfer an 80 μL aliquot of the upper phase, which contains 

the polar metabolic complement of the sample, to a 1.5 mL 
safe-lock micro vial or directly to a GC vial and dry in a  vacuum 

3.2.1  Methanol 
Extraction with Liquid 
Partitioning into Chloroform
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concentrator. Prepare micro vials with two or more backup 
samples of each extract, e.g., of a second 80 μL and a 160 μL 
aliquot. For external calibration series take identical aliquots 
and prepare micro vials to run at least two calibration series in 
parallel to each experimental sample set and prepare multiple 
backups for use in subsequent experiments ( see   Note 8 ).   

   9.    Seal dried samples with closed caps under inert gas, e.g., argon, 
in plastic bags with silica gel. Store at −20 °C or colder until 
further processing. Before reopening the plastic bags allow 
equilibration to room temperature and remove condensed 
water.      

   This method is used to include small lipophilic metabolites and 
may require frequent maintenance of the GC-MS system. This 
method can be applied to small, dilute samples or to samples that 
contain a smaller proportion of complex lipids and chlorophyll.

    1.    Prepare methanol extraction solvent with methanol soluble 
internal standards. Dissolve 0.005 mg/mL  13 C 6 -sorbitol in 
100 % methanol.   

   2.    Dissolve other stable isotope labelled or non-labelled xenobi-
otic internal or external standards in methanol at concentra-
tions that approximate the expected endogenous metabolite 
concentrations ( see   Note 5 ).   

   3.    Extract samples that vary in fresh weight with a constant 40:1 
(v/w) solvent to fresh weight ratio. In detail, add 400 μL meth-
anol solvent to micro vial with 10 mg frozen sample powder. 
Scale up extraction volume in proportion to sample fresh weight 
( see   Note 9 ). Do not remove the steel ball during extraction.   

   4.    Mix thoroughly using a vortex-mixer and shake all samples 
simultaneously for 15 min at 70 °C. Vent micro vials after 
1 min at 70 °C to release excess vapor pressure.   

   5.    Cool to room temperature and centrifuge for 5 min at 
14,000 rpm.   

   6.    Transfer the complete supernatant, i.e., a 350 μL aliquot of the 
liquid phase, to a 1.5 mL safe-lock micro vial or directly to a 
GC vial and dry in a vacuum concentrator.   

   7.    Seal dried samples with closed caps under inert gas, e.g., argon, 
in plastic bags with silica gel. Store at −20 °C or colder until fur-
ther processing. Before reopening the plastic bags allow equili-
bration to room temperature and remove condensed water.      

  This method is used to include a higher fraction of small lipophilic 
metabolites and may require more frequent maintenance of the 
GC-MS system. To include more lipophilic compounds compared 
to Subheading  3.2.2  chloroform is added. This method can be 

3.2.2  Methanol 
Extraction Without Liquid 
Partitioning into Chloroform

3.2.3  Methanol: 
Chloroform Extraction 
Without Liquid Partitioning
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applied to small, dilute samples or to samples that contain an even 
smaller proportion of complex lipids and chlorophyll.

    1.    Perform all steps described in Subheading  3.2.1  but do not 
add 400 μL bi-distilled water. Centrifuge 5 min at 14,000 rpm 
to separate solids from liquid supernatant.    

         Gas chromatography is subject to drifts of retention time [ 17 ]. 
Such drifts interfere with the retention time alignment of GC-MS 
chromatograms, especially if an experiment comprises a high num-
ber of samples. Retention index standards are used to align GC 
chromatograms and to improve compound identifi cation by 
matching to retention index libraries of authenticated reference 
compounds.

    1.    Prepare retention index (RI) standard mixture of  n -alkanes in 
pyridine. Combine  n -decane (RI 1,000),  n -dodecane (RI 
1,200),  n -pentadecane (RI 1,500),  n -octadecane (RI 1,800), 
 n -nonadecane (RI 1,900),  n -docosane (RI 2,200),  n - octacosane  
(RI 2,800),  n -dotriacontane (RI 3,200), and  n -hexatriacon-
tane (RI 3,600) at a fi nal concentration of 0.22 mg/mL each, 
except  n -decane and  n -hexatriacontane which are added at 
0.44 mg/mL.   

   2.    To calculate retention indices use the following defi nition, RI 
of an  n -alkane equals the number of carbons multiplied by 
100, see above, and apply the method for linear temperature 
programmed gas chromatography [ 18 ].    

    Chemical derivatization reactions are required to modify the struc-
ture of non-volatile compounds to form volatile products that can 
be analyzed by GC. The choice of derivatization reactions deter-
mines and delimits the coverage and sensitivity of metabolite profi l-
ing methods, e.g., ref.  19 . The chemical derivatization method that 
is described in the following is essential as initially described [ 1 ,  2 , 
 15 ,  16 ]. The reactions have low specifi city, high yields for almost 
complete conversion and generate volatile derivatization products, 
i.e., the analytes, of most stable primary metabolites ( see   Note 10 ).

    1.    Prepare fresh methoxyamine reagent daily. Dissolve fi rst 5 mg/
mL 4-(dimethylamino)pyridine in pyridine then add methoxy-
amine hydrochloride to a fi nal concentration of 40 mg/mL 
( see   Note 11 ).   

   2.    Prepare trimethylsilylation reagent. Mix fresh  N , O - 
bis (trimethylsilyl)trifl uoroacetamide and retention index stan-
dard mixture dissolved in pyridine ( see  Subheading  3.3 ) in a 
7:1 (v/v) ratio. Avoid humidity and do not store opened bot-
tles of  N , O -bis(trimethylsilyl)trifl uoroacetamide or prepara-
tions of trimethylsilylation reagent ( see   Note 12 ).   

3.3  Retention Index 
Standardization for GC 
Analysis

3.4  Chemical 
Derivatization for GC 
Analysis
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   3.    Mix dried extract thoroughly with 40 μL methoxyamine 
reagent using a vortex-mixer and shake all samples simultane-
ously for 90 min at 30 °C ( see   Note 13 ).   

   4.    Add 80 μL trimethylsilylation reagent and mix thoroughly using 
a vortex-mixer. Incubate for 30 min at 37 °C ( see   Note 13 ).   

   5.    Perform reactions either in GC vials or transfer 80 μL to a GC 
vial. Avoid humidity, close vial immediately, and keep vials at 
room temperature on a GC auto-injector system until injection 
( see   Note 14 ). If a chemically derivatized sample is reanalyzed 
by GC-MS exchange the septum of the used GC vial after fi rst 
analysis. Do not store used GC vials for extended periods or 
GC vials with punctured septa ( see   Note 12 ).    

    The available gas chromatography settings for GC-MS systems are 
typically inbuilt features of the employed GC-MS system. In the 
following we will use an Agilent 6890N gas chromatograph with 
split/splitless injector and electronic pressure control up to 150 psi 
(Agilent, Böblingen, Germany) to exemplify the analytical proce-
dures and to report the details that should be considered and 
reported when publishing GC-MS profi ling data. Other GC sys-
tems are equally amenable to metabolite profi ling analyses. The 
choice of injection technology for gas chromatography modifi es 
the amount of the chemically derivatized sample that is transferred 
onto the capillary column. The temperature, pressure, and gas fl ow 
during injection may infl uence peak shape.

    1.    Mount a 10 μL syringe on the GC injection system.   
   2.    Mount a new conical single taper split/splitless liner with glass 

wool into injector port of the GC system before analyzing a 
new experimental set of samples.   

   3.    Before each sample injection, clean syringe by full volume 
draws of pure ethylacetate and  n -hexane.   

   4.    Perform at least fi ve injections of  N , O -Bis(trimethylsilyl)tri-
fl uoroacetamide after a change of syringe, liner or GC column 
( see  Subheading  3.6 ).     

      1.    Inject 1 μL of chemically derivatized sample at 250 °C in split-
less mode with helium carrier gas fl ow set to 0.6 mL/min.   

   2.    Adjust purge time to 1 min with purge fl ow set to 20 mL/min 
fl ow.   

   3.    Keep the fl ow rate constant and electronic pressure control 
enabled ( see   Note 15 ).      

        1.    Inject 1 μL chemically derivatized sample at 250 °C in split 
mode at a split fl ow ratio of at least 1:30 with helium carrier 
gas fl ow set to 0.6 mL/min.   

3.5  Injection for GC 
Analysis

3.5.1  Splitless Injection 
for GC Analysis

3.5.2  Split Injection 
for GC Analysis
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   2.    Adjust purge time to 1 min at 20 mL/min fl ow.   
   3.    Keep the fl ow rate constant and electronic pressure control 

enabled ( see   Note 15 ).       

   The type and dimensions of capillary GC columns, the tempera-
ture ramping and the fl ow/pressure settings of the carrier gas 
determine the scope of the profi ling method and the elution 
sequence of the analytes. Minor shifts of retention indices between 
GC-MS systems using identical column types can be mathemati-
cally compensated [ 17 ,  18 ].

    1.    Mount a 5 %-phenyl–95 %-dimethylpolysiloxane fused silica 
capillary column, with 30 m length, 0.25 mm inner diameter, 
0.25 μm fi lm thickness, and an integrated 10 m pre-column. 
Use a low-bleeding column suitable for mass spectrometry.   

   2.    Operate system with helium carrier gas set to 0.6 mL/min 
constant fl ow.   

   3.    Start the temperature program isothermal for 1 min at 70 °C, 
ramp to 350 °C at 9 °C/min, keep at 350 °C for 5 min. Cool 
and return to initial conditions as fast as instrument specifi ca-
tions allow.   

   4.    Set the transfer line temperature to 250 °C.    

    The mass spectrometry settings for GC-MS systems are typically 
inbuilt features of the employed GC-MS system. In the following 
we will use a Pegasus III time-of-fl ight mass spectrometer (LECO 
Instrumente GmbH, Mönchengladbach, Germany) to exemplify 
the details of this module that should be considered and reported 
when publishing GC-MS profi ling data. Other MS systems are 
equally amenable to metabolite profi ling analyses. The mass cali-
bration of GC-MS systems is typically part of inbuilt auto-tuning 
processes. Mass calibration and instrumental limitations defi ne the 
mass range which can be chosen for analysis.

    1.    Trigger the auto-tuning process and perfl uorotributylamine to 
calibrate the MS system before processing a set of samples 
comprising a metabolite profi ling experiment. Set the mass 
range to  m / z  = 70–600.      

  The ionization process determines the mass spectrum of com-
pounds and thereby the availability and chemical nature of molecu-
lar ions and mass fragments that can be used for specifi c and 
selective analysis of compounds in complex mixtures. In the fol-
lowing we will use a Pegasus III time-of-fl ight mass spectrometer 
(LECO Instrumente GmbH, Mönchengladbach, Germany) to 

3.6  GC Analysis
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exemplify the details of this module that should be considered and 
reported when publishing GC-MS profi ling data.

    1.    Use electron impact ionization, set the ion source temperature 
to 250 °C and the fi lament bias current to −70 eV. Optimize 
detector voltage depending on detector age to approximately 
1,500–1,950 V ( see   Note 16 ).      

  The type of mass spectrometric analysis determines speed of mass 
spectral scanning and the accuracy and precision of mass record-
ings. The later may determine the availability of specifi c ions for 
the selective monitoring of compounds in complex mixtures.

    1.    Use a Pegasus III time-of-flight mass spectrometer (LECO 
Instrumente GmbH, Mönchengladbach, Germany) at 
nominal mass resolution with scanning rate set to 20 scans/s 
( see   Note 17 ).      

  The algorithms used to process GC-MS chromatogram data fi les 
and those applied to pick peak apices and respective peak responses, 
so-called mass features, can infl uence relative and absolute 
quantifi cation.

    1.    Check the quality of raw chromatogram fi les without pre- 
processing using the manufacturer’s fi le format and respective 
manufacturer’s software. Avoid the following analytical arti-
facts through system maintenance: Column bleeding and 
chemical background caused by laboratory contaminations; 
chromatography artifacts, e.g., unusual peak shapes, peak tail-
ing, over all retention drifts and shifts of peak position; mass 
spectral artifacts, e.g., absence of baseline responses, presence 
of positive or negative electronic spikes, drift of mass calibra-
tion; quantitative artifacts, e.g. peak overloading, drifts of 
overall recovery or changes of recovery of compound classes, 
and fast loss of detector sensitivity ( see   Note 18 ).   

   2.    Eliminate single deviant chromatograms before subsequent 
data processing, reanalyze full experimental sets by split injec-
tion in cases of peak overload ( see  Subheading  3.5.2 ) or reana-
lyze full sets of backup samples ( see  Subheading  3.2.1 ).   

   3.    Perform baseline correction above noise, apply smoothing 
algorithm set to fi ve scans, and export a chromatogram fi le in 
an interchange format, e.g., CDF-format, using the manufac-
turer’s software options (Fig.  2a ).

       4.    Generate a comprehensive peak list of each chromatogram that 
contains all observed mass features above a signal to noise ratio 
of ≥2. Mass feature information contains monitored mass 
( m / z  ratio), retention index (arbitrary RI units,  see  
Subheading  3.3 ), and respective detected response (arbitrary 
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  Fig. 2    Exemplary GC-MS chromatogram ( a ) of a methoxyaminated and trimethylsilylated primary metabolite 
fraction from  Arabidopsis thaliana  (Col-0) wild type rosettes which were grown under optimal growth tempera-
tures. An overlay of two selected ion chromatograms is shown. The mass fragment,  m / z  85, is characteristic 
of  n -alkanes which are added internal retention index standards. The fragment,  m / z  73, is characteristic of 
trimethylsilylated derivatives, so-called analytes, which are formed from primary metabolites by the chemical



185

intensity units). For this purpose use, for example, TagFinder 
software [ 20 ,  21 ] or other equivalent software ( see   Note 19 ). 
Convert  manufacturer’s peak response values, if necessary, into 
integers, round manufacturer’s  m / z  values according to the 
instrument’s mass precision or into integers representing nom-
inal mass units and calculate retention indices with two deci-
mal places from retention times recorded with three signifi cant 
decimal places ( see  Subheading  3.3 ).   

   5.    Archive the raw chromatogram fi les in manufacturer’s data for-
mat. Archive the processed chromatogram fi les in the chosen 
interchange format. Archive the comprehensive peak list 
obtained from each chromatogram.      

  Comprehensive peak lists of multiple chromatograms are com-
bined into tables that represent a matrix of detected responses of 
all mass features across all chromatograms of an experimental data 
set. The process requires a mass alignment step, more precisely 
alignment according to  m / z  ratio. This alignment ensures that the 
mass features that are merged across the different individual chro-
matograms have identical mass within the limits of the instrument’s 
mass precision.

    1.    Round the  m / z  values from the preciseness provided by the 
GC-MS system to full nominal mass without decimals.   

   2.    Align according to equal nominal mass ( see   Note 20 ).   
   3.    Store nominal mass of the merged mass feature in the resulting 

tabular matrix of an experimental data set.    

     Chromatographic alignment of comprehensive peak lists is required 
for the generation of tables that contain the detected responses of 
observed mass features across all chromatograms of an experimen-
tal data set. The chromatographic alignment ensures that the mass 

3.11  Mass Alignment

3.12  Chromatogra-
phic Alignment

Fig. 2 (continued) derivatization steps. ( b ) The relative fold-change plot indicates general trends of all aligned 
mass features ( grey ) and of signifi cantly changed features at  t -test  p  < 1.0 × 10 −4  ( black ). A relative change of 
10 indicates a tenfold increase of the normalized responses in the cold, 10 °C during the day and 8 °C at night, 
compared to the normalized response at optimal growth temperature, 20 °C during the day and 18 °C at night. 
A relative change of 0.1 indicates a tenfold decrease in the cold. Note that most mass features show an 
increase in the cold. ( c ) Part of the table of signifi cantly changed mass features. Mass features are identifi ed 
among other information specifi ed in the text by time group (TG), cluster (CL), and average retention index (RI). 
The normalized responses, i.e., the responses of mass features divided by the response of the internal stan-
dard ( 13 C 6 -sorbitol) divided by the sample fresh weight (mg), are displayed as a color-coded heat map. The 
warm to cold comparison was repeated at two developmental stages, D1 and D2, of the  Arabidopsis thaliana  
rosette. The metabolites represented by the mass features can be identifi ed top-down according to relevance, 
for example, according to signifi cance, e.g.,  t -test  p  values, magnitude of the fold change, and repeatability, 
e.g., common signifi cant changes at two developmental stages. The further analysis of cluster 5082 ( arrow ) in 
time group 54 at retention index 1,351.4 is demonstrated in the following ( see  Fig.  3 )       
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186

features that are merged across the different individual chromato-
grams elute within an identical chromatographic window.

    1.    Use retention indices for chromatographic alignment (Fig.  2a ). 
Calculate retention indices of all mass features within the peak 
lists of single chromatograms. Use the recorded retention 
times of  n -alkane time standards that are added to each indi-
vidual chromatogram ( see  Subheading  3.3 ).   

   2.    Sort observed mass features with identical nominal mass from all 
peak lists constituting an experimental set according to retention 
indices. Group into common retention index intervals by defi n-
ing the gap width between neighboring intervals and by defi ning 
the number of tolerated random observations within the gap; 
for details refer to previous publications [ 20 ,  21 ].   

   3.    Store the alignment of merged mass features with information 
on minimal, average, and maximal observed retention index 
including retention index width of the interval in the resulting 
tabular matrix of an experimental data set ( see   Note 21 ).      

  Mass features from mass spectrometric analyses carry redundant 
quantitative information, due to induced fragmentation of the 
molecular ion after ionization and due the presence of mass isoto-
pomers that result from the presence of naturally occurring stable 
isotopes. Such redundancies can be reduced by grouping of mass 
features that represent the same analyte.

    1.    Group all mass features with overlapping retention index inter-
vals, i.e., a time group of mass features.   

   2.    Group all mass features within a time group that have corre-
lated responses across all chromatograms of an experimental 
data set, i.e., a cluster of mass features.   

   3.    Store all mass features with group assignments within tabular 
data set for nontargeted data mining ( see   Note 22 ).      

  Detected responses of mass features from mass spectrometric anal-
yses need to be normalized prior to relative quantifi cation to 
account for variations of sample amount and for variations due to 
differential losses in the course of the analytical process. Exact 
quantifi cation requires in addition a metabolite-specifi c recovery 
factor and co-processed external calibration series to calculate 
metabolite concentrations.

    1.    Normalize responses of all remaining mass features to sample 
fresh weight and to the response of the internal standard, 
 13 C 6 -sorbitol.   

   2.    Use normalized responses directly for statistical analyses or 
transform normalized responses according to the experimental 
design. For example, calculate ratios of each normalized mass 

3.13  Grouping 
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feature to the median of the non-treated control group or to 
the median normalized response of all chromatograms of an 
experimental set, subsequently calculate logarithms of the 
ratios to equally represent fold increases and fold decreases 
(Figs.  2  and  3 ).

       3.    Apply tools for data visualization, e.g., principal component 
analysis (PCA), hierarchical cluster analysis, or clustered heat 
map display of the tabular normalized data to analyze the varia-
tion between replicate samples representing identical condi-
tions compared to the variation between conditions. Visualize 
data to analyze the groups of response patterns of mass fea-
tures across all studied conditions.   

   4.    Apply statistical procedures, such as ANOVA and post hoc 
tests or their nonparametric counterparts, with correction for 
multiple testing or use more elaborate approaches, e.g., ref.  11 , 
to discover relevant temperature controlled mass features or 
 clusters of mass features ( see   Note 23 ). During the discovery 
phase focus on clusters that comprise at least three mass fea-
tures (Fig.  2b ). Also consider mass features that are absent in 
control conditions and present in temperature stressed condi-
tions or vice versa ( see   Note 24 ).   

   5.    For the targeted exact quantifi cation of specifi c metabolites, 
select at least one selective mass feature and use external calibra-
tion curves to determine the apparent concentration. Perform 
quantifi cation within the range of the upper and lower limits of 
quantifi cation of the calibration curve. Avoid peak overloading 
by reanalysis using split injection ( see  Subheading  3.5.2 ). 
Never extrapolate beyond the limits of quantifi cation. Correct 
for the recovery of an isotopically labelled internal standard 
within each chromatogram or for the recovery factor deter-
mined in preceding recovery experiments to obtain the con-
centration within the sample.      

  The preceding discovery process and statistical evaluation provides 
information on relevant mass features and clusters of relevant mass 
features. These mass features need to be linked to the metabolite(s) 
that are represented by those features (Fig.  2b ). In GC-MS profi l-
ing studies this identifi cation process is most effi ciently started with 
a mass spectrum.

    1.    Reconstitute mass spectrum of all mass features with overlap-
ping retention index intervals, i.e., a reconstituted mass spec-
trum of a time group. Match reconstituted time group spectra 
to mass spectral libraries using reverse matching ( see   Note 25 ).   

   2.    Reconstitute mass spectrum of all correlated mass features 
within a time group, i.e., a reconstituted mass spectrum of a 
cluster of mass features. Match reconstituted cluster spectra to 
mass spectral libraries using forward matching ( see   Note 26 ).   

3.15  Reconstitution 
and Matching of Mass 
Spectra for the 
Identifi cation 
of Relevant 
Metabolites
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  Fig. 3    Wild type (Col-0) and two allelic mutants of  Arabidopsis thaliana  plants were grown under optimal 
growth temperatures, 20 °C in the day 18 °C at night (warm), and under cold temperatures, 10 °C during the 
day 8 °C at night. Complete rosettes were harvested into liquid nitrogen at two developmental stages 
D1before appearance of the infl orescence and D2 after appearance of the fl orescence. The rosettes were
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   3.    Retrieve representative full mass spectra. Apply automated 
mass spectral deconvolution algorithms to extract full mass 
spectra from the GC-MS chromatograms of the experimental 
data set that contain the relevant mass features at highest avail-
able responses and the least amounts of co-eluting compounds, 
both matching directions apply ( see   Note 27 ).   

   4.    Export and archive all extracted and reconstituted mass spectra 
in a mass spectral interchange format, such as the MSP-format 
(Fig.  3 ).   

   5.    Perform provisional identifi cation manually ( see   Note 28 ), con-
sider the best mass spectral match within an RI deviation win-
dow ≤1 %, when using identical capillary column types [ 17 ].   

   6.    If no hit is obtained, the respective compound is an unknown 
metabolite that can be described by mass spectrum and 
 retention index. To further characterize this unknown com-
pound repeat mass spectral matching without RI constraint 
and interpret partially matching mass spectra, the fragmenta-
tion pattern of the available mass spectra of this unknown com-
pound and attempt to deduce a possible structure or presence 
of likely substructures, e.g., ref.  7 .   

   7.    Archive mass spectrum and retention index of the unknown 
compound, for examples by submission to a public data base, 
such as the Golm Metabolome Database.    

    Mass spectral and retention index based identifi cations using 
respective library compendia need to be verifi ed by authenticated 
reference substances, especially for the differentiation of co-eluting 
isomers.

    1.    Obtain commercially or synthesize candidate metabolites and 
alternative isomers.   

   2.    Perform a standard addition experiment. For this purpose, pro-
cess in parallel, a backup of the biological sample that contains 
the provisionally identifi ed metabolite, a sample that contains 

3.16  Verifi cation 
of Provisional 
Metabolite 
Identifi cations

Fig. 3 (continued) homogenized and a representative aliquot of 60 ± 3 mg analyzed. The normalized responses 
( a ) and the calculated relative pool size changes ( b ) indicate a robust and signifi cant,  t -test  p  = 6.6 × 10 −3 –
7.0 × 10 −10 , 1.7- to 7.0-fold increase of cluster 5082 ( see  Fig.  2 ) of mass features at two developmental stages 
and in wild type as well as in two allelic mutants ( c ). Cluster 5082 is deemed relevant for the cold response of 
wild type and of the mutants and the underlying metabolite should, therefore, be identifi ed. ( d ) The mass 
spectrum and retention index of cluster 5082 and a representative deconvoluted mass spectrum were retrieved 
and matched to the Golm Metabolome Database,   http://gmd.mpimp-golm.mpg.de/    . The spectra matched to 
the reference entry of  L -serine (3TMS) which is a chemical derivative of the metabolite,  L -serine   http://gmd.
mpimp-golm.mpg.de/Metabolites/3ab40d3a-043a-488f-8361-d1bf309f842c.aspx    . Note that the chemically 
correct identifi cation is  DL -serine, because a non-chiral capillary column was used. Subfi gure ( e ) shows the 
typical result of a standard addition experiment shown at the expected retention time by a selective mass 
fragment,  m / z  278. Note the slight shift of retention time that is caused by the increased amount of serine       
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the obtained and authenticated reference compound and an 
equal mixture. Adjust the amount of the reference compound 
to be approximately threefold higher than in the biological 
samples (Fig.  3 ).   

   3.    Check metabolite identity by exact match of mass spectra and 
chromatographic retention.   

   4.    If multiple isomers of the metabolite exist repeat the standard 
addition experiment using an alternative type of capillary col-
umn with changed polarity of the stationary phase.   

   5.    Check metabolite identity again by exact match of mass spectra 
and chromatographic retention ( see   Note 29 ).   

   6.    Archive the verifi cation status of metabolite identifi cations or 
classifi cations, e.g., identifi cation by standard addition of 
authenticated reference substance using one chromatographic 
system or two systems, preliminary identifi cation by mass spec-
tral and retention index match, or preliminary classifi cation by 
mass spectral match.   

   7.    Use the standard addition experiment to obtain a recovery 
value of the metabolite for the analyzed biological sample type.   

   8.    If the identifi cation fails, archive inferred classifi cation, a struc-
ture hypothesis, if available, representative mass spectra and 
retention indices, as well as back up samples, if available, for 
later identifi cation.       

4    Notes 

     1.    Metabolism has a rapid turnover which is stopped by immedi-
ate freezing. Samples need to stay frozen until extraction. 
Gravimetric determination of sample fresh weight by differen-
tial weighing while samples and containers are kept frozen is 
infl uenced by hoarfrost that forms from humid air during the 
weighing process and by residual droplets of liquid nitrogen. 
These infl uences are minimized if the container is controlled for 
residual liquid nitrogen before weighing and if the air humidity 
is kept low during differential weighing. Because humidity may 
change in the course of a day, determine the empty weight of 
the precooled micro vials directly before determining the dif-
ferential weight with frozen sample. The tolerance of the scales 
must be 0.1 mg or better. The accuracy of the scales must be 
tested frequently by gauge weights (Fig.  1 ).   

   2.    In the case that the single leaf is smaller than the 2.5 mg limit, 
pooling is required and single leaf analysis in a strict sense is 
impossible. Note that absolute quantifi cation is delimited by 
the error of fresh weight determination. In the case that the 
leaf is larger than 125 mg or in the case that a complete rosette 
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is analyzed prepare a frozen homogenate and take a represen-
tative aliquot from the frozen homogenate. Surplus frozen 
homogenate of the sample can be used for analyses of other 
system components.   

   3.    The duration and number of bursts required to obtain a fi ne 
powder may require adaptation to the physical properties of 
the plant material. Removal of the steel balls may lead to an 
uncontrolled loss of sample. Keep the time of storage to a min-
imum. Do not store at −80 °C for longer than 2 months with-
out testing for storage effects.   

   4.    Surface contaminations of all employed vials, fl asks, bottles, 
pipetting devices, and steel balls can be avoided by careful 
washing with extraction solvents. Please consider that auto-
claved material, while sterile, may nevertheless be chemically 
contaminated.   

   5.    A recovery mixture of stable isotope labelled standards at con-
centrations that approximate the expected endogenous metab-
olite concentrations can be readily obtained by in vivo stable 
isotope labelling for example of  Arabidopsis thaliana , 
 Saccharomyces cerevisiae , or  Synechocystis  [ 22 – 24 ]. When per-
forming standard addition experiments with non-labelled 
endogenous metabolites to determine recovery factors aim for 
an approximately threefold increased standard addition com-
pared to the endogenous metabolite concentration.   

   6.    Organic solvents can be pre-cooled to −20 °C. Water can be 
kept at 4 °C prior to extraction. Precooling is possible when 
using few internal standards at low concentrations. When using 
multiple internal standards or high concentrations of single 
standards, do not precool to avoid precipitation of added inter-
nal standards.   

   7.    Leaves of some cold stressed and cold acclimated plants, such 
as  Arabidopsis thaliana , accumulate soluble polar metabolites 
compared to non-stressed and non-acclimated leaves, e.g., 
refs.  8 ,  9 . The sample fresh weight of cold treated  Arabidopsis 
thaliana  leaf samples can be reduced but the ratio of extract 
volume to sample fresh weight must be kept constant for all 
samples of an experimental set ( see   Note 9 ).   

   8.    To increase metabolite recovery extract twice with 400 μL bi- 
distilled water. Combine the upper phases and dry a propor-
tionally up-scaled aliquot in a vacuum concentrator. Should 
the bi-distilled water for the fi rst extraction contain internal 
standards, use 400 μL bi-distilled water without internal stan-
dards for the second extraction step.   

   9.    The fresh weight of single leaves changes during development. 
To compare small samples, e.g., 2.5–10.0 mg fresh weight, 
with larger samples the ratio of extract volume and fresh weight 
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should be kept approximately constant. When using 2.0 mL 
micro vials extract ≤10 mg with 400 μL methanol solvent, 
10–20 mg with 800 μL, 20–30 mg with 1,200 μL, 30–40 mg 
with 1,600 μL, and 40–50 mg with 2,000 μL. Take a frozen 
aliquot from a homogenate to handle larger samples in 2.0 mL 
micro vials.   

   10.    The protocol describes a two-step reaction. A methoxyamine 
reagent transfers carbonyl moieties into two products, an E- and 
a Z-methoxyamine. The two products are in most cases 
separable by gas chromatography. Methoxyamination trans-
forms reducing sugars into open chain products and elimi-
nates acetal and ketal formation prior to trimethylsilylation. 
Trimethylsilylation substitutes hydrogen atoms that are bound 
to heteroatoms, e.g., hydroxyl-, sulfhydryl-, or amino moi-
eties, and thereby transforms most polar primary metabolites 
into volatile analytes. Note that amino moieties can be non- 
trimethylsilylated or trimethylsilylated once or twice, depend-
ing on the steric hindrance of the structure. The ratio between 
two trimethylsilylation products of an amine, e.g., an amino 
acid, can be used to assess the performance of the trimethylsi-
lylation reaction. Non-methoxyaminated but trimethylsilylated 
hexoses can be used to monitor the effi ciency of the methoxy-
amination reaction.   

   11.    4-(Dimethylamino)pyridine is added as catalyst in the  presence 
of high amounts of reducing sugars. Do not change the 
sequence of dissolving steps. Dissolving methoxyamine hydro-
chloride fi rst may cause precipitations when adding 4-(dimeth-
ylamino)pyridine.   

   12.    Silylation reagents react with water, loose reactivity, and form 
polysiloxanes in the process which contribute to the chemical 
background of GC-MS profi ling.   

   13.    Check that solid residue is completely dissolved.   
   14.    Erban and coauthors [ 16 ] describe an automated and minia-

turized protocol for in-line chemical derivatization. This pro-
tocol allows continuous processing of large sample numbers 
and is exactly timed between chemical derivatization and injec-
tion into the GC-MS system.   

   15.    Perform injections of pure  N , O -bis(trimethylsilyl)trifl uoro-
acetamide reagent between samples in regular intervals to con-
trol for carry over effects and to counter act build-up of 
semi-volatile chemical deposits within the injector system. 
Note that complex lipophilic and other non-volatile com-
pounds accumulate in the GC injection port. An increased fre-
quency of GC maintenance may be required when omitting 
phase separation using methanol extraction without liquid par-
titioning into chloroform. Use deactivated glass insert liners, 
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e.g., ref.  16 . Change liner before each new experimental set. 
During analysis of each experimental set, change liner depend-
ing on the build-up of non-volatile chemical deposits within 
the injector system. Depending on the type of sample and 
applied extraction procedure liner may be changed every 
12–60 injections. The concentration of chemically derivatized 
samples is adjusted to monitor a maximal number of peaks. 
The major metabolites are typically close to or at the upper 
detection limit when applying splitless injection. To also quan-
tify these major metabolites perform a second analysis of the 
same samples using split injection. Use the split ratio to adjust 
the abundance of major metabolites to the linear range of 
quantifi cation.   

   16.    The ionization method determines the complexity of the 
recorded mass spectrum. Electron impact ionization generates 
highly repeatable mass spectral fi ngerprints that can be easily 
compared between different types of mass spectrometers and 
between systems of different manufacturers. The sensitivity of 
profi ling analyses declines with aging mass detectors. 
Adjustments of detector voltage can be used within manufac-
turer defi ned limits. Note that increasing detector voltage may 
affect signal to noise and thereby the capability to monitor 
minor components in complex mixtures. Alternatives to elec-
tron impact ionization are (atmospheric pressure) chemical 
ionization approaches which generate a smaller number of 
fragments. Such systems are used to analyze the molecular ions 
of analytes and can have a higher sensitivity due to a lower 
degree of fragmentation [ 25 ].   

   17.    The exact type and version of mass spectrometer must be doc-
umented. Similar to the infl uence of the type of capillary col-
umn on gas chromatographic separation, the type and build of 
a mass spectrometer may infl uence the characteristics and 
details of recorded mass spectra. Mass spectrometers with 
higher mass precision can be used to deduce the molecular 
formula of analytes or of mass fragments from accurate mass 
recordings. Mass spectrometers set to higher scan rates can be 
used for fast GC-MS but at a loss of sensitivity and/or separa-
tion. Mass spectrometers with lower scan rates should not be 
employed for fast GC-MS analysis, ≥10 scans per peak should 
be recorded.   

   18.    The mentioned artifacts may frequently occur due to system 
aging. Most artifacts are caused by build-up of non-volatile 
deposits. We do not mention rare system’s deviations that may 
also compromise analyses. All quantitative analyses and profi ling 
approaches that are based on chromatography systems hyphen-
ated to mass spectrometric detection are subject to slow drifts in 
chromatography, mass calibration, and quantitative response. 
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These aspects must be controlled using the quality control 
 samples mentioned above and by system maintenance.   

   19.    The TagFinder software offers all required options for the pro-
cessing of GC-MS chromatogram fi les [ 20 ]. The handling of 
the TagFinder software and recommended parameter settings 
have been described elsewhere [ 3 ,  21 ]. Here we describe the 
essential steps of GC-MS data processing for metabolite profi l-
ing and quantifi cation experiments. Similar analyses can also be 
performed by combination of other specialized software. Note 
that the initial discovery of metabolic markers requires nontar-
geted peak lists that contain all mass features (RI,  m / z , 
response) observed in the chromatogram fi les comprising a 
profi ling experiment. The verifi cation of candidate marker 
metabolites can be performed by a predefi ned targeted list of 
selective and metabolite-specifi c mass features that can be 
either directly extracted from chromatogram fi les using vendor 
software or from the comprehensive peak lists.   

   20.    Mass alignment according to equal nominal mass is a trivial 
process that is typically applied when using low mass resolution 
mass spectrometers. Nevertheless, this process needs to be 
described. With the availability of high-resolution mass spec-
trometers for GC-MS systems, alternative merging  methods 
are required, for example, the creation of mass bins at decimal 
intervals that are in agreement with the mass resolution pro-
vided by the respective instrument. Minimal, average, maximal 
mass and mass range should be documented when using such 
instruments ( see  Subheading  3.12 ).   

   21.    Chromatographic alignment can be achieved with and without 
use of internal standards. The alignment result and applied 
procedures must be reported and archived. Most chromato-
graphic alignment procedures are confounded by random low-
response peaks that are caused by electronic and chemical 
noise. These noise effects can be contained by applying a low- 
response threshold for analyzed mass features and by co- 
processing of a limited number of chromatograms, e.g., 
50–200 chromatogram fi les. However, more confounding are 
peak broadening effects and retention index shifts which are 
caused by changes of metabolite concentrations, especially by 
increases approaching chromatographic overloading. The 
effects can be contained by accepting wider retention index 
intervals for mass feature alignment at the cost of a possible 
loss of isomer resolution. Especially closely eluting minor iso-
mers which provide no differentiating mass fragments may get 
lost in the presence of large amounts of the abundant isomer. 
Note that alternative means of chromatographic alignment, 
such as chromatographic alignment algorithms and software, 
may be applied but need to be tested thoroughly for the men-
tioned challenges that may confound alignment.   
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   22.    Grouping of mass features and “de-isotoping” with the aim to 
remove redundancy can be achieved using diverse approaches. 
The TagFinder software uses the fact that co-eluting redun-
dant mass features are highly correlated in GC-MS analyses, 
because natural mass isotopomers of elements occur in fi xed 
ratios and because electron impact ionization generates mass 
fragments in stable ratios. Luedemann and coauthors [ 20 ,  21 ] 
describe the generation of a correlation network using 
Pearson’s or Kendall’s correlation coeffi cients and a core fi nd-
ing algorithm to assign clusters.   

   23.    Mass spectrometry-based metabolite profi ling experiments 
may contain large numbers of low-response mass features that 
are equally likely to be caused either by analytes or by elec-
tronic and chemical noise. The majority of irrelevant mass fea-
tures can be removed before relative or absolute quantifi cation 
by setting a minimal response threshold. If available through 
processing software use signal to noise values of each recorded 
mass feature to threshold.   

   24.    Note that multiple statistical approaches may lead to the dis-
covery of relevant regulated mass features. Try to combine the 
results of several tests and focus on those mass features that 
have high relative changes of normalized responses and that 
are part of clusters with a high number of correlated mass fea-
tures. When checking mass features by analysis of absent/pres-
ent calls avoid mass features with responses that are close to the 
lower limit of detection.   

   25.    Note that reconstituted mass spectra of time groups are inher-
ently composite mass spectra of co-eluting analytes. Therefore 
reverse matching of library spectra of pure authenticated refer-
ence compounds is the most appropriate matching approach.   

   26.    Note that reconstituted mass spectra of clusters of mass fea-
tures are inherently partial mass spectra. Mass fragments that 
are common to co-eluting analytes are eliminated because such 
mass fragments are not highly correlated. Also mass fragments 
with low-responses and mass fragments with an overloaded 
response are eliminated. Therefore forward matching to library 
spectra of pure authenticated reference compounds is the most 
appropriate matching approach.   

   27.    Note that automatically deconvoluted mass spectra can still con-
tain systematic errors, such as additional mass fragments of 
exactly co-eluting analytes, missing mass fragments due to false 
subtraction of fragments from neighboring analytes. If neces-
sary, attempt manual extraction and correction of mass spectra.   

   28.    Note that mass spectral and retention index matches alone rep-
resent a preliminary identifi cation. Isomers are frequently pres-
ent in biological samples, e.g., diverse saccharides. Such isomers 
can have almost identical mass spectra and highly similar chro-
matographic retention.   
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    Chapter 15   

 A Lipidomic Approach to Identify Cold-Induced Changes 
in Arabidopsis Membrane Lipid Composition 

           Hieu     Sy     Vu    ,     Sunitha     Shiva    ,     Aaron     Smalter     Hall    , and     Ruth     Welti     

   Abstract 

   Lipidomic analysis using electrospray ionization triple quadrupole mass spectrometry can be employed to 
monitor lipid changes that occur during cold and freezing stress of plants. Here we describe the analysis of 
 Arabidopsis thaliana  polar glycerolipids with normal and oxidized acyl chains, sampled during cold and 
freezing treatments. Mass spectral data are processed using the online capabilities of LipidomeDB Data 
Calculation Environment.  

  Key words     Cold acclimation  ,   Freezing  ,   Post-freezing recovery  ,   Lipidomics  ,   Galactolipid  , 
  Phospholipid  ,   Oxidized lipid  ,   Triple quadrupole  ,   Mass spectrometry  

1      Introduction 

 Cold and freezing stress can cause major crop losses.  Arabidopsis 
thaliana  can be employed as an experimental model for analysis of 
the biochemical changes that accompany the development of plant 
freezing tolerance by cold acclimation and the changes that occur in 
cold and freezing stress and during plant recovery from freezing 
stress. Cold acclimation, or the development of tolerance to freezing 
by exposure to cold, but non-freezing, temperature, is a capability of 
many plants originating in temperate climates. Cold acclimation of 
Arabidopsis (Columbia accession) for 1 day or more decreases the 
lethal temperature from approximately −2 to −8 °C [ 1 ,  2 ]. 

 Lipid changes occur during cold acclimation, the freezing 
process, and recovery from freezing stress (e.g., refs.  2 – 5 ). One 
effect of lipid alterations in cold acclimation is to curb lipid phase 
changes that lead to membrane leakage [ 2 ]. Indeed, alterations in 
plant lipid metabolism before or during cold and freezing stress 
can modulate plant damage [ 2 – 5 ]. For example, fatty acid desatu-
rases, such as  Ads-2 , act to increase fatty acid unsaturation during 
cold acclimation and have a positive effect on freezing tolerance [ 6 ]. 
Desaturases forming trienoic fatty acids also are required for effective 



200

photosynthesis at low temperature [ 7 ]. Generally, acyl lipid levels 
increase during cold acclimation; indeed, fatty acid synthesis is crit-
ical for avoiding plant damage in low temperature stress [ 2 ,  3 ,  8 ]. 
The freezing-activated galactolipid:galactosyltransferase encoded 
by  SENSITIVE TO FREEZING 2  ( SFR2 ) forms oligo- 
galatosyldiacylglycerols and also has a positive effect on survival 
[ 9 ]. Two phospholipase Ds, which hydrolyze phospholipids, act 
during freezing and post-freezing recovery, but one increases and 
the other decreases plant damage during the freezing and post- 
freezing recovery processes [ 3 ,  4 ,  10 ]. Cold- or freezing-induced 
lipid changes may alter binding of lipids to proteins, which may 
affect protein function and plant stress damage [ 11 ]. 

 There is still much to be discovered about the role of lipids, 
lipid-metabolizing enzymes, and lipid-binding proteins in cold and 
freezing stress. Mass spectrometry-based lipidomics offers many 
advantages in monitoring cold- and freezing-induced lipid changes. 
A lipidomic method can be used to examine a large number of lipid 
molecular species and to perform the analysis in a relatively short 
time. Lipid extracts from cold-treated plants may be introduced to 
a mass spectrometer by direct infusion or by liquid chromatogra-
phy, and both methods have been utilized in Arabidopsis cold 
stress studies [ 3 ,  12 ,  13 ]. Here we describe a direct infusion 
approach similar to that used to analyze lipids during cold acclima-
tion and freezing stress in recent work by Vu et al. [ 13 ] and extend 
our previously described analytical approach [ 3 ,  14 ]. The proce-
dure takes advantage of the automated capability for processing of 
triple quadrupole mass spectral data at LipidomeDB Data 
Calculation Environment [ 15 ]. 

 The analytical procedure described here measures membrane 
phospholipids and galactolipids, with identifi cation of mass spectral 
data in terms of lipid class, total acyl carbons, and total double 
bonds (i.e., total acyl carbons: total acyl double bonds of double 
bond equivalents beyond the carbonyl). For membrane lipids with 
normal acyl chains, compound identifi cations are based on the 
mass/charge ratio ( m/z ) of the intact ion and the mass or  m/z  of 
one fragment formed in the mass spectrometer. Typically, for polar 
lipids, this is a head group fragment. In addition, the analysis of 
phospholipids and galactolipids containing oxidized acyl chains is 
described; these lipids are specifi ed by head group and acyl species. 

 Lipid amounts are determined as normalized mass spectral sig-
nal/plant dry mass. The intensities of peaks in each sample are 
compared to those of added internal standards. A value of 1 repre-
sents the same intensity as 1 nmol of a relevant internal standard 
(or an  m/z -corrected intensity of two internal standards detected 
in the same mass spectral scan). For diacyl or monoacyl phospho-
lipids, the response for each compound is very close (within 5 or 
10 %) to the response of an internal standard of the same class. 
Thus, the normalized signal/dry mass for diacyl or monoacyl 
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phospholipids can be considered to be equal to nmol/dry mass. 
On the other hand, the molar responses of galactolipids and the 
oxidized membrane lipids have not been carefully characterized. In 
these cases, comparison among samples of the normalized signal/
dry mass for the same lipid is valid, but normalized signal/dry 
mass may not be an accurate indicator of the relative amount of 
each lipid compared to other lipids in the sample. 

 The protocol for cold and freezing described herein is for cold 
and freezing treatment of  Arabidopsis thaliana  (Columbia acces-
sion and accessions with similar freezing tolerance). More details 
on cold acclimation, freezing, and post-freezing treatments can be 
found elsewhere in this volume.  

2     Materials ( See   Note 1 ) 

      1.     Arabidopsis thaliana  plants, grown in a growth chamber and in 
soil, such as Pro-Mix “PGX” (Hummert International), in 
3½″ Kord square pots (Hummert International), or 72-cell 
plug trays (International Greenhouse Company) ( see   Note 2 ).   

   2.    Light meter.   
   3.    Waxed paper, scissors.   
   4.    Ice chips.   
   5.    Growth chamber, such as a Conviron ATC26.   
   6.    Walk-in cold room.   
   7.    Light cart (Hummert International).   
   8.    Freezing chamber.      

      1.    Scissors.   
   2.    Isopropanol with 0.01 % BHT (w/v).   
   3.    HPLC-grade chloroform.   
   4.    HPLC-grade water.   
   5.    Chloroform/methanol (2:1, v/v) with 0.01 % BHT (w/v).   
   6.    1 M KCl in water.   
   7.    Glass tubes, 50 mL (25 × 150 mm) with Tefl on-lined screw 

caps (Fisher).   
   8.    Pasteur pipettes, 9-inch.   
   9.    Dry block heater that accepts 50 ml tubes.   
   10.    Vortex mixer.   
   11.    Orbital shaker.   
   12.    Vacuum concentrator (such as CentriVap), vented to hood, or 

nitrogen gas stream evaporator, in hood.   

2.1  For Cold 
Acclimation and 
Freezing Treatment

2.2  For Sampling, 
Lipid Extraction, 
and Dry Mass 
Measurement

Arabdopsis Lipidomics
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   13.    Low-speed (clinical-type) centrifuge.   
   14.    Oven, vented to hood.   
   15.    Balance that determines mass, preferably to micrograms.   
   16.    Ionizer antistatic system (VWR) ( see   Note 3 ).      

      1.    Methanol/300 mM ammonium acetate in water (95:5, v/v).   
   2.    Chloroform.   
   3.    Internal standard mix, containing LPC(13:0) ( see   Note 4 ), 

LPE(14:0), LPE(18:0), PA(28:0) [di14:0], PA(40:0) [diphy-
tanoyl], PA(40:0) [diphytanoyl], PC(24:0) [di12:0], PC(48:2) 
[di 24:1], PE(24:0) [di12:0], PE(46:0) [di23:0], PG(28:0) 
[di14:0], PG(40:0) [diphytanoyl], hydrogenated PI, PS(28:0) 
[di14:0], PS(40:0) [diphytanoyl], hydrogenated DGDG, and 
hydrogenated MGDG (14) ( see   Note 5 ).   

   4.    Pre-slit, target Snap-it 11 mm Snap Caps (MicroLiter).   
   5.    Amber vials, 12 × 32 mm (MicroLiter).   
   6.    Autosampler, such as CTC Mini-PAL (LEAP), with 1 mL 

sample loop.   
   7.    Sample trays to hold vials, such as VT54 (LEAP).   
   8.    Large reservoir (e.g., 500 ml) syringe pump with pump con-

troller to provide continuous infusion. Reservoir is fi lled with 
methanol or methanol:isopropanol (1:1, v/v).   

   9.    Methanol/acetic acid (9:1, v/v) for washing between samples.   
   10.    Methanol/chloroform/water (66.5:30:3.5, v/v/v) to fi ll the 

wash reservoirs on the autosampler for washing the syringe and 
injection port.   

   11.    Triple quadrupole mass spectrometer, such as API 4000 
(Applied Biosystems, Foster City, CA), with electrospray ion-
ization source.       

3     Methods 

      1.    Transfer soil-grown Arabidopsis plants to the portable light 
cart. Put the light cart into cold room with desired tempera-
ture (1–4 °C) for cold acclimation. Light intensity and day/
night cycle should be measured with a light meter and adjusted 
to match those of the growing condition.   

   2.    Acclimate plants by placing in the cold room for the desired 
period (0–7 days).   

   3.    For plants that will undergo freezing, cut pieces of waxed 
paper to cover half of soil around each plant. Gently place 
waxed paper under Arabidopsis rosettes and on top of soil as 
shown in Fig.  1 .

2.3  For Mass 
Spectrometry

3.1  Cold Acclimation 
and Freezing 
Treatment
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       4.    Transfer plants to be frozen to the programmable freezing 
chamber. Program the freezing chamber so that the tempera-
ture drops from the cold acclimation point to −2 °C at 2 °C/h 
( see   Note 6 ). Plants may be held at −2 °C for 1 h for ice crystal 
formation before the temperature is dropped at 2 °C/h to the 
fi nal temperature. Ice chips may be added on soil (under or 
around waxed paper) at this step to prevent supercooling ( see  
 Note 7 ).   

   5.    After the freezing treatment (typically 2 h), plants may be 
thawed at 4 °C or other desired temperature ( see   Note 8 ).      

  The method is modifi ed from ref.  16 . Additional recommenda-
tions and options for extraction have been provided previously in 
another article in this series [ 14 ].

    1.    Plants may be sampled at desired time points before cold accli-
mation, during acclimation, after freezing, or during a post- 
freezing recovery period ( see   Note 9 ). Cut leaves, rosettes, or 
other desired tissue and quickly submerge plant tissues in iso-
propanol (containing 0.01 % BHT) at 75 °C for 15 min ( see  
 Note 10 ).   

   2.    For plant tissues with dry mass less than 30 mg, submerge in a 
50-ml glass tube containing 3 ml of isopropanol (0.01 % 
BHT), add 1.5 ml chloroform and 0.6 ml water ( see   Note 11 ).   

   3.    Shake the tube at 100 rpm for 1 h at room temperature. 
Transfer solvent to a different tube.   

3.2  Sampling, Lipid 
Extraction, and Dry 
Mass Measurement

  Fig. 1    Arabidopsis plants prepared to undergo freezing. Two half circles of waxed 
paper have been placed under each rosette. The purpose of the waxed paper is 
to eliminate freezing of leaves to the soil, which makes it diffi cult to obtain clean 
leaf or rosette samples when the plants are frozen       
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   4.    Add 4 ml of chloroform:methanol (2:1, v/v) to the tissues in 
the fi rst tube. Shake for 30 min and transfer solvent to the 
same tube used in  step 2 .   

   5.    Repeat  step 3  three additional times. Combine all extracts ( see  
 Note 12 ).   

   6.    Evaporate the combined extract with a nitrogen stream or 
 vacuum concentrator (i.e., centrifuging evaporator; CentriVap).   

   7.    Dissolve lipids in 1 ml of chloroform and store at −20 °C or 
colder.   

   8.    Extracted tissues should be dried overnight at 105 °C and 
cooled. The dry mass should be determined using the micro-
gram balance.    

        1.    Add 10 μl of internal standard mix to each 2-ml amber glass 
vial. From 1 ml of sample in chloroform, add a volume originat-
ing from 0.2 mg dry tissue mass. Bring the volume to 360 μl 
with chloroform. Add 840 μl of the mixture methanol/300 mM 
ammonium acetate in water (95:5, v/v). The fi nal solvent 
composition should be chloroform/methanol/300 mM 
ammonium acetate in water (30:66.5:3.5, v/v/v) ( see   Note 13 ).   

   2.    Make “standards-only” (“i.s.,” internal standard) samples with 
10 μl internal standard mix, 350 μl chloroform, and 840 μl 
methanol:300 mM ammonium acetate in water (95:5, v/v) 
( see   Note 14 ).   

   3.    Make a set of washing blank (“wb”) vials (equal to number 
of sample vials) containing methanol:acetic acid (9:1, v/v) 
to wash the tubing and ion source system between samples 
( see   Note 15 ).   

   4.    On a VT-54 sample tray, arrange vials in order: wb, i.s.1, wb, 
sample1, wb, sample 2, wb, … sample 9, wb, sample10, wb, 
i.s.2, wb, … That is, a washing blank should be every other 
vial. “Standards-only” samples should be in the spot of a sam-
ple and should run after every ten samples.   

   5.    Program pump, auto-sampler, and mass spectrometer to infuse 
each sample at 30 μl/min and acquire a combination of spectra 
using the parameters shown in Table  1 . Use the multiple chan-
nel analyzer (MCA) feature and a scan speed between 50 and 
100 mass unit/s ( see   Note 16 ).

       6.    After data acquisition, perform baseline subtraction (window 
width: 20 Da), smoothing (point weighting: 0.4, 1.0, 0.4), 
peak integration (centroiding) of the resultant spectra in mass 
spectrometer software.   

   7.    Export these processed spectral data into Excel fi les in the 
format specifi ed at LipidomeDB Data Calculation Environment 
(DCE) at   http://lipidome.bcf.ku.edu:9000/Lipidomics/    .   

3.3  Mass 
Spectrometry and 
Data Processing
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   8.    Use LipidomeDB Data Calculation Environment (DCE) at 
  http://lipidome.bcf.ku.edu:9000/Lipidomics/     for identifi ca-
tion and quantifi cation of lipids (detailed instruction is avail-
able at the website).  See  Tables  1  and  2  for  Target Compound 
Lists , which are provided as preformulated lists in the DCE. 
Internal standards for normal-chain diacyl lipids are the two 
internal standards of the same class. The mass spectral signals 
for the compounds listed in Table  2  can be quantifi ed in rela-
tion to MGDG(34:0), which is measured in the –Pre 283.2 
scan ( see   Note 17 ). For normal-chain phospholipids, results 
produced by DCE can be interpreted as nmol of target com-
pounds in the analyzed vial. For normal-chain galactolipids, 
oxidized lipids, and acylated lipids, results produced by DCE 
are intensities normalized to the internal standard(s). A nor-
malized intensity of 1 is the same mass spectral signal as 1 nmol 
of internal standard ( see   Note 18 ).

       9.    Normalize amounts of lipid analyzed (nmol, for normal-chain 
phospholipids; normalized signal, for normal-chain galactolipids, 
oxidized and acylated lipids) to mg of dry tissue mass, using this 
formula: dry-mass-normalized amount (nmol/mg or normalized 

signal/mg) =  Vt ml amount nmol or normalized signal
Va ml dry mass mg

( )× ( )
( )× ( )  

 , where 

Vt is total original sample volume (1 ml); Va is analyzed volume 
(volume equivalent to the 0.2 mg dry mass that was used 
in  step 1 ).       

4    Notes 

     1.    Many of the materials indicated here are the same as listed in 
ref.  14 . The methods extend those described there and apply 
them to the analysis of lipids derived from cold and freezing 
experiments. Portions of Subheadings  2  and  3  and Table  1  are 
republished by permission (Springer license number 
3207410145743).   

   2.    We typically use 27-day-old Arabidopsis plants, from which we 
sample rosettes. However, plants at other developmental stages 
may be used. The current protocol is appropriate for any 
above-ground vegetative tissue, fl owers, or siliques.   

   3.    Using an antistatic system with a microgram-accurate balance 
(Mettler Toledo) will increase the stability of mass 
measurements.   

   4.    Abbreviations are DGDG, digalactosyldiacylglycerol; LPC, 
lysophosphatidylcholine; LPE, lysophosphatidylethanolamine; 
LPG, lysophosphatidylglycerol; MGDG, monogalactosyldiac-
ylglycerol; PA, phosphatidic acid; PC, phosphatidylcholine; 
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PE, phosphatidylethanolamine; PG, phosphatidylglycerol; PI; 
phosphatidylinositol; PS, phosphatidylserine.   

   5.    From 5 mM lipid stock solutions in chloroform or appropriate 
mixtures of chloroform, methanol, and water [ 14 ], mix 
120 μl (600 nmol) of each LPC and PC; 60 μl (300 nmol) of 
each LPE, PA, PE, and PG; 80 μl (400 nmol) of PI; 40 μl 
(200 nmol) of each PS; 240 μl (1,200 nmol) of DGDG; and 
480 μl (2,400 nmol) of MGDG. Bring this mixture to 10 ml 
by adding 8.16 ml chloroform. This produces 10 μl of a stock 
solution with 0.6 nmol of each LPC and PC, 0.3 nmol of 
each LPE, PA, PE, and PG, 0.4 nmol of total PI, 0.2 nmol of 
each PS; 1.2 nmol of total DGDG, and 2.4 nmol of total 
MGDG. It is best to determine the concentration of phos-
pholipids for the stock solution by phosphate assay [ 17 ]. 
Concentrations of the total MGDG and individual MGDGs 
(i.e., MGDG(34:0) and MGDG(36:0)), total DGDG and 
individual DGDGs (i.e., DGDG(34:0) and DGDG(36:0)), 
and individual PIs (i.e., PI(34:0) and PI(36:0)) are best 
determined by gas chromatography of fatty acid methyl 
esters derived from these lipids.   

   6.    Although going directly to the low freezing temperature may 
not perfectly mimic natural freezing, a freezing regimen with-
out gradual temperature change can be employed. If plants are 
to be placed directly at the low freezing temperature, ice chips 
can be added right before placing the plants in the freezing 
chamber.   

   7.    For any freezing regimen, soil should be saturated with water 
prior to adding of ice chips. An alternative approach to placing 
ice chips on the soil is to partly submerge the 3½″ square pots 
or the 72-well plug tray in an ice slurry (1.5 kg of ice plus tap 
water to make 4 L).   

   8.    Plants may be thawed at 4 °C or at the growing temperature. 
Although plants may sustain more damage with recovery at the 
growing temperature, recovery characteristics of acclimated 
plants are clearly distinguishable from those of non- acclimated 
plants (Vu, Hieusy and Welti, Ruth, Kansas State University, 
2014).   

   9.    Depending on the particular experimental goal, plants can be 
sampled early or late in cold acclimation (to measure early or 
late cold-induced molecular changes), right after freezing 
treatment (to measure freezing-induced changes), and/or 
during the recovery phase (to measure thawing-related 
changes). During the cold acclimation period, it is best to 
sample inside the cold room, and the temperature of the heat-
ing block may need to be closely monitored to maintain 
75 °C. To sample right after freezing, it is critical to collect the 
plant tissues quickly without allowing them to thaw. Especially 
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when handling a large number of plants with a reach-in freez-
ing chamber, avoid letting plants wait outside of the chamber; 
instead, pull out only the number of plants that can be 
sampled in less than 30 s. Within 30 s, two workers typically 
can sample four Arabidopsis rosettes. If using a 72-well plug 
tray, the tray can be cut, before planting, into sections of four 
plants for sampling by two workers.   

   10.    It is critical to drop harvested leaves into isopropanol at 75 °C 
immediately to prevent activation of phospholipase D, a 
wound-induced enzyme, which will degrade membrane lipids 
and produce phosphatidic acids.   

   11.    Should a different volume of isopropanol be required (to fully 
submerge plant tissues when harvesting), the volumes of 
chloroform and water can be varied accordingly.   

   12.    For Arabidopsis leaves, fi ve rounds of chloroform:methanol 
extraction are usually suffi cient. Leaves should be completely 
white. For the last extraction, samples may be shaken overnight.   

   13.    1.2 ml total volume is required when using the indicated amber 
vial together with the indicated autosampler to ensure com-
plete fi lling of the 1-ml sample loop without introducing an air 
bubble. When using a different type of sample vial or a differ-
ent autosampler, a test fi lling should be performed to deter-
mine optimal total volume.   

   14.    “Standards-only” spectra are used to correct instrument back-
ground signal and assess sample carryover. Internal standard 
peaks in “standards-only” spectra will likely have higher inten-
sities than those in other spectra, because of low ion suppres-
sion. Intensities of plant analyte peaks in “standards-only” 
spectra should be very low, and analyte peak intensities from 
“standards-only” spectra may be subtracted from the intensi-
ties of the same peak from plant lipid spectra to remove back-
ground signal in the plant spectra.   

   15.    The “washing blank” has a high concentration of acetic acid to 
wash the sample loop, the tubing between autosampler and the 
ion source, and the ion source needle to prevent carryover of 
acidic lipids such as PA and PS. Right after the sample loop is 
fi lled, the sample syringe and the injection port are washed with 
methanol/chloroform/water (66.5:30:3.5, v/v/v) contained 
in the two wash reservoirs of the CTC Mini-PAL autosampler.   

   16.    Parameters, including collision energy, source temperature, 
source voltages, collision gas pressure, and scanning time 
should be optimized for each system. It is recommended NOT 
to use the fi rst and the last 1.5 min of the total run time allowed 
by the injected volume (i.e., an injected volume of 1,000 μl 
allows ~33 min of run time at fl ow rate of 30 μl/min) because 
of the instability of the ion fl ow during these periods and 
because it takes some time (depending on tubing length and 
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diameter) for sample to reach the electrospray source. Instead, 
for the fi rst 1.5 min, an MS scan for a wide mass range ( m/z  
200–800) can be acquired and monitored to ensure a continu-
ous ion stream is reaching the detector.   

   17.    On the target list page in LipidomeDB Data Calculation 
Environment, there is a check box at the top of the page, with 
the phrase, “Check here if the standards are in a separate spec-
trum from target compounds.” This feature is described in the 
“advanced users” part of the tutorial. You should not check 
this box when processing data for normal-chain lipids. You 
should check this box when processing data for the compounds 
in Table  2 . You will need to load the spectra for the internal 
standard (the –Pre 283.2 scan) separately from the spectra of 
the target compounds.   

   18.    Normal-chain phospholipids and their internal standards of 
the same class have very similar response factors (the amount 
of mass spectral intensity per mol), and this allows accurate 
quantifi cation of these lipids. On the other hand, the mass 
spectral response factors of normal-chain, oxidized, and acyl-
ated galactolipids may differ somewhat from those of their 
internal standard(s). In particular, for analysis of the com-
pounds listed in Table  2 , many compounds differ in structure 
from the internal standard (MGDG(34:0)).         
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    Chapter 16   

 Quantifi cation of Superoxide and Hydrogen 
Peroxide in Leaves 

           Ilona     Juszczak     and     Margarete     Baier    

    Abstract 

   Reactive oxygen species (ROS) are produced in plants under both non-stressful and stressful conditions. 
Various histochemical staining methods have been developed and are widely used to visualize ROS accu-
mulation sites.    In contrast to qualitative analysis, quantifi cation of ROS has been time- and labor consum-
ing. As a consequence, the number of samples, which could be analyzed in parallel, has been limited. To 
overcome this problem, we introduce an improved semiquantitative method, in which ROS levels are 
quantifi ed after histochemical staining in plant organs with the digital image analysis package ImageJ.  

  Key words     ROS  ,   Chloroplast  ,   H 2 O 2  staining  ,   Superoxide staining  ,   Digital imaging  ,   Quantifi cation  

1      Introduction 

 Exposure to unfavorable conditions, such as low temperatures and 
excess light, can cause severe impairment of photosynthetic elec-
tron transport and cellular metabolism and often leads to enhanced 
production of reactive oxygen species [ 1 – 3 ]. ROS, such as super-
oxide radical anions (O 2   •  ), hydrogen peroxide (H 2 O 2 ), and 
hydroxyl radicals (OH • ) are highly reactive molecules. They are 
formed enzymatically, e.g., in oxidative bursts in response to patho-
gen infection or by peroxidases upon cell wall maturation [ 4 – 6 ] 
and non-enzymatically by reduction of oxygen in the Mehler reac-
tion [ 7 ]. Due to their high reactivity, they can cause damage to a 
wide range of biomolecules, such as lipids, proteins, and DNA, and 
eventually they lead to cell death [ 8 ,  9 ]. Accumulation of ROS is 
antagonized by a highly effi cient antioxidative defense system con-
sisting of antioxidant enzymes and low molecular weight antioxi-
dants [ 10 – 12 ]. The capacity of this system responds to ROS 
accumulation: The levels of low-molecular weight antioxidants 
increase and the genes for antioxidant enzymes are induced in 
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response to oxidative stress [ 13 ]. The steady state ROS level and 
the rates by which ROS can be trapped by dyes in tissues refl ect the 
balance of ROS production and ROS detoxifi cation. 

 To detect ROS in plant cells and organs various in situ and in 
vitro methods have been developed. For in situ pattern analysis 
preference has been given to histochemical staining [ 14 – 16 ] and, 
for quantifi cation, to ROS-trapping by fl uorophors [ 17 ,  18 ]. 

 Here, we present a method for quantitative analysis of ROS 
accumulation in leaves based on histochemical ROS staining. ROS 
levels are quantifi ed with the help of digital image analysis. Our 
method is cheap, fast, and easy. Special preparation and illumina-
tion of stained plant material enable visualization of ROS production 
sites not only in the external cell layer but also in the inner parts of 
these organs. Therefore, the method permits determination of 
ROS-accumulating leaf areas as well as quantifi cation of ROS accu-
mulation within particular leaf areas. The method has been optimized 
with respect to quantifi cation. It can be used for both, detection of 
O 2   •   by NBT staining and the analysis of H 2 O 2  accumulation by 
DAB staining, with minimal variation.  

2      Materials 

 All solutions are prepared using distilled water and analytical grade 
reagents ( see   Note 1 ). All reagents and solutions are stored at 4 °C 
(unless indicated otherwise). For disposal of waste material care-
fully follow your waste disposal regulations (remember that sodium 
azide is acutely toxic).

    1.    10× Phosphate-buffered saline (PBS) stock solution: Dissolve 
80 g of NaCl, 2 g of KCl, 14.4 g of Na 2 HPO 4 , and 2.4 g of 
KH 2 PO 4  in 800 mL of distilled water. Mix and adjust pH to 
7.4. Adjust volume with distilled water to 1 L. Sterilize by 
autoclaving and store at 4 °C.   

   2.    1× PBS: To obtain 1 L of 1× PBS dilute 100 mL of 10× PBS 
with 900 mL of sterile water. Store at 4 °C.   

   3.    10 mM sodium azide: Dissolve 0.65 g of sodium azide (NaN 3 ) 
in 950 mL of 1× PBS. Adjust volume to 1 L. Caution! Sodium 
azide is acutely toxic. Do not prepare more solution than you 
really need.   

   4.    1 mg/mL NBT staining solution: Dissolve 1 g of nitro blue 
tetrazolium chloride (NBT) in 1 L of 1× PBS ( see  Subheading  2 , 
 item 1  for recipe). Store in the darkness at 4 °C.   

   5.    1 mg/mL DAB staining solution: Dissolve 1 g of 3,3′-diami-
nobenzidine (DAB) in 1 L of 1× PBS ( see  Subheading  2 ,  item 
1  for recipe). Store in the darkness at 4 °C.   

   6.    Sample containers (bottles/beakers): Prepare an appropriate 
number of sample containers (each sample should be placed in 
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a separate sample container; the size of sample container depends 
on the size of stained plant tissue). Fill them with NBT or DAB 
staining solution for NBT and DAB staining, respectively.   

   7.    Desiccators and vacuum pump: The number of desiccators 
needed depends on the number of samples. The same desicca-
tors can be used for both NBT and DAB stainings.   

   8.    De-staining solution: Mix 100 mL of 100 % acetic acid, 
100 mL of glycerol, and 300 mL of 96 % ethanol. Right before 
starting the de-staining procedure, heat the mixture in a water 
bath up to 60–80 °C.   

   9.    Photos: You can take photos using either a camera with a high 
resolution or a light microscope with an integrated camera. If 
not using a light microscope, an additional light source might 
be helpful, which lights up your samples from the bottom 
(e.g., White-light plate, INTAS, Germany). For quantifi cation 
it is absolutely essential that the light is evenly applied and the 
object is not shaded or shading.   

   10.    Quantifi cation: Download and install the freeware package 
ImageJ on your computer (  http://rsbweb.nih.gov/ij/down-
load.html    ) [ 19 ].    

3      Methods 

 All staining reactions are light sensitive. Therefore, the whole stain-
ing procedure should be carried out in darkness or at very low light 
intensities. Samples subjected to staining (e.g., leaves, seedlings) 
should be treated with care. Injuries promote ROS formation and 
lead to false-positive results. 

      1.    Place samples (e.g., detached leaves, whole seedlings, or rosettes) 
immediately after the harvest in 10 mM sodium azide. The 
azide inhibits superoxide dismutases and heme-type peroxidases 
at the active sites. The azide solution should fully cover the plant 
material. Put the sample containers to the desiccator and apply 
a vacuum ( see   Note 2 ) to remove air from the intercellular 
spaces and to fl ood the tissue with the azide solution. Incubate 
the plant material for 10 min under vacuum. Afterwards, slowly 
release the vacuum. Take the sample containers out of the desic-
cator. Discard the sodium azide solution.   

   2.    Fill the sample containers (containing your samples) with NBT 
staining solution, place them back into the desiccator and 
apply a vacuum ( see   Note 3 ) to remove the oxygen in the des-
iccator and to protect the NBT from auto-oxidation.   

   3.    Keep the samples under vacuum for 6–24 h ( see   Note 4 ). 
Release the vacuum and subject the samples to the de-staining 
procedure (Subheading  3.3 ).      

3.1  NBT Staining 
for O 2     •   Detection

O2- and H2O2 Quantifi cation in Leaves
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      1.    Place the samples in containers filled with DAB staining 
solution immediately after the harvest. Put them into a desic-
cator and apply a vacuum ( see   Note 3 ).   

   2.    Incubate the samples in the DAB solution for 10–24 h in 
darkness until they are optimally stained.   

   3.    For clearing of the background from chlorophylls and other 
pigments, continue with (Subheading  3.3 ).      

        1.    Discard the staining solutions.   
   2.    Fill the sample containers (containing samples) with hot de- 

staining solution, which will remove chlorophylls, carotenoids, 
and other plant pigments, but stabilize the dye. Incubate the 
samples in the de-staining solution until the chlorophyll is 
completely removed ( see   Note 5 ). Non-stained tissue (parts) 
should be as white as possible. Due to the high glycerol con-
tent the samples get soft and luminescent. Caution! Acetic acid 
has a pungent smell (especially when hot). Perform de-staining 
under fume hood!      

      1.    Take the samples out of the de-staining solution (be careful 
not to destroy the sample with forceps while taking out).   

   2.    Remove the traces of de-staining solution by placing the  
 samples on a paper towel.   

   3.    Place the samples under the microscope or on the external 
light device.   

   4.    Illuminate the samples with white light from the bottom and 
take photos ( see   Note 6 ).   

   5.    Using your favorite software (e.g., Adobe Photoshop or the 
freeware GIMP) subject the photos to digital processing (e.g., 
background subtraction, contrast improvement, color correction). 
For taking photos from NBT-stained plants, decrease the yel-
low background to its minimum. For DAB-stained samples 
remove the yellow and the blue colors to minimize background 
effects ( see   Note 7 ). The photos should be of similar quality to 
those in Fig.  1  after such processing.

             1.    Open the photo, which you want to analyze, with ImageJ.   
   2.    Change the color scale of the photo to a grey-scale. To do that, 

choose from ImageJ main menu “Image” (Fig.  2a ) and from 
the sub-menus “Type” and “32-bit.” Store the grey picture in 
a new fi le.

       3.    To segment the grey picture into features of interest (area 
stained stronger than a defi ned threshold) and background, 
adjust the threshold for the intensity of grey color. From 
ImageJ main menu use the following options: “Image” → 

3.2  DAB Staining 
for H 2 O 2  Detection

3.3  De-staining 
Procedure

3.4  Photographing 
of Stained Samples

3.5  Quantifi cation 
of Staining Results
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  Fig. 1     Arabidopsis thaliana  leaves (middle-age and young) stained with NBT ( a ,  b ) and DAB ( c ,  d ). The samples 
were harvested before ( a ,  c ) and after ( b ,  d ) 14 days of cold treatment [ 8 ]       

  Fig. 2    ImageJ main menu ( a ), Threshold window ( b ), and Results window ( c ) with the most important options 
marked with  red squares  (Color fi gure online)       
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“Adjust” → “Threshold” (Fig.  2a ). In the “Threshold win-
dow” (Fig.  2b ) move the lower slider to the set threshold level. 
Make sure that only the stained area is marked in red (Fig.  3c ).

       4.    Surround the area of the fi rst leaf using the “Freehand” 
 selection tool (Fig.  2a ).   

   5.    Choose “Measure” from the ImageJ main menu “Analyze.”   
   6.    To choose the type of measurement, here in [%] of stained leaf 

area, use the following options in the “Results” window: 
Results → Set measurements → Area fraction (Fig.  2c ). The 
results are shown in [%] as %Area (Fig.  2c ).   

   7.    To determine the staining intensity within defi ned leaf areas take 
the grey picture.    Select the area of interest using the rectangular 
or oval selection tool. Measure the staining intensity by choosing 
“Measure” from the ImageJ main menu “Analyze.” The type of 
the measurement should be set as Mean grey value (from the 
Results window choose: Results → Set measurements → Mean 
grey value). The result is shown as mean of the intensities within 
the selected area.   

   8.    Repeat  steps 4 – 7  to quantify the staining in further leaves.       

  Fig. 3    Quantifi cation workfl ow. ( a ) Original picture; ( b ) Picture in  grey  (32-bit) scale; ( c ) Picture before threshold 
setting, in which the stained area is marked in  red ; ( d ) Picture after threshold setting with the area of the fi rst 
leaf surrounded by the  red line  (using Freehand selection tool)       
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4    Notes 

     1.    Use of freshly prepared staining solutions improves the quality 
of staining. PBS can be prepared in advance and stored at 4 °C.   

   2.    To enable the comparison between samples (e.g., control and 
stress treatment), put all of them to the same desiccator and 
incubate them for the same time. It ensures that the same 
strength of vacuum is applied to all of them.   

   3.    To improve penetration of the staining solution into your sam-
ple, apply and release the vacuum at least three times (each for 
5 min) prior to the incubation.   

   4.    Longer staining periods usually give better results, but can also 
result in over-staining. Therefore, carefully optimize the dura-
tion of staining.   

   5.    To speed up de-staining, the incubation can be performed in a 
thermoblock (approximately 15–20 min at 60 °C). It is recom-
mended to change the de-staining solution at least twice for 
optimal de-staining of young tissues and three times for older 
leaves, which are more diffi cult to de-stain.   

   6.    Avoid any light from the side. If possible use a soft ring light 
for taking the photos.   

   7.    Take care that all digital modifi cations are identical for all sam-
ples treated in parallel. If samples should be compared which 
are harvested on different days, prepare extra samples for com-
parison of staining intensities and de-staining effi ciency and 
maintain half of them in the dark in the staining solution and 
half in the de-staining solution until the next set of plants is 
prepared.         
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    Chapter 17   

 Estimating Ice Encasement Tolerance of Herbage Plants 

              Bjarni     E.     Gudleifsson      and     Brynhildur     Bjarnadottir   

    Abstract 

   One of the key stresses acting on herbage plants during winter is ice encasement, when plants are enclosed 
in compact ice and turn from aerobic to anaerobic respiration. The cause of cell death is related to the 
accumulation of metabolites to toxic levels during winter and perhaps also to production of reactive oxy-
gen species (ROS) when plants escape from long-lasting ice cover. The process of ice encasement damage 
has been studied by sampling studies, indirect measurements of ice tolerance, fi eld tests and provocation 
methods by increasing stress in the fi eld artifi cially, thus increasing the ice stress. Here we describe a labora-
tory method to measure ice encasement tolerance. This is the most common and effective way to measure 
ice encasement tolerance of large plant material. Plants are raised from seeds (or taken from the fi eld), cold 
acclimated, usually at +2 °C under short day conditions, in a greenhouse or growth chamber (or in the 
fi eld during fall). Plants are submerged in cold water in beakers and frozen encased in ice, usually at −2 °C. 
Plants are kept enclosed in ice at this temperature. Samples are taken at intervals, depending on species and 
tolerance of plant material, and put smoothly to regrowth. Damage is then evaluated after a suitable time 
of regeneration.  

  Key words     Herbage plants  ,   Ice cover  ,   Ice damage  ,   Ice encasement  ,   Ice tolerance  ,   Testing methods  

1      Introduction 

 Plants are subject to many kinds of stresses during winter, usually 
related to the direct or indirect impact of low winter temperatures. 
Plants can be stressed by stressors of physical, chemical, and biotic 
origin, with one or more stressors acting simultaneously. Usually 
one type of stress dominates and causes damage. The winter stresses 
of herbage plants can be freezing, frost heave, drought, energy 
starvation, fl ooding, ice encasement, photoinhibition, attacks of 
snow molds, wind stress, and other stresses [ 1 ]. Some of the 
stresses mainly apply to certain plant groups, e.g., snow molds to 
grasses or winter cereals and wind stress to trees. Plants have differ-
ent tolerance levels to the different stresses and it is of interest to 
measure the tolerance of species and cultivars in order to select or 
breed plants with increased tolerance. If the stress intensity exceeds 
the tolerance of the plant it can be damaged or even killed. 
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Tolerance to ice encasement is named ice encasement tolerance or 
simply ice tolerance. The combined ability of plants to tolerate all 
kinds of winter stresses is expressed as winter tolerance or winter 
hardiness. Freezing tolerance is frequently expressed as LT 50 , the 
temperature killing 50 % of the plant population. Similarly, ice tol-
erance is expressed as LD 50 , i.e., the number of days under anoxia 
that kills 50 % of the plant population. This paper focuses on ice 
damage on herbage plants, mainly perennial grasses and winter 
cereals. 

 Ice damage is most frequently found on herbage plants in 
certain maritime areas in the Northern hemisphere. It has repeat-
edly been reported in the coastal areas of the United States, 
Canada, Iceland, Scandinavia, Russia, and Japan [ 2 ]. During win-
ter, plants use carbohydrate reserves to respire, but the respiration 
rate is low because of the low temperatures [ 3 ,  4 ]. The ice damage 
is caused by a compact ice layer on the fi eld, in most cases formed 
in shorter or longer thaw periods during winter [ 2 ]. The melted 
snow and rain water freeze into a more or less continuous ice cover 
on the ground and the plants may become partly or completely 
encased in ice (Fig.  1 ) and then turn from aerobic to anaerobic 
respiration, thus producing a particular mixture of metabolites. 
The ice is almost completely impermeable to gases [ 5 ] and the 
plants have little or no access to O 2  and no possibility of releasing 
metabolites into the surroundings. In some cases the anoxia damage 
has been related directly to lack of O 2 , but later to the combined 
action of plant metabolites [ 6 – 8 ]. Under ice cover the plants can-
not release the metabolites [ 9 ] and the metabolites therefore accu-
mulate in and around the plant cells; if the ice encasement lasts for 

  Fig. 1    Ice cover on hayfi elds in northern Iceland in February 1994 (B.E. Gudleifsson)       
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a suffi ciently long time, the concentration of these metabolites 
reaches toxic levels, resulting in ice damage. The metabolites accu-
mulated are mainly CO 2 , ethanol, lactate, and malate [ 3 ,  7 ], of 
which CO 2  is considered the most toxic [ 7 ,  9 ]. Some other meta-
bolites have been detected from meltwater after long-lasting ice 
cover, such as citrate, propionate, pyruvate, fumarate, and shiki-
mate [ 10 – 12 ] and also increased concentrations of alanine and 
tyrosine have been detected [ 8 ] as well as acetate, butyrate, ethyl-
butyrate, and butanol [ 11 – 13 ]. In spring, a strong odor has been 
reported from the meltwater after long-lasting ice cover, most 
likely related to the release of encased metabolites, mainly volatile 
fatty acids [ 11 ]. Some of the metabolites are supposed to damage 
cell membranes, resulting in increased microviscosity, increased 
levels of fatty acids, decreased ion uptake, and electrolytic leakage 
[ 14 – 16 ]. It has been proposed that higher ice tolerance is related 
to slower glycolytic metabolism [ 17 ,  18 ].

   When plants escape long-lasting ice cover they often look 
green and healthy at fi rst but then they may wilt and die within a 
few days [ 2 ,  19 ]. It has therefore been proposed that plants are not 
only killed by metabolic toxicity under the ice, but rather by the 
shock exerted by the transition from long-lasting anaerobic condi-
tions under the ice to the effect of open air after the ice melts. The 
transition from anoxia to air is a great shock to the plant and reac-
tive oxygen species (ROS) might develop and subsequently kill the 
plant cells [ 20 ]. This theory is supported by the fact that antioxi-
dants added to the water before icing in a laboratory test have 
increased plant survival [ 11 ]. The ROS are supposed to damage 
cell membranes, as do the accumulated metabolites. Thus, toxicity 
of metabolites under ice and formation of ROS during melting 
may both participate in cell membrane damage during ice encase-
ment. This results in damaged or dead plants appearing after ice 
melt in spring (Fig.  2 ).

2       Materials 

 Details in the laboratory methods used to measure ice tolerance 
vary from author to author. The tests are based on keeping the 
plants in an anoxic environment, usually compact ice, for different 
lengths of time. Here we describe a laboratory method in detail 
that originated from studies on winter cereals in Canada [ 9 ,  21 , 
 22 ] and has later been modifi ed for use in ice tolerance testing of 
grasses [ 23 ] and legumes [ 24 ], Brassica species (winter rape and 
stubble turnip), alpine plants and arctic shrubs [ 3 ,  25 ]. The method 
has been described in detail before [ 3 ]. This is the most reliable 
and common way to measure ice tolerance and the method fi ts bet-
ter for timothy than perennial ryegrass and red clover [ 26 ]. In 
addition to cold acclimated plant material, growth chambers or a 
greenhouse and controlled freezers are needed. 

Ice Encasement Tolerance
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  The plant material should be as homogeneous as possible and 
plants should be cold acclimated before treatment. Plants may be 
artifi cially raised and acclimated in a growth chamber or acclimated 
naturally. The acclimation and management practices, such as 
different cutting regimes or fertilizing, are usually performed 
under fi eld conditions.  

  Plants can be encased in ice in beakers or boxes, with or without soil, 
or they can be enclosed in sealed plastic bags in an anoxic atmosphere 
with or without soil [ 13 ,  18 ]. The oxygen is believed to be quickly 
used up in respiration ( see   Note 1 ). The replicates, beakers, boxes, 
or bags can contain single plants or a bundle of plants.  

2.1  Plant Material

2.2  Anoxic 
Simulation

  Fig. 2    Dead grasses in depressions in a permanent hayfi eld in Iceland (B.E. 
Gudleifsson)       
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  During treatment plants should be kept at natural winter 
temperatures. In nature the temperatures during the winter in the 
plant layer under ice or snow usually fl uctuates around 0 °C [ 27 ]. 
Therefore plants should be tested at subzero temperatures and 
programmed freezers are needed to secure freezing of external 
water to ice. Usually a temperature of −2 °C has been used. The 
freezers should be equipped with a hot gas bypass to minimize 
temperature fl uctuations [ 28 ] ( see   Note 2 ).  

  When plants have been treated by ice encasement, they are removed 
from the freezer and put in a growth chamber or refrigerator at 
4 °C to ensure a smooth transition from frost to growth conditions. 
Then a regeneration area is needed, a greenhouse or growth 
chamber, with suitable temperature, light intensity, soil, and 
humidity. Plants are transplanted into a suitable growth medium 
and kept under conditions that permit growth.   

3    Methods 

 As pointed out by Baadshaug [ 29 ] studies of ice damage may have 
the aim to:

    (a)    Study the impact of climate and plant environment on the 
intensity of damage [ 3 ,  29 ].   

   (b)    Sort out the impact of management on plant tolerance and 
damage [ 30 ,  31 ].   

   (c)    Explore the genetic background of plant tolerance to ice dam-
age [ 32 ].   

   (d)    Study physiological and biochemical processes taking place in 
the plant during cold acclimation and ice damage [ 3 ,  9 ].    

  Different types of studies have been used to approach these 
goals [ 33 – 35 ]. These include sampling studies, indirect measure-
ment of tolerance, fi eld tests, provocation methods, and laboratory 
experiments. 

  Information that is collected on farmland is useful to clarify the 
impact of the environment on ice damage. In spring plant survival 
is evaluated and subsequently related to climatic data during 
winter, soil characteristics, and topographical differences. By 
comparing fi eld survival records with climatic and soil data, the 
relationship between climate, soil, and the type of winter damage 
in Norway and Iceland have been illustrated [ 30 ,  36 – 38 ]. Sampling 
of information on topography, soil conditions, and management 
can provide a basis for investigating the main effects of such factors 
on survival, but uncontrolled conditions and the confounding 
effects of many factors may lead to diffi culties in interpretation. 

2.3  Freezing 
Equipment

2.4  Recovery

3.1  Sampling 
Studies

Ice Encasement Tolerance
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Hakamata et al. [ 39 ] used a sampling method to demonstrate the 
impact of soil conditions and management on ice damage in Japan 
and registered the greatest impact of microtopography on the ice 
encasement injury. These results are illustrated in Fig.  3 . Field 
sampling can help in clarifying the main factors in the impact of 
environment and management on winter damage, but more precise 
experiments are needed to explain the details.

     Such measurements may be used to evaluate ice tolerance. The 
measurements of chemical, physiological, or morphological 
characters that are related to ice tolerance may indicate the level of 
ice tolerance. Indirect measurements are rapid, sensitive, repeatable, 
and usually nondestructive of the plant material. Many plant 
characteristics have been related to winter survival or freezing 
tolerance [ 34 ,  40 ,  41 ], but no such tests have yet been related 
directly to ice encasement tolerance. Although freezing and ice 
encasement are two different stresses, there is a general link 
between tolerance to these two different stress types and LD 50  and 

3.2  Indirect 
Measurements 
of Tolerance

  Fig. 3    Rank of factors affecting survival of grasses in Japanese pastures after ice 
encasement (from [ 2 ] originating from [ 39 ] with permission)       
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LT 50  are highly correlated [ 2 ,  4 ,  26 ]. Therefore, estimates on 
freezing tolerance partly indicate the ice tolerance. Fowler et al. 
[ 42 ] and Gusta et al. [ 41 ] tested the relationship between a number 
of chemical, biochemical, physiological, and morphological 
characteristics and fi eld survival in winter wheat under prairie 
conditions. Most of the characteristics were associated with fi eld 
survival but were of little practical use. The crown LT 50  was best 
correlated and the best predictor of fi eld survival. Because ice 
tolerance is related to anoxic conditions, the measurement of 
respiration rate or production of specifi c metabolites and free 
radicals may indicate the ice tolerance of plants and provide valuable 
information on ice tolerance.  

  Field tests of ice encasement often indicate differences between 
species and cultivars of plants or the effect of management on 
survival [ 37 ,  43 ]. The intensity of winter stresses is often too low 
or too high to separate the treatments and the experiments may 
therefore be of limited value. Small differences in topography will 
affect the snow and ice cover, and may result in variable intensity 
of ice stress in the experiment and increase experimental error. The 
stress levels experienced in fi eld trials have been shown to change 
dramatically over distances as short as a few meters and ice 
encasement damage often exhibits a patchy character (see Fig.  2 ) 
and is unevenly distributed over the experimental area [ 44 – 46 ]. To 
minimize these errors, comparisons should be restricted to plots 
that are in close proximity to one another and topographically 
equal. The results in fi eld experiments are often not presented as 
percent of damage or survival but as yield at fi rst cut or plant cover. 
It is quite understandable that the yield of permanent grassland is 
not a good criterion for estimating damage because weeds, taking 
over the space of killed plants, can partly compensate for the yield 
lost by killed grasses. Therefore direct evaluation of the damage is 
preferred. Ordinary fi eld experiments can be of use in ice 
encasement studies, but these experiments should be backed up by 
climatic data and fi eld observations during winter to establish the 
type of winter damage. Experiments should be placed on well-
leveled fi elds to ensure as equal a stress intensity as possible.  

  This includes monitoring the winter climate and artifi cially 
increasing the ice stress to test plant tolerance in the fi eld. The 
stress is increased by producing compact ice to kill plants and 
measure the ice tolerance [ 27 ,  29 ]. This might be performed on a 
spot with several plant species or cultivars to compare their 
tolerance, where ice cover is established artifi cially by fl ooding the 
plots during frost. To do this, water is poured over framed 
experimental areas. Such experiments have the advantage, 
compared to laboratory experiments, that the plant material is in 
natural conditions. Such experiments are of course highly 

3.3  Field Tests

3.4  The Provocation 
Method

Ice Encasement Tolerance
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dependent on the local winter climate conditions and can in certain 
cases be endangered or completely destroyed by mild winters and 
long-lasting thaws. The ice cover can be protected from melting 
(or from extremely low temperatures) by snow cover or insulating 
materials such as styrofoam (Fig.  4 ). The provocation method has 
been successfully used in many locations and in many years to test 
ice encasement tolerance, but because of diffi culties in monitoring 
the artifi cial ice cover in the fi eld, this method is used only 
sporadically [ 7 ,  27 ,  47 ].

     Laboratory experiments are the most common and most effective 
way to study the impact of ice encasement. This method is therefore 
discussed here in detail. Conditions are much more exactly 
controlled in the laboratory than in the fi eld. Testing the ice 
tolerance of herbage plants involves fi ve steps: plant growth, cold 
acclimation, ice encasement stress, recovery and assessment of 
damage. The plants are cultivated and exposed to the actual stress 
factor in controlled environments. In many cases good agreement 
between the results of ice encasement in the laboratory and fi eld 
survival have been demonstrated [ 26 ,  48 – 50 ], but in some cases 
the relationship was poor [ 51 ], as could be expected where stress 
factors other than ice encasement are involved in the fi eld. The 
laboratory tests have the advantage that extensive plant material can 
be tested for a specifi c stress factor in a relatively short time. 
However, for all laboratory tests there are many crucial questions. 
How old should the plants be when tested, at what stage of 
acclimation should the test be executed, at what temperature should 
plants be tested, and how should the damage be evaluated? 

3.5  Laboratory 
Experiments

  Fig. 4    Ice cover protected with styrofoam in a provocation test in Iceland in early spring 1979 (B.E. Gudleifsson)       
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  It is important to use homogenous plant material. Plants can be 
raised from seeds in the greenhouse or growth chambers or 
alternatively they can be taken from the fi eld. Plants are frequently 
raised in a growth chamber or greenhouse at 18–20/15–17 °C 
day/night with a 16 h photoperiod [ 9 ,  18 ,  23 ,  49 ]. For winter 
annual plants, like the winter cereals, it is natural to test young 
seedlings because they enter winter in the fi eld as seedlings. For 
perennial plants such as grasses and legumes the age of plants 
might affect the results, but in most cases in these species also 
rather young seedlings are preferred in controlled environments in 
order to save time and space. In addition, seedlings are easier to 
handle than older plants with their extensive root systems. Grass 
plants of fi rst year seedlings often survive ice encasement better in 
the fi eld than plants from later production years [ 10 ,  30 ]. In a 
laboratory study there was no difference between seedlings and old 
plants of timothy [ 52 ], indicating that the difference in the fi eld 
may be related to soil compaction that leads to poor plant growth, 
poor cold acclimation, and probably greater anaerobic stress.  

  Plants are cold acclimated in the laboratory for several weeks at low 
temperatures and under short day conditions. Also, frequently 
plants are taken from the fi eld after natural cold acclimation and 
then tested for ice encasement tolerance in controlled environments 
[ 24 ,  51 – 59 ]. They can only be taken from the fi eld before freezing 
of the soil in fall. In other seasons fi eld plants must be acclimated 
artifi cially or collected with a concrete chipper during the winter 
[ 51 ,  57 ,  60 ]. Sometimes fi eld plants are transferred to fl ats in the 
fall and moved to the laboratory after acclimation [ 4 ]. This of 
course involves a slight modifi cation of the environment. Usually 
plant material from the fi eld is not as homogenous as plants from 
growth chambers and the transport from fi eld to laboratory may 
increase that variability. Plants cold acclimated in controlled 
environments usually do not reach the same level of tolerance as 
fi eld derived plants [ 48 ,  58 ,  61 ]. Plants seem to increase their ice 
encasement tolerance under the same acclimation conditions that 
induce freezing tolerance [ 49 ], but timothy and winter wheat seem 
to increase ice encasement tolerance faster than freezing tolerance 
[ 58 ]. In all experiments the environmental conditions during 
growth and cold acclimation should be standardized. Plants are 
frequently acclimated at 2/0 °C day/night at a 16 h photoperiod 
for 2–7 weeks [ 9 ,  51 ]. However, there is still the question at what 
level of acclimation plants should be tested for ice encasement 
tolerance. As pointed out by Larsen [ 33 ] plants in coastal regions 
with a variable climate do not always reach maximum acclimation 
before winter, and in addition ice encasement stress often occurs in 
late winter and early spring when plants have reduced tolerance. 
Therefore, it is not necessary to attain maximal cold acclimation 

3.5.1  Plant Growth

3.5.2  Cold Acclimation

Ice Encasement Tolerance
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before ice encasement. The level of acclimation is not as critical 
when LD 50  is determined using variable duration of icing as when 
survival is measured at a single stress level [ 61 ,  62 ].  

  Stressing includes keeping the plants under anoxic conditions for 
different lengths of time. Anoxic stress during ice encasement has 
been simulated by placing the plants in sealed bags in an N 2  
environment at low temperatures [ 5 ,  63 – 65 ]. This simulation has 
the disadvantage that gaseous substances produced by the plants 
during anoxia will evaporate from the plants into the gaseous 
surroundings. Thus the toxic stress of anaerobic respiration 
products is not as intense in an N 2  atmosphere as in ice. Most 
laboratory experiments with ice encasement have therefore been 
performed in ice at subzero temperatures. The ice encasement tests 
have been executed in boxes or fl ats where the plants are covered 
with ice [ 48 ,  49 ,  54 ,  66 ] or the whole pot with soil and plants is 
submerged in bigger boxes [ 12 ,  67 ,  68 ] ( see   Note 3 ). In some 
cases fi eld or greenhouse grown plants are encased with the root 
system in the soil medium in order to reduce labor and to simulate 
the natural conditions [ 19 ,  55 ,  56 ]. This method increases the 
requirement for freezing space and has not reduced the variability 
between parallels [ 68 ]. There is a possibility of variable air inclusions 
in the soil, thus reducing the anaerobic stress and increasing the 
variability. The removal of soil from plants before ice exposure 
increases the uniformity of stress but adds to the labor needed [ 9 , 
 68 ]. The roots and tops of plants are trimmed to 2–3 cm and plants 
or crown segments are submerged in water in beakers that are 
frozen to solid ice [ 5 ,  9 ,  21 ,  23 ,  68 – 70 ] ( see   Note 4 ). Plants are 
put into cold tap water and ice cubes may be added to speed up 
freezing. The temperature during encasement has varied between 
different studies:

   −1.0 °C [ 21 ,  70 ,  71 ]  
  −2.0 °C [ 4 ,  32 ,  59 ,  66 – 69 ]  
  −2.5 °C [ 12 ,  54 ,  72 ,  73 ]  
  −3.0 °C [ 52 ,  67 ]  
  −4.0 °C [ 47 ,  74 ,  75 ]  
  −5.0 °C [ 5 ,  24 ]    

 The temperature should secure complete freezing of the sur-
rounding water without freezing the plant cells. Cold acclimated 
winter cereal plants start freezing at −6 °C [ 76 ]. It has been dem-
onstrated that survival decreases as the ice encasement temperature 
is lowered [ 21 ,  77 ,  78 ]. Because the exact ice tolerance of the plant 
material is never known beforehand, samples are taken at intervals 
after different lengths of icing. This secures a suitable discrimina-
tion of treatments. In experiments with winter cereals, samples are 

3.5.3  Ice 
Encasement Stress
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taken at daily intervals for up to 2 weeks and for grasses at weekly 
intervals for up to 7 weeks. This method offers the possibility to 
express the results as LD 50 , i.e., the number of days required to kill 
50 % of the plant population [ 61 ].  

  After stressing plants, one or more replicates are removed from the 
freezer at intervals. To reduce the shock and to secure slow melting 
of the ice, the boxes are fi rst transferred to +4 °C and kept there for 
2–4 days before plants are removed from the boxes and transplanted 
into soil for regeneration. The different sampling times increase 
the accuracy of the survival determination but also increase the 
need for plant material and ice encasement space. Even though 
these methods demonstrate differences between plant species in ice 
encasement tolerance, the variability within replicates and parallels 
have been considerable and have limited their use in a breeding 
program [ 69 ,  79 ]. Efforts have been made to reduce this variability 
[ 80 ] ( see   Notes 1–5 ).  

  When the plants have recovered from the stress, the impact of 
stress is evaluated. The impact can be evaluated in several ways, 
including plant survival, cell damage, and metabolite production. 
This makes it possible to separate the tolerance of different species 
and cultivars and even the impact of different management 
practices. Several methods have been developed to determine the 
injury quickly after stressing. Smillie & Hetherington [ 63 ] used 
chlorophyll fl uorescence of wheat leaves and demonstrated that 
FR, the maximal rate of the induced rise in chlorophyll fl uorescence, 
decreased more in sensitive than in tolerant cultivars during 
anaerobic stress. Tanino & McKersie [ 19 ] determined cell viability 
after ice encasement of winter wheat by tetrazolium staining and 
observed that crown cells were viable immediately after ice 
encasement, which was lethal to the plants, and that cell viability 
was lost during the fi rst days of regrowth. Many scientists have 
used plant regrowth or dry matter yield as a measure of ice 
encasement injury [ 24 ,  29 ,  81 ]. The dry matter yield is not a good 
criterion of damage when plants of different species or different 
ages are compared [ 24 ] but, as pointed out by Larsen [ 33 ], when 
comparing material with little genetic variation in tolerance, the 
scoring of vigor or amount of regrowth seems to express plant 
differences best. The percent surviving plants is probably the most 
reliable determination of injury and it is also most widely used 
( see   Note 5 ). It should be noted that bacteria might be involved 
in the damage to plants during regeneration after freezing [ 82 ] or ice 
encasement [ 83 ,  84 ], but their role is still unknown. When plants 
have recovered, the damage is registered, and each plant is evaluated 
as dead or alive. LD 50  is then calculated for each treatment 
based on the regression line between days in ice and survival. 

3.5.4  Recovery 
from Stress

3.5.5  Assessment 
of Damage

Ice Encasement Tolerance
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As the plants may be partly harmed and may gradually loose vigor 
during the regeneration, scoring of the vigor of each plant on a 
scale of 0 (dead) to 9 (unharmed) has been used, as illustrated in 
Fig.  5 . This has increased the accuracy of the test [ 33 ,  67 ].

4         Notes 

     1.    Plants may be tested with the roots incorporated in soil or 
alternatively the roots can be washed clean of soil and the test-
ing performed on more or less clean plants. As the soil will in 
most cases include some air bubbles, testing of clean plants is 
expected to involve a stronger stress and to be more reliable. 
Cold tap water must be used to wash the plants to prevent loss 
of tolerance.   

   2.    Since many samples are tested at the same time, it is important 
that samples are equally spread in the freezer. Care should be 
taken that samples do not touch the sides of the freezer. To 
ensure equal temperature a net bottom should be inserted 
10–20 cm above the bottom of the freezer with a fan blowing 
continuously underneath to equalize the temperature.   

   3.    When plants are kept encased in boxes for a long time, as is 
needed for grasses, the ice can sublimate from the ice surface. 
Therefore the boxes should be closed with caps or alternatively 
water should be added occasionally in small doses to the ice 
surface.   

  Fig. 5    Scoring of damage on single plants after freezing [ 67 ]       
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   4.    When plants without soil are submerged in water they may 
fl oat up and stay on the water surface until the water freezes to 
ice. To sink them a small spike may be attached to the plant 
bundle with a rubber band.   

   5.    The timing of evaluation varies from one experiment to 
another, depending partly on growth conditions. If each plant 
is evaluated on a scale of 0–10, the evaluation is undertaken 
before complete death, but if the evaluation is based on dead/
alive plants, it is performed later.         
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    Chapter 18   

 Characterization of Ice Binding Proteins 
from Sea Ice Algae  

           Maddalena     Bayer-Giraldi     ,     EonSeon     Jin    , and     Peter     W.     Wilson   

    Abstract 

   Several polar microalgae are able to live and thrive in the extreme environment found within sea ice, 
where growing ice crystals may cause mechanical damage to the cells and reduce the organisms’ living 
space. Among the strategies adopted by these organisms to cope with the harsh conditions in their 
environment, ice binding proteins (IBPs) seem to play a key role and possibly contribute to their suc-
cess in sea ice. IBPs have the ability to control ice crystal growth. In nature they are widespread 
among sea ice microalgae, and their mechanism of function is of interest for manifold potential appli-
cations. Here we describe methods for a classical determination of the IBP activity (thermal hysteresis, 
recrystallization inhibition) and further methods for protein characterization (ice pitting assay, deter-
mination of the nucleating temperature).  

  Key words     Sea ice microalgae  ,   Diatoms  ,   Ice binding proteins  ,   Antifreeze  ,   Thermal hysteresis (TH)  , 
  Nanoliter osmometer  ,   Recrystallization inhibition (RI)  ,   Recrystallometer  ,   Pitting assay  ,   Nucleation  , 
  Supercooling  ,   Lag time  

1      Introduction 

 Sea ice is mainly a two-phase system, and its porous structure is 
largely determinant for biological activity within ice. During ice 
formation, solutes in the seawater are excluded from the ice matrix 
and segregate into brine droplets or brine channels, generally 
defi ned as brine inclusions inside sea ice [ 1 ]. Outfl ow of high salin-
ity brine and infl ow of seawater of lower salinity, as well as further 
cooling, cause brine inclusions to narrow and eventually separate 
into individual pockets divided by ice bridges. 

 Despite the harsh conditions that govern the conditions within 
sea ice, where temperatures range from about −1.8 °C on the bot-
tom to −20 °C or less on the top [ 2 ,  3 ], and brine salinities can be 
as high as 200 on the Practical Salinity Scale, corresponding to 
roughly 200 g/kg [ 4 ], brine inclusions offer a habitat for a variety 
of microalgae. These algae play a crucial role for the ecology of the 
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Polar Oceans, since they represent a concentrated food source in 
the low-productivity ice-covered sea and in the months of melting 
they initiate blooms by seeding the water column [ 5 ]. Algae have 
been found distributed within brine inclusions throughout the 
entire thickness of the ice column. 

 The strategies adopted by ice microorganisms to cope with 
conditions in sea ice remain to be unraveled. Recent studies showed 
that several organisms that populate sea ice, spreading from bacte-
ria [ 6 ] to diatoms [ 7 – 12 ] and a crustacean species [ 13 ], have ice 
binding proteins (IBPs). These proteins are common in polar spe-
cies, but lack in temperate organisms [ 14 ], suggesting that IBPs 
play a key role in adaptation to subzero conditions. The nomencla-
ture of these proteins varies, depending on authors, from ice bind-
ing to antifreeze or ice structuring (for reviews  see  refs.  15 ,  16 ). In 
the generally accepted adsorption–inhibition model describing the 
mechanism of action of IBPs, proteins bind to the ice lattice and 
locally inhibit ice growth by the Gibbs-Thomson effect [ 17 ,  18 ]. 
Recent publications showed that some IBPs organize water mole-
cules into an ice-like structure that matches defi ned planes of the 
ice crystal, and is then gradually frozen into the ice lattice [ 19 ,  20 ]. 
One of the most prominent and best described effects of IBPs is 
thermal hysteresis, which describes the lowering of the freezing 
point of a solution below the melting point. Another effect which 
defi nes IBPs is inhibition of recrystallization, the grain boundary 
migration resulting in a growth of larger crystals at the expense of 
small grains. 

 The biological role of IBPs from sea ice microalgae remains an 
open question. The importance of some IBP families, as observed 
in fi shes or insects, lies in lowering the freezing point below envi-
ronmental temperature, in order to avoid ice formation in cells or 
organs. Other IBPs have the function to inhibit recrystallization, 
as it has been suggested for plant IBPs. In the context of sea ice, it 
seems unlikely that the biological role of IBPs may be thermal 
hysteresis (measured in the order of 1 °C) or recrystallization inhi-
bition. Most of the IBPs from sea ice algae are active extracellu-
larly. It has been suggested that they are trapped and accumulate 
within a layer of extracellular polysaccharide substances (EPS) 
secreted by several sea ice organisms [ 11 ]. Microalgal IBPs pro-
duced recombinantly or collected from spent growth medium 
affect the structure of the ice surface, causing pitting and charac-
teristic microstructural features [ 7 ,  8 ,  11 ]. This suggests that the 
proteins shape their frozen environment in order to increase their 
habitable space within sea ice. 

 However, the characterization of IBPs is of relevance not only 
to understand their functional role in sea ice but also in the frame 
of possible applications of IBPs in the medical fi eld, in the food 
industry, and in other fi elds related to a control of ice crystals. 
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 In the following we present some standard techniques to 
determine the protein activity in terms of thermal hysteresis (TH) 
and recrystallization inhibition (RI), which defi ne the proteins as 
ice binding. Also, we present further methods (ice pitting assay, 
determination of the nucleating temperature) to characterize the 
activity of IBPs.  

2    Materials 

      1.    Naoliter Osmometer.   
   2.    Glass micropipettes (pre-pulled or pulled individually), rubber 

tubes fi tting the micropipettes.   
   3.    Nanoliter osmometer: cooling stage, sample holder plate with 

sample wells [ 6 – 8 ], controlling unit.   
   4.    Tap water if colder than 18 °C or refrigerated circulating cool-

ing fl uid, dry air (nitrogen gas), stereo microscope, coverglass.   
   5.    Immersion oil A (viscosity 150 cSt(lit)), B (viscosity 1,250 

cSt(lit)), thermal heatsink paste, fi ne needles, chloroform.      

      1.    Optical recrystallometer (Otago Osmometers Ltd, Dunedin, 
New Zealand).   

   2.    Refrigerated circulating cooling fl uid (ethylene glycol), dry air 
(nitrogen gas).   

   3.    Multimeter.   
   4.    Sample glass tubes (dimensions 8 mm outer diameter, 0.45 mm 

wall thickness, 8 cm high).   
   5.    A beaker with 100 % ethanol cooled over night to −40 °C or 

−80 °C.      

      1.    Ice-pitting instrument (Figs.  1  and  2 ) composed of a sample 
holder with the IBP solution set in a temperature- controlled 
bath with refrigerated circulating cooling fl uid.

        2.    Optical microscope.   

2.1  Measurement 
of Thermal Hysteresis 
Using a Nanoliter 
Osmometer

2.2  Measurement 
of Ice Recrystallization 
Using an Optical 
Recrystallometer

2.3  Ice Pitting 
Activity of IBPs

Handle

Sample tube

Antifreeze
solution

Alcohol bath

Glass slide

Microscope

Basal
plane

Pits

c axisLight

Ice crystal

  Fig. 1    Schematic of experimental instrument used to observe growth of ice crys-
tals [ 27 ]       
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   3.    Digital camera or movie-clip recording instruments.   
   4.    Glass Petri dishes.   
   5.    Glass slides (Dimension of slides: 0.5 cm (width) × 4 cm 

(height) × 0.1 cm (depth)).   
   6.    Glass sample tubes (Dimension of rectangular part: 1 cm 

(width) × 0.5 cm (depth) × 2 cm (height).      

      1.    Automatice lag time apparatus (purpose built by Otago 
Osmometers Ltd, Dunedin, New Zealand).   

   2.    Dry air source.   
   3.    Refrigerated circulating cooling fl uid (isopropanol/water mix).   
   4.    Data recorder.   
   5.    Purpose built cold stage to sit DSC pan on or modifi ed com-

mercial cold stage capable of reaching –30 °C.   
   6.    Aluminum DSC pans.       

3    Methods 

   One characteristic of IBPs is their ability to lower the freezing 
point of a solution and separate it from the melting point [ 21 – 23 ]. 
This effect, known as thermal hysteresis (TH), is non-colligative 
and differs from equilibrium freezing point depression, where 
freezing and melting temperatures still coincide. Thermal hysteresis 
is easily determined with the Nanoliter Osmometer [ 24 ], 

2.4  Measuring 
the Ice Nucleation 
Properties of IBPs 
from Sea Ice Algae

3.1  Measurement 
of Thermal Hysteresis 
Using a Nanoliter 
Osmometer

Coolant bath
Control box

Optical microscopy
(Olympus SZ51)

Digital camera
(Olyjmpus C-5050WZ)

  Fig. 2    Instrument for ice-pitting assay in the laboratory       
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which measures the melting and the freezing points of small 
volume samples (1–10 nl). We describe a measurement performed 
with the Clifton Nanoliter Osmometer (Clifton Technical Physics, 
Hartford, NY), but other osmometers follow the same principle 
(Otago Osmometer Ltd, Dunedin, New Zealand or LabVIEW 
operated devices, [ 25 ]). The Clifton Nanoliter Osmometer (Fig.  3 ) 
consists of a cooling stage, operated by a Peltier element, in contact 
with a sample holder plate. The cooling stage is regulated by a 
controller unit, which permits temperature adjustment in the range 
of approximately 1mOs = 0.00186 °C. Samples are viewed through 
a stereo microscope. Sample drops are loaded into wells in the 
sample holder plate, which are fi lled with oil to reduce sample 
evaporation, the melting and freezing points are determined visually.

     1.    Pull the glass micropipettes with a capillary puller in order to 
have a sharp end. If the fi ne end of the micropipette is closed, 
open it by gently scratching it ( see   Note 1 ).   

   2.    Fill the glass micropipettes and the rubber tubes by setting 
them over night in immersion oil A.   

   3.    Assemble the sample loading tube connecting each tube to 
two micropipettes, one on each end ( see   Note 2 ).   

   4.    Connect the cooling fl uid device to the osmometer.   
   5.    Set the sample holder plate (cleaned in chloroform and dried) 

on the cooling stage using thermal paste ( see   Note 3 ). Fill the 
sample wells on the sample holder plate with immersion oil B 
using a fi ne needle.   

   6.    Cover the sample with immersion oil A to avoid evaporation.   
   7.    Load the sample into a sample loading tube by gently pressing 

the rubber part of the tube and then releasing it when sub-
merged in the sample. Clean the loading tip with a tissue to 
remove remains of sample and obtain a clean tip.   

  Fig. 3    Clifton Nanoliter Osmometer and loaded samples. ( a ) Controlling unit and cooling stage positioned on a 
stereo microscope; ( b ) Cooling stage with central sample holder plate, one cent coin for size comparison; ( c ) 
Sample holder plate viewed with stereo microscope, with samples within each of the 8 oil-loaded wells       
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   8.    Carefully insert the clean tip of the sample loading tube into a 
sample well. Release a drop of liquid by gently pressing the 
rubber part of the tube ( see   Note 4 ). Fill in all wells.   

   9.    Turn on the dry air to avoid condensation during measure-
ment and cover the sample plate with a coverglass.   

   10.    Set the temperature of the osmometer slightly below melting 
temperature. Turn on the osmometer, shock-freeze samples at 
−40 °C. A sudden color change of the samples, from clear to 
dark, indicates their freezing. Release the Freeze switch and 
adjust temperature to the melting point.   

   11.    Melt sample until only one crystal is left ( see   Note 5 ). Adjust 
the volume of the crystal to be as small as possible. Observe the 
crystal and note melting temperature (shrinking of the grain).   

   12.    Slowly lower temperature and note freezing temperature (grain 
growth). The presence of IBPs becomes evident in a “hyster-
esis gap,” a temperature range between freezing and melting 
point. Within this range the crystal will neither melt nor grow. 
The freezing of the sample can be observed as a “burst,” if 
protein concentration is not too low ( see   Note 6 ).    

    Ice grains, especially small grains after shock-freezing, are subjected 
to instabilities causing migration of grain boundaries. This effect, 
called ice recrystallization, leads to the growth of the larger ice 
crystals, at the expenses of the smaller ones. Temperatures close to 
the melting point accelerate the recrystallization. A characteristic for 
IBPs is their ice recrystallization inhibition (RI), as they stabilize the 
original grain dimensions [ 26 ]. This effect can be measured with an 
Optical Recrystallometer. After shock-freezing, a sample appears 
optically thick, due to the several, small ice grains, whereas a 
recrystallized sample with few, large grains is clear. The recrystallometer 
detects the light intensity of a beam passing through the sample and 
gives an estimate of the recrystallization process (Fig.  4 ).

     1.    Connect the recrystallometer to the cooling fluid device 
and to the dry air supply. Connect the multimeter to the 
recrystallometer.   

   2.    Turn on the recrystallometer and set the temperature to an 
annealing temperature close to the melting point, e.g., −4 °C 
( see   Note 7 ).   

   3.    Cool the sample tubes for at least 10 min in the cooled ethanol 
( see   Note 8 ).   

   4.    Load the sample (150 μl) into the sample tubes using a Pasteur 
pipette. The solution will freeze immediately ( see   Note 9 ). Put 
the tube back into the cool ethanol, incubate for 30 min.   

   5.    Take the sample and quickly dry the tube with a tissue to 
remove the ethanol ( see   Note 10 ). Position the tube into the 
recrystallometer.   

3.2  Measurement 
of Ice Recrystallization 
Using an Optical 
Recrystallometer

Maddalena Bayer-Giraldi et al.
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   6.    Turn on the recrystallometer’s light beam.   
   7.    Start the multimeter. Measure for 1 h or the time more appro-

priate for your needs.   
   8.    Download the multimeter results expressed as tension (mV). 

Recrystallization causes an increase in tension over time, which 
is less marked in samples with IBPs (Fig.  4 ).    

    IBPs have the ability to bind to ice surfaces and to prevent the 
growth of ice. The proteins usually bind specifi c planes of an ice 
crystal, typical for each protein family. Within the hysteresis gap 
between the melting and the freezing points ( see  Subheading  3.1 ) 
the crystal will only grow in the directions not affected by the 
proteins, developing characteristic pitting patterns (Fig.  5 ). For a 
simple determination of ice binding activity from samples, the 
depth and degree of the pitting deformations on small ice plates 
can be observed and the ice binding activity can be determined 
qualitatively [ 27 ,  28 ].

     1.    Prior to the experiment, check the osmolality of the samples. 
The temperature of the cooling liquid in the temperature- 
controlled bath should be slightly below the freezing point. In 
case of osmolality of approximately 1,000 mOsm/kg, set the 
temperature to −1.9 °C.   

   2.    Fill half of the glass Petri dish with distilled water previously 
degassed by vacuum pump, to create the ice plates for the assay.   

3.3  Ice Pitting 
Activity of IBPs
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  Fig. 4    Recrystallization measured using the Optical Recrystallometer. The negative control ( red ) with a buffer 
(phosphate-buffered saline) recrystallizes over time, which can be seen as an increase in voltage due to higher 
light intensities passing through the sample with larger ice grains. In the presence of IBPs the signal does not 
change over time, grains maintain their small dimensions (Color fi gure online)       
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   3.    Shock-freeze the water by incubating at −20 °C for 
 approximately 40 min, in order to make a fl at ice sheet of 
approximately 0.5 mm thickness ( see   Note 11 ).   

   4.    Cool a glass slide at −20 °C.   
   5.    Prepare a 0.5 cm × 0.5 cm piece of ice from the Petri dish and 

attach it to the chilled glass slide.   
   6.    Put the sample tube fi lled with approximately 1.0 ml of the 

solution to be tested into the temperature-controlled bath. 
Adjust the position for optimal observation of the samples.   

   7.    Put the glass slide with the ice piece into the cooled sample 
tube with great care ( see   Note 12 ).   

   8.    Adjust the focus and magnifi cation of the optical microscope 
and take pictures of the deformation on the surface of the ice 
sheet.    

    Determination of the ice nucleation properties of proteins from 
polar algae requires multiple measurements on the same batch, in 
the same container, since the temperature of nucleation always 
differs with successive runs, even when all other factors are kept 
constant. Polar diatoms synthesize IBPs, but it remains unclear 
what the actual purpose of these proteins is during the life cycle of 
the diatoms [ 11 ]. One possibility is that they use them to bind to 
the sea ice and remain in the photo-layer. In order to determine if 
diatoms enhance or inhibit ice nucleation we must fi rst know the 
average nucleation temperature of the culture medium, in its 
container. It is often the container which causes nucleation of 
supercooled solutions—a scratch on the wall, a piece of dirt, etc. 
We describe here two methods for analyzing the nucleation 
characteristics of diatoms, the fi rst requires a purpose-built device 
known as an automatic lag time apparatus (ALTA), while the 
second is simpler, requiring only a cooling stage and differential 
scanning calorimeter (DSC) pans. 

3.4  Measuring 
the Ice Nucleation 
Properties of IBPs 
from Sea Ice Algae

  Fig. 5    Images of the deformation on the ice surface as seen with the ice-pitting assay. Scale bars indicate 
1 mm [ 28 ]       
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  ALTA repeatedly supercools a single liquid volume until it freezes 
[ 29 ]. The sample is cooled linearly, freezing is detected optically, 
the sample warmed and the process repeated around 200 times, as 
shown in Fig.  6  ( see   Notes 13  and  14  for details).

     1.    A volume of typically 200 μl is placed in a glass tube which 
resides snugly in a hollowed-out 10 mm thick aluminum block. 
A thermocouple rests outside the tube to prevent unwanted 
nucleation sites within the liquid.   

   2.    The metal sample holder is sandwiched between two Peltier 
modules which are used to heat and cool the sample by com-
puter control. Excess heat is removed by heat sinks cooled by 
fl owing isopropanol and water.   

   3.    The freezing of the sample is monitored by the (interrupted) 
transmission of a low power diode laser, which causes the com-
puter to switch direction of the current to the Peltiers. The 
sample is then heated to 283 K, or more, for some time to 
ensure melting of all residual ice crystals prior to commencing 
another run.    

    A simpler method is to use a DSC pan sitting on a cold stage, with 
a typical sample volume of 10 μl of water, which will supercool and 
freeze at about −23 °C [ 30 ] (Fig.  7 ). What temperature will the 
water/solution freeze at (in that pan) if a sample of diatoms is 
added?

     1.    Sample is added to the DSC pan, a cover slip placed on top and 
cooling of the pan begun.   

   2.    The freezing event is detected optically and temperature of 
freezing recorded.   

   3.    The current to the cold stage peltiers is reversed and the DSC 
pan is heated to above 10 °C in order to melt the ice.   

   4.    The process is then repeated, at least 50 times.    

 3.4.1  Measurements 
with an Automatic Lag 
Time Apparatus

 3.4.2 DSC Pan Type 
Measurement

Coolant

Laser

Photodiode

A1 block

Sample (in NMR tube)
Peltier

Brass heat sink

Thermocouple

Peltier current

  Fig. 6    Schematic of the automatic lag time apparatus (ALTA)       
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4        Notes 

     1.    You can control the opening size of the micropipette tip by 
immersing it into water and passing air though the micropi-
pette. The size of the air bubbles will be indicative for the tip 
opening.   

   2.    Take care to remove air bubbles from the sample loading tubes 
by gently pressing the rubber part.   

   3.    Use only a small amount of paste. Too much paste will mix 
with the immersion oil and disturb the measurement. Distribute 
the paste homogeneously on the sample holder and press it 
carefully on the cooling stage, in order to ensure maximal heat 
transfer between the cooling stage and the sample holder plate.   

   4.    The diameter of the liquid sample drop should be around half 
the diameter of the well. You can control the size by pressing 
or releasing the rubber part of the sample loading tube. The 
sample should fl oat in the oil and be positioned centrally within 
the sample well, without any direct contact with the plate. The 
sample can be carefully moved with a fi ne needle.   

   5.    The bias on the freezing point due to the supercooling effect 
is avoided by observing one individual crystal.   

   6.    Temperature changes should be performed carefully and not 
too fast, since the temperature response of the osmometer is 
slow. For time dependency of TH measurements see [ 25 ].   

   7.    The system needs approximately 45 min to adjust to the set 
temperature.   

   8.    The tubes should be inserted by approximately 2/3 into 
ethanol.   

   9.    Set the tip of the pipette on the bottom of the sample tube, 
release the sample and quickly withdraw the pipette before the 
sample freezes.   

HS

TT P S
CS

TEC

CF

  Fig. 7    Schematic of the second experimental arrangement: heat sink (HS), ther-
moelectric cooling (TEC), cooling fl uid (CF), thermal transfer material (TT), DSC 
pan (P) with liquid sample (S) inside, and cover slip (CS). Freezing is detected 
optically from above       
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   10.    Dry the glass carefully but do not hesitate to quickly set the 
tube into the recrystallometer in order to avoid condensation. 
Water on the glass surface may freeze the tube to the recrystal-
lometer, causing errors in measurement and breaking of the 
tube.   

   11.    In order to obtain ice with a fl at surface, any disturbance or 
shock during the freezing process should be avoided.   

   12.    When attaching the ice on the chilled glass slide, small drops of 
water can help to bind the ice to the cooled glass. After the 
attachment of the ice on the slide, residual water on the glass 
slide should be removed by precooled clean tissues.   

   13.    Figure  8  shows these data collected from 200 consecutive 
heating/cooling cycles on a sample which was cooled at 
0.018 K/s. We call this type of plot a “Manhattan” and it 
neatly demonstrates the stochastic nature of the nucleation 
process. The lack of slope of the Manhattan indicates that the 
sample has not changed during these many hours of recording 
freeze/thaw cycles [ 31 ].

       14.    The natural defi nition of the supercooling point (SCP) is the 
temperature at which the curve crosses the 50 % unfrozen 
mark, called here a T50. For the data shown in Fig.  9 , the 
proposed SCP, or T50, is 8.17 K below the melting point. 
Adding substances to the sample tube can shift the S-curve to 
warmer T50s if they enhance nucleation, or to colder regimes 
if they inhibit nucleation, probably by masking potential 
nucleation sites inside the existing sample of liquid and/or 
container. To determine if sea ice microalgae or their IBPs 
have any effect on the nucleation temperature, the T50 must 
fi rst be determined for a sample volume of the culture medium, 
in the container in which they will be measured [ 32 ]. The 
level of supercooling afforded by the osmolality of the solution 
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  Fig. 8    Manhattan for a typical set of runs on ALTA, showing the stochastic nature 
of nucleation, where each run on the same sample freezes at a different 
temperature       
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is 2.0 times the melting point depression [ 33 ], i.e., if water in 
a given pan has a T50 of −20 °C then sea water in the same 
pan will have a T50 of (2.0 × −1.9) = 3.8 °C colder, i.e., 
−23.8 °C. If the T50 of a given pan with culture medium is 
−24 °C and the new T50 is −19 °C the IBPs or algal cells have 
enhanced nucleation, if it is −28 °C the algae have produced 
some substance which is helping to inhibit nucleation. It is 
also critical that the addition of diatoms does not cause any 
slope to the Manhattan, which would mean that the sample is 
changing, almost certainly due to breaking up of the diatoms 
into smaller pieces—with rougher edges or in some way better 
ability to nucleate ice.
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    Chapter 19   

 Isolation and Characterization of Ice-Binding 
Proteins from Higher Plants 

              Adam     J.     Middleton    ,     Barbara     Vanderbeld    ,     Melissa     Bredow    , 
    Heather     Tomalty    ,     Peter     L.     Davies    , and     Virginia     K.     Walker      

  Abstract 

   The characterization of ice-binding proteins from plants can involve many techniques, only a few of which 
are presented here. Chief among these methods are tests for ice recrystallization inhibition activity. Two 
distinct procedures are described; neither is normally used for precise quantitative assays. Thermal hyster-
esis assays are used for quantitative studies but are also useful for ice crystal morphologies, which are 
important for the understanding of ice-plane binding. Once the sequence of interest is cloned, recombinant 
expression, necessary to verify ice-binding protein identity can present challenges, and a strategy for recov-
ery of soluble, active protein is described. Lastly, verifi cation of function  in planta  borrows from standard 
protocols, but with an additional screen applicable to ice-binding proteins. Here we have attempted to 
assist researchers wishing to isolate and characterize ice-binding proteins from plants with a few methods 
critical to success.  

  Key words     Ice-binding proteins  ,   Antifreeze proteins  ,   Ice-recrystallization inhibition  ,   Thermal hysteresis  , 
  Ice crystals  ,   Ice affi nity purifi cation  ,   Disulphide bonds  ,   Floral dip  ,   Guttation fl uid  

1      Introduction 

    Ice-binding proteins (IBPs) have variously been named thermal 
hysteresis proteins, ice recrystallization inhibition (IRI) proteins, 
ice structuring proteins, and antifreeze proteins. Whatever the 
name, the study of IBPs from higher plants does not appear to be 
as popular as the isolation and characterization of those from other 
organisms. Many examples of IBPs are from freeze-intolerant fi sh 
and insects. These, in contrast to many plant IBPs described to 
date, show more thermal hysteresis (TH) activity, defi ned as the 
depression of the freezing point relative to the melting point. 
The strategy of plants we have studied is to survive low environ-
mental temperatures by actually freezing with no substantial super-
cooling. Freezing initiates where the solute concentration is low, in 
the vascular tissues and the apoplast [ 1 ]. The resulting elevated 
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intracellular osmolarity, as well as the production of cold shock 
proteins, chaperones, and other molecules helps confer cellular low 
temperature protection. Presumably membranes are vulnerable to 
the advance of ice crystal spicules coming from the extracellular 
space and IBPs could control that growth. At temperatures close 
to the melting point, they inhibit the typical growth progression of 
large ice crystals at the expense of small ones. This phenomenon is 
referred to as Ostwald ripening or ice recrystallization [ 2 ]. It was 
the observation that grass had high IRI activity that helped spur 
more research into these proteins derived from higher plants [ 3 ]. 
Ice recrystallization is a major challenge in the transport and stor-
age of frozen foods, and industry turned to the high IRI found in 
plants for a solution to this problem. 

 As a consequence of commercial interest, it is likely that much 
of the research on plant IBPs has not been released. Even a quick 
appreciation of the wide-spread distribution of IBPs in higher 
plants can best be obtained by perusing the patent literature. 
References can be accessed at: tinyurl.com/k5bmebd, tinyurl.
com/m2olwo3, tinyurl.com/kkvyrk9, tinyurl.com/jw8omup, 
tinyurl.com/kza2pky, as well as the academic literature (e.g., [ 4 – 17 ], 
among others). As these citations indicate, IBPs have been reported 
in a variety of gymnosperms (e.g., spruce and Ginko), angiosperms 
(e.g., brassicas, carrot, onion, asters, plantain, potato, dandelion, 
night shade, maple, legumes, cotton wood, privet, sea buckthorn, 
and oak), and a variety of monocots, mostly grasses and cereals 
(e.g., onion, rye grass, fescue, bamboo, brome, bentgrass, daylily, 
triticale, spring oats, barley, and rye). In our own labs, undergradu-
ate students have identifi ed numerous additional vascular plants 
with IRI activity, but IRI or even TH activity does not ensure that 
there is an associated IBP, and thus these are not reported here. 
Our goal in this paper was to present the following methods 
designed to be useful for those moving from “prospecting” for new 
plant IBPs to expression of these  in planta .  

2    Materials 

      1.    10 μL capillaries (e.g., Drummond Microcaps).   
   2.    Buffer (e.g., 50 mM Tris–HCl, pH 7.5 or phosphate-buffered 

saline; generally keep the salt concentration <100 mM).   
   3.    Vacuum grease.   
   4.    Packing tape (e.g., duct tape).   
   5.    95 % Ethanol.   
   6.    Dry ice.   
   7.    A double-walled glass chamber containing clear ethylene gly-

col and attached to a low temperature circulating bath fi lled 

2.1  IRI (Capillary)
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with clear ethylene glycol, surrounded by Styrofoam insulation 
(Fig.  1 ).

       8.    Dissecting microscope, capable of 40× magnifi cation and fi tted 
with a camera port.   

   9.    Two polarizing fi lters or a section cut from a polarizing fi lm; 
with one fi lm placed below the objective and the other resting 
at the bottom of the insulated chamber (Fig.  1 ).      

      1.    Buffer: as suggested for the capillary assays.   
   2.    Tube with a diameter of at least 5 cm and a minimum length 

of 1 m.   
   3.    Retort stand and carpenter’s level or plumb line.   
   4.    Metal block (e.g., an inverted heating block).   
   5.    Polystyrene container (e.g., a chemical shipping box).   
   6.    Dry ice.   
   7.    Glass microscope cover slides.   
   8.    A double-walled glass chamber attached to a low temperature 

circulating bath fi lled with clear ethylene glycol, surrounded by 
Styrofoam insulation (Fig.  1 ; also used for the capillary method).   

   9.    Hexane or isooctane (2,2,4-trimethyl pentane) for use inside 
chamber.   

   10.    Desiccation beads ( see   Note 1 ).      

      1.    Nanolitre osmometer (see Bayer-Giraldi et al., this volume).   
   2.    Sample of protein or a plant extract at a suitable concentration 

to allow measurement of TH ( see   Note 2 ).      

2.2  IRI (Splat)

2.3  TH and Ice 
Crystal Morphology

  Fig. 1    Assembly of the double-walled glass chamber fi lled with clear antifreeze, 
hexane or isooctane (2,2,4-trimethyl pentane) and used for annealing at −4 °C 
and the subsequent examination of ice crystals for the ice recrystallization 
inhibition assays (both capillary and splat methods)       
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      1.    A putative open reading frame from an IBP cloned into an 
expression vector (such as pET24a) and transformed into T7 
RNA polymerase-compatible cells. Stop codons must be 
excluded from the 3′ end and the sequence will need to be 
cloned into the appropriate restriction sites to incorporate the 
poly-histidine tag (6× His; e.g., NdeI and XhoI for pET24a).   

   2.    Lysogeny Broth (LB): 10 g/L tryptone, 5 g/L yeast extract, 
10 g/L NaCl, pH adjusted to 7.5 with NaOH. Autoclave and 
allow to cool. Add appropriate amount of antibiotic just prior 
to inoculation (e.g., for pET24a use fi lter sterilized 50 μg/mL 
kanamycin).   

   3.    Filter sterilized isopropyl β- D -1-thiogalactopyranoside (IPTG: 
dissolved in 10 mL of dH 2 O to use at a fi nal concentration of 
0.5 mM) prepared fresh before use ( see   Note 3 ).   

   4.    8 M urea stock solution: deionize by incubating with mixed 
resin ion exchange beads (5 g/ 100 mL of sample) for 2 h at room 
temperature on a shaker (100 rpm). Beads are subsequently 
removed using a vacuum fi lter and the solution is degassed by 
placing the liquid in a sidearm fl ask while applying a vacuum. 
Adjust to pH 8.0 ( see   Note 4 ).   

   5.    Buffers will vary, depending on the properties of the IBP. For 
purifi cation under denaturing conditions buffers should be 
prepared fresh on the day of use ( see   Note 5 ). 
 Buffer A (Lysis Buffer): 10 mM Tris–HCl, 100 mM NaCl, pH 8.0. 
 Buffer B (Denaturing Buffer): 8 M urea, 100 mM NaH 2 PO 4 , 

10 mM Tris–HCl, 10 mM β-mercaptoethanol, 2 % glycerol 
(v/v), pH 8.0. 

 Buffer C (Wash Buffer): 8 M urea, 100 mM NaH 2 PO 4 , 10 mM 
Tris–HCl, 10 mM β-mercaptoethanol, pH 6.3. 

 Buffers D (Elution Buffer): 8 M urea, 100 mM NaH 2 PO 4 , 
10 mM Tris–HCl, 10 mM β-mercaptoethanol, pH 5.9. 

 Buffer E (Elution Buffer): 8 M urea, 100 mM NaH 2 PO 4 , 
10 mM Tris–HCl, 10 mM β-mercaptoethanol, pH 4.5. 

 Buffers F-I (Dialysis Buffers): Four separate buffers containing 
either 6 M urea (F), 4 M urea (G), 2 M urea (H) or no 
urea (I) plus 100 mM NaCl, 15 mM Tris–HCl, 2 mM 
β-mercaptoethanol, 2 % glycerol (v/v), pH 8.0.   

   6.    Mini EDTA-free protease inhibitor cocktail tablets (e.g., from 
Sigma-Aldrich Co.).   

   7.    Centrifuge bottles.   
   8.    Ni-NTA beads and gravity fl ow column.   
   9.    Dialysis tubing.   
   10.    Incubator shakers set at 37 °C and 24 °C.      

2.4  Insoluble 
Recombinant Plant 
IBPs
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      1.    Programmable circulating water bath fi lled with ethylene gly-
col or antifreeze (plumbing or automotive). Attach the brass 
cooled probe to the inlet and outlet ports of the bath.   

   2.    Stir plate and small stir bar (~15 mm × 7 mm).   
   3.    Lab jack.   
   4.    Insulated container to fi t a 100 mL beaker.      

      1.    A stationary phase liquid culture of a suitable  Agrobacterium  
strain (e.g., GV3101, LBA4404, EHA105) confi rmed to be 
carrying a binary vector (e.g., pCambia1305). This must 
include the desired promoter (e.g., the constitutive promoter 
CamV 35S or an inducible promoter such as the plant-specifi c 
cold-inducible RD29A promoter) followed by the IBP- 
encoding DNA sequence of interest.   

   2.    Several 10 cm pots with approximately 30–50 healthy and well 
watered 3–4 week old  Arabidopsis  plants per pot in a tray that 
can be covered with a lid or with plastic wrap, plus additional 
pots and soil for subsequent steps.   

   3.    A growth chamber or greenhouse set to appropriate condi-
tions (e.g., 150 μE/m 2 /s light intensity on a 16 h/8 h light/
dark cycle at 22 °C and 70 % relative humidity).   

   4.    LB: 10 g/L tryptone, 5 g/L yeast extract, 10 g/L NaCl. 
Autoclave 300 mL in a 1 L fl ask. Add appropriate antibiotic 
once solution has cooled (e.g., 50 μg/mL kanamycin for 
pCambia1305).   

   5.    Sterile dH 2 O (autoclave 150 mL aliquots).   
   6.    Inoculation medium: 1.2 g Murashige and Skoog (MS) basal 

salts, 25 g sucrose in 500 mL dH 2 O, pH 7.0. Prepare fresh or 
autoclave in advance. Just prior to inoculation, 0.5 μL of a 
10 mg/mL stock of benzylamino purine in dimethyl sulfoxide 
(DMSO) and 90 μL Silwet L-77 (Lehle Seeds, Texas) are 
added to the inoculation medium plus  Agrobacterium  in a 
shallow container (at least 12.5 cm long and wide and ideally 
~5–5.5 cm deep).   

   7.    Incubator shaker set at 28 °C.   
   8.    Centrifuge bottles and a centrifuge.   
   9.    Metal sieve with very fi ne mesh (e.g., as would be used for sift-

ing fl our).   
   10.    Small tubes (e.g., microcentrifuge tubes) for seed collection.   
   11.    Sealable glass vessel (e.g., desiccator jar) located in a fume hood. 

This may require vacuum grease to make a complete seal.   
   12.    Glass beaker containing 100 mL of household bleach.   
   13.    Concentrated HCl.   
   14.    Transfer pipet.   

2.5  Ice Affi nity 
Purifi cation

2.6  Verifi cation 
 In Planta 
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   15.    MS-agar plates: 0.5× MS salts (pH 5.8), 8 g/L agar. Autoclave 
and, in a laminar fl ow hood, add appropriate antibiotic (e.g., 
40 μg/mL hygromycin for pCambia1305) once solution has 
cooled to ~55 °C, just prior to pouring.   

   16.    Laminar fl ow hood.   
   17.    Micropore surgical tape (3 M) and fi ne forceps.   
   18.    Liquid nitrogen.   
   19.    Mortar and pestle.   
   20.    Extraction buffer: 10 mM Tris–HCl (pH 7.0), 25 mM NaCl.   
   21.    Heating block.       

3    Methods 

   Surveys of various plants and in a variety of tissues (leaves, stems, 
roots etc.) can be effi ciently accomplished using the capillary 
method for IRI. Normally, plant material is collected after low 
temperature exposure and ground in liquid nitrogen using a mor-
tar and pestle with suitable buffers (e.g., [ 3 ,  18 ] ;  see below). After 
brief centrifugation (12,000 ×  g ) the extract supernatants can be 
assayed. The capillary method allows for effi cient processing and 
comparisons and when used with twofold serial dilutions, permits 
an estimate of IRI activity [ 19 ].

    1.    Prepare the samples in buffer. If doing a semi-quantitative 
assay, prepare 1:2 serial dilutions (20 μL each) of the plant 
extract(s) in buffer. Each dilution must be mixed thoroughly 
and pipette tips must be changed after each dilution. We rou-
tinely use two capillary tubes at each dilution ( see   Note 6 ).   

   2.    Adjust the temperature of the circulating bath so that the 
ethylene glycol in the double-walled glass chamber is at −4 °C 
( see   Note 7 ).   

   3.    Using forceps, dip one end of a 10 μL capillary into the diluted 
samples one at a time, allowing the sample to be drawn into 
the sample via capillary action ( see   Note 8 ). Seal the ends with 
vacuum grease and place each capillary into a custom-made 
holder or, alternatively, packing tape. Be sure to load buffer 
alone as a negative control and a sample of a known IBP (if 
available) as a positive control (Fig.  2 ). Seal the tape or assem-
ble the holder ( see   Note 9 ).

       4.    Flash freeze the tubes in ethanol chilled with dry ice. The 
temperature of the ethanol should be <−55 °C before immersion 
of the capillaries. When they freeze, they will become translu-
cent ( see   Notes 10  and  11 ).   

   5.    Rapidly move the capillaries into the double-walled chamber. 
Observe them under a microscope at ~40× magnifi cation 

3.1  IRI (Capillary)
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under crossed-polarized light. The ice crystals should be readily 
apparent. Take a photograph (time = 0) ( see   Note 12 ).   

   6.    After annealing for 16–24 h, observe the capillaries again. Take 
a picture and compare the crystal shapes in the capillaries with 
those at time = 0 (Fig.  3 ).

  Fig. 2    Suggested method for the assembly of the samples in capillaries for ice 
recrystallization inhibition assays showing the placement of the dilution series 
(increasing concentrations from  left  to  right ). Also shown is the position of the 
positive and negative control samples. Shown in  gray  at the  top  and  bottom  of 
the capillaries is the packing tape, which is folded over to keep the tubes aligned       

  Fig. 3    Ice recrystallization inhibition (capillary assay) using recombinantly pro-
duced IBP originally isolated from  Lolium perenne  (perennial rye grass). Negative 
control (buffer alone: 50 mM Tris–HCl (pH 7.4), 100 mM NaCl, 1 mM EDTA) is 
indicated by “−”; positive control (purifi ed type III AFP at 3 μM) by “ + .” 1:2 serial 
dilutions of purifi ed  L. perenne  IBP were loaded into single capillary tubes. 
Concentrations increase from  left  to  right . The endpoint is the last tube that 
shows no change in comparison with time 0 and is indicated with an  asterisk        
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         This technique is applicable to plant extracts as described for the 
capillary assays and is also suitable for monitoring the progress of 
IBP purifi cation. The splat technique is more time-consuming 
than the capillary method when processing multiple samples, but 
photographic visualization of ice crystal size is more easily cap-
tured. Rough estimates of IRI activity can be made by determining 
mean ice crystal diameters or edge lengths, but this must be done 
within an appropriate dilution range.

    1.    This procedure uses the same chamber as the capillary method 
( see  Subheading  3.1 ), but the method of freezing is different.   

   2.    Place the metal block into a polystyrene container along with 
retort stand. Attach the tube to the retort stand so that it hangs 
slightly above the metal block (Fig.  4 ). Ensure that the tube is 
perpendicular to the ground using a carpenter’s level or a 
plumb line. Fill container with dry ice and let the metal block 
cool for ~45 min.

       3.    Prepare samples for analysis. Make 1:10 dilutions of the plant 
extract (100 μL) and a positive and negative control as 
described for the IRI (capillary) method ( see   Note 13 ).   

   4.    Label glass cover slides for each dilution and control. Place the 
slides on the cooled metal block and let their temperature 
equilibrate.   

   5.    Starting with the negative control, place the cover slide directly 
underneath the tube. Using an automatic pipette, sample a drop 
(10 μL) of the diluted extract. Carefully dispense the drop of 
solution at the top center of the tube ( see   Notes 14  and  15 ).   

   6.    Repeat procedure for all samples.   

3.2  IRI (Splat)

  Fig. 4    Assembly showing the equipment for the generation of a thin layer of 
sample solution necessary for ice recrystallization inhibition assays (splat method)       
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   7.    Quickly move each slide into the incubation chamber and 
photograph under crossed-polarized light (as done with the 
capillary IRI procedure).   

   8.    Repeat after ≥16 h and compare appearance of ice crystals with 
earlier time point (Fig.  5 ) ( see   Note 16 ).

         TH assay has been described elsewhere in this volume (Bayer- Giraldi 
et al.). The TH reading (°C) for a given IBP solution depends on 
several variables that need to be defi ned to facilitate comparison 
between laboratories and samples. This is an important consider-
ation given the modest TH levels found in many plants. An obvious 
variable is IBP concentration, with TH typically showing a hyper-
bolic relationship to this factor [ 20 ]. However, by slowing sample 
cooling, higher TH values for an IBP can also be obtained [ 21 ]. A third 
variable is the size of the starting ice crystal. The larger the seed ice 
crystal, the smaller the TH value. Here we describe ways of chang-
ing the cooling rate and ice crystal size to show the dependence of 
the TH gap on these variables. In particular, a slower cooling rate 
may be necessary for dilute plant extracts in order to measure TH. 
These experiments will also provide an ice crystal growth habit that 
refl ects IBP adsorption to particular ice planes [ 22 ].

    1.    Following the protocol outlined in Bayer-Giraldi et al. (this vol-
ume), load the sample into the grid of a nanolitre osmometer.   

   2.    Flash cool the sample so that it freezes.   
   3.    Slowly melt the drop until it contains only one ice crystal. Be 

careful that the sample does not warm too much since the ice 
crystal will rapidly melt as the melting point is approached. 
Stabilize the ice crystal by fi nely controlling the temperature of 

3.3  TH and Ice 
Crystal Morphology

  Fig. 5    Ice recrystallization inhibition (splat assay) in plant extracts and for purifi ed 
plant IBPs. Samples include (from  left  to  right ): 50 mM Tris–HCl buffer, extract of 
 Solidago sp.  (goldenrod) leaves, and ice affi nity purifi ed recombinant IBP from 
 L. perenne  (perennial rye grass; 1 mg/ml). Images show the ice crystals at the 
beginning of the experiment (0 h) and after annealing for 16 h at −4 °C       
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the sample ( see   Note 17 ). The temperature at which the ice 
crystal is stable is the melting point.   

   4.    Lower the temperature of the sample by 0.01 °C every 10 s until 
the ice crystal begins to grow. Depending on the concentration 
and activity level of the IBP, this can range from 10–15 s to 
5–10 min. As explained in Bayer-Giraldi et al. (this volume), the 
gap between the melting and freezing points is the TH reading.   

   5.    Repeat  steps 2 – 4 , but this time after ice crystal stabilization, 
lower the temperature at a faster rate (e.g., 0.02 °C every 10 s 
or 0.001 °C every 10 s;  see   Note 18 ).   

   6.    Repeat  step 3 , but produce a larger ice crystal. Repeat  steps 4  
and  5  using different temperature ramping rates. Also try tak-
ing measurements using a smaller ice crystal.   

   7.    Aside from the TH levels obtained in these assays, invaluable 
information comes from the morphology of the ice crystal as it 
forms in the presence of the IBP and after its freezing point is 
exceeded. With experience it is possible to identify most of the 
different IBP types (from various organisms or produced after 
mutagenesis of IBP sequences) simply from the ice crystal 
habit.  See  Fig.  6  for examples of ice crystal morphologies infl u-
enced by extracts from plants or protein preparations.

  Fig. 6    Ice crystal morphologies formed in the presence of several plant IBPs. 
Samples include ( a ) buffer, ( b ) recombinant  Brachypodium distachyon  (purple 
false brome) IBP, ( c ) an extract of  Solidago sp.  (goldenrod) leaves, and ( d ) recom-
binant  L. perenne  (perennial rye grass) IBP       
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         Describing the purifi cation of IBPs from plant tissues is beyond the 
scope of this paper and is dependent upon the characteristics of 
that particular protein. For example, some IBPs from both 
monocots and dicots can refold after high temperature treatment 
and thus boiling crude plant extracts can be a valuable step in a 
purifi cation protocol. With the increasing availability of partially 
sequenced genomes, cloning putative open reading frames into 
expression vectors and allowing the production of recombinant 
protein in bacteria (normally  Escherichia coli ) may be an alternative 
strategy to identify IBPs. Although it is possible to effi ciently 
express some plant IBPs in  E. coli , the lack of appropriate protein 
folding machinery and post-translational modifi cation can result in 
low levels of expression and/or the formation of insoluble protein 
aggregates. This is particularly troublesome with IBPs that are 
stabilized by disulfi de bonds [ 23 ]. There are a number of commer-
cially available “specialized” strains that can improve soluble pro-
tein expression ( see   Note 19 ), however, when protein solubilisation 
is not successful, purifi cation using denaturing conditions may be 
necessary. Outlined is a method using immobilized metal ion affi n-
ity chromatography (IMAC) on nickel beads and 8 M urea with 
recombinant plant IBPs. A detailed protocol on the general purifi -
cation of poly-histidine-tagged proteins is available in this Methods 
and Protocol series [ 24 ].

    1.    Add a single  E. coli  colony transformed with the putative IBP 
coding sequence into 15 mL of LB with antibiotic (e.g., kana-
mycin 50 μg/mL). Shake in a 50 mL tube at 37 °C, 250 rpm, 
overnight (~16–18 h). Preheat 1 L of LB in a 37 °C water bath 
overnight.   

   2.    Inoculate 1 L of preheated LB plus appropriate antibiotic with 
5 mL of overnight culture and grow at 37 °C, 250 rpm, until 
the culture reaches an OD 595  = 0.6–0.8 (~3 h).   

   3.    Cool culture at 24 °C for 1 h while shaking at 250 rpm. Add 
IPTG (to use at a fi nal concentration of 0.5 mM dissolved in 
10 mL of dH 2 O). Continue shaking at 24 °C overnight, 100 rpm.   

   4.    Harvest cells by centrifuging at 4 °C, 10,000 ×  g  for 25 min 
and decant supernatant. Store pellet at −20 °C if necessary.   

   5.    If frozen, thaw pellet on ice for ~30 min. Resuspend pellets in 
50 mL of lysis buffer (Buffer A), with 1 mini EDTA-free pro-
tease inhibitor tablet added just before use.   

   6.    Centrifuge at 15 °C, 52,000 ×  g  for 40 min.   
   7.    Resuspend pellet in denaturing buffer (Buffer B). Allow cells 

to lyse on shaker at room temperature, 100 rpm, for ~4–5 h 
until culture has a “grainy” appearance.   

   8.    Centrifuge at 15 °C, 52,000 ×  g  for 40 min.   
   9.    Add supernatant to 8 mL of Ni-NTA nickel bead resin and 

shake at room temperature for 1 h, at 100 rpm.   

3.4  Insoluble 
Recombinant Plant 
IBPs
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   10.    Pour resin into gravity fl ow column. Run fl ow-through over the 
column a second time. Make sure that the column does not dry 
out by keeping a head of buffer ~1 mm above the resin top.   

   11.    Wash column twice with 2 mL of wash buffer (Buffer C).   
   12.    Wash twice with 2 mL of Buffer D to elute aggregated proteins 

and twice with 2 mL of Buffer E to elute non-aggregated 
proteins.   

   13.    Pour eluted fractions into dialysis tubing. Change buffers every 
24 h over 4 days, beginning with Buffer F and ending with 
Buffer I ( see   Note 20 ). Since urea can crystalize at low tem-
perature, dialysis against 6 M urea (Buffer F) and 4 M urea 
(Buffer G) must be done at higher temperatures (~15 °C). 
Dialysis against 2 M urea (Buffer H) and 0 M urea (Buffer I) 
solutions should be done at 4 °C ( see   Note 21 ).   

   14.    Samples should be taken at each purifi cation step and subjected 
to denaturing polyacrylamide gel electrophoresis (SDS- PAGE) 
to verify that the IBP has been successfully solubilized (Fig.  7 ) 
( see   Note 22 ). In order to ensure that proteins have refolded 
correctly, IRI activity should be monitored.

         IBPs can be purifi ed by ice affi nity since ice, when grown slowly, 
excludes solutes and proteins. Two successive “rounds” of ice 
affi nity purifi cation (IAP) can purify IBPs from  E. coli  lysates to 
homogeneity. This has facilitated the production of milligrams of 
purifi ed and properly folded proteins for structural analysis including 
the X-ray structure of the perennial rye grass,  Lolium perenne  IBP 
[ 25 ]. In some organisms, including the sea buckthorn [ 17 ] privet 
[ 16 ] and triticum [ 15 ], IAP has been a valuable purifi cation step. 

3.5  Ice Affi nity 
Purifi cation

  Fig. 7    Denaturing gel electrophoresis (SDS polyacrylamide gel) showing the 
expression of recombinant  B. distachyon  (purple false brome) IBP in different 
 E. coli  strains. Proteins were stained to see the expression of the IBP (36 kDa) 
recovered in soluble (S) and insoluble (I) extracts       
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However, to date, IAP has not proved successful in the effi cient puri-
fi cation to homogeneity of several plant IBPs in our labs (e.g., [ 18 ]).

    1.    See the diagram (Fig.  8 ) for a schematic of the apparatus used 
for IAP ( see   Note 23 ).

       2.    Turn on the circulating bath and set the temperature to 
−0.5 °C. The antifreeze should fl ow through the brass ice fi n-
ger allowing it to cool completely (30 min) ( see   Note 24 ).   

   3.    Fill a 100 mL beaker ~3/4 full with deionized cold water. Add 
granular ice to the water so that the beaker is fi lled. Nucleate 
ice growth on the fi nger with a thin layer of ice. Using the lab 
jack (under the magnetic stirrer,  see  Fig.  8 ), raise the beaker in 
the insulated container so that the brass fi nger is immersed in 
the ice water for 10–15 min ( see   Note 25 ). A thin layer of ice 
should be seen on the fi nger prior to exchanging the ice water 
with the sample solution.   

   4.    Prepare the sample solution by diluting it to a volume of ~75–
80 mL. The solution should have a salt concentration of 
<100 mM ( see   Note 26 ). Put the cooled solution into a chilled 
100 mL beaker containing a small magnetic stir bar and keep it 
in an ice bucket.   

   5.    Program the water bath so that the temperature slowly 
decreases from −0.5 °C over the course of at least 24 h. For 
example: program a starting temperature of −0.5 °C and an end 
temperature of −3.0 °C, over a time period and conclude at a 
convenient time ~24 h–36 h after starting ( see   Note 27 ).   

  Fig. 8    Apparatus for the purifi cation of IBPs by ice affi nity       
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   6.    Remove the ice-water solution from the insulated container 
after lowering it from the brass fi nger with the lab jack. Place 
the diluted protein solution into the insulated container and 
center onto the stirrer sitting on the lab jack. Move the jack up 
so the brass rod is inside the beaker approximately 1/4 of the 
way from the bottom. The magnetic stirrer should be set on a 
medium stirring speed.   

   7.    After ~24 h (or when about half of the water is frozen), lower 
the jack so that the ice crystal is no longer immersed in the 
solution. Allow the ice crystal to melt at room temperature for 
~5 min to remove excess solution, or rinse the ice crystal with 
a small amount of deionized water (at 4 °C). Discard any 
dripped solution.   

   8.    Remove the ice from the brass fi nger by increasing the tem-
perature of the circulating bath. Let the ice drop into a clean 
beaker; this is the ice fraction. Melt the ice rapidly to minimize 
the transition time to liquid; this can be done on a shaker at 
room temperature. As the ice melts, gradually add buffer and/
or NaCl as required to help prevent the unfolding or precipita-
tion of the IBP.   

   9.    Assess the level of purifi cation (ice fraction vs. liquid fraction) 
using denaturing gel electrophoresis (Fig.  9 ). It may be neces-
sary to concentrate the sample for further analysis. This can be 
done by lyophilizing the sample, but some IBPs are sensitive to 
this technique. Alternatively use an ultrafi ltration concentrat-
ing column to decrease sample volume.

         In order to demonstrate the function of a protein  in planta , it is 
common to express that protein from a transgene and assess the 

3.6  Verifi cation 
 In Planta 

  Fig. 9    Denaturing gel showing the expression and purifi cation of recombinant 
 L. perenne  (perennial rye grass) IBP from  E. coli . Samples include: lane M, molec-
ular mass marker;  lane 1 , supernatant after lysis of bacterial cells by boiling; 
 lane 2 , liquid fraction from IAP;  lane 3 , fl ow through from nickel affi nity column 
using the melted ice fraction;  lane 4 , unbound fractions from nickel affi nity col-
umn;  lane 5 , melted ice fraction from the nickel column containing purifi ed IBP       
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plants for a particular phenotype. When a freeze-susceptible plant, 
such as  Arabidopsis thaliana , is transformed with an IBP sequence, 
the acquisition of a phenotype, including freeze tolerance, can be 
attributed to the IBP encoded by the transgene. DNA sequences 
are easily introduced into the germ line of  Arabidopsis  using 
 Agrobacterium tumefaciens  by the fl oral dip method. For a detailed 
protocol, see the contribution in this series [ 26 ]. The F0 plants are 
allowed to proceed to senescence, at which point seed can be har-
vested and F1 plants screened for the presence of the transgene 
using antibiotic or herbicide resistance markers and confi rmed by 
PCR analysis or, uniquely for IBPs, by screening crude extracts or 
guttation fl uid for IRI activity and ice shaping. Subsequently, 
experiments such as the ion leakage assay (see Thalhammer et al. 
this volume) can be performed.

    1.    Inoculate 300 mL of LB plus appropriate antibiotic in a 1 L 
fl ask with 100 μL of stationary phase  Agrobacterium  liquid cul-
ture carrying desired construct ( see   Note 28 ).   

   2.    Grow  Agrobacterium  for approximately 18 h at 28 °C, 100 
rpm ( see   Notes 29  and  30 ).   

   3.    Centrifuge  Agrobacterium  for 10 min at 4,000 ×  g , then remove 
supernatant.   

   4.    Resuspend pellet by vortexing in 150 mL sterile dH 2 O and 
repeat  step 3 .   

   5.    Resuspend pellet by vortexing in 500 mL inoculation medium 
( see   Note 31 ), then add benzylamino purine and Silwet L-77 
( see   Note 32 ).   

   6.    Carefully invert a pot of  Arabidopsis  ( see   Note 33 ) and immerse 
with gentle agitation in the inoculation medium plus 
 Agrobacterium  in a shallow container for up to 2 min ( see  
 Note 34 ). Be sure to immerse the entire aerial portion of the 
plant. Repeat with each pot.   

   7.    Lay each pot horizontally in a tray and cover with a lid or with 
plastic wrap to maintain high humidity for 1 day. Return tray 
to growth chamber.   

   8.    Uncover the tray, return the pots to an upright position and 
allow plants to grow to maturity and set seed.   

   9.    Once plants have senesced and seed pods are dry, seed can be 
harvested ( see   Note 35 ). To do this, break open seed pods over 
a metal sieve on a piece of plain white paper (this can be accom-
plished by squeezing the aerial portion of the plant) and con-
tinue passing plant material through the sieve until the seeds 
have largely been separated from other plant debris. Transfer 
the seeds from the paper to a tube. Note that all transgenic 
plant material is considered biohazardous and should be dis-
posed of appropriately.   
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   10.    To surface-sterilize seeds using the vapor-phase sterilization 
method [ 26 ], make aliquots of up to approximately 50 μL of 
seed/tube ( see   Note 36 ). Place open tubes of seed in a sealable 
glass container in a fume hood, along with the beaker contain-
ing 100 mL of bleach. To the beaker, add 3 mL of concen-
trated HCl (or as much as can be pulled up into a transfer 
pipet) and immediately seal the container. Incubate seeds for 
approximately 3–4 h ( see   Note 37 ). After opening the glass jar, 
allow gas to exhaust for several minutes in a fume hood before 
removing the tubes.   

   11.    To screen for transformants, sprinkle seed on MS plus appro-
priate antibiotic plates (up to 50 μL of seed per 100 mm plate) 
in a laminar fl ow hood ( see   Notes 38  and  39 ). Seal plates with 
micropore tape (a porous tape is preferable to parafi lm, which 
prevents gas exchange).   

   12.    Following a 2-day cold treatment in the dark, incubate plates 
horizontally in a growth chamber or greenhouse for approxi-
mately 10–14 days or until there is a clear distinction between 
transformants and non-transformants (Fig.  10 ). Putative trans-
formants are characterized by the development of true leaves 
and a well-established root whereas non-transformants will not 

  Fig. 10    Photograph of non-transformed versus transformed plants grown on 
hygromycin (40 μg/mL). The plants were grown vertically in this instance only to 
more clearly show the differences between transformed (with roots) and three 
non-transformed plants (shown alternating on the plate)       
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develop true leaves or extensive root systems and may lose 
color, depending on the antibiotic used ( see   Note 40 ).

       13.    Very gently, transfer putative transformants to pots of soil 
using fi ne forceps and return to the growth chamber or green-
house. It is sometimes helpful to break up the agar around the 
seedling to facilitate removal of the root from the plate.   

   14.    A sample of tissue (e.g., a leaf) may be removed after 2 weeks 
or more to aid in the confi rmation of the presence of the gene 
of interest in these plants. In this case, it may be necessary to 
adjust chamber settings to 12–15 °C prior to taking a sample 
( see   Note 41 ). Crude extracts and/or guttation fl uid can then 
be assayed for ice shaping or IRI (capillary or splat methods). 
Additionally, genomic DNA can be used for confi rmatory PCR 
amplifi cations.   

   15.    For extraction of crude total cell lysates, fl ash freeze a leaf (of 
known mass) in liquid nitrogen and grind to a fi ne powder in 
a mortar and pestle. Add extraction buffer at a ratio of approxi-
mately 1 mL per 0.5 g of tissue, transfer to a microcentrifuge 
tube and centrifuge for 2 min at 17,000 ×  g  ( see   Note 42 ). The 
supernatant can be used for ice shaping or IRI assays.   

   16.    For collection of guttation fl uid, place well-watered pots (sub- 
irrigated to avoid water drops on the leaves) with 3–4 week old 
plants in a tray with at least 2.5 cm. of water to maintain a high 
level of humidity and keep covered overnight in growth cham-
ber ( see   Note 43 ). Collect fl uid from leaf edges.   

   17.    In most cases it is not desirable to conduct assays on these plants 
but instead allow them to proceed for another generation 
( see   Note 44 ). After transfer to 12–15 °C ( see   Note 41 ), prog-
eny may then be subjected to a variety of assays to ascertain 
whether they show any evidence of increased freeze tolerance. 
This can be done with ion leakage assays, survival assessments 
etc. (see other appropriate chapters in this volume).    

4       Notes 

     1.    The desiccation beads (t.h.e. Desiccant, EMD Millipore) are 
added to the hexane/isooctane in the bath. This is important 
under humid conditions.   

   2.    In order to be able to measure TH, protein must be reasonably 
concentrated. Often with raw cell extracts, TH activity is too 
low to assess. Although TH assays may be most relevant once 
IBPs have been purifi ed to homogeneity or recombinant pro-
tein is obtained, even with dilute samples, the methods out-
lined here can often yield TH levels.   
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   3.     E. coli  cultures can be induced at varying concentrations of 
IPTG (0.1–1 mM). When expressing insoluble proteins it is 
often favorable to induce with a lower concentration of IPTG, 
as this may increase the amount of soluble protein, however, 
this has to be optimized for each IBP.   

   4.    Since urea undergoes an endothermic reaction when dissolved 
in water, it is easiest to add urea slowly to a 1 L beaker of dH 2 O 
with a stir bar, heated to ~30 °C. Be careful not to heat above 
37 °C as this accelerates the formation of isocyanate. This can 
lead to carbamylation of proteins, covalently modifying lysine 
residues, and react with the amino-terminus of proteins and 
thus prevent the use of some downstream analytical proce-
dures. A stock solution of urea can be kept on the shelf if the 
pH is basic (~pH 8.0).   

   5.    Due to the dissociation of urea the pH of buffers must be 
adjusted immediately prior to use.   

   6.    Approximately 5–6 of the 1:2 dilutions are usually suitable for an 
appropriate range of concentrations, but some trial and error 
may be required, depending on the concentration of the extract.   

   7.    Hexane or isooctane (2,2,4-trimethyl pentane) can be used 
rather than ethylene glycol inside the chamber. The use of clear 
ethylene glycol in the circulating bath facilitates photographic 
imaging.   

   8.    Prepare samples starting with the negative control and then go 
up to the most concentrated sample (if doing dilutions) in 
order to minimize the possibility of contamination ( see  Fig.  2 ).   

   9.    When placing the capillaries on the tape or in the holder, keep 
them in order (lowest to highest concentration; Fig.  3 ) so that 
they are easily identifi ed at the conclusion of the experiment. 
The marking of a few capillary tubes by fi lling them with dye or 
by marking with an indelible pen or paint may also be useful.   

   10.    A temperature of ≤−55 °C can be routinely achieved by plac-
ing the beaker of ethanol (100 mL) into a −80 °C chest freezer 
for ~60 min.   

   11.    Some capillaries may crack when fl ash frozen. This may not 
interfere with the assay, but is a good reason to make dupli-
cates of each sample.   

   12.    Individual crystals at time = 0 are not readily apparent; there is 
an overlying “feathery pattern” to the strained small crystals 
that is not important. After recrystallization, any large ice crys-
tals are easily seen.   

   13.    It is cumbersome to do more than six samples at a time.   
   14.    The probability of the drop hitting the side of the tube can be 

minimized by using a screen with a hole in the center, mounted 
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on the top of the tube. However, if done properly, the drop 
should fall down the tube and hit the cover slide, freezing 
instantly.   

   15.    Dipping the pipette tip in mineral oil before dispensing pre-
vents the drop from adhering, however, make sure that excess 
oil is wiped off since if there is too much, samples will not 
adhere properly to the cover slip.   

   16.    Sometimes it is hard to initially see ice crystals. A waiting 
period of 1 h makes visualizing the ice crystals a little easier, 
however, some caution is advised since after 1 h some samples 
may start to recrystallize.   

   17.    To ensure consistency when varying the temperature gradient, 
make sure the ice crystals in each experiment are approximately 
the same size.   

   18.    The TH gap should increase when the decrease in temperature 
is ramped more slowly.   

   19.    ArcticExpress™ (DE3) cells (Agilent Technologies) can 
enhance soluble protein expression by slowing the rate of pro-
tein synthesis using psychrophilic chaperonins Cpn10 and 
Cpn60 that are able to process proteins at low temperatures. 
Origami™ (DE3) cells (Novagen; EMD Biosciences Inc.) pro-
vide an oxidizing environment that allows disulfi de bond for-
mation, preventing the degradation and aggregation of IBPs 
that accompanies the expression of cysteine rich proteins in 
traditional host cell lines (Fig.  7 ).   

   20.    If proteins begin to precipitate during dialysis, the denaturant 
is being removed too quickly.   

   21.    Dialyzing conditions will vary depending on the nature of the 
IBP, however, it may be important to allow proteins to refold 
at temperatures <15 °C, since some IBPs have been shown to 
partially unfold at room temperatures (e.g., [ 18 ]).   

   22.    Urea is a mild denaturant, if solubilization is not successful, the 
use of a 6 M guanidine solution may be necessary. Note that 
some IBPs are glycoproteins or with primary sequences that 
may not stain well with Coomassie Brilliant Blue [ 27 ]; silver 
staining can be used as an alternative.   

   23.    Hoses to and from the brass “fi nger” can be made of pieces of 
garden hose and should be insulated with foam pipe insulation. 
The seams of the insulation are easily held together with tape.   

   24.    The circulating bath may be fi lled with radiator or plumbing 
antifreeze, which is inexpensive and is not fl ammable.   

   25.    The insulated container to hold the beaker can be conveniently 
made from insulated Styrofoam packing boxes or from a small 
block of polystyrene that has a hole bored in it. An insulated lid 
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for the top of the beaker that wraps around the ice fi nger is 
made separately.   

   26.    If the sample solution has a salt concentration that is higher 
than 100 mM, a steeper temperature curve must be pro-
grammed to allow suffi cient ice growth.   

   27.    The aim of the temperature ramp program is to freeze approxi-
mately 50 % of the water into the ice crystal. In order to achieve 
this result with a new sample, periodic checking of the ice crys-
tal will be necessary, allowing for some adjustments to the 
program (e.g., a steeper/shallower temperature gradient). 
Although IAP can be done over a shorter period, typically 
slowly growing ice results in better inclusion of IBPs.   

   28.    Most protocols detailing  Agrobacterium  growth call for a 
richer medium (e.g., MG, YEB, YEP), which are all perfectly 
acceptable, however LB is easier to prepare and is suffi cient.   

   29.    There is a great deal of fl exibility with respect to the density at 
which the  Agrobacterium  can be allowed to grow (i.e., any-
where between an OD 600  of ~0.6–2.0).   

   30.    It is not absolutely necessary to grow  Agrobacterium  at 28 °C 
(e.g., 25 °C appears to work equally well), however it is critical 
not to allow the temperature to exceed 32 °C, as otherwise the 
ability of the  Agrobacterium  to transfer its genetic material can 
be compromised [ 28 ].   

   31.    It is often reported that the density of  Agrobacterium  in the 
inoculation medium should be at OD 600  = 0.8, however there is 
a great deal of fl exibility here and in our experience growing 
the  Agrobacterium  as described in  step 2  and resuspending in 
inoculation medium as in  step 5  works very well and determi-
nation of the density (e.g., with a spectrophotometer) is not 
actually required.   

   32.    Benzylamino purine is not absolutely necessary in the 
 inoculation medium but does appear to improve transforma-
tion effi ciency. Silwet can be toxic to plants at higher than rec-
ommended concentrations.   

   33.    The goal is to use  Arabidopsis  plants that have numerous 
unopened, immature fl owers but few siliques (seed pods). It is 
often helpful to encourage the growth of multiple secondary 
shoots to a length of 2–10 cm by initially trimming back the 
primary shoot.   

   34.    Different protocols call for different submersion times (any-
where from a few seconds to a few minutes). The actual time is 
not as critical as ensuring that as many unopened fl owers as 
possible are coated with the  Agrobacterium .   

   35.    Since different portions of an  Arabidopsis  plant senesce at 
different rates, if it is necessary to decrease time between 
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generations it is possible to harvest dry seed pods from otherwise 
green plants and sow these seeds immediately. Several weeks 
may be saved by doing this.   

   36.    Transformation effi ciency varies but could be expected at ~1 % 
(or approximately 1–2 transformants per 50 μL of seed), so 
number of seeds to be screened depends upon the desired 
number of transformants. Only sterilize seed that will be plated 
soon (within a month or so) as the viability of seed that has 
been surface-sterilized in this manner decreases over time.   

   37.    Longer than 3–4 h might be necessary in some cases, for exam-
ple when plants have been subjected to fungal contamination. 
Sterilization may proceed for up to overnight, however rates of 
seed survival drop dramatically with increased sterilization time. 
Also be aware that a lengthy sterilization time may result in 
the bleaching of labels written on tubes with marker. A grease 
pencil can be used to avoid this problem.   

   38.    Many recipes for growing seedlings on MS medium include 
sucrose. Omitting sucrose decreases the risk of fungal contami-
nation substantially with little effect on seedling growth.   

   39.    In our experience, 40–50 μg/mL of hygromycin works well 
with pCambia1305. At this concentration false positives are 
minimal and transformed seedlings grow very well. Other anti-
biotics are commonly used as well, depending on the binary 
vector. Kanamycin is often used but in our experience it can 
sometimes interfere with normal seedling growth, resulting in 
false-negatives. Phosphinothricin (or “Basta”) is a herbicide 
commonly used for selection and offers the distinct advantage 
that it can be topically applied to soil-grown plants, eliminat-
ing the need for surface sterilization of seeds and growth on 
culture medium, however, some care is required to ensure its 
proper application otherwise the rate of  false- positives can be 
signifi cant.   

   40.    In order to be confi dent of the phenotype of a non- transformant, 
it may be helpful to plate some seed from a non- transformed, 
wild-type plant for comparison.   

   41.    Since some IBPs unfold at elevated temperatures, it may be 
prudent to move the plant material to lower temperatures 
before sampling. However, this requirement depends on the 
properties of the IBP under study.   

   42.    The addition of protease inhibitors may be desirable at this 
step.   

   43.    Guttation fl uid is more easily obtained from younger plants, 
however if older plants need to be assayed or if there are prob-
lems obtaining guttation fl uid exuded from hydathodes (leaf 
pores connected to the vascular system), shoots can be cut near 
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the base and fl uid can often be obtained from these cuts within 
minutes. Soil must be quite wet to allow water pressure to 
build up within the plant. High humidity with no air fl ow is 
required to prevent the guttation fl uid from evaporating from 
the leaf. Although we have decreased the chamber temperature 
to 12–15 °C, it was not required to obtain guttation fl uid with 
IRI activity in our hands.   

   44.    One reason for not performing assays on primary transfor-
mants is that these plants must be allowed to survive to the 
point of seed set in order for the line to be perpetuated.         
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