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Preface

Societies increasingly rely on complex human-made systems and new technologies, and 
decisions are commonly made under conditions of uncertainty. Although people have 
some control over the levels of technology-caused risk to which they are exposed, reduc-
tion of risk also generally entails reduction of benefit, thus posing a serious dilemma. The 
public and its policy makers are required, with increasing frequency, to weigh the benefits 
objectively against risks and to assess the associated uncertainties when making deci-
sions. When decision makers and the general public lack a systems engineering approach 
to risk, they are apt to overpay to reduce one set of risks and in doing so offset the benefit 
gained by introducing larger risks of another kind.

Life is definitely a risky business in all its aspects, from start to end. Newspapers 
are filled with accounts of mishaps—some are significant, while others are minor. Some 
of the more dramatic incidents that stick in our memory include the loss of the space 
shuttle Columbia on February 1, 2003, during reentry into the Earth’s atmosphere, 
killing its seven crew members; the attack by hijackers who slammed passenger jets 
into  the World Trade Center and the Pentagon on September 11, 2001, killing thou-
sands and causing billions of dollars of damage to the world economy; the destruc-
tion of the space shuttle Challenger on January 28, 1986, and the death of its seven 
crew members resulting from the failure of the solid rocket boosters at launch; and 
the explosion at the Union Carbide plant in Bhopal, India, on December 3, 1984, that 
released a toxic cloud of methyl isocyanate gas, enveloping hundreds of shanties and 
huts surrounding the pesticide plant, exposing more than 500,000 people to the  poisons; 
this resulted in the death of 1,430 people according to the Indian government that was 
updated in 1991 to more than 3,800 dead and ~11,000 with disabilities and many others 
suffering.

Most risk situations are more mundane. Each day we encounter risk-filled circum-
stances, for example, delays caused by an electric power outage, files lost and appoint-
ments missed due to the breakdown of a personal computer, loss of investments in 
high-technology Internet stocks, and jeopardizing one’s health by trying to maintain 
a stressful schedule to meet sales targets and due dates in a competitive market. The 
urgent need to help society deal intelligently with problems of risk has led to the devel-
opment of the discipline known as risk analysis. The complexity of most problems of risk 
requires a cooperative effort by specialists from diverse fields to model the uncertain-
ties underlying various components of risk. For example, the resolution of technical 
aspects of risk demands the efforts of specialists such as physicists, biologists, chem-
ists, and engineers. Resolving social aspects of risk may require efforts from public 
policy experts, lawyers, political scientists, geographers, economists, and psycholo-
gists. In addition, the introduction of new technologies can involve making decisions 
about issues with which technical and social concerns are intertwined. To practice risk 
assessment, decision-making specialists must coordinate this diverse expertise and 
organize it so that optimal decisions can be reached and risk can be managed by prop-
erly treating uncertainty. Furthermore, risk assessors must use formal risk manage-
ment and communication tools in a clear, open manner to encourage public support 
and understanding.
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Ideally, risk analysis should invoke methods that offer a systematic and consistent 
performance for evaluating and managing uncertainty in a risk-focused technology. 
Risk assessment should measure risk and all its associated uncertainties. Answers to 
questions about the acceptability of risk or when a risk is sufficiently significant to 
require public regulation clearly involve social values. However, the information in 
quantitative risk assessments should be relatively objective. In deciding on acceptable 
levels of risk, the question of credible or justifiable evidence becomes more scientific 
than political.

As regulatory activity proliferates, those in the regulated communities complain that 
risk analyses are neither rigorous nor balanced, noting that risk analysis can be an inex-
act science. Where data are lacking on some parameters of interest—for example, the 
direct impact of a substance on human health or the environment—these data gaps may 
be filled with tests of laboratory animals, computer simulations, expert opinions, and 
other extrapolations. Despite these limitations, risk assessment will certainly play a 
major role in prioritizing future expenditures of scarce public and private resources on 
issues related to health, safety, security, and the environment.

In preparing the second edition of this textbook, I strove to achieve the following addi-
tional or enhanced objectives: (1) make it an easy-to-read study book and practical guide; 
(2) target the audience of analysts, researchers, and/or anyone who deals with risk analy-
sis to solve problems and for decision making; (3) introduce the fundamentals of risk 
analysis and management in a meaningful manner to facilitate quantification and ratio-
nal decision making; (4) emphasize the practical use of these methods; and (5) establish 
the limitations, advantages, and disadvantages of various methods. The book was devel-
oped with an emphasis on solving real-world technological problems.

The book can also be used in education in the fields of risk analysis, reliability assess-
ment, decision analysis, economics, finance, engineering, forecasting, probability and 
statistics, and social sciences. For example, engineers could use the book for assessing 
failure probabilities and consequences, life expectancy assessment, condition assessment, 
failure and accident rate analysis, and technology forecasting. Economists and financial 
analysts can use concepts covered in the book in comparing alternatives and decision 
making. Other uses could include environmental and ecological risk studies, biosecurity, 
food safety, threat reduction, terrorism, financial planning, land use, and wildlife habitat 
in environmental engineering and sciences, consequence assessment, market dynamics, 
competition assessment in economics, decision analysis for investment, conflict manage-
ment, litigation issues such as strategies and tactics, and diagnoses and treatment selection 
in health services. The readers will especially appreciate the real-world case studies that 
are used to illustrate the basic principles. The book was purposely designed to emphasize 
the applications of the concepts presented. The fundamental concepts are properly bal-
anced in eight well-organized chapters. The ninth chapter provides a case study.

Structure, Format, and Main Features

The second edition was written with a dual use in mind, as both a self-learning guidebook 
and a textbook for a course. In either case, the text will be designed to achieve the impor-
tant educational objectives of introducing theoretical bases and guidance on and applica-
tions of risk methods.
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The nine chapters of this book lead the readers from the definition of needs, to the foun-
dations of the concepts covered in the book, to theory and applications, and finally to data 
needs and sources with a case study.

The first chapter provides historical perspectives on the origins of risk analysis and man-
agement, defines the risk domain, and discusses knowledge, and its sources and  acquisition, 
as well as ignorance and its categories, in order to offer a rational justification and bases 
for risk analysis and management in the context of systems. Risk and system concepts 
are briefly introduced in this chapter and are covered in detail in Chapters 2 and 3, 
respectively. Chapters 4 and 5 are devoted to failure probability assessment, and sever-
ity and consequence assessment, respectively. Chapter 4 includes both analytical and 
empirical methods. Chapter 5 offers a broad coverage of valuation and many consequence 
types including property damage, human loss and injury, and environmental, ecologi-
cal, and health effects. Chapter 6 provides a practical coverage of engineering economics 
and finance. Chapter 7 describes decision analysis methods for risk treatment and con-
trol by presenting the fundamental concepts of utility, risk attitude, benefit–cost analy-
sis, and applications. Chapter 8 covers data sources, and needs and collection for risk 
analysis including elicitation of expert opinions. Chapter 9, as the last chapter, provides 
a case study on risk-based maintenance of marine vessels. The book also includes two 
appendices: Appendix A summarizes the fundamentals of probability and statistics, and 
Appendix B summarizes the failure data. Examples and applications are included in all 
the chapters covering all key subjects and concepts. Also, each chapter includes a set of 
exercise problems that cover the materials of the chapter. The problems were carefully 
designed to meet the needs of instructors in assigning homework and the readers in prac-
ticing the fundamental concepts.

For the purposes of teaching, the book can be covered in one semester. The chapter 
sequence can be followed as a recommended sequence. However, if needed, instructors 
can choose a subset of the chapters for courses that do not permit a complete coverage of 
all chapters, or a coverage that cannot follow the order presented. In addition, selected 

 



xx Preface

chapters can be used to supplement courses that do not deal directly with risk analysis, 
such as reliability assessment, economic analysis, systems analysis, health and environ-
mental risks, and social research courses. Chapters 1, 2, and 6 can be covered concurrently. 
Chapters 3 through 5 build on some of the materials covered in Chapter 2. Chapter 7 
builds on Chapters 3 and 6. Chapter 8 provides information on data sources and failure 
that can be covered independently of other chapters. Chapter 9 offers a case study to illus-
trate how to bring different concepts together to plan maintenance activities using risk 
information. The book also contains references and bibliography at its end. The accompa-
nying schematic diagram illustrates the possible sequences of these chapters in terms of 
their interdependencies.

I invite the users of the book to send any comments on the book to the e-mail address 
ba@umd.edu. These comments will be used to develop future editions of the book. Also, 
I invite the users of the book to visit the Web site of the Center for Technology and Systems 
Management at the University of Maryland at College Park to find the information posted 
on various projects and publications that can be related to risk analysis. The URL address 
is http://ctsm.umd.edu

Bilal M. Ayyub
University of Maryland
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1
Introduction

This chapter provides historical perspectives on the origins of risk analysis and 
 management, defines the risk domain, and discusses knowledge and its sources and 
acquisition, as well as ignorance and its categories, in order to offer a rational justification 
and bases for risk analysis and management in the context of systems. The practical use of 
concepts and tools presented in the book requires a framework and frame of thinking that 
deal holistically with problems and issues as systems. Risk and system concepts are briefly 
introduced in this chapter and are covered in detail in Chapters 2 and 3, respectively.

1.1 Societal Needs and Demands

Citizens are becoming increasingly aware of and sensitive to the harsh and 
 discomforting reality that information abundance does not necessarily give us 
 certainty. This holds not only in knowledge-based economies but also in traditional 
industrial  economies. In fact, this abundance of information can sometimes lead to 
errors in decision  making and undesirable outcomes due to either overwhelmingly 
confusing situations or a sense of overconfidence that leads to improper use of infor-
mation. The former  situation can be an outcome of both the limited capacity of the 
human mind to deal with  complexity in some situations and information abundance 

CoNTENTS

1.1 Societal Needs and Demands ..............................................................................................1
1.2 Historical Perspectives on the Origins of Risk Analysis and Management .................2
1.3 Risk Types with Varying Impacts: From Nuisances to Existential ................................5
1.4 Systems Framework ............................................................................................................. 13
1.5 Knowledge ............................................................................................................................ 19
1.6 Cognition and Cognitive Science ......................................................................................23
1.7 Ignorance as Knowledge Deficiency ................................................................................. 24

1.7.1 Evolutionary Nature of Knowledge ...................................................................... 24
1.7.2 Classifying Ignorance .............................................................................................28
1.7.3 Ignorance Hierarchy ................................................................................................30
1.7.4 Mathematical Models for Ignorance Types ..........................................................36

1.8 Aleatory and Epistemic Uncertainties ..............................................................................38
1.8.1 Inherent Uncertainty ...............................................................................................38
1.8.2 Subjective Uncertainty ............................................................................................38

1.9 Knowledge and Ignorance in System Abstraction .......................................................... 41
1.9.1 Abstracted System Aspects .................................................................................... 41
1.9.2 Nonabstracted System Aspects ..............................................................................42
1.9.3 Unknown System Aspects ......................................................................................43

1.10 Exercise Problems ................................................................................................................44



2 Risk Analysis in Engineering and Economics

in other cases, whereas the latter can be attributed to a higher order of ignorance, 
referred to as the ignorance of self-ignorance.

Our society advances in many scientific dimensions and invents new technologies 
by expanding our knowledge through observation, discovery, information  gathering, 
and logic. Access to newly generated information is becoming easier than ever as a 
result of computers and the Internet. We have entered an exciting era where electronic 
 libraries, online databases, and information on every aspect of our civilization—patents, 
 engineering products, literature, mathematics, economics, physics, medicine, philosophy, 
and public opinions, to name a few—are only a mouse click or screen touch away. In this 
era, computers can generate even more information from the abundance of online infor-
mation. Society can act or react based on this information at the speed of its generation, 
sometimes creating undesirable situations, for example, price or political volatilities.

It is important to assess uncertainties associated with information and to quantitatively 
qualify our state of knowledge by measuring its deficiency, termed herein ignorance. The 
accuracy, quality, and incorrectness of such information, as well as knowledge deficien-
cies or inconsistency or incoherence, are being closely examined by our philosophers, 
scientists, engineers, economists, technologists, decision and policy makers, regulators 
and lawmakers, and our society as a whole. As a result, uncertainty and ignorance 
analyses are receiving increased attention (Ayyub and Klir 2006). We are moving from 
a state of emphasizing knowledge expansion and information creation to a state that 
includes knowledge and information assessment by critically evaluating them in terms 
of  relevance, completeness, nondistortion, consistency, and other key measures.

Our society is becoming less forgiving and more demanding in regard to our knowledge 
base than ever. The processing of available information or acting on its results, even if its 
results might be inconclusive, is ultimately regarded as less excusable than a simple lack of 
knowledge and ignorance. In 2000, the US Congress and the Justice Department investigated 
Firestone and Ford companies for allegedly knowing that perhaps defective tires were sus-
pected in causing accidents, claiming more than 88 lives worldwide without taking appropri-
ate actions. The investigation and media coverage elevated the problem to a full-blown scandal 
as a result of inaction in light of the available information. Both Firestone and Ford argued 
that the test results conducted after they knew about the potential problem were inconclusive. 
Such an approach can often be regarded by our demanding society as a deliberate cover-up.

People have some control over the levels of technology-caused risks to which they are 
exposed and willing to undertake. Attempts to reduce risk by governments and corporations 
in response to the increasing demands by our society generally can, however, entail a reduc-
tion in benefits, thus posing a serious dilemma. The public and policy makers are required 
with increasing frequency to weigh benefits against risks and assess associated uncertainties 
when making decisions. Further, the lack of a systems or holistic approach leads to vulnerabili-
ties when the reduction of one set of risks introduces offsetting or larger risks of other kinds.

1.2  Historical Perspectives on the origins of Risk Analysis 
and Management

Within the context of projects, risk is commonly associated with an uncertain event or condi-
tion that—if it occurs or materializes, as possibly a result of an interaction with a hazard—
has a negative effect on a project’s objective. Risks resulting from such events can, therefore, 
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be characterized by the occurrence likelihood and the occurrence consequences of such events. 
Assessing risk requires its quantification by developing models that represent a system of 
interest, events or scenarios that are of concern or interest, assessing likelihoods, and assess-
ing consequences. The results of these assessments can be graphically represented using 
an x–y plot of consequences (x: ranges of dollars, injuries, or lives lost) versus likelihoods 
(y: probability, exceedence probability, rate, or exceedence rate). The outcomes of risk assess-
ment can then be used in economic models or decision structures to perform trade-offs 
among risk control and management options available to keep risk within acceptable levels.

Risk analysis should be performed using a systems framework that accounts for uncer-
tainties in modeling, behavior, prediction models, interaction among components of a 
system, and impacts on the system and its surrounding environment. Risk assessment 
constitutes a necessary prerequisite to risk management and communication. Risk accep-
tance is a complex socioeconomic, technological decision that can partly be based on pre-
vious human and societal behavior and actions. Risk communication can follow the risk 
assessment and management stages for informing other analysts, decision makers, engi-
neers, scientists, system users, and the public about the risks associated with the system; 
therefore, subsequent decisions relating to the system are made with risk awareness, not 
blindly. Primary risk methods are described in detail in Chapter 2 that can form the bases 
for developing risk quantification and management methodologies.

Risk analysis and management, as a field of study, has many origins at different times 
for different motives in active evolutionary tracks. The emergence of this field obviously 
cannot be separated from the human experience and its evolution behaviorally, cultur-
ally, economically, financially, technologically, and intellectually. The history of risk is, 
therefore, quite complex and entails uncertainty, and any attempt to summarize it would 
only produce an incomplete and biased account of it. The best source available is the 1998 
Bernstein’s book Against the Gods. An informative summary is provided by Vesper (2006).

The word risk is of obscure origin, perhaps dating back to 1655–1665 based on an old 
French word risqué or an Italian word risc, whereas the word hazard comes from the Arabic 
word al-zahr, which means the dice (from http://dictionary.reference.com). The study of 
risk emerged from the games of chance and gambling that were depicted in Egyptian 
tomb paintings from 3500 BCE and powered by the changes in mathematical numbering 
based on the Hindu–Arabic numbering system, an understanding of the statistical basis 
of probability, and the rise in popularity of gambling in Europe between 1000 and 1200 
leading to works during the Renaissance period on the games of chance and playing dice. 
Other mathematicians, with the availability of large bodies of data such as birth and death 
records, produced properties and rules concerning sampling, actuarial tables, and predic-
tion methods of events, behavior, and populations.

A key origin of risk analysis is money and financial interests as early as Aristotle, who in 
his treatise Politics discusses the concept of options as a financial instrument that allows indi-
viduals to buy and sell goods from one another at prearranged prices. Options were traded in 
Holland as early as the 1630s, and in the United States in the 1790s in what would later become 
the New York Stock Exchange. As for trading in futures, their use in Europe dates to the medi-
eval times to help reduce risk for farmers and commodity buyers. Futures on products such as 
grain, copper, and pork bellies were sold on the Chicago Board of Trade starting in 1865.

Insurance, as a financial tool to manage risk for a person or party by sharing  potential 
financial losses with others who are compensated for taking on the added risk by  insurance 
premiums, was started to help finance voyages of ships and was used for life insurance by 
trade and craft guilds in Greece and Rome, and against natural hazards to protect  farmers 
and traders from droughts and floods. Lloyd’s of London was born in a coffee shop near the 
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Tower of London in 1687. The shop was a gathering place for ship captains who shared infor-
mation about past and upcoming voyages, routes, weather, and hazards, and eventually the 
sharing extended to the risks by signing their names on a board under the terms of a contract 
for all parties to see. This practice of signing under the risk-sharing contract gave rise to the 
term underwriters. Insurance coverage has continued to expand in scope, parties covered, 
layering, and complexity for a variety of hazards in the form of new products.

Between the 1970s and the 1990s, derivatives were created as financial contracts, so 
named because they derive their value from one or more assets, used to hedge or protect 
against a financial loss, and are particularly useful in conditions in which there is signifi-
cant volatility, that is, financial risk. Examples are futures and options.

A technological origin of risk analysis and management can be associated with the indus-
trial revolution out of concern over risks stemming from new technologies, in particular 
the invention of steam-powered engines of the late 1700s and 1800s. Steam engines, which 
used onboard ships, had the potential to cause a greater number of casualties compared to 
other technologies invented until the late 1700s. High-pressure steam engines resulted in 
thousands of fatalities in a couple of hundred steamboat accidents that occurred between 
the years 1816 and 1848 (adapted from Vesper 2006). In 1838, the US Congress passed the 
first law regulating an industry, by establishing the Steamboat Inspection Service, and sub-
sequently strengthened the law until 1852 when Congress moved the Inspection Service 
from the oversight of the Department of Justice to that of the Department of Treasury.

Building and building codes have a long history that can be used to establish an ori-
gin of risk methods. The Code of Hammurabi, a well-preserved Babylonian law code 
of many articles, dating back to about 1772 BCE (King 2011), includes several articles 
intended to manage risks associated with building practices as follows: Article 229—if 
a builder builds a house for someone and does not construct it properly, and the house 
that he built falls in and kills its owner, then that builder shall be put to death; Article 230—if 
it kills the son of the owner, then the son of that builder shall be put to death; and so on. 
Building codes nowadays are based on probabilistic methods and probabilistic risk 
analysis, such as the standards by the American Concrete Institute (ACI), the American 
Society of Civil Engineers (ASCE), and the American Society of Mechanical Engineers 
(ASME).

The increase in hazards and risks to individuals, society, and the environment has 
been a driving force behind vigilance by regulators, industry, and other entities involved 
in managing and controlling risks by creating and evolving risk methods and a variety 
of approaches to manage and control risks. An interesting, but extreme, approach that 
emerged in the United States was the Delaney Clause that was added to the Federal Food, 
Drug, and Cosmetic Acts, in 1954, 1958, and 1960, respectively, to prohibit the addition of 
any pesticide, additive, or coloring agents, which are shown to be carcinogenic in humans 
or animals, to foods based on the belief that thresholds do not exist below which respec-
tive chemicals do not provoke carcinogenic responses. It was initially based on an absolute 
safety requirement defined by cancer occurrence due to a single contact between a carcino-
genic substance of any amount and a cell, without accounting for the fact that test animals 
are subjected to toxicity levels exceeding a person’s consumption over a lifetime or that 
the animal species had a metabolic pathway very different from that of humans. This 
approach was changed to threshold limit values established, interpreted, and applied by 
professionals to prevent an unreasonable risk of disease or injury, for example, an 8-hour 
time-weighted average limit would be set to mean that a normal, otherwise healthy, worker 
exposed to this level over a 40-hour work week would not be expected to develop any type 
of health injury (Vesper 2006).
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The scope of hazards and risks has greatly increased reflecting increases in the technol-
ogy applications and emergence of new technologies covering diverse areas including 
nuclear energy, bridges, airplanes, marine systems, buildings, energy-related advance-
ments, power and chemical plants, pesticides, biologically active agents, subatomic 
particles, nanotechnology, foods and drugs, pharmaceutical products and devices, 
and so on. As a result, many agencies have adopted risk methods in their regulations, 
such as the US Nuclear Regulatory Commission, Department of Energy, Environmental 
Protection Agency, Coast Guard, Department of the Interior, Transportation Security 
Agency, and Department of Defense, to name a few. The adoption and use by the pri-
vate sector has increasingly kept up with this trend and proliferated in many directions 
including risk analysis and management methods for enhancing technologies, project 
management practices, project execution, strategic planning, and enterprise growth 
and management.

1.3 Risk Types with Varying Impacts: From Nuisances to Existential

All living systems have a simple, but challenging, genetically encoded mission in life to sur-
vive and reproduce to preserve their kind in hostile environments that are full of hazards, 
adversaries, and predators, and most importantly dynamic in their nature. Humans are not 
different from other species, however, with an added aspiration of enhancing the quality 
of life, longevity, and happiness. Luckily, these risks faced by humans differ in occurrence 
rates (or odds), impacts, and in terms of our ability to recover from any impacts if they 
materialize. Figure 1.1 shows the scope and impacts of these risks on ordinal scales from the 
perspective of humans. The figure, inspired by the work of Bostrom (2002), does not show 
the important dimension of rates (or odds) for the various cases identified but shows only 
the impact and scope with transgenerational and time dimensions, and is intended to offer 
a basis for exhaustively scoping out risks for the purposes of this book. The impact catego-
ries displayed are human centric, that is, anthropocentric, starting from nuisance to human 
health with the components of bodily injuries, mental health, and death, to property, and 
finally to the environment. The second scale of scope is also human centric, which shows 
four categories from an individual to a group to a locality to worldwide, that is, global, 
for each the time and transgenerational dimensions are implicitly included. The examples 
provided in the figure cover many illustrative cases identified, from the mundane, tolerable 
risk of car damage due to a falling tree to the existential risk from an asteroid impacting the 
Earth. Some of these risks are manageable, others are  tolerable, some are inevitable, and a 
few could make us feel helpless.

A differentiator among living systems is their intelligence level to achieve their 
 respective objectives through appropriate decision making that entails coping with these 
risks through an effective and efficient use of resources. The objective of this book is to 
develop, present, and demonstrate analytical methods for structuring decision situations 
to quantify and manage risks using rational, and perhaps can be described as biologically 
inspired, ways of thinking to achieve superior intelligence for achieving prescribed objec-
tives or a mission. The methods included in the book can handle all the cases presented 
in Figure 1.1; however, the limited size of the book does not permit coverage of all the 
cases. Readers can draw parallelism among different cases to construct methodologies in 
addressing any case of interest including the ones that are not covered.
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Humans, in their aspiration for enhancing their quality of life, longevity, and happiness, 
take premeditated actions, undertake projects, alter environments, consume resources, 
and so on, which entail the risks for the potential achievement of these aspirations as 
benefits. Trade-offs among resource consumption, environmental changes, benefits, and 
potential adverse impacts associated with risks are complex, and their analysis and quan-
tification require the concepts and methods presented in this book.

Events, when they occur, or systems of interest to humans, when they interact with a haz-
ard, could lead to impacts that could span multiple cases shown in Figure 1.1. For example, 
when a hurricane passes over a city, the impacts could cover the cases of individual, group, 
and local populations under nuisances, human health, property, and environment, and if it 
is of an extreme intensity, the impact might extend to a global level through interconnected 
world economies. The figure, therefore, is intended to illustrate various cases by examples 
with each listed under a particular case for convenience, while the impacts could know-
ingly extend to other cases listed in the figure. Moreover, when events occur, or systems 
of interest interact with a hazard, adverse financial, monetary, and economic effects may 
result (Figure 1.1). These effects are included under property, although they exhibit some 
intangible characteristics that could make their analysis challenging, and quantification and 
valuation illusive.

According to the United Nations Office for Disaster Risk Reduction (UNISDR 2012), 
half of the world’s inhabitants, expected to increase to roughly two-thirds by 2015, and 
the vast majority of property and wealth are concentrated in urban centers situated in 
locations already prone to major disasters, such as earthquakes and severe droughts, and 
along flood-prone coastlines. It also reported that the 2011 natural disasters, including 
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FIGURE 1.1
Anthropocentric risks. The symbol * indicates that financial markets and economics are included under property.
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the earthquake and tsunami that struck Japan, resulted in US$366 billion in direct dam-
ages and 29,782 fatalities worldwide. Storms and floods accounted for up to 70% of the 
302 natural disasters worldwide in 2011, with earthquakes producing the greatest num-
ber of fatalities. It is anticipated that such disasters would occur in increasing trends of 
storm rates and disaster impacts due to a combined effect of a changing climate and an 
increased coastal inventory of assets (Ayyub et al. 2012). Although no population center or 
a geographic area can ever be risk free from natural or human-caused hazards, communi-
ties should strive to manage risk and enhance resilience to the destructive forces or the 
impacts of resulting events that may claim lives and damage property. Risk perceptions 
of the risk landscape as assessed from the 2011 World Economic Forum places storms and 
climate change at high levels as summarized in Figure 1.2. Gilbert (2010) provided popu-
lation-and-wealth-adjusted loss and fatality count trends from 1960 to 2009 to demonstrate 
that both are about flat without significant slopes; however, he noted that the United States 
is becoming more vulnerable due to increased population concentration in areas prone 
to natural hazards (Berke et al. 2008; Burby 1998) and persisting inadequate condition of 
infrastructure (ASCE 2009).
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FIGURE 1.2
Perceived risks in 2011.
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Example 1.1: Nuisances

Figure 1.1 shows risks that fall under the nuisance impact level. These risks could affect 
individuals, groups, populations of cities, or humans worldwide. The figure shows 
selected examples from the following list:

•	 Individual: minor delay in traffic due to congestion, leading to missing an 
appointment or starting a task; minor allergic reaction to a medication; minor 
loss in the stock market due to daily fluctuation; and so on

•	 Group: brief Internet loss at home for an hour, momentary power loss at a 
meeting room during a meeting, brief delayed arrival of a speaker at a meet-
ing, delayed arrival of a coworker on a crew, and so on

•	 Local population: closure of the only coastal road for a few hours, brief Internet 
loss at town for an hour, brief power loss at town for an hour, limited supplies 
of snow removal equipment during a snow storm, and so on

•	 Worldwide population: nonmalicious, self-deleting viral cyber attack; small oil 
price increase; and so on

Example 1.2: Human Health

Human health impacts are grouped in Figure 1.1 as physical injuries, metal health, and life 
loss. Figure 1.1 provides examples for the four cases of individual, group, local  population, 
and worldwide population. This category has temporal and  transgenerational dimen-
sions, for example, death due to aging or birth defects due to exposure to radiations, 
respectively. The following additional examples are provided for several impact types:

•	 Individual: broken hip due to slipping and falling at home, substantial  financial 
loss in the stock market, drowning during a recreational water  activity, and so on

•	 Group: injuries from exposure to gas released from riot-control grenades at 
a civil disobedience demonstration, experiences of war veterans or torture 
 victims, fatalities from a bus crash or a train crash, and so on

•	 Local population: injuries from evacuating a city due to a dam breach, 
 psychological impacts of random sniper shootings or psychological impacts on 
children as a result of attacks by unmanned aerial vehicles (UAVs),  defective 
pharmaceutical products or defective toys, and so on

•	 Worldwide population: nonfatal, infectious disease outbreaks; impacts of 
genocide or large-producing fatality event; an asteroid or comet impacting the 
Earth, leading to human extinction or fatal, infectious disease outbreaks or 
global nuclear war; and so on

Example 1.3: Property

Impacts on property are illustrated in Figure 1.1 based on the following list:

•	 Individual: damage to a vehicle due to a falling tree, damage to a cellular 
phone by accidently dropping it on a hard floor from the hand of a user while 
standing up, and so on

•	 Group: fire in an electronic data center of a corporation, fire at a residence while 
the owners are on travel, flooding of an office due to a water pipe breakage, and 
so on

•	 Local population: hurricane damage to a city, flooding of a town due to extreme 
precipitation, tornado damage to a town, and so on

•	 Worldwide population: malicious, viral cyber attack; rising sea level; and 
so on
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Example 1.4: Environment

Impacts on the environment are illustrated in Figures 1.1 and 1.2 based on the following list:

•	 Individual: oil spill from a can in the backyard of a house; minor gasoline spill 
from a pump in a gas station; contamination of water in a private, small tank 
by sewage water; and so on

•	 Group: chemical spill from a pipe at an industrial plant, gasoline release from 
an underground tank of a gas station, contamination of water in a storage tank 
by sewage water, and so on

•	 Local population: oil spill from an deep well in a gulf, oil spill from a oil tanker 
close to the coast, release of gaseous chemical to the air, radioactive material 
release, and so on

•	 Worldwide population: global warming, major release of radioactive  material, 
nuclear war, and so on

Example 1.5: A Truss Structural System

A truss as shown in Figure  1.3 can be viewed as a structural system that must be 
designed to an acceptable safety level to support traffic loads on a bridge. The system 
in this case can be thought of as a system in series, meaning that if 1 out of 29 members 
fails, then the entire system would fail to function properly and may collapse. The fail-
ure potential is a serious matter that designers consider carefully in the design stage of 
the truss. Designers have to identify potential modes of failure and assess the associ-
ated consequences and risks. The design stage includes studying the possible scenarios 
of failure of the members in order to enhance the design and manage the risks. For 
example, a design could be enhanced to allow for partial failures instead of catastrophic 
failures and to introduce redundancy through the addition of other members to work 
as standby or load-sharing members to critical members in the structure. The benefits 
of such enhancements, which are intended to reduce the likelihood of failure, could 
include increasing design and construction costs to such an extent that the structure 
becomes economically unfeasible. Bridge failure consequences may be included in this 
analysis. Trade-off analyses can be performed to make the structure economically fea-
sible and achieve the acceptable safety levels. This example demonstrates the potential 
of risk analyses during the design process to provide the acceptable risk levels.

Example 1.6: A Water Pipeline System

The primary water supply system of a city is shown in Figure 1.4. The water delivery system 
of city C has two sources, A and B, from which water passes through a pumping station. 
Pipelines (branches 1–3) are used to transport water as shown in Figure 1.4. Assuming that 
either source alone is sufficient to supply the city with water, failure can happen in branch 
1, 2, or 3. Designers and planners of the pipeline system, therefore, have to identify possible 
water loss scenarios to assess the associated risks. The simplistic failure scenarios given in 

FIGURE 1.3
Truss structural system.
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Table 1.1 can be used for risk analysis studies of the supply pipelines. Table 1.1 is limited 
only to cases where total failure happens in each of the three branches. The table can be 
expanded to include partial failures of a branch including water loss from leaks.

Example 1.7: A Fire Escape System

In the event of a fire in an apartment that is equipped with a smoke detector, the poten-
tial consequences of the fire to occupants may be analyzed using qualitative risk analysis 
methods. The consequences of the fire depend on whether the smoke detector operates 
successfully during the fire and whether the occupants are able to escape. Table 1.2 
shows possible qualitative scenarios that can be thought of as results of a fire. The table 
can be extended further to perform quantitative risk analyses by assigning probability 

TABLE 1.1

Failure Possibilities and Their Impact on a Water Pipeline System

Source of Failure Failure Impact on System or Consequences

Failure of branch 1 only T P
Failure of branch 2 only T P
Failure of branch 3 only T T
Failure of branches 1 and 2 only T T
Failure of branches 1 and 3 only T T
Failure of branches 2 and 3 only T T
Failure of branches 1–3 T T

P, partial; T, total.

TABLE 1.2

Possible Escape Scenarios and Their Risk Consequences

Source of Risk as 
an Adverse Event

Escape 
Scenario

Smoke Detector 
Working 

Successfully?

occupants 
Managed 
to Escape?

Consequences in 
Terms of Loss of Life

Fire initiated in an 
apartment

1 Yes Yes No injury
2 Yes No Death
3 No Yes Severe injury
4 No No Death

Branch 2

Branch 3 City
C

Branch 1

Source
A

Source
B

Pumping
station

FIGURE 1.4
City water pipeline system. 



11Introduction

values to the various events in paths (i.e., rows of the table). An additional column before 
the last column can be inserted to calculate the total path probability of each scenario. 
Such an analysis can assist planners and designers in computing the overall probability 
of each consequence for the purpose of planning, designing, and constructing escape 
routes more efficiently. Such analysis can reduce risks and increase safety to occupants of 
the apartments, leading to reduction in insurance premiums and enhancement of mar-
ket values of the apartments. A formal approach for such analysis can involve fault tree 
analysis as will be discussed in detail in Chapter 2.

Example 1.8: Project Management

Risk analysis can be a very useful technique when applied in the field of project man-
agement. In construction projects, managers and clients commonly pursue areas and 
sources of risks in all the five phases of a project from feasibility to disposal or termina-
tion as listed in Table 1.3. The methods can be applied by developing risk scenarios asso-
ciated with failure states for all project phases by using methods that examine causes 
and effects as shown in Table 1.3. The failure states in this example were selected to 
illustrate the causes and effects for respective stages.

Example 1.9: organizational Hierarchy of a Corporation

Risk methods can be used to analyze potential failures in managing an organization 
due to errors, inappropriate decision, or incorrect decisions. Organizational failures can 
lead to significant adverse consequences. Executives and managers of organizations are 

TABLE 1.3

Cause-and-Effect Risk Scenarios for Project Phases

Source of Risk in 
Project Stages Failure State Cause of Failure Effect on Project

Feasibility study Delay Feasibility stage is delayed 
due to complexities and 
uncertainties associated 
with the system.

The four subsequent stages of the 
project will be delayed, thus 
causing problems in regard to the 
client’s financial and investment 
obligations.

Preliminary design Approval not 
granted

The preliminary design is 
not approved for various 
reasons; failure can be 
attributed to the architect, 
engineer, project planner, 
or project manager.

The detailed design will not be ready for 
zoning and planning approval or for the 
selection process of contractors, thus 
causing accumulated delays in finishing 
the project, leading to additional 
financial burdens on the client.

Design details Delay Detailed design performed 
by the architect/engineer is 
delayed.

The project management activities cannot 
be performed efficiently, and the 
contractor cannot start work properly, 
thus causing delays in the execution of 
the project.

Execution and 
implementation

Delay or 
disruption

Execution and 
implementation stage is 
delayed or disrupted as a 
result of accidents.

The project will definitely not be finished 
on time and will be completed over 
budget, thus creating serious financial 
difficulties for the client.

Disposal or 
termination

Delay The termination stage is 
delayed or not scheduled.

The system will become unreliable and 
hazardous, thus causing customer 
complaints and exacerbating the client’s 
contractual obligation problems.
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responsible for designing the hierarchical structure of their organization. They should rig-
orously study the implications for designing their organizational structure as a system 
with in-series, in-parallel, or mixed series–parallel lines of authority and communications 
among departments and management levels. These lines represent the flow of instructions 
and the feedback channels that could fail and potentially lead to damage to the entire orga-
nization. For the series–parallel structure shown in Figure 1.5, managers need to analyze 
the risks associated with the structure and perform failure analysis, such as that provided 
in Table 1.4. Performing qualitative failure analysis in organizational management sys-
tems poses a unique challenge, as managed departments are not mechanical devices that 
show a crisp transition from a functioning state to a failure state but rather exhibit partial 
failures and blurred transitions from one state to another. Therefore, in analyzing such 
structures, the percentage of failure at every management level has to be assessed through 
brainstorming and interviewing sessions. The qualitative analyses are usually a prelude to 
quantitative analyses to quantify these partial to disruptive failures (Table 1.4).

Example 1.10: Project Cost and Profitability

An important management consideration is to execute a project within a  prescribed 
budget, thereby realizing profits or benefits as anticipated from the project. 
Cost   overrun is an undesirable outcome and can be treated as failure in a risk 

TABLE 1.4

Possible Failure Scenarios for a Multilevel Organizational Structure

Source of Risk 
as an Adverse 
Event

Failure 
Scenarios

Failure of Top 
Management?

Failure 
of Middle 

Management?

Failure 
of operational 
Management?

Performance of the 
organizational 

Structure

Failure of 
existing 
structural 
hierarchy to 
achieve 
organizational 
goals

1 Yes Yes Yes D
2 Yes Yes No P
3 Yes No Yes P
4 Yes No No P
5 No Yes Yes P
6 No Yes No P
7 No No Yes P
8 No No No S

D, disruptive failure; P, partial; S, success.

Top management

Middle
management

Production
management

Marketing
management

Operational management

FIGURE 1.5
A series–parallel model of organizational structural hierarchy. 
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 analysis framework. The underlying top events that can contribute to this failure type 
are as follows:

•	 Uncertainties associated with cost estimates
•	 Underlying assumptions and factors that introduce randomness and correlations 

in the actual costs compared to estimated costs
•	 Various hazards that can be classified broadly into natural hazards, human-

caused events, and external events
•	 Project management decisions relating to insurance and contract terms, 

 contingency allocations, and skill of the management team
•	 Enterprise management decisions relating to portfolio considerations and 

 correlations, and the responsiveness and nimbleness of the senior  management 
team

These top events require separate analytical models to facilitate risk quantification in 
order to inform and enhance decision making.

1.4 Systems Framework

The definition and articulation of problems in engineering and sciences are critical tasks in 
the processes of analysis and design, and can be systematically performed within a systems 
framework. Albert Einstein said, “The mere formulation of a problem is often far more essen-
tial than its solution”; however, according to Werner Karl Heisenberg, this definition entails 
uncertainty by stating thus: “What we observe is not nature itself, but nature exposed to our 
method of questioning.” Generally, a system as abstracted by an analyst or envisioned by an 
engineer, such as a power plant, can be modeled to include a segment of its environment that 
interacts significantly with it to define an underlying system. The boundaries and the extent 
of details, that is, resolution of the system as defined, are drawn based on the objectives of 
the analysis and the class of performances (including failures) under consideration.

A generalized system formulation allows scientists and engineers to develop a comprehensive 
understanding of the nature of a problem and the underlying physics, processes, and  activities. 
In a system formulation, an image or a model of an object that emphasizes some important and 
critical properties is defined. System definition is usually the first step in an overall methodol-
ogy formulated for achieving a set of objectives. This definition can be based on observations 
at different system abstraction levels that are established based on these objectives. The obser-
vations can be about the different elements (or components) of the system, interactions among 
these elements, and the expected behavior of the system. Each level of abstraction is treated as 
a knowledge layer. These knowledge layers are defined for a problem or a project of interest, 
and define a system to represent the problem or the project. As additional layers of knowledge 
are added to previous ones, higher epistemological levels of system definition and description 
are attained which, taken together, form a hierarchy of system descriptions. Two views have 
emerged in systems science for the purpose of system definition: (1) realism and (2) constructiv-
ism, as described by Ayyub and Klir (2006) and summarized in this section.

According to realism, a system that is obtained by applying correctly the principles and 
methods of science represents some aspects of the real world. This representation is only 
approximate, due to limited capability or resolution of our sensors and measuring instru-
ments, and is viewed as a homomorphic image of its counterpart in the real world. Using more 
enhanced capability or refined instruments, the homomorphic mapping between the entities 
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of the system of concern and those of its real-world counterpart (the corresponding real system) 
also becomes more refined, and the system becomes a better representation of its real-world 
counterpart. Realism thus assumes the existence of systems in the real world, which are usu-
ally referred to as real systems. It claims that any system obtained by sound scientific inquiry 
is an approximate (simplified) representation of a real system via an appropriate mapping.

According to constructivism, all systems are artificial abstractions. They are not made 
by nature and presented to us to be discovered, but we construct them by our percep-
tual and mental capabilities within the domain of our experiences. The concept of a sys-
tem that requires correspondence to the real world is illusory because there is no way of 
 checking such correspondence. We have no access to the real world except through expe-
rience. It seems that the constructivist view has become predominant, at least in systems 
science, particularly in the way formulated by von Glasersfeld (1995). According to this for-
mulation, constructivism does not deal with ontological questions regarding the real world. 
It is intended as a theory of knowing, not as a theory of being. It does not require analysts 
to deny ontological reality. Moreover, the constructed systems are not arbitrary, that is, they 
must not collide with the constraints of the experiential domain. The aim of constructing 
systems is to organize our experiences in useful ways. A system is useful if it helps us to 
achieve some aims, for example, to predict, retrodict, control, and make proper decisions.

We perceive reality as a continuum in its composition of objects, concepts, and proposi-
tions. We construct knowledge in quanta to meet constraints related to our cognitive abilities 
and limitations, producing what can be termed as quantum knowledge defined by fields, 
practices, and so on. This quantum knowledge leads to and contains deficiencies, that is, 
ignorance as termed in this book—manifested in two forms: (1) ignorance of self-ignorance and 
(2) knowledge deficiencies in the form of incompleteness and/or inconsistency, as discussed in 
detail in subsequent sections. The ignorance of self-ignorance is called blind ignorance. The 
incompleteness form of ignorance stems from quantum knowledge that does not cover the 
entire domain of inquiry. The inconsistency form of ignorance rises from specialization and 
focuses on a particular specialty discipline, or science, or a phenomenon without, for example, 
accounting for interactions with or from other sciences or disciplines or phenomena.

Methods for system definition and analysis are described in Chapter 3. The examples 
presented in this section include systems of varying complexity levels from various fields. 
They are intended to demonstrate domain diversity and variations in representation styles.

Example 1.11: Carbon Inventory and Cycle for Assessing Global Warming Risks

Carbon, as a primary element for all living systems, is present in pools (or reservoirs) 
in the Earth’s atmosphere, soils, oceans, and crust, and is in flux as it moves from one 
pool to another at different rates. The overall movement of carbon can be described 
as a cycle. Starting with the carbon in the atmosphere (Figure 1.6), it is used in a pho-
tosynthesis process with other elements to create new plant material. As a result, this 
process transfers large amounts of carbon from the atmosphere’s pool to the plants’ 
pool. These plants, similar to other living systems, eventually die and decay, or are 
consumed by fire, or are harvested by humans or other living systems for consumption, 
placing carbon in fluxes to other pools, and eventually released back to the atmosphere. 
This cycle is linked to other cycles of the oceans’ microbes, fossil rocks, volcanoes, and 
so on. Earth has many individual cycles linked to each other on spatial and temporal 
scales to form an integrated global carbon cycle as shown schematically in Figure 1.6 
according to the National Oceanic and Atmospheric Administration (NOAA)’s data 
(Intergovernmental Panel on Climate Change or IPCC 2007). A similar figure is pro-
vided by the University of New Hampshire (2011) with arrows indicating fluxes. Pan 
et al. (2011) estimated a global carbon budget for two time periods of 1990–1999 and 
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2000–2007 as shown in Figure 1.7 that clearly shows the increase of carbon emission 
under fossil fuel and cement over time. This increase goes unmatched in the carbon 
uptakes in efficiency with a potential for creating a prolonged time lag from emissions 
to uptakes. The result is an increase in the atmospheric carbon dioxide (CO2) concentra-
tion as shown in Figure 1.8a based on the data of ancient air trapped in Antarctic ice 
gathered from ice cores from glacier averaged using 75-year smoothing (Etheridge et al. 
2012) (Figure 1.8b). Such an increase due to this time lag drives other processes leading 
to global temperature increases. Carbon dioxide is predicted to double by 2100, leading 
to global temperature increase of 1.5°C–3.5°C that in turn leads to sea-level rise, storm 
extremes, and so on. This example illustrates the identification of the boundaries of a 
complex system as provided by Ayyub (2012).

Example 1.12:  Linked Ecological and Socioeconomic Systems for Assessing 
Associated Risks

A link between terrestrial and aquatic systems can be defined by wetlands. The 
critical functions of wetlands can be defined by their landscape position, and their 
ecological and socioeconomic services as schematically represented in Figure  1.9. 
Researchers have characterized wetlands as keystone ecosystems in linked ecological- 
socioeconomic systems based on their importance for improving water quality, flood 
storage, storm protection, and biological diversity support. Factors affecting wetlands 
include qualities of the ecosystem, the surrounding environment defined by the under-
lying environmental processes, and human activities competing with these processes. 
Modeling this interaction and the factors requires the development of a system model, 
as illustrated in Figure 1.9, in order to sustain multiple desirable outcomes and assess 
any risks resulting from imbalances created by engineering projects, changes in human 
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behavior or activities, and changes in policy. The cumulative effect over some time 
period could lead to adverse effects, such as causing the decline of all or some spe-
cies, and in other instances acting in concert with other stressors impairing the bio-
geochemical cycles of a wetland such that it is no longer a viable ecosystem. Other 
considerations based on Example 1.11 are (1) to link the treatment to climate changes 
leading to warmer temperatures, changes in regional precipitation, and sea-level rise 
or changes in lake levels and (2) to assess the long-term impacts and our ability to 
develop response scenarios that are becoming challenging and entail great uncertain-
ties. Figure 1.9 shows examples of positive (+) ecosystem functions and services, such 
as flood storage, clean water provision, carbon sequestration, nutrient processing, and 
biodiversity, and negative (−) impacts, such as toxins, physical disturbance, nonnative 
invasive species, and climate change. These are only examples. Such a functional and 
impact structure could help define interactions and the system boundaries and resolu-
tion level to meet modeling and decision-making objectives.

Example 1.13: System Boundaries of a Structural Truss

For the truss system used in Example 1.5, as shown in Figure 1.3, the system bound-
aries must be defined in order to establish the limits on the scope of a study and the 
extent of coverage by risk analysis methods. For this truss system, some analysts or 
designers may consider the system boundaries to include only the 29 members under 
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study. Others, however, may include the two supporting rollers and pins, and the sys-
tem boundaries can be extended further to include supporting walls or piers. Other 
analyses might require extending the boundaries even further to include the founda-
tions and their types, such as shallow, concrete, or piles. Moreover, other risk analysts 
may include the landscaping around the walls or columns and their effects on the type 
of concrete. Another extension of boundaries might require inclusion of a group of simi-
lar trusses to create a hanger, a roofing system for a factory, or a multiple-lane bridge. 
In the case of multiple trusses, bracing members or roofing structures connected to the 
trusses must be included. Hence, the responsibility of analysts or designers includes 
proper identification of the boundaries and limits for such a system that are necessary 
to perform relevant risk studies.
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Example 1.14: A Water Pipeline System

Example 1.6 utilized a water delivery system, as shown in Figure 1.4, to illustrate the need 
for and potential uses of risk methods. The goal of water delivery system is to meet the 
water needs of the city by supplying water from the sources to the city. For this situation, 
the system can be defined as consisting of three long pipes. Some analyses might consider 
the shape and various sizes of these pipes, or whether they are connected by intermedi-
ate valves. This city water network might require planners and designers to consider the 
effect of other obstructing facilities or infrastructures, for example, other crossing pipes, 
cables, or roads. The system definition can be extended to include the supports of the 
pipes and their foundation systems. Some studies might require expanding the system 
boundaries to include the pumping station, operators, and environmental conditions. The 
system boundaries, therefore, can be defined through having clear study objectives.

Example 1.15: System Boundaries of a Fire Escape of an Apartment Building

Referring to Example 1.7, the fire escape system for an apartment building, planners and 
designers may view the system boundary to include only the fire escape system from 
the inside to the outside of the apartments. Another perspective might be to consider 
other escape routes inside the building that are not designated as fire escape routes, espe-
cially for those apartments in higher levels of the building. The system boundaries can be 
extended to include external escape routes. High-rise building apartments with internal 
constraints may need to be designed to include egress to the roof of the building with an 
appropriate rescue plan that could include direct alarm links with fire and rescue depart-
ments. In this case, the system boundaries extend beyond the location of the building to 
include communication links and the response of fire and rescue units and personnel.

Example 1.16: System Boundary Identification in Project Management

Example 1.8 dealt with a risk analysis in project management. The system boundary 
in this case can include all people involved in the five stages of a project. They can be 
limited, according to traditional project management, to a client, an engineer, and a con-
tractor. If a project management team is introduced, the definition of the system would 
have to be extended to include the management team. The system can be extended fur-
ther to include suppliers, vendors, subcontractors, shareholders, and/or all stakeholders 
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having an interest in the project. In this case, the client and the project management 
team need to clearly identify the parties that should be considered in such an analysis.

Example 1.17:  System Boundary Identification in organizational 
Structural Hierarchy

Using the information provided in Example 1.9, the system under consideration can include 
a subset of the management levels for performing a failure analysis, for example, opera-
tional management having two departments (production and marketing). Other analy-
ses might require including only the middle management level, a critical level through 
which all instructions and information pass within an organization. Some studies might 
require including only the top management level for analysis, as its failure would lead to 
disruption of functions of the entire organization. In general, any  combination of the two 
management levels can be included within a system to meet various analytical objectives. 
The system definition can be extended to include all levels, even the board of directors. 
The objective of any analysis must be defined in order to delineate the boundaries of a 
system and should be used as the basis for including and excluding the management level 
in examining the risks associated with failures of the organization.

1.5 Knowledge

Risk studies in many disciplines of engineering and the sciences rely on the development 
and use of predictive models that in turn require knowledge and information and sometimes 
subjective opinions of experts. Working definitions for knowledge, information, and opinions are 
required for this purpose. The reliability of the results from such predictive models greatly 
depends on the level of deficiency in the underlying knowledge, information, and opinions. In 
this section and subsequent sections, these concepts are discussed and examples are provided.

According to evolutionary epistemology, knowledge is a product and a construct of the 
human experience. Knowledge can be viewed as two types: nonpropositional and proposi-
tional. Nonpropositional knowledge can be further broken down into know-how and con-
cept knowledge and familiarity knowledge (commonly called object knowledge). Know-how and 
concept knowledge requires someone to know how to do a specific activity, function, pro-
cedure, and so on, such as riding a bicycle. The concept knowledge can be empirical in 
nature. In evolutionary epistemology, know-how knowledge is viewed as a historical ante-
cedent to propositional knowledge. Object knowledge is based on a direct acquaintance 
with a person, place, or thing; for example, Mr Smith knows the President of the United 
States. Propositional knowledge is based on propositions that can be either true or false; 
for example, Mr Smith knows that the Rockies are in North America (di Carlo 1998; Sober 
1991). This proposition can be expressed as, where knows is intended to mean claims that:

 Mr Smith knows that the Rockies are in North America  (1.1a)

 S P knows  (1.1b)

where:
S is the subject (Mr Smith)
P is the proposition or claim that “the Rockies are in North America”
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Epistemologists require the following three conditions for making this claim and having 
a true proposition:

 1. S must believe P.
 2. P must be true.
 3. S must have a reason to believe P; that is, S must be justified in believing P.

The justification in the third condition can take various forms; however, to simplify, it can 
be taken as justification through rational reasoning or empirical evidence. Therefore, 
propositional knowledge is defined as a body of propositions that meet the conditions of 
justified true belief (JTB) based on these three items. This general definition does not sat-
isfy a class of examples called the Gettier problem, initially revealed in 1963 by Edmund 
Gettier (Austin 1998). Gettier showed that we can have highly reliable evidence and still 
cannot have knowledge. In addition, someone can skeptically argue that, as long as it 
is possible for S to be mistaken in believing P (i.e., the third condition is not met), the 
proposition can be false. This argument, sometimes called a Cartesian argument, under-
mines empirical knowledge. In evolutionary epistemology, this high level of scrutiny is 
not required. According to evolutionary epistemology, true beliefs can be justified by 
cause–effect examination and from reliably attained, law-governed procedures, where 
law refers to a natural law. Sober (1991) noted that there are very few instances, if ever, 
where we have perfectly infallible evidence. Almost all of our common sense beliefs are 
based on the evidence that is not infallible even though some may have overwhelming 
reliability. The presence of a small doubt in meeting the justification condition does not 
make our evidence infallible but only reliable. Evidence reliability and infallibility argu-
ments form the bases of the reliability theory of knowledge. Figure 1.10 shows a breakdown 
of knowledge by types, sources, and objects that were based on a summary provided by 
Honderich (1995).

As stated earlier, knowledge is defined as a body of JTBs, such as physical laws, models, 
objects, concepts, know-hows, processes, and principles, acquired by humans about a 
system of interest, where the justification condition can be met based on the reliability 
theory of knowledge. The most basic and reliable knowledge (RK) category is cogni-
tive knowledge (episteme), which can be acquired by human senses. The second cate-
gory is based on the correct reasoning from hypotheses such as mathematics and logic 
(dianoi). The third category, which moves us from intellectual categories to categories 
that are based on the realm of appearances and deception, is based on the propositions 
and is known as belief (pistis). Pistis, the Greek word for faith, denotes intellectual and/
or emotional acceptance of a proposition. The fourth category is conjecture (eikasia), in 
which knowledge is based on inference, theorization, or prediction using incomplete or 
unreliable evidences. These four categories are shown in Figure 1.11. They also define 
the knowledge box in Figure 1.12. These categories constitute the human cognition for 
constructing knowledge, which might be different from a future state of knowledge 
achieved by an evolutionary process, as shown in Figure  1.12. The pistis and eikasia 
categories are based on expert judgment and opinions regarding the system issues of 
interest. Although the pistis and eikasia knowledge categories might be marred with 
uncertainty, they are certainly sought after in many engineering disciplines and the sci-
ences, especially by decision and policy makers.

Information can be defined as sensed objects, things, places, processes, and information 
and knowledge communicated by language and multimedia. Information can be viewed 
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as a preprocessed input to our intellect system of cognition, and knowledge acquisition 
and creation. Information can lead to knowledge through investigation, study, and reflec-
tion. However, knowledge and information about the system might not lead to discovery 
nor to an evolutionary, knowledge-state advancement about the system as a result of not 
meeting the justification condition in the JTB or the ongoing evolutionary process, or both. 
Knowledge is defined in the context of humankind, evolution, language, and communica-
tion methods, as well as social and economic dialectical processes; knowledge cannot be 
removed from them. As a result, knowledge always reflects the imperfect and evolutionary 
nature of humans, which can be attributed to their reliance on their senses for information 
acquisition; their dialectical processes; and their mind for extrapolation, creativity, reflec-
tion, and imagination, with the associated biases as a result of preconceived notions due 
to time asymmetry, specialization, and other factors. An important dimension in defining 
the state of knowledge and truth about a system is nonknowledge or knowledge deficiency 
or ignorance due to many factors and reasons including information deficiency, that is, 
uncertainty.

Opinions rendered by experts that are based on the information and existing knowledge 
can be defined as preliminary propositions with claims that are not fully justified or are 
justified with adequate reliability. Expert opinions are seeds of propositional knowledge 
that do not meet one or more conditions required for the JTB with the reliability theory 
of knowledge. They provide a valuable, and sometimes necessary, input to a decision 
 situation, as they might lead to knowledge expansion; but decisions that are made based 
on them might be risky sometimes, and due to their preliminary nature, they might be 
proven false by others in the future.

The relationships among knowledge, information, opinions, and evolutionary epis-
temology are shown in Figure  1.12. The dialectical processes include communication 
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methods such as languages, visual and audio means, and other forms. They also include 
economic class, schools of thought, and political and social dialectical processes within 
peers, groups, colonies, societies, and the world.

1.6 Cognition and Cognitive Science

Cognition can be defined as the mental processes of receiving and processing information 
for knowledge creation and behavioral actions. Cognitive science is the interdisciplinary 
study of mind and intelligence (Stillings 1995). Cognitive science deals with many disci-
plines including philosophy, psychology, artificial intelligence, neuroscience, linguistics, 
and anthropology. The intellectual origins of cognitive science started in the mid-1950s, 
when researchers in several fields began to develop theories on how the mind works based 
on complex representations and computational procedures.

The origin of cognitive science can be taken as the theories of knowledge and reality 
proposed by the ancient Greeks, when philosophers such as Plato and Aristotle tried 
to explain the nature of human knowledge. The study of the mind remained the prov-
ince of philosophy until the nineteenth century, when experimental psychology was 
developed by Wilhelm Wundt and his students, who initiated laboratory methods for 
the systematic study of mental operations. A few decades later, experimental psychol-
ogy was dominated by behaviorism, which virtually limited the examination of the 
mind as it relates to psychology. Behaviorists, such as J. B. Watson, argued that psy-
chology should restrict itself to examining the relationship among observable stimuli 
and observable behavioral responses and should not deal with consciousness and men-
tal representations. The intellectual landscape began to change dramatically in 1956, 
when George Miller summarized numerous studies showing that the capacity of human 
thinking is limited, with short-term memory, for example, being limited to around seven 
items. He proposed that memory limitations are compensated for by humans through 
their ability to recode information into chunks and through mental representations that 
require mental procedures for encoding and decoding the information. Although at this 
time primitive computers had been around for only a few years, pioneers such as John 
McCarthy, Marvin Minsky, Allen Newell, and Herbert Simon were founding the field of 
artificial intelligence. Moreover, Noam Chomsky rejected behaviorist assumptions about 
language as a learned habit and proposed instead to explain language comprehension in 
terms of mental grammars consisting of rules.

Cognitive science is based on a central hypothesis that thinking can best be understood 
in terms of representational structures in the mind and computational procedures that 
operate on those structures (Johnson-Laird 1988). The nature of the representations and 
computations that constitute thinking is not fully understood. The central hypothesis is 
general enough to encompass the current range of thinking in cognitive science, includ-
ing connectionist theories, which model thinking using artificial neural networks. This 
hypothesis assumes that the mind has mental representations analogous to computer 
data structures and computational procedures similar to computational algorithms. The 
mind is considered to contain such mental representations as logical propositions, rules, 
concepts, images, and analogies. It uses mental procedures such as deduction, search, 
matching, rotating, and retrieval for interpretation, generation of knowledge, and deci-
sion making. The dominant mind/computer analogy in cognitive science has taken on 

 



24 Risk Analysis in Engineering and Economics

a novel twist from the use of another analog, that is, of the brain. Cognitive science then 
works with a complex three-way analogy among the mind, the brain, and computers. 
Connectionists have proposed a brain-like structure that uses neurons and their con-
nections as inspiration for data structures and neuron firing and spreading activation 
as inspirations for algorithms. No single computational model for the mind exists, as 
the various programming approaches suggest different ways in which the mind might 
work, ranging from serial processors such as the commonly used computers that per-
form one instruction at a time to parallel processors such as some recently developed 
computers that are capable of doing many operations at the same time.

Cognitive science claims that the human mind works by representation and com-
putation using empirical conjecture. Although the computational–representational 
approach to cognitive science has been successful in explaining many aspects of 
human problem solving, learning, and language use, some philosophical critics argue 
that it is fundamentally flawed based on the following limitations (Thagard 1996; von 
Eckardt 1993):

•	 Emotions: Cognitive science neglects the important role of emotions in human 
thinking.

•	 Consciousness: Cognitive science ignores the importance of consciousness in 
human thinking.

•	 Physical environments: Cognitive science disregards the significant role of  physical 
environments in human thinking.

•	 Social factors: Human thought is inherently social and has to deal with various 
dialectical processes in ways that cognitive science ignores.

•	 Dynamic nature: The mind is a dynamic system, not a computational system.
•	 Quantum nature: Researchers argue that human thinking cannot be  computational 

in the standard sense, so the brain must operate differently, perhaps as a quantum 
computer that is yet to be defined.

These open issues need to be considered by philosophers and scientists in developing 
new cognitive theories and for a better understanding of how the human mind works to 
 process information and construct knowledge.

1.7 Ignorance as Knowledge Deficiency

1.7.1 Evolutionary Nature of Knowledge

Knowledge deficiency, in its broadest term, is called ignorance for the purpose of con-
structing an analytical structure for its examination (Ayyub 2010; Ayyub and Klir 2006). 
Ignorance, therefore, can be defined as knowledge deficiency; is considered to encompass 
notions covered by many other terms relating to knowledge deficiency, such as uncer-
tainty, randomness, contradiction, inconsistency, and incompleteness; and is inclusive of 
all deficiency forms, types, and extents.

Humans tend to focus on what is known and not on the unknowns. The English language, 
similar to many other languages, evolved creating this emphasis. For example, we can easily 
state that “John informed Mark,” whereas we cannot directly state the contrary. We can only 
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state it by using the negation of the earlier statement: “John did not inform Mark.” Statements 
such as “John misinformed Mark” or “John ignored Mark” do not convey the same (intended) 
meaning. Another example is “I know Professor Ayyub,” for which a meaningful direct 
contrary statement does not exist in many languages as illustrated in Figure 1.13 based on 
a survey conducted by the author, Ayyub, in 2010 at a class of 18 mostly doctoral students 

Language

English English

Language Two statements
I                              know      Professor      Ayyub
I          do not        know       Professor      Ayyub

FIGURE 1.13
Emphasis of languages on the known things, and not the unknowns.
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taking a graduate-level course on uncertainty modeling and analysis. From this class, stu-
dents  voluntarily completed a form that was presented to them to translate the two typed 
statements from English to their respective native languages and indicate if a direct nega-
tion can be stated. None of these languages have a verb for the direct negation of “know.” 
The languages covered by the class in the order listed in Figure 1.13 are Bulgarian, Hindi, 
English, Malayalam, Tamil, Twi, Norwegian, Amharic, Arabic, Bengali, Gujarati, Chinese, 
Tigrigna, Ghanaian, Ancient Chinese, German, Indonesian, and Korean.

The emphasis on knowledge and not on ignorance can also be noted in sociology, which 
has a field of study called the sociology of knowledge but not the sociology of ignorance, although 
Weinstein and Weinstein (1978) introduced the sociology of nonknowledge, and Smithson (1985) 
introduced the theory of ignorance.

Engineers and scientists tend to emphasize knowledge and information, and sometimes 
intentionally or unintentionally brush aside ignorance. In addition, information (or knowl-
edge) can be misleading in some situations because it does not have the truth content that 
was assigned to it leading potentially to overconfidence. In general, knowledge and igno-
rance can be classified as shown in Figure 1.14 using squares with crisp boundaries for 
the purpose of illustration. The shapes and boundaries can be made multidimensional, 
irregular, and/or fuzzy. The evolutionary infallible knowledge (EIK) about a system is shown as 
the top-right square in the figure and can be intrinsically unattainable due to the fallacy of 
humans and the evolutionary nature of knowledge. The state of RK is shown using another 
square (the bottom-left square) for illustration purposes. RK represents the present state of 

FIGURE 1.13
(Continued) Emphasis of languages on the known things, and not the unknowns.
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knowledge in an evolutionary process; that is, it is a snapshot of knowledge, a set of know-
hows, objects, and propositions that meet justifiable true beliefs within reasonable reliabil-
ity levels. At any stage of human knowledge development, this knowledge base about the 
 system is a  mixture of truth and fallacy. The intersection of EIK and RK represents a knowl-
edge base with  infallible knowledge (IK) components (i.e., know-hows, objects, and propo-
sitions). Therefore, the following relationship can be stated using the notations of set theory:

 IK EIK RK= ∩  (1.2)

where:
∩ indicates intersection

IK is defined as knowledge that can survive the dialectical processes of humans and soci-
eties and passes the test of time and use. This IK can be schematically defined by the 
intersection of the two squares representing EIK and RK. Based on this representation, 
two primary types of ignorance can be identified: (1) ignorance within the knowledge base 
RK due to factors such as irrelevance and (2) ignorance outside the knowledge base due to 
unknown objects, interactions, laws, dynamics, and know-hows.

Expert A, who has some knowledge about the system, can be represented elliptically 
as shown in Figure 1.14 for illustrative purposes. Three types of ellipticals can be identi-
fied: (1) a subset of the EIK that the expert has learned, captured, and/or  created; (2) self-
perceived knowledge by the expert; and (3) perception by others of the expert’s knowledge. 
The EIK of the expert might be smaller than the self-perceived knowledge by the expert, 
and the difference between the two types is a measure of overconfidence that can be 
partially related to the expert’s ego. Ideally, the three ellipticals should be the same, but 
commonly they are not. They are greatly affected by the communication skills of experts 
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and their successes in dialectical processes that with time might lead to marginal advances 
or quantum leaps in evolutionary knowledge. Also, their relative sizes and positions within 
the IK base are unknown. It can be noted from Figure 1.14 that the expert’s knowledge can 
extend beyond the RK base into the EIK area as a result of the creativity and imagination of 
the expert. Therefore, the intersection of the expert’s knowledge with the ignorance space 
outside the knowledge base can be viewed as a measure of creativity and imagination. The 
ellipticals of another expert (say Expert B, not shown in the figure) might overlap with the 
ellipticals of Expert A, and they might overlap with other regions by varying magnitudes.

1.7.2 Classifying Ignorance

In the context of knowledge and ignorance, risks are based on the comprehension and 
abstractions by humans of a decision situation; hence, they are all based on their percep-
tions. Risks, if quantified, have varying levels of uncertainty that may be tied back to the 
state of knowledge and associated deficiencies not always with success except in cases of 
retrospective examinations. Ignorance contributes to the motivation for assessing and man-
aging risk.

The state of ignorance for a person or society can be (1) of the unintentional type due to an 
erroneous cognition state and not knowing relevant information or (2) of the deliberate type 
by ignoring either information or deliberate inattention to something for various reasons 
such as limited resources and cultural opposition, respectively. The latter type is a state of 
conscious ignorance, which is intentional; and once recognized, evolutionary species try to 
correct for that state for survival reasons with varying levels of success. The former igno-
rance type belongs to the blind ignorance category; therefore, ignoring means that someone 
can either unconsciously or deliberately refuse to acknowledge or regard or leave out an 
account or consideration for relevant information (di Carlo 1998). These two states should be 
addressed when developing a hierarchical breakdown of ignorance.

Using the concepts and definitions from evolutionary knowledge and epistemology, 
ignorance can be classified based on the three knowledge sources as follows:

 1. Know-how ignorance can be related to the lack of, or having erroneous, know-how 
knowledge. Know-how knowledge requires someone to know how to do a specific 
activity, function, procedure, and so on, such as riding a bicycle.

 2. Object ignorance can be related to the lack of, or having erroneous, object knowl-
edge. Object knowledge is based on a direct acquaintance with a person, place, or 
thing; for example, Mr. Smith knows the President of the United States.

 3. Propositional ignorance can be related to the lack of, or having erroneous, propositional 
knowledge. Propositional knowledge is based on propositions that can be either true 
or false; for example, Mr. Smith knows that the Rockies are in North America.

The above three ignorance types can be cross-classified against two possible states for 
knowledge agents (such as a person) in regard to knowing their state of ignorance. These 
two states are as follows:

 1. Nonreflective (or blind) state, where the person does not know of self-ignorance—a 
case of ignorance of ignorance, also called metaignorance

 2. Reflective state, where the person knows and recognizes self-ignorance, also called 
conscience ignorance
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Smithson (1985) termed the latter type of ignorance as conscious ignorance, and the 
blind ignorance was referred to as metaignorance. As a result, in some cases the person 
might formulate a proposition but still be ignorant of the existence of a proof or disproof 
(i.e.,  ignoratio elenchi). A knowledge agent’s response to reflective ignorance can be either 
passive acceptance or a guided attempt to remedy one’s ignorance, which can lead to four 
possible outcomes: (1) a successful remedy that is recognized by the knowledge agent as a 
success, leading to fulfillment; (2) a successful remedy that is not recognized by the knowl-
edge agent as a success, leading to search for a new remedy; (3) a failed remedy that is 
recognized by the knowledge agent as a failure, leading to search for a new remedy; and 
(4) a failed remedy that is recognized by the knowledge agent as a success, leading to blind 
ignorance, such as ignoratio elenchi or drawing an irrelevant conclusion.

The cross-classification of ignorance is shown in Figure 1.15 in two possible forms that can 
be used interchangeably. Although the blind state does not feed directly into the evolution-
ary process for knowledge, it does represent a becoming knowledge reserve. The reflective 
state has survival value to evolutionary species; otherwise, it can be argued that it would 
never have flourished (Campbell 1974). Ignorance emerges as a lack of knowledge relative 
to a particular perspective from which such gaps emerge. Accordingly, the accumulation 
of beliefs and the emergence of ignorance constitute a dynamic process resulting in old 
ideas perishing and new ones flourishing (Bouissac 1992). According to Bouissac (1992), the 
process of scientific discovery can be metaphorically described not only as a cumulative 
sum (positivism) of beliefs but also as an activity geared toward relentless construction of 
ignorance (negativism), producing as architecture of holes, gaps, and lacunae, so to speak.

Hallden (1986) examined the concept of evolutionary ignorance in decision theoretic 
terms. He introduced the notion of gambling to deal with blind ignorance or lack of 
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knowledge by proposing that there are times when, in lacking knowledge, gambles must 
be taken. Sometimes gambles pay off with success (i.e., continued survival) and sometimes 
they do not, leading to sickness or death.

According to evolutionary epistemology, ignorance is factitious; that is, it has human-
made perspectives. Smithson (1988) provided a working definition of ignorance based 
on the following: “Expert A is ignorant from B’s viewpoint if A fails to agree with or 
show awareness of ideas that B defines as actually or potentially valid.” This definition 
allows for self-attributed ignorance, and either Expert A or Expert B can be the attributer 
or  perpetrator of ignorance. Our ignorance and claimed knowledge depend on our cur-
rent historical setting, which is relative to various natural and cultural factors such as 
language, logical systems, technologies, and standards that have developed and evolved 
over time. Therefore, humans evolved from blind ignorance through gambles to a state 
of incomplete knowledge with reflective ignorance recognized through factitious per-
spectives. In many scientific fields, the level of reflective ignorance becomes larger as the 
level of knowledge increases. Duncan and Weston-Smith (1997) stated in the Encyclopedia 
of Ignorance that “compared to our bond of knowledge, our ignorance remains Atlantic.” 
They invited scientists to state what they would like to know in their respective fields and 
noted that the more eminent they were, the more readily and generously they described 
their ignorance. Clearly, before solving a problem, it must be articulated.

1.7.3 Ignorance Hierarchy

Figures 1.12 and 1.14 express knowledge and ignorance in evolutionary terms as they are 
socially or factually constructed and negotiated. Ignorance can be viewed as having a 
hierarchical classification based on its sources and nature, as shown in Figure 1.16; brief 
definitions are provided in Table 1.5. Figure 1.16 is intended to be exhaustive of all pos-
sibilities within the knowledge and cognitive limitations of the author. Ignorance can be 
classified into two types: (1) blind ignorance (or metaignorance) and conscious ignorance 
(or reflective ignorance).

Ignorance

Conscious ignorance Blind ignorance

Inconsistency

Confusion

Conflict

Approximations

Vagueness Coarseness Simplifications Nonspecificity

Randomness Sampling

Unspecificity

Likelihood Ambiguity

Uncertainty Absence
Taboo

Inaccuracy
Unknowns

Untopicality Undecidedness

Incompleteness Fallacy Unknowable Irrelevance

FIGURE 1.16
Ignorance hierarchy.
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Blind ignorance includes not knowing relevant know-how, objects-related informa-
tion, and relevant propositions that can be justified. The unknowable knowledge can be 
defined as knowledge that cannot be attained by humans based on current evolution-
ary progressions, or cannot be attained at all due to human limitations or can only be 
attained through quantum leaps by humans. Blind ignorance also includes irrelevant 
knowledge that can be of two types: (1) relevant knowledge that is dismissed as irrelevant 
or ignored and (2) irrelevant knowledge that is believed to be relevant through unreliable 
or weak justification or as a result of ignoratio elenchi. The irrelevance type can be due 
to a lack of topicality, taboo, or undecidedness. A lack of topicality can be attributed to 
intuitions of experts that could not be negotiated with others in terms of cognitive rel-
evance. Taboo is due to socially reinforced irrelevance; issues that people must not know, 
deal with, inquire about, or investigate define the domain of taboo. The undecidedness 

TABLE 1.5

Taxonomy of Ignorance

Term Meaning

Blind ignorance Ignorance of self-ignorance or metaignorance
  Unknowable Knowledge that cannot be attained by humans based on current evolutionary 

progressions, or cannot be attained at all due to human limitations, or can only be 
attained through quantum leaps by humans

  Irrelevance Ignoring something
    Untopicality Intuitions of experts that could not be negotiated with others in terms of cognitive relevance
    Taboo Socially reinforced irrelevance; issues that people must not know, deal with, inquire 

about, or investigate
    Undecidedness Issues that cannot be designated true or false because they are considered unsolvable, 

or solutions that are not verifiable, or ignoratio elenchi
  Fallacy Erroneous belief due to misleading notions
Conscious ignorance A recognized self-ignorance through reflection
  Inconsistency Inconsistency in knowledge that can be attributed to distorted information and 

propositions as a result of inaccuracy, conflict, contradiction, and/or confusion
    Confusion Wrongful substitutions
    Conflict Conflicting or contradictory assignments or substitutions
    Inaccuracy Bias and distortion in degree
  Incompleteness Lacking or nonwhole knowledge in its extent due to absence or uncertainty
    Absence Incompleteness in kind
    Unknowns The difference between the becoming knowledge state and current knowledge state
    Uncertainty Inherent deficiencies in information used in acquiring knowledge
      Ambiguity The possibility of having multiple outcomes for processes or systems
        Unspecificity Outcomes or assignments that are incompletely defined
        Nonspecificity Outcomes or assignments that are improperly or incorrectly defined
      Approximations A process that involves the use of vague semantics in language, approximate reasoning, 

and dealing with complexity by emphasizing relevance
        Vagueness Noncrispness of belonging and nonbelonging of elements to a set or a notion of interest
        Coarseness Approximating a crisp set by subsets of an underlying partition of the set’s universe that 

would bind the set of interest
        Simplifications Assumptions needed to make problems and solutions tractable
      Likelihood Defined by its components of randomness and sampling
        Randomness Nonpredictability of outcomes
        Sampling Samples versus populations
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type deals with issues that cannot be designated either true or false because they are 
 considered unsolvable, solutions that are not verifiable, or a result of ignoratio elenchi. 
A third  component of blind ignorance is fallacy, which can be defined as erroneous beliefs 
due to misleading notions.

To illustrate the blind ignorance type, consider the 9/11 terrorist attacks that resulted in 
nearly 3000 deaths in Lower Manhattan, on a field in Pennsylvania, and at the Pentagon 
along the banks of the Potomac River, and historically recorded as the single largest 
loss of life from an attack on the US soil. The 9/11 National Commission on Terrorist 
Attacks on the United States (2002), as an independent, bipartisan panel, examined the 
facts and circumstances and provided recommendations to safeguard against future 
acts. In its report, a chapter was devoted to “foresight and hindsight” with a key state-
ment that captured the essence of root causes as “We believe the 9/11 attacks revealed 
four kinds of failures: in imagination, policy, capabilities, and management.” The fail-
ure in imagination component speaks to the blind ignorance. Another example can be 
made based on the statement made by Roberta Wohlstetter (1962), a historian of military 
intelligence, in her most influential work Pearl Harbor: Warning and Decision: it is “much 
easier after the event to sort the relevant from the irrelevant signals. After the event, of 
course, a signal is always crystal clear; we can now see what disaster it was signaling 
since the disaster has occurred. But before the event, it is obscure and pregnant with 
conflicting meanings.” This second example speaks to the irrelevance as a component 
of blind ignorance.

Kurt Gödel (1906–1978) proved the incompleteness of axioms for arithmetic, as well as 
the relative consistency of the axiom of choice and continuum hypothesis with the other 
axioms of set theory (Hofstadter 1999; Nagel and Newman 2001). According to Gödel, 
mathematicians hoped that their axioms could be proven consistent, that is, free from con-
tradictions, and complete, that is, strong enough to provide proofs of all true statements. 
Gödel, however, showed that these hopes were overly naive by proving that any consistent 
formal system strong enough to axiomatize arithmetic must be incomplete; that is, there 
are statements that are true but not provable. Also, one cannot hope to prove the consis-
tency of such a system using the axioms themselves (Hofstadter 1999; Nagel and Newman 
2001). Moreover, many systems defined in engineering and the sciences are not based on 
a closed universal space defined by sets and accompanying axioms, but potentially an 
open universal space defined by sets, including vague sets, and axioms as constructed and 
deemed appropriate by analysts.

Within the context of the collective propositional knowledge of humans (noting that 
all knowledge is attributable to humans), we could state that humans cannot be both 
consistent and complete, and could not prove completeness without proving inconsis-
tency and vice versa. This view can be used as a basis for classifying the conscious igno-
rance into inconsistency and incompleteness. This classification is also consistent with 
the concept of quantum knowledge discussed earlier.

Inconsistency in knowledge can be attributed to distorted information and propo-
sitions as a result of inaccuracy, conflict, contradiction, and/or confusion as shown 
in Figure  1.16. Inconsistency can result from assignments and substitutions that are 
wrong, conflicting, or biased causing confusion, conflict, or inaccuracy, respectively. 
The confusion and conflict result from in-kind inconsistent assignments and substitu-
tions; whereas inaccuracy results from a level bias or error in these assignments and 
substitutions.

Incompleteness is defined as lacking or nonwhole knowledge in its extent. Knowledge 
incompleteness consists of (1) absence and unknowns as incompleteness in kind and 
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(2)  uncertainty. The unknowns or unknown knowledge can be viewed in evolutionary 
epistemology as the difference between the becoming knowledge state and the current 
knowledge state. The knowledge absence component can lead to one of the following sce-
narios: (1) no action and working without the knowledge, (2) unintentionally acquiring 
irrelevant knowledge leading to blind ignorance, or (3) acquiring relevant knowledge that 
can be with various uncertainties and levels. The fourth possible scenario of deliberately 
acquiring irrelevant knowledge is not listed since it is not realistic.

Uncertainty can be defined as incompleteness due to inherent deficiencies in information 
used to acquire knowledge. Klir (2006) formally defines uncertainty as information defi-
ciency including deficiency types of incompleteness, imprecision, fragmentation, unreli-
ability, vagueness, or contradiction. Uncertainty can be classified into three types based 
on its sources: (1) ambiguity, (2) approximations, and (3)  likelihood. The ambiguity comes 
from the possibility of having multiple outcomes for processes or systems. Recognizing 
only some of the possible outcomes creates uncertainty. The recognized outcomes might 
constitute only a partial list of all possible outcomes leading to unspecificity. In this con-
text, unspecificity results from outcomes or assignments that are incompletely defined. 
The improper or incorrect definition of outcomes, that is, error in defining outcomes, can 
be called nonspecificity. In this context, nonspecificity results from outcomes or assign-
ments that are improperly defined. The unspecificity is a form of knowledge absence and 
can be treated similar to the absence category under incompleteness. The nonspecificity 
can be viewed as a state of blind ignorance.

The human mind has the ability to perform approximations through reduction and gen-
eralizations, that is, induction and deduction, respectively, in developing knowledge. The 
process of approximation can involve the use of vague semantics in language, approximate 
reasoning, and dealing with complexity by emphasizing relevance. Approximations can 
be viewed to include vagueness, coarseness, and simplification. Vagueness results from 
the imprecise nature of belonging and nonbelonging of elements to a set or a notion of 
interest, whereas coarseness results from approximating a set by subsets of an underlying 
partition of the set’s universe that would bind the crisp set of interest. Simplifications are 
assumptions introduced to make problems and solutions tractable.

Likelihood can be defined in the context of chance, odds, and gambling. Likelihood has 
primary components of randomness and sampling. Randomness stems from the nonpre-
dictability of outcomes. Engineers and scientists commonly use samples to characterize 
populations—hence, the last type.

Example 1.18: Examples corresponding to Ignorance Types

Tables 1.6 and 1.7 build on the ignorance hierarchy of Figure 1.16 and the definitions 
provided in Table 1.5 give examples from engineering and the sciences. The challenge 
in coming up with illustrative examples is that each ignorance type does not occur 
in isolation from other types. Generally, these examples intrinsically include multiple 
types at the same time, and someone could advance a credible argument to place an 
example under a different ignorance type. The intent herein is to place each example 
under a particular type that dominates an example cited.

Example 1.19: Surprise as an Indicator of Ignorance

Expectation is imagination constrained by bounded uncertainty (Shackle 1970). 
Rational decisions are based on expectations, and expectations are largely influenced 
by the bounds a decision maker’s imagination places on possible outcomes. When these 
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TABLE 1.6

Blind Ignorance: Examples

Term Example

Blind ignorance Approving a design of a system based on design standards without considering those failure 
modes that may not be included in the development of the standards

Fallacy The erroneous belief, pre-Galilean concepts, that understood the Earth to be the center of the 
universe

The steel columnar support structure of the World Trade Center towers can withstand a 
progressive failure induced by a plane striking the towers.

The belief in the early twentieth century that there exists ubiquitous ether as a transmitting 
medium for light

Unknowable The behavior of an n-dimensional creature and its way of life that cannot be ascertained by 
humans

The use of atomic differentiation techniques for growing molecular electronic circuits at the 
nanoscale

Irrelevance Some scientists once ignored the behavior and events of planets far distant from the Earth, 
citing these events as irrelevant to the conditions in our solar system; now, these effects are 
recognized.

Untopicality Since the existence of fairy magic is deemed highly unlikely, researchers will ignore its 
existence when trying to explain natural phenomena.

Undecidedness An approach to solving a problem may not follow the logic of current problem-solving 
methodologies leading to undecidedness on the appropriateness of the logic used.

The quandary whether life exists on other planets in the universe
Taboo The use of cloning techniques for humans to produce identical human beings using 

bioengineering
Fetal research for finding genetic reasons for diseases occurring in humans

TABLE 1.7

Conscious Ignorance: Examples

Term Example

Conscious 
ignorance

DNA provides the genetic makeup of living things, yet we are unable to completely decode 
its meaning.

Inconsistency Analysis using a linear model, yet true behavior is nonlinear.
Confusion In their attempt to develop explanations of previously unexplained phenomena, fresh 

graduate students often lack the understanding to clearly identify and define the 
problem.

Whether light has a particle nature or it behaves as a wave was a matter of confusion until a 
theory about the dual nature of light was accepted.

Inaccuracy Design equations often lend much insight into a physical problem, yet most often their 
results, though may be on the same order of magnitude, are inaccurate.

Conflict Light is either particle or energy, but can never be both.
Conflicting theories regarding how high temperatures affect the solder joint failure 
characteristics in electronic products that are subjected to vibrations

The heliocentric theory forwarded by Copernicus was in direct conflict with the geocentric 
theory of solar system commonly accepted at that time.

Incompleteness The theory of everything, also called the unified field theory rather, attempts to link all forces 
together into a single theory—though much progress has been made in this field (so we 
believe), our ideas are still incomplete.

(Continued)
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bounds on expectation are prescribed incorrectly, such as through the illusion of knowl-
edge manifesting from overconfidence, blind sightedness, or faulty reasoning, a failure 
of imagination could result, which in some contexts could prove harmful to the deci-
sion situation. For any decision problem, it is thus important to clearly articulate what 
is known, what is thought to be known, and what is not known, and acknowledge the 
possibility of unknown unknowns. The following two quotes are relevant here, noting 
that the illusion of knowledge falls within the realm of blind ignorance:

The greatest enemy of knowledge is not ignorance, it is the Illusion of knowledge.

Stephen Hawking
Theoretical physicist and cosmologist

The most difficult subjects can be explained to the most slow-witted man if has not 
formed any idea of them already; but the simplest thing cannot be made clear to 
the most intelligent man if he is firmly persuaded that he knows already, without a 
shadow of doubt, what is laid before him.

Leo Tolstoy
Novelist

TABLE 1.7

(Continued) Conscious Ignorance: Examples

Term Example

Unknowns The idea in 1980s that computers throughout the world can be connected for information 
flow.

The notion in the early twentieth century that atom is indivisible was disproved when it was 
found to consist of a positive core surrounded by negatively charged particles.

Absence Defining bulk characteristics of composite materials for high stress applications
The maps of the world were without the American continents before Europe discovered it in 
1492.

Approximations Most techniques in structural analysis are approximate in nature since they are known not to 
be able to characterize all aspects of structural behavior.

Vagueness Meaning of the phrase “premium paint quality”
Characterizing a person as a highly experienced executive

Coarseness In structural analysis, crude calculations are often made to validate highly complex 
numerical models—if the order of magnitude is achieved, the model is assumed valid.

In thermodynamics, macroscopic properties of ensembles are used to predict behavior 
instead of microscopic analysis at the molecular level.

Simplifications Taking a nonlinear problem and simplifying it enough to justify using linear analysis
Likelihood If a probability of an event occurring is <1, the event is inherently uncertain. For example, 

scientists quote a probability that a given asteroid will hit the Earth. Unless such a probability is 
0 or 1, it is uncertain whether or not the event will occur. Since such an event has been unlikely, 
scientists often ignore these asteroids if their apparent path does not tend toward the Earth.

Randomness Wave heights in open seas
Wind speed or direction

Sampling Assessing the structural strength of concrete by testing three specimens
In pharmaceutical development, a guinea pig or rat is randomly selected for evaluating the 
effect of a drug on it, and the effect is taken as a representative for the whole population.

Ambiguity In an experiment testing the fidelity of an electrical connection, specifying failure as an open 
circuit instead of quantified increase in resistance typically precedes it.

Defining failure of a component as a single event, whereas it can fail in two different modes
Assignment of all hereditarily transmitted traits to the genes that pass them over
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McGill and Ayyub (2009) discuss the menacing problem of surprise in the context 
of  critical infrastructure protection and propose several strategies for defeating the 
potential for and effects of surprise. It is suggested that adversaries achieve surprise 
by exploiting ignorance and lack of preparedness. They advocate two complemen-
tary approaches for defeating the surprise of (1) threat anticipation aimed at increas-
ing awareness of plausible threat scenarios and (2) possibility management aimed at 
improving preparedness to deal with loss irrespective of its cause.

Surprise manifests itself in the unknown, unrecognized, and unrealized, and is 
a direct by-product of a failure of imagination. In the context of homeland secu-
rity and warfare, surprise occurs when a defender is either unaware of potential 
hazards or unprepared to defend or respond to unexpected consequences from 
known, but ignored hazards. Adversaries seek to leverage a defender’s ignorance 
about their intent, capabilities, and operations to achieve an asymmetric advan-
tage over their targets. For instance, the use of airplanes to attack the World Trade 
Center and Pentagon on September 9, 2001 was arguably a surprise given that 
defenders were unaware that  such  vehicles  would be used as ballistic missiles to 
attack buildings. For  natural hazards, Woo (1999) notes that “there are many arcane 
 geological  hazard phenomena which are beyond the testimony of the living, which 
would be met with  incredulity and awe were they to recur in our own time.” Such 
“black swans” are highly  consequential scenarios that are either unknown or have a 
 perceived probability so low as to be considered negligible, yet would result in signif-
icant surprise were they to occur (Taleb 2004). In highly complex technical systems, 
surprise occurs due to unexpected emergent behaviors stemming from the interac-
tion between system  components and  their environment. Critical infrastructure is 
among such highly complex  technical  systems, where unknown interdependencies 
between  infrastructure services may lead to unpredictable and potentially cascading 
 consequences (Rinaldi et al. 2001).

1.7.4 Mathematical Models for Ignorance Types

Any identified ignorance types according to Figure 1.16 and Table 1.5 would require the use 
of a mix of mathematical theories appropriately selected to effectively model this  ignorance 
content. Table 1.8 shows a matrix of applications and mathematical theories and method-
ologies for illustrative purposes as given by Ayyub and Klir (2006). For  example, classical 
sets theory can effectively deal with ambiguity by modeling nonspecificity, whereas fuzzy 
and rough sets can be used to model vagueness, coarseness, and  simplifications. The theo-
ries of probability and statistics are regularly used to model randomness and sampling 
uncertainty applied to quality control and reliability analysis. Bayesian methods can be 
used to combine randomness or sampling uncertainty with subjective information that 
can be viewed as a form of simplification, and their results can be applied to reliability 
analysis. Ambiguity, as an ignorance type, forms a basis for randomness and sampling, 
as shown in the table, in conjunction with classical sets, probability, statistics, Bayesian, 
evidence, and interval analysis methods. Inaccuracy, as an ignorance type, can be present 
in many problems, such as forecasting, risk analysis, and validation. The theories of evi-
dence, possibility, and monotone measures can be used to model confusion and conflict in 
diagnostics, and vagueness in control. Interval probabilities and interval analysis can be 
used to model inaccuracy in risk analysis and validation, and vagueness and simplifica-
tion in risk analysis.

 



37Introduction

TA
B

LE
 1

.8

T
he

or
ie

s 
an

d
 E

xa
m

pl
e 

A
pp

lic
at

io
n

s 
to

 M
od

el
 a

nd
 A

na
ly

ze
 Ig

no
ra

nc
e 

Ty
p

es

Ig
n

or
an

ce
 T

yp
e

S
el

ec
te

d
 T

h
eo

ri
es

 
an

d
 M

et
h

od
ol

og
ie

s
C

on
fu

si
on

 
an

d
 C

on
fl

ic
t

In
ac

cu
ra

cy
A

m
b

ig
u

it
y

R
an

d
om

n
es

s 
an

d
 S

am
p

li
n

g
V

ag
u

en
es

s
C

oa
rs

en
es

s
S

im
p

li
fi

ca
ti

on

C
la

ss
ic

al
 s

et
s

M
od

el
in

g
Pr

ob
ab

ili
ty

Fo
re

ca
st

in
g

M
od

el
in

g
Q

ua
lit

y 
co

nt
ro

l
M

od
el

in
g

St
at

is
ti

cs
A

na
ly

si
s

Sa
m

pl
in

g
B

ay
es

ia
n

M
od

el
in

g
R

el
ia

bi
lit

y 
an

al
ys

is
M

od
el

in
g

Fu
zz

y 
se

ts
C

on
tr

ol
M

od
el

in
g

M
od

el
in

g
R

ou
gh

 s
et

s
C

la
ss

ifi
ca

tio
n

M
od

el
in

g
E

vi
d

en
ce

D
ia

gn
os

ti
cs

M
od

el
in

g
Po

ss
ib

ili
ty

Ta
rg

et
 tr

ac
ki

ng
Fo

re
ca

st
in

g
C

on
tr

ol
M

on
ot

on
e 

m
ea

su
re

In
te

rv
al

 p
ro

ba
bi

lit
ie

s
R

is
k 

an
al

ys
is

R
is

k 
an

al
ys

is
M

od
el

in
g

R
is

k 
an

al
ys

is
R

is
k 

an
al

ys
is

In
te

rv
al

 a
na

ly
si

s
R

is
k 

an
al

ys
is

V
al

id
at

io
n

A
na

ly
si

s
R

is
k 

an
al

ys
is

 



38 Risk Analysis in Engineering and Economics

1.8 Aleatory and Epistemic Uncertainties

Traditional uncertainty analysis and modeling in engineering are commonly defined as 
knowledge incompleteness due to inherent deficiencies in acquired knowledge. It can 
also be used to characterize the state of a system as being unsettled or in doubt, such 
as the uncertainty of the outcome. Uncertainty as an added dimension in risk analysis 
accounts for deficiencies in the definitions or quantifications of the hazards, threats and 
threat scenarios, vulnerabilities, failure consequences, prediction models, underlying 
assumptions, effectiveness of countermeasures and consequence mitigation strategies, 
decision metrics, and appropriateness of the decision criteria. Traditionally, uncertainty 
in risk analysis processes is treated as being of two types: (1) inherent, called aleatory, 
uncertainty and (2) subjective, called epistemic, uncertainty as will be described in 
the  sections that follow. These two uncertainty types are not in agreement with the 
ignorance classification of Figure 1.16; however, readers should be aware of their mean-
ing and use in the literature.

1.8.1 Inherent Uncertainty

Some events and modeling variables are perceived to be inherently random and are treated 
to be nondeterministic in nature. The uncertainty in this case is attributed to the physi-
cal world because humans failed to reduce or eliminate it by enhancing the underlying 
knowledge base. This type of uncertainty is sometimes referred to as aleatory uncertainty. 
An example of this uncertainty type is strength properties of materials such as steel and 
concrete, and structural load characteristics such as wave loads on an offshore platform. 
For a probability or consequence parameter of interest, the aleatory uncertainty is com-
monly represented probabilistically by a random variable Ua.

1.8.2 Subjective Uncertainty

In many situations, uncertainty is also present as a result of a lack of or deficiency in knowl-
edge, that is, epistemic in nature. In this case, the uncertainty magnitude could be reduced 
as a result of enhancing the state of knowledge by expending resources. Sometimes, this 
uncertainty cannot be reduced due to resource limitations, technological infeasibility, or 
socio political constraints. This type of uncertainty, sometimes referred to as epistemic uncer-
tainty, is the most dominant type in risk analysis. For example, the probability of an event 
can be computed based on many assumptions. A subjective estimate of this probability can 
be used in risk analysis; however, the uncertainty in this value should be recognized. With 
some additional modeling effort, this value can be treated as a random variable bounded 
using probability intervals or percentile ranges. By enhancing our knowledge base in this 
potential event, these ranges can be updated. For a probability or consequence parameter of 
interest, the epistemic uncertainty is commonly represented probabilistically by a random 
variable Ue.

Where uncertainty is recognizable and quantifiable, the framework of probabil-
ity can  be used to represent it. Objective or frequency-based probability measures 
can describe uncertainties of the aleatory type, and subjective probability measures can 
describe uncertainties of the epistemic type. Sometimes, however, uncertainty is recog-
nized, but cannot be quantified in statistical terms. Examples include risks far into the 
future, such as those for radioactive waste repositories where risks are computed over 
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design periods of 1,000 or 10,000 years, or risks aggregated across industries,  sectors, 
population groups, or over the world, such as the cascading effects of a successful 
 terrorist attack on a critical asset including consequent government changes and wars 
(National Research Council 1995).

The two primary uncertainty types of aleatory and epistemic for a parameter of interest 
can be combined as follows (Ang and Tang 1984, 2007):

 U U U= a e  (1.3)

where:
U is a random variable representing both uncertainty types, that is, the combined 

uncertainty
Ua is a random variable to represent the aleatory uncertainty
Ue is a random variable to represent the epistemic uncertainty

For example, the following lognormal distribution (LN) can be used for this purpose:

 Ue eLN( COV )= 1 0. ,  (1.4)

where:
COVe is the coefficient of variation (COV) of Ue

LN is the lognormal probability distribution

In Equation 1.4, the random variable is assumed to be an unbiased estimate of the true 
value, that is, with a mean value of 1. The aleatory uncertainty can be represented in a 
similar manner using a COVa. Using the first-order approximation, the total COV can be 
computed as follows:

 COV COV COVa
2

e
2= +  (1.5a)

The mean value (μ) can be computed using the first-order approximation based on 
Equation 1.3 as follows:

 µ µ µ= a e  (1.5b)

where:
μ is the mean value of the parameter that accounts for both uncertainty types
µa is the mean value of the parameter based on the aleatory uncertainty
µe is the mean value of the epistemic uncertainty, for example, 1 according to Equation 1.4

It is often important to treat the aleatory uncertainty separately from the epistemic 
uncertainty. For example, in light of the epistemic uncertainty, the pertinent result of 
the parameter will be a random variable. By combining the two uncertainty types as 
in Equations  1.5a and 1.15b, the expected value of the parameter is the best estimate 
that can be used as a basis for specifying values reflecting the risk attitude of a decision 
maker. In the case where the parameter of interest is the risk R, the decision maker may 
select or specify a risk-aversive value, such as the 90% value of the risk based on the total 
uncertainty computed. Such an approach is possible only if the two types of uncertainty 
are treated separately.
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Example 1.20: Aleatory and Epistemic Uncertainty in Risk Analysis

A city examined flooding risk and determined that it could result in $100 million in 
property loss with a standard deviation of $50 million. The analysis was based on the 
aleatory uncertainty associated with storms, flooding, and damages. An expert panel 
convened by the city estimated that the model parameters entail epistemic uncertain-
ties characterized in the form of a bias of 1.1 with a COV of 0.2. The city would like to 
account for the epistemic uncertainties in its risk estimates.

The uncertainty analysis in this case should examine both types as follows:

 1. Aleatory uncertainty. The risk (R) can be modeled as a random variable with a 
mean value of $100 million and a standard deviation of $50 million. Therefore, 
the COV is 50/100 = 0.5. Assuming a lognormal probability distribution, the 
parameters, μY and σY, computed according to Equation A.66 of Appendix A 
are 4.493598 and 0.472381, respectively.

 2. Epistemic uncertainty. The epistemic uncertainty can be represented as a factor 
(E) multiplied by the risk estimate (R) with a mean value of 1.1 and a COV of 0.2. 
Therefore, the standard deviation is 1.1(0.2) = 0.22. Assuming a lognormal prob-
ability distribution, the parameters, μY and σY, in this case computed according 
to Equation A.66 of Appendix A are 0.075699823 and 0.1980422, respectively.

 3. Combining the two uncertainty types. Two solutions are offered herein: an approx-
imate solution and an exact solution. Using the first-order approximations of 
Equations 1.15a and 1.15b, the risk with both uncertainty types combined has 
the following moments:

 Mean million million= =$ ( . ) $100 1 1 110  (1.6a)

 COV = + =0 5 0 2 0 53852 2. . .   (1.6b)

 Standard deviation 0.5385 ($110 million) $59.24 million= =  (1.6c)

The exact solution requires computing the lognormal parameters of the risk with both 
uncertainty types as follows:

 µY = + =4 494 0 0757 4 5697. . .  (1.7a)

 σY = + =0 4724 0 1980 0 51222 2. . .  (1.7b)

Then using Equation A.67 of Appendix A, the moments of the risk with both  uncertainty 
types are as follows:

 Mean million= $110  (1.8a)

 Standard deviation $60.25 million=  (1.8b)

 COV = =
60 25
110

0 5477
.

.  (1.8c)

The approximate solution always produces the same mean as the exact solution; 
 however, the standard deviations and COVs are not the same.
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1.9 Knowledge and Ignorance in System Abstraction

Engineers use information for the purpose of system definition, analysis, and design. 
Information in this case are classified, sorted, analyzed, and used to predict system behav-
ior and performances; however, classifying, sorting, and analyzing uncertainty in the 
information and using it to assess uncertainties in our predictions is far a more difficult 
task. Uncertainty in engineering was traditionally classified into objective and subjective 
types, that is, aleatory and epistemic uncertainties. This classification is deficient in com-
pletely capturing the nature of uncertainty and covering all its aspects. This difficulty 
stems from its complex nature and invasion of almost all epistemological levels of a system 
by varying degrees.

Analysis of an engineering system commonly starts with a definition of a system that 
can be viewed according to realism (or constructivism) as an abstract representation of 
an object of interest (or a construction from the experimental domain). The abstraction is 
performed at different epistemological levels (Ayyub 1992a, 1994; Ayyub and Klir 2006). 
A resulting model from this abstraction depends largely on the engineer (or analyst) who 
performed the abstraction, hence on the subjective nature of this process. During the pro-
cess of abstraction, the engineer needs to make decisions regarding what aspects should 
or should not be included in the model. Aspects that are abstracted and not abstracted 
include the previously identified uncertainty types. In addition to the abstracted and non-
abstracted aspects, unknown aspects of the system can exist due to blind ignorance, and 
they are more difficult to deal with because of their unknown nature, sources, extents, and 
impact on the system.

In engineering, uncertainty modeling and analysis is performed on the abstracted 
aspects of the system with some consideration of the nonabstracted aspects of a system. 
The division between abstracted and nonabstracted aspects can be a division of conve-
nience that is driven by the objectives of the system modeling, or simplification of the 
model; however, the unknown aspects of the systems are due to blind ignorance that 
depends on the knowledge of the analyst and the state of knowledge about the system in 
general. The effects of the unknown aspects on the ability of the system model to predict 
the behavior of the object of interest can range from none to significant. These abstraction 
cases are described in subsequent sections.

1.9.1 Abstracted System Aspects

Engineers and researchers dealt with the ambiguity and likelihood types of uncer-
tainty in predicting the behavior and designing engineering systems using the theories 
of probability and statistics, and Bayesian methods. Probability distributions were used 
to model system parameters that are uncertain. Probabilistic methods that include reli-
ability methods, probabilistic engineering mechanics, stochastic finite element methods, 
reliability-based design formats, and other methods were developed and used for this 
purpose. In this treatment, however, a realization was established about the presence of 
the approximation type of uncertainty. Subjective probabilities were used to deal with 
this uncertainty type. Subjective probabilities are based on mathematics used for the fre-
quency type of  probability. Uniform and triangular probability distributions were used to 
model this type of uncertainty for some parameters. The Bayesian techniques were also 
used, for example, to deal with combining empirical and subjective information about 
these parameters. The underlying distributions and probabilities were, therefore, updated. 
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Regardless of the nature of uncertainty in the gained information, similar mathematical 
assumptions and tools that are based on probability theory were used. Approximations 
arise from human cognition and intelligence. They result in uncertainty in these abstrac-
tions. These abstractions are, therefore, subjective and can lack crispness, or they can be 
coarse in nature, or they might be based on simplifications. The lack of crispness, called 
vagueness, is distinct from ambiguity and likelihood in source and natural properties. 
The axioms of probability and statistics are limiting for the proper modeling and analysis 
of this uncertainty type and are not completely relevant, nor completely applicable. The 
vagueness type of uncertainty in engineering systems can be dealt with using appropri-
ately fuzzy set theory. In engineering, this theory was proven to be a useful tool in solving 
problems involving vagueness.

To date, many applications of fuzzy set theory in engineering were developed, such 
as (1)  strength assessment of existing structures and other structural engineering 
 applications; (2) risk analysis and assessment in engineering; (3) analysis of construc-
tion failures, scheduling of construction activities, safety assessment of construction 
activities, decisions during construction, and tender evaluation; (4) the impact assess-
ment of engineering projects on the quality of wildlife habitat; (5) planning of river 
basins; (6) control of engineering systems; (7) computer vision; and (8) optimization 
based on soft constraints (Ayyub 1991; Brown 1979, 1980; Brown and Yao 1983; Blockley 
1975; Blockley et  al. 1983; Furuta et  al. 1985, 1986; Ishizuka et  al. 1981, 1983; Itoh and 
Itagaki 1989; Kaneyoshi et al. 1990; Shiraishi and Furuta 1983; Shiraishi et al. 1985; Yao 
1979, 1980; Yao and Furuta 1986). Coarseness in information can arise from approximat-
ing an unknown relationship or set by partitioning the universal space with associated 
belief levels for the partitioning subsets in representing the unknown relationship or 
set (Pawlak 1991). Such an approximation is based on rough sets. Pal and Skowron (1999) 
provide background and detailed information on rough set theory, its applications, and 
hybrid fuzzy–rough set modeling. Simplifying assumptions are common in develop-
ing engineering models. Errors resulting from these simplifications are commonly dealt 
with in engineering using bias random variables that are assessed empirically. A system 
can also be simplified by using knowledge-based if–then rules to represent its behavior 
based on fuzzy logic and approximate reasoning.

1.9.2 Nonabstracted System Aspects

In developing a model, an analyst needs to decide upon the aspects of the system that 
need to be abstracted at the different levels of modeling a system and the aspects that 
need not be abstracted. This division is for convenience and to simplify the model, and 
is subjective depending on the analysts, as a result of their background, and the general 
state of knowledge about the system. The abstracted aspects of a system and their uncer-
tainty models can be developed to account for the nonabstracted aspects of the system 
to some extent. Generally, this accounting process is incomplete. Therefore, a source of 
uncertainty exists due to the nonabstracted aspects of the system. The ignorance cat-
egories and uncertainty types in this case are similar to the previous case of abstracted 
aspects of the system. The ignorance categories and uncertainty types due to the non-
abstracted aspects of a system are more difficult to deal with than the uncertainty types 
due to the abstracted aspects of the system. The difficulty stems from a lack of knowledge 
or understanding of the effects of the nonabstracted aspects on the resulting model in 
terms of its ability to represent an object or its behavior. Poor judgment or human errors 
about the importance of the nonabstracted aspects of the system can partly contribute to 
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these uncertainty types, in addition to contributing to the next category, uncertainty due 
to the unknown aspects of a system.

1.9.3 Unknown System Aspects

Some engineering failures have occurred because of failure modes that were not accounted 
for in the design stage of these systems. Failure modes were not accounted for due to various 
reasons that include (1) blind ignorance, negligence, using irrelevant information or knowl-
edge, human errors, or organizational errors or (2) a general state of knowledge about a sys-
tem that is incomplete. These unknown system aspects depend on the nature of the system 
under consideration, the knowledge of the analyst, and the state of knowledge about the 
system in general. Not accounting for these aspects in the models could result in varying 
levels of impact on the ability of these models in representing the behavior of the systems. 
The effects of the unknown aspects on these models can range from none to significant. In 
this case, the ignorance categories include wrong information and fallacy, irrelevant infor-
mation, and unknowns. Engineers dealt with nonabstracted and unknown aspects of a sys-
tem by assessing what is commonly called the modeling uncertainty, defined as the ratio of 
a predicted system’s variables or parameter (based on the model) to the actual or measured 
value of the parameter. This empirical ratio, which is called the bias, is commonly treated 
as a random variable that can consist of objective and subjective components. Engineers use 
factors of safety that are intended to safeguard against uncertainty and associated potential 
failures. This approach of bias assessment is based on two implicit assumptions: (1) the value 
of the variable or parameter for the object of interest is known or can be accurately assessed 
from historical information or expert judgment and (2) the state of knowledge is complete 
and reliable. For some systems, the first assumption can be approximately examined through 
verification and validation, whereas the second assumption generally cannot be validated.

Example 1.21: Human Knowledge and Ignorance in Fire Escape Systems

Example 1.7 examines a fire escape system for an apartment building for risk analysis 
studies. The system definition can be extended to include the occupants of the  building. 
The behavior of the occupants in the case of fire is uncertain. If the occupants of an 
apartment are not aware of the presence of smoke detectors or do not know the locations 
of the escape routes in the building, then catastrophic consequences might result due, 
in part, to their ignorance. The egress situation would also be serious if the occupants 
know the routes and are aware of the detectors, but the routes are blocked for various 
reasons. The results of the risk analysis in this case are greatly affected by assumptions 
made about the occupants. The group behavior of occupants under conditions of stress 
might be unpredictable and difficult to model. Some analysts might decide to simplify 
the situation through assumptions that are not realistic, thus leading to a fire escape 
system that might not work in case of a fire.

Example 1.22: Human Knowledge and Ignorance in Project Management Systems

In Example 1.8, risk analysis in project management, human knowledge, and ignorance 
can be the primary causes for delays in the completion of a project or budget overruns. 
Incompetent project managers or unqualified contractors can severely hamper a project 
and affect the investment of a client. Lack of knowledge or experience in managing a 
project, in regard to either technical or economical aspects, can cause delays and bud-
get overruns. Sometimes engineers are assigned to manage a project who might con-
centrate only on the technical aspects of the project, without giving appropriate regard 
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to the economical and managerial aspects of the project. Although the project might 
succeed in meeting its technical requirements, it might fail in meeting delivery and 
cost  objectives. In this case, risk analysis requires constructing models that account for 
any lack of knowledge and properly represent uncertainties associated with the model 
structures and their inputs. These models should include in their assessments of risks 
the experience of personnel assigned to execute the project.

1.10 Exercise Problems

Problem 1.1 Provide engineering-related examples to demonstrate various risks 
defined in Figures 1.1 and 1.2 using a similar tabulation format. You may use 
 multiple tables if needed.

Problem 1.2 Develop an example of linked systems for assessing associated risks 
similar to Example 1.12.

Problem 1.3 Define an engineering system and its breakdown. Provide an example 
of an engineering system with its breakdown.

Problem 1.4 Provide a definition of risk. What is risk assessment? What is risk man-
agement? Provide examples.

Problem 1.5 What are the differences between knowledge, information, and opinions?
Problem 1.6 What is ignorance?
Problem 1.7 Provide examples of primary knowledge types and sources.
Problem 1.8 Provide engineering examples of the various ignorance types using the 

hierarchy of Figure 1.16 in a table format.
Problem 1.9 Provide examples from the sciences of the various ignorance types using 

the hierarchy of Figure 1.16 in a table format.
Problem 1.10 What are the differences between an unknown and an unknowable? 

Provide examples.
Problem 1.11 Develop an ignorance identification and classification approach following 

the ignorance hierarchy of Figure 1.16 for a nuclear-powered, deep-space mission to 
search for an environment suitable for human life.

Problem 1.12 Develop an ignorance identification and classification approach following 
the ignorance hierarchy of Figure 1.16 to achieve sustainable human consumption of 
the Earth’s resources.

Problem 1.13 Identify primary components from the ignorance hierarchy of Figure 1.16 
necessary to quantify surprise according to Example 1.19. Use examples, as needed, 
to illustrate these components.

Problem 1.14 Provide examples of aleatory and epistemic uncertainty types.
Problem 1.15 A risk model results in an expected loss of $1000K and a standard devi-

ation of $500K. The model accounts for only the aleatory uncertainty. An  analyst 
believes that the parameters of the risk model are uncertain, and characterizes 
this uncertainty to be of the epistemic type. The analyst models the epistemic 
uncertainty as a multiplier to the risk estimate, and assigns a mean value of 1.05 
and a COV of 0.25 to this multiplier. Estimate the risk that accounts for both the 
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aleatory and epistemic uncertainties assuming normal probability distributions. 
Briefly discuss your results.

Problem 1.16 An unbiased prediction model accounts for only the aleatory uncer-
tainty and has a COV of 0.1 in its prediction. An analyst believes that the param-
eters of this model are uncertain, and characterizes this uncertainty to be of the 
epistemic type as a multiplier with a mean value of 1.05 and a COV of 0.2. Estimate 
the total uncertainty in prediction by accounting for both the aleatory and epis-
temic uncertainties assuming normal probability distributions. Briefly discuss 
your results.

Problem 1.17 A biased prediction model accounts for only the aleatory  uncertainty 
and has a bias ratio of 0.95, that is, underprediction, and a COV of 0.1 in its 
 prediction. An analyst believes that the parameters of this model are uncertain, 
and characterizes this uncertainty to be of the epistemic type as a multiplier with 
a mean value of 1.05 and a COV of 0.2. Estimate the total uncertainty in prediction 
by accounting for both the aleatory and epistemic uncertainties assuming normal 
probability distributions. Briefly discuss your results.

Problem 1.18 A financial model predicts gain of an investment portfolio of $1000K 
and a standard deviation of $500K. The model accounts for only the aleatory 
uncertainty. An analyst believes that the parameters of the model are uncertain, 
and characterizes this uncertainty to be of the epistemic type. The analyst models 
the epistemic uncertainty as a multiplier to the gain estimate, and assigns a mean 
value of 1.1 and a COV of 0.15 to this multiplier. Estimate the gain that accounts 
for both the aleatory and epistemic uncertainties assuming normal probability 
distributions. Briefly discuss your results.

Problem 1.19 An unbiased prediction model accounts for only the aleatory uncer-
tainty and has a COV of 0.25 in its prediction. An analyst believes that the param-
eters of this model are uncertain, and characterizes this uncertainty to be of the 
epistemic type as a multiplier with a mean value of 1.1 and a COV of 0.25. Estimate 
the total uncertainty in prediction by accounting for both the aleatory and epis-
temic uncertainties assuming normal probability distributions. Briefly discuss 
your results.

Problem 1.20 A biased prediction model accounts for only the aleatory  uncertainty 
and has a bias ratio of 0.90, that is, underprediction and a COV of 0.2 in its 
 prediction. An analyst believes that the parameters of this model are uncertain, 
and characterizes this uncertainty to be of the epistemic type as a multiplier with 
a mean value of 1.1 and a COV of 0.2. Estimate the total uncertainty in prediction 
by accounting for both the aleatory and epistemic uncertainties assuming normal 
probability distributions. Briefly discuss your results.
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2
Terminology and Fundamental Risk Methods

This chapter has the objective of preparing readers for the rest of the book by  developing 
working knowledge of risk terminology, analysis, quantification and management, and is 
followed by a series of chapters that cover the subject from system definition to  probability 
estimation to consequence analysis and valuation, followed by the engineering  economics 
and risk control, and end with data needs and sources. This chapter introduces the 
 terminology and methods for performing risk analysis, management, and communication. 
It starts by defining risk and its dimensions, risk assessment processes, and fundamental 
analytical tools necessary for this purpose. The practical uses of these methods are illus-
trated to enhance the understanding of potential applications and limitations. The chapter 
is designed as a stand-alone, introductory primer to risk analysis and management.
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2.1 Introduction

Risk is associated with all projects and business ventures undertaken by individuals and 
organizations regardless of size, nature, or time and place of execution and utilization. Risk 
is present in various forms and levels from small domestic projects, such as adding a deck 
to a residential house, to large multibillion-dollar projects, such as developing and pro-
ducing a space shuttle. These risks could result in significant budget overruns, delivery 
delays, failures, financial losses, environmental damages, and even injury and loss of life. 
Examples include budget overruns during construction of custom residential homes; bud-
get overruns and delivery delays experienced in the development and implementation of a 
federally funded missile defense system; failures of space systems when launching military 
or satellite delivery rockets, such as the National Aeronautics and Space Administration 
(NASA) space shuttle challenger; and rollovers of sport utility vehicles (SUVs). In these 
examples, failures can lead to several consequence types simultaneously and could occur 
at any stage during the life cycle of a project induced by diverse hazards, errors, and other 
risk sources, whereas the success of a project can lead to benefits and rewards.

Risks are taken even though they could lead to devastating consequences because of 
potential benefits, rewards, survival, or future return on investment. Risk taking is a char-
acteristic of intelligent living species, as it involves decision making, which is viewed as 
an expression of higher levels of intelligence. The fields of psychology and biology define 
intelligence as a behavioral strategy that gives each individual a means for maximizing 
the likelihood of success in achieving its goals in an uncertain and often hostile envi-
ronment. These viewpoints consider intelligence as the integration of perception, reason, 
emotion, and behavior in a sensing, perceiving, knowing, feeling, caring, planning, and 
acting that can formulate and achieve goals. This process builds on risk-informed decision 
making at every step and stage toward achieving the goals.

2.2 Risk-Related Terminology and Definitions

Although we provide risk-related terminology throughout the book at appropriate loca-
tions or on first encounters, some foundational terminology and definitions are introduced 
at the outset in this section out of necessity to present risk analysis and management meth-
ods in subsequent sections.

2.2.1 Systems, Events, Scenarios, and Failure Modes

System is a group of interacting, interrelated, or interdependent elements, such as people, 
property, materials, environment, and processes. The elements together form a complex 
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whole that can be a complex physical structure, process, or procedure of some attributes 
of interest. The interacting collection of discrete elements is commonly defined using 
deterministic models. The word deterministic implies that the system is identifiable and 
not uncertain in its architecture. The definition of the system is based on analyzing its 
functional and/or performance requirements. A description of a system may be a combi-
nation of functional and physical elements. Usually, functional descriptions are used to 
identify high levels of information or knowledge on a system. A system may be divided 
into subsystems that interact. Additional detail leads to a description of the physical ele-
ments, components, and various aspects of the system. Systems and their definitions are 
discussed in detail in Chapter 3.

Event is occurrence or outcome or change of a particular set of circumstances. An event 
can be used to define a notion of interest, such as failure and performance. According to 
the International Organization for Standardization (ISO) Guide 73 (2009b), an event can be 
one or more occurrences, can have several causes, can consist of something not happening, 
can sometimes be referred to as an “incident” or “accident,” can be without consequences, 
and in this case can also be referred to as a “near miss,” “near hit,” or “close call.”

Scenario is defined as joint events and system state that lead to an outcome of interest. 
A scenario defines a suite of circumstances of interest in a risk assessment. Thus, there may 
be loading scenarios, failure scenarios, or downstream flooding scenarios. A scenario can 
also be defined as the joint occurrence of events following a particular order or sequence 
in occurrence.

Initiating event is an event that appears at the beginning of a chain of events or a sequence 
of events, such as in an event tree.

Event tree analysis (ETA) is an inductive analysis method that utilizes an event tree 
graphical construct to show the logical sequence of the occurrence of events in, or 
states of, a system following an initiating event. Event trees can be used to define sce-
narios using a tree-like logic structure, and FTA limits the branching to the two cases 
of success and failure at each branching occurrence. A generalization of this method 
is probability tree analysis (PTA) that removes this limitation by allowing any number of 
branching.

Fault tree analysis (FTA) is a deductive analysis method for representing the logical com-
binations of various system states and possible causes that can contribute to a specified 
event, called the top event.

Failure mode is a way that failure can occur, described by the means or underlying phys-
ics by which element or component failures must occur to cause loss of the subsystem or 
system function. It can be treated as an event in an analysis.

Vulnerability is defined as the intrinsic properties of a system making it susceptible to a 
hazard or a threat or a risk source that can lead to an event with a consequence, or is an 
inherent state of the system, for example, physical, technical, organizational, or cultural, 
that can be exploited by an adversary to cause harm or damage.

2.2.2 Hazards and Threats

Hazard is a source of potential harm or a condition, which may result from an external 
cause (e.g., earthquake, flood, or human agency) or an internal vulnerability, with the 
potential to initiate a failure mode. It is a situation with a potential to cause loss, that is, 
a risk source. Depending on the nature of a project and its geographical location, some 
of the  following natural hazards should be included within the scope of risk studies: 
 flooding due to  rivers, extreme precipitation and monsoons, coastal waves, dam/levee 
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failure,  sea-level rise, tidal, cyclones, drought including bushfires or forest fires, extreme 
wind, tornado, landslide, mudslide, subsidence and sinkholes, volcano, earthquakes and 
 potential tsunamis, and coastal/shoreline erosion.

For example, the hazard can be uncontrolled fire, water, radioactive material, and strong 
wind. In order for the hazard to cause harm, it must interact with persons or things in a 
harmful manner. The magnitude of the hazard is its amount or intensity that could cause 
harm, such as wind speed, flooding depth, ground acceleration in the case of an earth-
quake, and quantity of radioactive release. Potential hazards must be identified and con-
sidered perhaps using life cycle analyses or some other approach necessary for an orderly 
and structured enumeration.

The interaction between a person (or a system) and a hazard can be voluntary or 
 involuntary. For example, exposing a marine vessel to a sea environment might lead 
to its interaction with extreme waves in an uncontrollable manner (i.e., an involun-
tary  manner). The decision of a navigator of the vessel to go through a developing 
storm system can be viewed as a voluntary act and might be necessary to meet sched-
ule constraints or other constraints, and the potential rewards of delivery of shipment 
or avoidance of delay charges offer an incentive that warrants such an interaction. 
Other examples would include individuals who interact with hazards for potential 
financial rewards, fame, self-fulfillment, and satisfaction, ranging from investments to 
climbing cliffs.

Threat is the potential intent to cause harm or damage on, with, or through a system by 
exploiting its vulnerabilities. Threats can be associated with intentional human actions as 
provided in Table 2.1 that lists examples under several threat types including chemical, 
biological, radiological, nuclear, explosive, sabotage, and cyber.

TABLE 2.1

Threat Types and Examples

Selected Threat Type Example Delivery Mode Example Weapon/Agent Example Quantity/Quality

Chemical Outdoor dispersal Ricin Potent
Mustard gas Potent

Crop duster VX nerve agent Potent
Chlorine gas Potent

Missile Any of the above Potent
Postal mail Ricin Potent

Biological Outdoor dispersal Anthrax Potent
Severe acute respiratory 
syndrome (SARS)

Potent

Postal mail Anthrax Potent
Food buffets Hepatitis Potent

Salmonella Potent
Missile Any of the above Potent

Radiological Standard deployment Dirty bomb Strong
Radiological release Strong

Nuclear Standard deployment Improvised nuclear device In kilotons
Strategic nuclear weapon In kilotons

(Continued)
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2.2.3 Uncertainty and Ignorance

Uncertainty is the state of deficiency in information as discussed in detail in Chapter 1. 
It  is a component of ignorance that broadly covers complete or partial deficiency in 
 understanding or knowledge of an event, its consequence, or likelihood. In quantitative 
risk analysis, uncertainty is treated as a representation of the confidence in the state of 
knowledge about the models and parameter values used in risk quantification. In quan-
titative risk assessment, two uncertainty types are identified: aleatory uncertainty and 
epistemic uncertainty per respective definitions below:

Aleatory uncertainty is the inherent, random, or nonreducible uncertainty, such as 
material strength randomness.

Epistemic uncertainty is the knowledge-based, subjective uncertainty that can be 
reduced with the collection of data or attainment of additional knowledge.

Ignorance is deficiency in knowledge as discussed in detail in Chapter 1. Within the realm 
of conscience ignorance, incompleteness and inconsistency were described as the primary 
categories defining it.

2.2.4 Performance, Probability, and Reliability

Performance of a system or component is its ability to meet functional requirements. 
Performance should be specific to a particular domain and application and  measurable, 
for example, speed measured in miles per hour, power, reliability, capability, efficiency, or 
maintainability. The design and operation of system could affect performance. Performance 
can be quantified by diverse measurement units, such as time, length, and force. The inter-
est in performance and its measurement stems from fulfilling a need. These measure-
ments, in diverse units, can be harmonized by assessing the probability of a particular 
performance type fulfilling a corresponding need.

TABLE 2.1

(Continued) Threat Types and Examples

Selected Threat Type Example Delivery Mode Example Weapon/Agent Example Quantity/Quality

Explosive Standard deployment Backpack bomb In pounds of 
Trinitrotoluene (TNT)

Missile In tons
Truck Fertilizer bomb In pounds
Boat Composition C4 explosives In pounds
Airplane Jet fuel In gallons

Sabotage Physical Cut power cable Not applicable
Cut bolts Not applicable
Improper operation or 
maintenance

Not applicable

Cyber Providing unauthorized 
access

Disruption of services

Cyber Physical Cut control cable Not applicable
Magnetic weapons Power units

Cyber Worm virus Disruption of services
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Likelihood is the chance of something happening, whether defined, measured, or 
 determined objectively or subjectively, qualitatively, or quantitatively, and described 
using general terms or mathematically, such as a probability or a frequency over a given 
time period.

Probability is a measure of chance of occurrence, likelihood, odds, or degree of belief that 
a particular outcome or event will occur, expressed as a number between 0 and 1, where 0 
is impossibility and 1 is absolute certainty. This measure meets the axioms of probability 
theory as introduced in Appendix A. Probability has at least two primary interpretations: 
(1) a frequency representing the occurrence fraction of an outcome in repeated trials or an 
experiment as sometimes termed an objective probability and (2) subjective probability that is 
based on the state of knowledge.

Conditional probability is the occurrence probability of an event based on the assumption 
that another event (or multiple events) has already occurred, for example, the failure prob-
ability of a building under the condition that an earthquake of a particular intensity has 
occurred. Another example is the probability of an outcome at the end of a probability tree 
branch determined based on the fact, that is, under condition, that a particular event, or 
several events, has occurred.

Reliability for a system or a component is a performance of particular interest to engi-
neers and can be defined as the ability of the system or component to fulfill its design 
functions under designated operating and/or environmental conditions for a specified 
time period. This ability is commonly measured using probabilities. Reliability is com-
monly interpreted as the occurrence probability of the complementary event to failure, as 
provided in the following expression:

 Reliability failure probability= −1  (2.1)

2.2.5 Exposure, Consequences, and Contingency

Exposure is the extent to which an organization’s and/or stakeholder’s concerns are subject 
to an event and defined by things at risk that might include population at risk, property at 
risk, and ecological and environmental concerns at risk.

Consequence is the immediate, short-term, and long-term effects of an event affect-
ing objectives, for example, an explosion of a chlorine storage tank. These effects may 
include human and property losses, environmental damages, and loss of lifelines. 
Property damage and losses, and operation interruption costs are generally directly 
expressed in ranges of monetary units, for example, dollars. Consequences involving 
loss of life, injury, loss of lifelines, and environmental damage might be measured in 
different units requiring seperate tracking. Consequences must be quantified using 
relative or absolute measures for various consequence types to facilitate risk  analysis. 
Broadly stated, events may include successes, and the favorable consequences in this 
case can be defined as the degree of reward, return, or benefits from a success. Such 
an  event could have, for example, beneficial economic outcomes or environmental 
effects.

Consequence mitigation is the preplanned and coordinated actions or system features that 
are designed to reduce or minimize the damage caused by an event; support and com-
plement emergency forces, that is, first responders; facilitate field investigation and crisis 
management response; and facilitate recovery and reconstitution. Consequence mitigation 
may also include steps taken to reduce short- and long-term impacts, such as providing 
alternative sources of supply for critical goods and services.
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Contingency is the set of organized and coordinated steps or actions to be taken to  counter 
an increased threat level or if an emergency or disaster (such as fire, hurricane, injury, and 
robbery) strikes, and the associated costs.

2.2.6 Risk

2.2.6.1 Definition

The concept of risk can be linked to uncertainties associated with events. Within the con-
text of projects, risk is commonly associated with an uncertain event or condition that, if it 
occurs, has a positive or a negative effect on the objectives of a project. Risk originates from 
the Latin term risicum, which means the challenge presented by a barrier reef to a sailor. The 
Oxford Dictionary defines risk as the chance of hazard, bad consequence, loss, and so on, or 
risk can be defined as the chance of a negative outcome.

Risk should be associated with a system and commonly defined as the potential loss result-
ing from an uncertain exposure to a hazard or resulting from an uncertain event that exploits 
the system’s vulnerability. Risk should be based on identified risk events or event scenarios.

In 2009, the ISO provided a broadly applicable definition of risk in its standard (ISO 
2009a) as the “effect of uncertainty on objectives” in order to cover the following consider-
ations as noted in the standard:

•	 An effect is a deviation from the expected that can be positive and/or negative effect.
•	 Objectives can have different aspects, such as financial, health and safety, 

and environmental goals, and can apply at different levels, such as strategic, 
 organization-wide, project, product, and process.

•	 Risk is often expressed in terms of a combination of the consequences of an event, 
including changes in circumstances, and the associated likelihood of occurrence 
as provided in the commonly used definition.

Providing two definitions of risk should not cause any confusion since most of the cover-
age in this book focuses on the adverse domain of effects, that is, using the former defini-
tion; however, readers must become familiar and comfortable with the latter, because of its 
broad applicability.

Risk context is the external and internal parameters or considerations to be taken into 
account when managing risk and setting the scope and risk criteria for the risk manage-
ment policy as follows (ISO 2009a):

•	 External: the cultural, social, political, legal, regulatory, financial, technological, 
economic, natural, and competitive environment, whether international, national, 
regional, or local; key drivers and trends having impact on the objectives of the orga-
nization; and relationships with, and perceptions and values of external stakeholders

•	 Internal: governance, organizational structure, roles, and accountabilities;  policies, 
objectives, and the strategies that are in place to achieve them; the capabilities, under-
stood in terms of resources and knowledge (e.g., capital, time, people, processes, sys-
tems, and technologies); information systems, information flows, and decision-making 
processes (both formal and informal); relationships with, and perceptions and values 
of internal stakeholders; the organization’s culture;  standards, guidelines, and models 
adopted by the organization; and the form and extent of its contractual relationships

 



55Terminology and Fundamental Risk Methods

In the context of the former risk definition, risk can be viewed as a multidimensional quan-
tity that includes event occurrence probability, event occurrence consequences, consequence 
significance, and things at risk including populations, properties, and environmental con-
cerns; however, it is commonly measured as a pair of the probability of occurrence of an 
event and the outcomes or consequences associated with the event’s occurrence. Another 
common representation of risk is in the form of an exceedance probability (EP) function of 
consequences. Figure 2.1 schematically shows the definition of risk as the intersection of a 
hazard (or a threat) defined by scenarios with a system of interest that exploit its vulnerabil-
ities and could impact things at risk including populations, properties, and environmental 
concerns. The figure also shows how each aspect of risk can be controlled or managed by 
countermeasures, system hardening, and mitigations as discussed in detail in later sections 
of this chapter.

Risk results from an event or sequence of events referred to as a scenario. The event or 
scenario can be viewed as a cause and, if it occurs, results in consequences with various 
severities. Sometimes these events or scenarios are called risk factors. For example, an 
event or cause may be a shortage of personnel necessary to perform a task required to 
complete a project. The event, in this case, of a personnel shortage for the task will have 
consequences in regard to the project cost, schedule, and/or quality. The events can reside 
in the project environment, which may contribute to project success or failure through 
project management (PM) practices, or in external partners or subcontractors.

Risk has defining characteristics that should be recognized in a risk assessment 
 process. Risk is a characteristic of an uncertain future and is a characteristic of neither 
the present nor the past. Once uncertainties are resolved and/or the future is attained, 
the risk becomes nonexistent; therefore, we cannot describe risks for historical events 
or risks for events that are currently being realized. Moreover, risks cannot be directly 
associated with success. Although risk management through risk mitigation of selected 
events could result in project success, leading to rewards and benefits, these rewards and 
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FIGURE 2.1
A schematic definition of risk.
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benefits  cannot be considered as outcomes of only the nonoccurrence of events associated 
with the risks. The occurrence of particular events leads to adverse consequences that 
are clearly  associated with their occurrence; however, their nonoccurrences are partial 
contributors to the project success that lead to rewards and benefits. The credit in the 
form of rewards and benefits cannot be given solely to the nonoccurrence of these events. 
Some risk assessment  literature defines risk to include both potential losses and rewards, 
which should be treated separately as (1)  risks leading to adverse consequences and 
(2) risks, if appropriately and successfully managed, contributing to benefits or rewards. 
Such a treatment utilizes the latter risk definition where a threat (or opportunity or a 
factor) could affect adversely (or favorably) the achievement of the objectives of a project 
and associated outcomes.

Developing an economic, analytical framework for a decision situation involving risks 
requires examining the economic and financial environments of a project. These environ-
ments can have significant impacts on the occurrence probabilities of events associated 
with risks. This added complexity might be necessary for particular projects in order to 
obtain justifiable and realistic results. The role of such environments in risk analysis is 
discussed in subsequent sections and chapters.

Risk, as the potential of losses for a system resulting from an uncertain exposure to a 
hazard or resulting from an uncertain event, can be viewed as a multidimensional quantity 
that includes event occurrence probability, event occurrence consequences, consequence 
significance, and commonly the population at risk; however, common practices minimally 
define it in terms of event probability and event outcomes or consequences. This pairing 
can be represented by the following equation:

 Risk {≡ ( , ), ( , ), , ( , ), , ( , )}p c p c p c p ci i n n1 1 2 2    (2.2)

where:
pi is the occurrence probability of an outcome or event i
ci is the occurrence consequences or outcomes of the event i

A generalized definition of risk is sometime expressed as follows:

 Risk cs po cs po cs≡ {( , , , , ), ( , , , , ), , ( , , ,l o u l o u l o un n n1 1 1 1 1 2 2 2 2 2  nn n, )}po  (2.3)

where:
l is the likelihood
o is the outcome
u is the utility (or significance)
cs is the causal scenario
po is the population affected by the outcome
n is the number of outcomes

The definition provided by Equation 2.3 covers key attributes measured in risk assess-
ment that are described in this chapter and offers a practical description of risk, starting 
with the causing event to the affected population and consequences. The population size 
effect should be considered in risk studies as the society responds differently for risks 
 associated with a large population in comparison to a small population. For example, 
a fatality rate of 1 in 100,000 per event for an affected population of 10 results in an 
expected fatality of 10−4 per event, whereas the same fatality rate per event for an affected 
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population of 10,000,000 results in an expected fatality of 100 per event. Although the 
impact of the two scenarios might be the same on the society (same expected risk value), 
the total number of fatalities per event or accident is a factor in risk acceptance. Air travel 
may be safer than, for example, recreational boating, but 200–300 injuries per accident in 
the case of air travel are less acceptable to society in this case. Therefore, the size of the 
population at risk and the number of fatalities per event should be considered as factors 
in setting acceptable risk.

The dimension of likelihood that is not shown in Figure 1.1 can be illusive in nature due 
to two of its aspects: (1) the means of quantification and (2) the effect of time. The most 
common means of quantification are as follows:

•	 Frequency. It is defined as the count of an outcome of interest from a number 
of repeated observations of identical experiments or systems. If expressed as a 
 fraction or percentage, it is called relative frequency.

•	 Rate. It is commonly defined as the count of an outcome of interest for a  system 
occurring within a time period. The rate itself can be time dependent due to 
changes in the system’s state, for example, due to aging. The term frequency is 
sometimes incorrectly used to mean the rate.

•	 Probability. It is defined as a measure of chance or likelihood.

The effects of time on these three quantification means are discussed, respectively, as 
follows:

•	 As for the frequency, by increasing the observation time, an estimate of the 
 frequency tends toward a value, and for cases involving unbiased, consistent 
 estimators, the estimate tends to the true value.

•	 As for the rate, by increasing the observation time, an estimate of the rate tends 
toward a value, and for cases involving unbiased, consistent estimators, the 
 estimate tends to the true value.

•	 As for the probability, we are interested in a probability of an event in a time 
period. By increasing the length of this time period, this probability tends to one. 
As long as the event is possible, it has a sure eventual occurrence; otherwise it goes 
against the premise of being possible. All the example events shown in Figure 1.1 
have probabilities tending to one as time extends indefinitely, even for global 
events including ones leading to human extinction. The length of a time period 
to reach a probability of one for practical purposes may vary from one event type 
to another, for example, nuisance events might require a few days at the most, 
whereas global events might require thousands to millions of years.

2.2.6.2 Risk Matrices or Heat Maps

Risk matrices, also called heat maps, are basically tools for representing and displaying 
risks by defining ranges for consequence and likelihood as a two-dimensional presenta-
tion of likelihood and consequences. According to this method, risk is characterized by 
categorizing probabilities and consequences on the two axes of a matrix. Risk matrices 
have been used extensively for screening of various risks. They may be used alone or as a 
first step in a quantitative analysis. Regardless of the approach used, risk analysis should 
be a dynamic process, that is, a living process where risk assessments are reexamined 
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and adjusted. Actions or inactions in one area might affect the risk in another; therefore, 
 continuous updating is necessary.

The likelihood metric can be constructed using the categories shown in Table 2.2, and the 
consequences metric can be constructed using the categories shown in Table 2.3; an example 
is provided in Table 2.4. The consequence categories of Table 2.2 focus on the health and 
environmental aspects of the consequences. The consequence categories of Table 2.4 focus 
on the economic impact and should be adjusted to meet the specific needs of an industry 
or application. An example risk matrix is shown in Figure 2.2. In the figure, each boxed 
area is shaded depending on a subjectively assessed risk level. Three risk levels are used 
here for illustration purposes: low (L), medium (M), and high (H). Other risk levels may 
be added using a scale of five instead of three, if necessary. These risk levels are known 
as severity factors. The high level can be considered unacceptable risk, the M level can be 
treated as either undesirable or acceptable with review, and the L level can be treated as 
acceptable without review.

TABLE 2.2

Likelihood Categories for a Risk Matrix

Category Description Annual Probability Range

A Likely ≥0.1 (1 in 10)
B Unlikely ≥0.01 (1 in 100) but <0.1
C Very unlikely ≥0.001 (1 in 1,000) but <0.01
D Doubtful ≥0.0001 (1 in 10,000) but <0.001
E Highly unlikely ≥0.00001 (1 in 100,000) but <0.0001
F Extremely unlikely <0.00001 (1 in 100,000)

TABLE 2.3

Consequence Categories for a Risk Matrix

Category Description Examples

I Catastrophic Large number of fatalities and/or major long-term environmental impact
II Major Fatalities and/or major short-term environmental impact
III Serious Serious injuries and/or significant environmental impact
IV Significant Minor injuries and/or short-term environmental impact
V Minor First aid injuries only and/or minimal environmental impact
VI None No significant consequence

TABLE 2.4

Example Consequence Categories for a Risk Matrix in Monetary Amounts (US$)

Category Description Cost (US$)

I Catastrophic loss ≥10,000,000,000
II Major loss ≥1,000,000,000 but <10,000,000,000
III Serious loss ≥100,000,000 but <1,000,000,000
IV Significant loss ≥10,000,000 but <100,000,000
V Minor loss ≥1,000,000 but <10,000,000
VI Insignificant loss <1,000,000
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The risk matrix presented so far does not account for potential gains due to nonoccur-
rence of an adverse event or the occurrence of a favorable event. As an example, the likeli-
hood and monetary categories can be expanded, as shown in Tables 2.5 and 2.6, respectively, 
to permit the presentation of potential gain. The risk matrix can then be expanded as 
shown in Figure 2.2. Various events and scenarios can be assessed and allocated to vari-
ous categories in the figure depending on their impact on the system as far as producing 
adverse consequences or favorable gains. The potential gains as provided in Figure 2.3 are 
grouped into illustrative three levels: low expected gain (L+), medium expected gain (M+), 

A L M M H H H
B L L M M H H
C L L L M M H

Probability
category D L L L L M M

E L L L L L M
F L L L L L L

VI V IV III II I
Consequence category

FIGURE 2.2
Example risk matrix or heat map.

TABLE 2.5

Expanded Likelihood Categories for a Risk Matrix

Category Description Annual Probability Range

AA Very likely ≥0.8
A Likely ≥0.1 (1 in 10) but <0.8
B Unlikely ≥0.01 (1 in 100) but <0.1
C Very unlikely ≥0.001 (1 in 1,000) but <0.01
D Highly unlikely ≥0.0001 (1 in 10,000) but <0.001
E Very highly unlikely ≥0.00001 (1 in 100,000) but <0.0001
F Extremely unlikely <0.00001 (<1 in 100,000)

TABLE 2.6

Example Consequence Categories for a Risk Matrix in Monetary Amounts (US$)

Category Description Cost (US$)

I Catastrophic loss ≥10,000,000,000
II Major loss ≥1,000,000,000 but <10,000,000,000
III Serious loss ≥100,000,000 but <1,000,000,000
IV Significant loss ≥10,000,000 but <100,000,000
V Minor loss ≥1,000,000 but <10,000,000
VI Insignificant loss <1,000,000
I+ Insignificant gain <1,000,000
II+ Significant gain ≥1,000,000 but <10,000,000
III+ Major gain ≥10,000,000
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and high expected gain (H+). Scenarios that could lead to high expected gain should be 
targeted by project managers for facilitation and enhancement.

2.2.6.3 Risk Quantified Using Loss or Impact Probability Functions

To quantify risk, we must accordingly assess its defining components and measure the 
chance, its negativity, and potential rewards or benefits. Risk is commonly approximated 
by a point estimate as the expected value resulting from the multiplication of the condi-
tional probability of the event occurring by the consequence of the event given that it has 
occurred as follows:

 Risk likelihood impact= ×  (2.4)

The use of the expected value leads to a loss in information in terms of associated dis-
persion or variability. In Equation 2.4, the measurement scales, as bases for quantifying 
likelihood, impact, and risk, are as follows: likelihood is measured on an event rate 
scale in units of count of events per time period of interest, for example, events per 
year; impact is measured on a loss scale, such as monetary units or fatalities or any 
other units suitable for analysis or multiple units per event, for example, dollars per 
event; and risk is the product of (event per unit time) × (loss units per event) produc-
ing loss units per unit time. The likelihood in Equation 2.4 can also be expressed as a 
probability. Equation 2.4 presents risk as an expected value of loss per unit time or an 
average loss.

The product in Equation 2.4 is sometimes interpreted as the Cartesian product for scop-
ing the space defined by the two dimensions of likelihood and impact for all underlying 
events and scenarios, which is a preferred interpretation. This interpretation preserves the 
complete nature of risk. Ideally, the entire probability distribution of consequences should 
be estimated.

A plot of occurrence probabilities and consequences is a risk profile or a Farmer curve. 
An example Farmer curve is given in Figure 2.4 based on a nuclear case study provided 
herein for illustration purposes (Kumamoto and Henley 1996). It should be noted that 
the abscissa provides the number of fatalities and the ordinate provides the annual fre-
quency of exceedance for the corresponding number of fatalities. These curves are some-
times constructed using probabilities instead of rates. The curves represent the average or 

H+ H+ M+ AA
H+ M+ L+ A L M M H H H
M+ L+ L+ B L L M M H H

C L L L M M H
D L L L L M M
E L L L L L M
F L L L L L L

III+ II+ I+ Probability
categories VI V IV III II I

Gain categories Loss categories

FIGURE 2.3
Example risk matrix with potential gains.
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best estimate values. Figure 2.5 shows another example representing the gross margin of 
an investment project covering both potential loss and profits. This figure was generated 
using Monte Carlo simulation and presents the results in the form of a relative frequency 
histogram (i.e., the bar chart) and smoothed cumulative probability distribution (i.e., the 
solid curve). The figure shows that the loss probability is 0.047 and the probability of prof-
its exceeding $200 million is 0.353.

Sometimes, bands or ranges are provided to represent uncertainty in these curves, and 
they represent confidence intervals for the average curve or the risk curve. Figure 2.6 
shows examples of curves with bands (Kumamoto and Henley 1996). This uncertainty is 
sometimes called epistemic uncertainty or meta-uncertainty.

In cases involving deliberate threats, the occurrence probability (p) of an outcome (o) can 
be decomposed into an occurrence probability of an event or threat (t), a probability of suc-
cess (s) given a threat (s|t), and an outcome probability given the occurrence of a successful 
event (o|t,s). The occurrence probability of an outcome can be expressed as follows using 
conditional probability concepts discussed in Appendix A on fundamentals of probability 
theory and statistics:

 p o p t p s t p o t( ) ( ) ( ) ( ,s)=  (2.5)
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In this context, threat is defined as a hazard or the capability and intention of an adver-
sary to undertake actions that are detrimental to a system or an organization’s interest. 
In this case, threat is a function of only the adversary or competitor, and usually cannot 
be controlled by the owner of the system. The adversary’s intention to exploit a situa-
tion may, however, be encouraged by vulnerability of the system or discouraged by an 
owner’s countermeasures. The probability p(o|t) can be decomposed further into two 
components: success probability of the adversary and conditional probability on this 
success in terms of consequences. This probability p(o|t) can then be computed as the 
success probability of the adversary times the conditional probability of consequences 
given this success.

Risk register is a record of information about identified risks, sometimes called 
risk log.

Risk profile is a description of any set of risks that may relate to an entire organization, 
part of the organization, or a group of stakeholders or a region or a project.

Risk aggregation is the combination of a number of risk profiles into one risk profile 
to develop a more complete understanding of an overall risk; whereas risk segrega-
tion is the decomposition of an overall risk profile into a number of underlying risk 
profiles.

2.2.7 Asset Security and Protection

Asset is an item of value or importance. In the context of critical infrastructure and key 
resource (CI/KR) protection, a CI/KR asset is something of importance or value that if 
targeted, exploited, destroyed, or incapacitated could result in large-scale injury, death, 
economic damage, and destruction of property, or could profoundly damage a nation’s 
prestige and confidence. Assets include physical elements (i.e., tangible property), cyber 
elements (i.e., information and communication systems), and human or living elements, 
(i.e., critical knowledge and functions of people).

Identifying critical assets requires defining the features that define criticality. Categories 
of critical assets are relatively broad and inclusive as shown in Table 2.7. The criticality of 
an asset should be based on features such as the impact of total destruction of or signifi-
cant damage to an asset on the following:

•	 Public service and the operation of government
•	 Local, regional, and national economy
•	 Surrounding population
•	 National security
•	 Environment

It is noted that critical assets are identified primarily based on the consequences of a 
 successful attack by an adversary rather than the probability that the attack will be 
 successful. However, other asset features that should be considered include:

•	 Asset softness, that is, accessibility and inability to limit it
•	 Softness of targets within an asset
•	 Other specific features of these targets
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TABLE 2.7

Asset Taxonomy

Agriculture and Food
Supply
Processing
Production
Packaging
Storage
Distribution
Transportation

Water
Dams, wells, reservoirs, and 
aqueducts

Transmission pipelines
Pumping stations
Sewer systems
Treatment facilities
Storage facilities

Public Health
National strategic stockpile
National Institutes of Health
State and local health 
departments

Hospitals
Health clinics
Mental health facilities
Nursing homes
Blood supply facilities
Laboratories
Mortuaries
Pharmaceutical stockpiles

Emergency Services
Fire houses and rescue
Federal Emergency 
Management Agency

Emergency medical services
Law enforcement
Mobile response 
Communications systems

Defense Industry Base
Supply systems
Critical R&D facilities

Information and Telecommunications
Public Switched Telecommunications 
Network (PSTN)

Internet
Switch/router areas
Access tandems
Fiber/copper cable
Cellular, microwave, and satellite 
systems

Operations, administration, 
maintenance, and provisioning 
systems

Network operations centers
Underwater cables
Cable landing points
Collocation sites, peering points, and 
telecom hotels

Satellite control stations and radio cell 
towers

Energy
Electricity (Nonnuclear)

Hydroelectric dams
Fossil fuel electric power generation 
plants

Distribution systems
Key substations
Communications

Oil and Natural Gas

Off shore platforms
Refineries and pipelines
Storage facilities
Gas processing plants
Product terminals
Strategic petroleum reserve

Transportation
Aviation 
Railways
Highways
Trucking
Busing
Bridges
Tunnels
Borders
Seaports
Pipelines
Maritime
Mass transit

Banking and Finance
Physical facilities (buildings)
Operations centers
Regulatory institutions
Physical repositories
Telecommunications networks
Emergency redundancy service areas

Chemical/Hazardous Materials 
Industry
Manufacturing plants
Transport systems
Distribution systems
Storage/stockpile/supply areas
Emergency response and 
communications systems 

Postal and Shipping
Processing facilities
Distribution networks
Air, truck, rail, and boat transport 
systems

Security

National Monuments and Icons
National parks
Monuments
Historic buildings

Nuclear Power Plants
Commercial owned/operated
Government owned/operated
Physical facilities
Spent fuel storage facilities
Safety/security systems

Dams
Large
Small
Government owned
Private/corporate owned

Government Facilities
National Security Special Events
Commercial Assets
Prominent commercial centers
Office buildings
Sports centers/arenas
Theme parks
Processing/service centers
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Asset owner is the primary person responsible for the safety, protection, and security of an 
asset.

Attack profile is the path and means by which a threat scenario is carried out. An attack is 
defined by a combination of intrusion path and hazard delivery system.

Attractiveness of an asset is an assessment of an adversary’s perceived probability of suc-
cess, gain from success, loss from failure, and cost to execute the attack. Attractiveness also 
considers the probability that the adversary is aware of the asset.

Countermeasure is an action taken or a physical capability provided with the princi-
pal purpose of reducing or eliminating vulnerabilities or reducing the occurrence of 
attacks.

Critical infrastructure consists of systems and assets, whether physical or virtual, which 
are vital to a nation that the incapacity or destruction of such systems and assets would 
have a debilitating impact on security, national economic security, national public health 
or safety, or any combination of those matters.

Key element is a hardware, software, organizational, or process element of a system that 
contributes directly to its mission.

Key resources are publicly or privately controlled resources essential to the operations of 
the economy or government. A nation possesses numerous key resources, whose exploita-
tion or destruction could cause catastrophic health effects or mass casualties comparable 
to those from the use of a weapon of mass destruction or could profoundly affect national 
prestige and morale.

Security vulnerability is the inherent state of a security system that can be exploited by an 
adversary to undermine its effectiveness (see also vulnerability).

Security threat is a deliberate act, condition, or phenomenon that may result in the com-
promise of information, loss of life, damage, loss, or destruction of property, or disruption 
of vital services.

Susceptibility is an act, condition, or phenomenon capable of interacting with a specified 
target to cause disruption.

Threat scenario is the pairing of security threat type with a susceptible target. 
A  threat  scenario may consist of multiple possible attack profiles, each describing a 
way, that is, delivery system and intrusion path, in which the threat scenario can be 
executed.

Several definitions are available for the term terrorism without a globally accepted one 
as follows:

•	 US Code of Federal Regulations: “… the unlawful use of force and violence against 
persons or property to intimidate or coerce a government, the civilian population, 
or any segment thereof, in furtherance of political or social objectives” (28 C.F.R. 
Section 0.85).

•	 A US national security strategy: “premeditated, politically motivated violence 
against innocents.”

•	 US Department of Defense: the “calculated use of unlawful violence to inculcate 
fear; intended to coerce or intimidate governments or societies in pursuit of goals 
that are generally political, religious, or ideological.”
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•	 British Terrorism Act 2000: It defines terrorism so as to include not only attacks on 
military personnel, but also acts not usually considered violent, such as shutting 
down a Website whose views one dislikes.

•	 1984 US Army training manual states as follows: “Terrorism is the calculated use 
of violence, or the threat of violence, to produce goals that are political or ideologi-
cal in nature.”

•	 1986 Vice-President’s Task Force: “Terrorism is the unlawful use or threat of vio-
lence against persons or property to further political or social objectives. It is usu-
ally intended to intimidate or coerce a government, individuals or groups, or to 
modify their behavior or politics.”

•	 Insurance documents: These documents define terrorism as “any act including, 
but not limited to, the use of force or violence and/or threat thereof of any person 
or group(s) of persons whether acting alone or on behalf of, or in connection with, 
any organization(s) or government(s) committed for political, religions, ideological 
or similar purposes, including the intention to influence any government and/or 
to put the public or any section of the public in fear.”

2.2.8 Risk Management and Communication

Risk management is defined as the coordinated activities to direct and control an orga-
nization with regard to risk following a framework consisting of designing, implement-
ing, monitoring, reviewing, and continually improving risk management throughout the 
organization. Risk management should be founded in strategic and operational policy, 
objectives, mandate, practices, and commitment through organizational arrangements 
including plans, relationships, accountabilities, resources, processes, and activities.

Stakeholder is a person, such as a decision maker and owner, or organization that can 
affect, be affected by, or perceive themselves to be affected by a decision or activity.

Risk owner is a person or entity with the accountability and authority to manage a risk.
Risk criteria are the terms of reference against which the significance of a risk is evaluated 

reflecting the organizational objectives expressed in external and internal contexts and in 
keeping with standards, laws, policies, and other requirements.

Resilience is defined by the Presidential Policy Directive (PPD)-21 (2013) as the ability to 
prepare for and adapt to changing conditions and withstand and recover rapidly from dis-
ruptions. Resilience includes the ability to withstand and recover from disturbances of the 
deliberate attack types, accidents, or naturally occurring threats or incidents. The resilience of 
a system’s function can be measured based on the persistence of a corresponding functional 
performance under uncertainty in the face of disturbances (Ayyub 2013). This definition is 
consistent with the ISO (2009a) risk definition of the “effect of uncertainty on objectives.”

Residual risk is the amount of risk remaining after realizing the net effect of risk reducing 
actions.

Risk tolerance is the degree of risk associated with normal daily activities that people tol-
erate, usually without making a conscious decision. As for organization or stakeholders, it 
is the readiness to bear the risk after risk treatment in order to achieve its objectives. Risk 
tolerance can be influenced by legal or regulatory requirements.

Risk acceptance is the degree of risk associated with a system or endeavor that a decision 
maker perceives and accepts the associated actions under a given set of circumstances and 
with the associated costs. A decision maker’s risk tolerance and resources are the founda-
tion of risk acceptance.
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Risk attitude is an organization’s approach to assess and eventually pursue, retain, take, 
or turn away from risk.

Risk appetite is the amount and type of risk that an organization is willing to pursue or 
retain.

Risk aversion is the attitude to turn away from risk.
Risk seeking is the attitude to pursue, retain, or undertake the risk for potential return.
Risk neutrality is having the same attitude regardless of the potential loss.
Safety is the judgment of risk tolerance, or acceptability in the case of decision mak-

ing, for the system. Safety is a relative term since the decision of risk acceptance may 
vary depending on the individual or the group of people making the judgment. Different 
people are willing to accept various risks differently as demonstrated by factors such as 
location, method or system type, occupation, and life style. Examining various activities 
demonstrates an individual’s safety preference despite a wide range of their risk values. 
Table 2.8 identifies varying annual risks for different activities based on typical exposure 
times for the respective activities. Also, Figure 2.7 illustrates risk exposure during a typi-
cal day that starts by waking up in the morning and getting ready to going to work, then 
commuting and working during the morning hours, followed by a lunch break, then addi-
tional work hours, followed by commuting back home to have dinner, and then a round 
trip on motorcycle to a local pub. The ordinate in this figure is the fatal accident frequency 
rate (FAFR) with an FAFR of 1.0 corresponding to 1 fatality in 11,415 years or 87.6 fatalities 
per 1 million years. The figure is based on an average number of deaths in 108 hours of 
exposure to a particular activity.

Risk retention is the acceptance of the potential benefit of gain, or burden of loss, from a 
particular risk that includes the acceptance of residual risks and depends on risk criteria.

TABLE 2.8

Relative Risk of Different Activities

Risk of Death occupation Lifestyle Accidents/Recreation Environmental Risk

1 in 100 Stunt-person – – –
1 in 1,000 Racecar driver Smoking (one 

pack/day)
Skydiving
Rock climbing
Snowmobile

–

1 in 10,000 Firefighter
Miner
Farmer
Police officer

Heavy drinking Canoeing
Automobiles
All home accidents
Frequent air travel

–

1 in 100,000 Truck driver
Engineer
Banker
Insurance agent

Using contraceptive 
pills

Light drinking

Skiing
Home fire

Substance in drinking 
water

Living downstream 
of a dam

1 in 1,000,000 – Diagnostic X-rays
Smallpox vaccination 
(per occasion)

Fishing
Poisoning
Occasional air travel 
(one flight per year)

Natural background 
radiation

Living at the 
boundary of an NPP

1 in 10,000,000 – Eating charcoal-broiled 
steak (once a week)

– Hurricane
Tornado
Lightning
Animal bite or insect 
sting
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Risk perception is the stakeholders’ view on a risk reflecting their needs, issues, knowl-
edge, beliefs, and values. It is the manner and extent to which a decision maker or a 
person comprehends risk. The risk perception for a particular consequence and associ-
ated probability is a function of attributes such as a person’s tolerance of (i.e., acceptance 
of or aversion to) the consequence and his or her ability to comprehend the assigned 
probability relative to other likely or unlikely events. Risk perception of safety may not 
reflect the actual level of risk in some activities. Table 2.9 shows the differences in risk 
perceptions by the League of Women Voters, college students, and experts for 29 risk 
items. Only the top items are listed in the table. Risk associated with nuclear power was 
ranked the highest by the League of Women Voters and college students, whereas it was 
placed 20th by the experts. Experts place motor vehicles as the highest risk. Public per-
ception of risk and safety varies by age, gender, education, attitudes, and culture, among 
other factors. Individuals sometimes do not recognize uncertainties associated with a 
risk event or activity, which leads to unwarranted confidence in the individual’s percep-
tion of risk or safety. Rare causes of death are often overestimated, and common causes 
of death are often underestimated. Perceived risk is often biased by the familiarity of the 
hazard. The significance or impact of safety perceptions stems from making decisions 
based on subjective judgments. If such judgments hold misconceptions about reality, this 
bias affects the decision. For example, choosing a transportation mode (train, automobile, 
motorcycle, bus, bicycle, etc.) is a decision based on many criteria, including items such 
as cost, speed, convenience, and safety. The weight and evaluation of the decision cri-
teria in selecting a mode of transportation rely on the individual’s perception of safety, 
which may deviate sometimes significantly from the actual values of the corresponding 
risks. Understanding these differences in risk and safety perceptions is vital to perform 
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risk management decisions and risk communications, as discussed in Section 2.8 on risk 
treatment and control.

Risk treatment is the process of modifying risk by avoidance, removal of the risk source, 
countermeasures to change the likelihood, changing the consequences by mitigations, 
sharing the risk with another party or parties including contracts and risk financing, and 
retaining the risk by informed decisions. Risk treatments can include elimination, preven-
tion, and reduction. Risk treatments can lead to the creation of new risks or the modifica-
tion of other existing risks.

Risk financing is a form of risk treatment involving contingent arrangements for the pro-
vision of funds to meet or modify the financial consequences should they occur, such as 
insurance and bonds.

Risk avoidance is an informed decision not to be involved in, or to withdraw from, an 
activity in order not to be exposed to a particular risk.

Risk control is a measure in place that is risk modifying.

TABLE 2.9

Risk Perception

Activity or Technology League of Women Voters College Students Experts

Nuclear power 1 1 20
Motor vehicles 2 5 1
Hand guns 3 2 4
Smoking 4 3 2
Motorcycles 5 6 6
Alcoholic beverages 6 7 3
General aviation 7 15 12
Police work 8 8 17
Pesticides 9 4 8
Surgery 10 11 5
Firefighting 11 10 18
Heavy construction 12 14 13
Hunting 13 18 23
Spray cans 14 13 25
Mountain climbing 15 22 28
Bicycles 16 24 15
Commercial aviation 17 16 16
Electric (nonnuclear) power 18 19 9
Swimming 19 29 10
Contraceptives 20 9 11
Skiing 21 25 29
X-rays 22 17 7
High-school or college sports 23 26 26
Railroads 24 23 19
Food preservatives 25 12 14
Food coloring 26 20 21
Power mowers 27 28 27
Prescription antibiotics 28 21 24
Home applications 29 27 22
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Risk sharing is a form of risk treatment involving the agreed distribution of risk with 
other parties, such as insurance and contracts. Sometimes, legal or regulatory require-
ments can limit, prohibit, or mandate risk sharing.

Risk transfer is a form of risk sharing.
A countermeasure is an action taken or a physical capability provided whose principal 

purpose is to reduce or eliminate one or more vulnerabilities or to reduce the frequency 
of attacks. Consequence mitigation is the preplanned and coordinated actions or system fea-
tures that are designed to reduce or minimize the damage caused by hazards or attacks 
(consequences of a hazard or an attack); support and complement emergency forces (first 
responders); facilitate field investigation and crisis management response; and facilitate 
recovery  and reconstitution. Consequence mitigation may also include steps taken to 
reduce short- and long-term impacts, such as providing alternative sources of supply for 
critical goods and services. Mitigation actions and strategies are intended to reduce  the 
consequences (impacts) of an attack, whereas countermeasures are intended to reduce 
the probability that an attack will succeed in causing a failure or significant damage.

Risk monitoring is a process of continual checking, supervising, critically observing, or 
determining the status in order to identify the change from the performance level required 
or expected.

Risk communication is the continual and iterative processes that an organization conducts 
to provide, share or obtain information, and engage in dialog with stakeholders regard-
ing the management of risk to achieve an interactive process of exchange of information 
and opinions among stakeholders such as individuals, groups, and institutions. It often 
involves multiple messages about the nature of risk or expressing concerns, opinions, or 
reactions to risk managers or to legal and institutional arrangements for risk management. 
Risk communication greatly affects risk acceptance and could determine the acceptance 
criteria for safety.

2.3 Risk Assessment

Risk assessment is an overall process of (1) risk identification, (2) risk analysis, and (3) risk 
evaluation. It is a systematic process for identifying risk sources and quantifying and 
describing the nature, likelihood, and magnitude of risks associated with some situation, 
action, or event that includes consideration of relevant uncertainties. Risk assessment can 
require and/or provide both qualitative and quantitative data to decision makers for use in 
risk management. This section provides additional risk-related terminology and provides 
a typical risk-informed methodology for analyzing a system. Subsequent sections offer 
details on the different steps involved in a typical methodology.

2.3.1 Risk Studies

Risk studies require the use of analytical methods at the system level that take into con-
sideration subsystems and components when assessing their event probabilities and 
 consequences. Systematic, quantitative, qualitative, or semiquantitative approaches for 
assessing event probabilities and consequences of engineering systems are used for this 
purpose. A  systematic approach allows an analyst to evaluate expediently and easily 
complex systems for safety and risk under different operational and extreme conditions. 
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The ability to quantitatively evaluate these systems helps cut the cost of unnecessary and 
often expensive redesign, repair, strengthening, replacement, or corrective actions directed 
at components, subsystems, and systems. The results of risk studies can also be utilized in 
decision analysis methods that are based on benefit–cost trade-offs.

2.3.2 Risk Identification, Analysis, and Evaluation

Risk identification is the process of finding, recognizing, and describing risks including 
sources, events, scenarios, and their causes and potential consequences involving histori-
cal data, theoretical analysis, informed and expert opinions, and stakeholders’ needs.

Risk analysis is the technical and scientific process to comprehend the nature of risk and 
to determine the level of risk by examining the underlying components or elements of risk. 
Risk analysis provides the basis for risk evaluation and decisions about risk treatment, 
and the processes for identifying hazards, event probability assessment, and consequence 
assessment. The risk analysis process traditionally focuses on answering three basic ques-
tions: (1) What can go wrong and how it can happen? (2) What is the likelihood that it will 
go wrong? and (3) What are the consequences if it does go wrong? Also, risk analysis can 
include examining the impact of making any changes to a system to control risks. Risk 
analysis generally contains the following steps: scope definition, hazard identification, 
and risk estimation.

Risk evaluation is the process of comparing the results of risk analysis with risk criteria 
to determine whether the risk and/or its magnitude is acceptable or tolerable in order to 
assist in decisions about risk treatments.

2.3.3 Qualitative versus Quantitative Risk Assessment

Risk assessment methods can be categorized into quantitative or qualitative analysis 
according to how the risk is determined. Qualitative risk analysis uses judgment and 
sometimes expert opinion to evaluate the probability and consequence values. This 
subjective approach may be sufficient to assess the risk of a system, depending on the 
available resources. Quantitative analysis relies on probabilistic and statistical meth-
ods, as well as databases that identify numerical probability values and consequence 
values for risk assessment. This objective approach examines the system in greater 
detail to assess risks.

The selection of a quantitative or qualitative method depends on the availability of 
data for evaluating the hazard and the level of analysis required to make an appro-
priate decision. Qualitative methods offer analyses without detailed information, but 
the intuitive and subjective processes may result in differences in outcomes by those 
who use them. Quantitative analysis generally provides a more uniform understanding 
among different individuals but requires quality data for useful and repeatable results. 
A combination of both qualitative and quantitative analyses can be used depending on 
the situation.

Risk assessment requires estimates of the event likelihood at some identified levels 
of decision making. The event likelihood can be estimated in the form of lifetime fail-
ure likelihood, annual failure likelihood, mean time between failures, or failure rate. 
The estimates can be in numeric or nonnumeric form. An example numeric form for an 
annual failure probability is 0.00015 and for a mean time between failures is 10 years. An 
example nonnumeric form for an annual failure likelihood is large and for a mean time 
between failures is medium. In the latter nonnumeric form, guidance should be provided 
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regarding the meaning of such terms as large, medium, small, very large, and very small. 
The selection of the form should be based on the availability of information, the ability 
of the persons providing the needed information to express it in one form or another, and 
the importance of having numeric versus nonnumeric information when formulating the 
final decisions.

The types of event consequences that should be considered in a study include produc-
tion loss, property damage, environmental damage, and safety loss in the form of human 
injury and death among other consequence types as discussed in Chapter 5. Event con-
sequence estimates can be in numeric or nonnumeric form. An example numeric form 
for production loss is 1000 units; an example nonnumeric form for production loss is 
large. Again, guidance should be provided regarding the meaning of such terms as large, 
medium, small, very large, and very small. The selection of the form should be based on 
the availability of information, the ability of the persons providing the needed informa-
tion to express it in one form or another, and the importance of having numeric versus 
nonnumeric information when formulating the final decisions.

Risk estimates can be determined by pairing likelihoods and consequences and com-
puted simply and approximately as the arithmetic multiplication of the respective failure 
likelihoods and consequences for equipment, components, and other details. Alternatively, 
for all cases, plots of failure likelihood versus consequences can be developed, which 
enables to approximately rank them as groups according to risk estimates, failure likeli-
hood, and/or failure consequences.

2.3.4 Risk-Based Technology

Risk-based technology (RBT) is used to describe methods or tools and processes for assess-
ing and managing the risks of a component or system. RBT methods can be classified 
into risk management, which includes risk assessment and risk treatment using failure 
prevention and consequence mitigation, and risk communication, as shown in Figure 2.8. 
Risk assessment consists of risk identification, event probability assessment, consequence 
assessment, and risk evaluation. Risk treatment requires the definition of acceptable risk 
and comparative evaluation of options and/or alternatives through monitoring and 

Risk methods

Risk management Risk communication

Risk assessment
    Risk identification
    Risk analysis
    Risk estimation and quantification
    Risk evaluation

Risk treatment
   Risk acceptance
   Option analysis
   Countermeasures
   Mitigations
   Decision making
   Monitoring
   Residual risks

Media and
public

Engineering
community

FIGURE 2.8
Risk-based technology methods.
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decision analysis; risk treatment also includes failure prevention and consequence miti-
gation. Risk communication involves perceptions of risk and depends on the audience tar-
geted; hence, it is classified into risk communication to the media, the public, and the 
engineering community.

The various components of managing risk can be structured in the form of a process 
as shown in Figure 2.9 (ISO 2009a). The process emphasizes the importance of continual 
improvement in risk management in order to ensure success.

2.3.5 Risk Assessment Methodologies

A risk assessment process should utilize experiences gathered from project personnel, 
other similar projects and data sources, previous risk assessment models, and other indus-
tries and experts, in conjunction with analysis and damage evaluation using various pre-
diction tools. A risk assessment process is commonly part of a risk-based or risk-informed 
methodology that should be constructed as a synergistic combination of decision mod-
els, advanced probabilistic reliability analysis algorithms, failure consequence assess-
ment methods, and conventional performance assessment methodologies that have been 
employed in a related industry for performance evaluation and management. The meth-
odology should realistically account for the various sources and types of uncertainty 
involved in the decision-making process.

In developing a risk analysis methodology, the following requirements should be treated 
as key guiding principles:

•	 Analytic: The methodology must provide a system-based framework for assessing 
risk by decomposing it into its basic elements. It must enable a system-based frame-
work for decomposition into its basic elements through a segregation process, and 
these elements are logically connected to enable aggregation. This requirement is 
called the principle of consistent segregation and aggregation.

•	 Quantitative: Risk is expressed in meaningful and consistent units (e.g., dollars 
and fatalities) so as to provide a basis for performing trade-offs and benefit–cost 
analysis.

Mandate and commitment

Design of framework to
manage risk

Implementing risk
management

Continual improvement

Monitoring and
reviewing framework

FIGURE 2.9
Risk management process.
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•	 Probabilistic: The mathematics of probability theory is used for expressing 
uncertainty in all model parameters and assessing the likelihood of alternative 
scenarios.

•	 Consistent: It is consistent with established and accepted practices of probabilistic 
risk assessment (PRA) used in many other fields.

•	 Transparent: All assumptions and analytical steps are clearly defined.
•	 Defensible: Values for each parameter are supported by all available data, includ-

ing knowledge from previous studies and expert opinion.

The ISO 31000 (2009a) defines the essential qualities for an effective risk management 
process, called principles to (1) create and protect value; (2) be an integral part of orga-
nizational processes; (3) be part of decision making; (4) explicitly addresses uncertainty; 
(5) be systematic, structured, and timely; (6) be based on the best available information; 
(7) be tailored; (8) take human and cultural factors into account; (9) be transparent and 
inclusive; (10) be dynamic, iterative, and responsive to change; and (11) facilitate con-
tinual improvement and enhancement of the organization. Also, the ISO 31000 (2009a) 
lists the following attributes of enhanced risk management: (1) continual improvement, 
(2) full accountability for risks, (3) application of risk management in all decision  making, 
(4) continual communications, and (5) full integration in the organization’s governance 
structure.

In this section, a typical overall methodology is provided in the form of a workflow or 
block diagram. The various components of the methodology are described in subsequent 
sections. Figure 2.10 provides an overall description of a methodology for risk-based life 
management of structural systems for the purpose of demonstration. The methodology 
consists of the following primary steps:

 1. Definition of analysis objectives and systems
 2. Hazard analysis, definition of failure scenarios, and hazardous sources and their 

terms
 3. Collection of data in a life cycle framework
 4. Qualitative risk assessment
 5. Quantitative risk assessment
 6. Management of system integrity through countermeasures, failure prevention, 

and consequence mitigation using risk-based decision making

These steps are described briefly below with additional background materials provided in 
subsequent sections and chapters.

The first step of the methodology is to define the system. Chapter 3 provides additional 
information on defining systems for the purpose of risk assessment. This definition should 
be based on a goal that is broken down into a set of analysis objectives. A system can be 
defined as an assemblage or combination of elements of various levels and/or details that 
act together for a specific purpose. Defining the system provides the risk-based methodol-
ogy with the information required to achieve the analysis objectives. The system definition 
phase of the proposed methodology has five main activities:
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 1. Define the goal and objectives of the analysis
 2. Define the system boundaries
 3. Define the success criteria in terms of measurable performances
 4. Collect information for assessing failure likelihood
 5. Collect information for assessing failure consequences

Identify hazards and initiating events.
Define degradation mechanisms.

Define failure modes and limit states.
Define failure scenarios. 

Hazards and failure scenarios

Define structural inspection objectives
(strength, performance, serviceability, reliability,

cost-effectiveness, and environmental soundness).
Define structural system, operational profile,

and loads.
Define information needed.

System definition

Define risk acceptance criteria.
Develop inspection strategies.

Assess probabilities of nondetection.
Perform decision analysis.

Assess inspection costs.
Optimize at the system level.

Decision analysis 

Are all
objectives

met?
Yes

Document
risk communication at all steps.

Feedback

Feedback

Feedback

Feedback

No

Assess failure probabilities.
Assess failure consequences.

Develop risk profiles and rankings.

Qualitative risk assessment

Define data needed.
Define data sources.

Define data collection methods.
Collect data and identify shortfalls.

Data collection

Assess time-dependent failure probabilities
and hazard rates for corrosion, fatigue,
buckling, and permanent deformation.

Quantitative reliability
assessment

Feedback

Feedback

Tolerable risk
reliability levels

FIGURE 2.10
Methodology for risk-based life cycle management of structural systems.
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For example, structural systems require a structural integrity goal that can include objec-
tives stated in terms of strength, performance, serviceability, reliability, cost- effectiveness, 
and environmental soundness. The objectives can be broken down further to include 
other structural integrity attributes, such as alignment and watertightness for marine 
vessels. A system can be defined based on a stated set of objectives. The same system can 
be defined in various ways depending on these stated objectives. A marine vessel struc-
tural system can be considered to contain individual structural elements such as plates, 
stiffened panels, stiffeners, and longitudinals, among others. These elements could be 
further separated into individual components or details. Identifying all of the elements, 
components, and details allows an analysis team to collect the necessary operational, 
maintenance, and repair information throughout the life cycle of each item so that fail-
ure rates, repair frequencies, and failure consequences can be estimated. The system 
definition might need to include nonstructural subsystems and components that would 
be affected in case of failure. The subsystems and components are needed to assess the 
consequences.

In order to understand failure and the consequences of failure, the states of success 
must be defined. For the system to be successful, it must be able to perform its design 
functions by meeting its measurable performance requirements. The system, however, 
may be capable of various levels of performance, all of which might not be consid-
ered complete successes. While a marine vessel may be able to get from points A to 
B even at a reduced speed due to a fatigue failure that results in excessive vibration in 
the engine room, its performance would probably not be considered entirely  successful. 
The same concept can be applied to individual elements, components, and details. It 
is clear from this example that the success and failure impacts of the vessel should be 
based on the overall vessel performance, which can easily extend beyond the structural 
systems.

With the definition of success, one can begin to assess the likelihood of occurrence and 
causes of failures. Most of the information required to develop an estimate of the likeli-
hood of failure may exist in maintenance and operating histories available on the systems 
and equipment, and may be based on judgment and expert opinion. This information 
may not be readily accessible, and its extraction from its current source may be difficult. 
Also, assembling it in a manner that is suitable for the risk-based methodology can be a 
challenge.

Operation, maintenance, engineering, and corporate information on failure his-
tory  should be collected and analyzed for the purpose of assessing the conse-
quences of failures. The consequence information may not be available from the same 
sources  as  the  information on the failure itself. Typically, there are documentations 
of  repair costs, reinspection or recertification costs, lost person-hours of labor, and 
possibly even lost opportunity costs due to system failure. Much more difficult to 
find and assess are costs associated with effects on other systems, the cost of shifting 
resources to cover lost production, and other costs such as environmental, safety loss, 
or public relations costs. These may be determined through carefully organized discus-
sions and interviews with cognizant personnel, including the use of expert opinion 
elicitation.

The ISO 31000 (2009a) provides risk management methodology, called a process, as 
shown in Figure 2.11. The arrows show the process flows, and the other lines are informa-
tion and data flow. The entries at the various steps define these steps using the  terminology 
in Section 2.2.
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2.4 Risk Events and Factors

2.4.1 Risk Categories and Breakdown

Starting a risk study based on an exhaustive set of possible events and factors that might 
adversely or favorably affect a system’s objectives gives headway toward ensuring success 
of the study. Figure 2.12 provides categories for risk event and factor identification. These 
categories do not apply to all systems and are not necessarily exhaustive, and the struc-
ture is not necessarily unique. Simplified categories are shown in Figure 2.13 for illustra-
tion purposes. An analyst might use these figures to customize the categories for a system 
of interest and/or use the lists to identify events and factors that are applicable to a system 
of interest. Items within a category require further refinement in terms of definitions to 
make them relevant and applicable to the system.

Risk sources for a project can be organized and structured to provide a standard pre-
sentation that would facilitate understanding, communication, and management. The 

Establishing context

Risk assessment

Risk identification Monitoring and
review

Communication and
consultation

Risk analysis

Risk evaluation

Risk treatment

External and internal parameters or
considerations to be taken into account when
managing risk, and setting the scope and risk

criteria for the risk management policy

Continual and iterative
processes to provide, share,
or obtain information, and
to engage in dialogue with
stakeholders regarding the

management of risk

Process of continual
checking, supervising,
critically observing, or

determining the status in
order to identify change

from the performance level
required or expected

Technical and scientific process to
comprehend the nature of risk and to

determine the level of risk by examining the
underlying components or elements of risk

Process of comparing the results of risk
analysis with risk criteria to determine

whether the risk and/or its magnitude is
acceptable or tolerable

Process to modify risk by avoidance,
removal of the risk source, countermeasures,
mitigations, risk sharing, retaining risk, etc.

Process of finding, recognizing, and
describing risks including sources, events,

scenarios, and their causes and their potential
consequences

FIGURE 2.11
ISO 31000: 2009 risk management methodology.
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previously presented items and categories can be viewed as simple lists of potential 
sources of risk and provide a set of headings under which risks can be arranged. These 
lists are sometimes referred to as risk taxonomy. A simple list of risk sources might not pro-
vide the richness necessary for some decision situations, as it presents only a single level 
of organization. Some applications might require a full hierarchical approach to define the 
risk sources, with as many levels as required to provide the necessary understanding of 
risk exposure. Defining risk sources in such a hierarchical structure is referred to as a risk 
breakdown structure (RBS). The RBS is defined as a source-oriented grouping of project risks 
organized to define the total risk exposure of a project of interest. Each descending level 
represents an increasingly detailed definition of risk sources for the project. The RBS can 
help analysts understand the risks faced by the project or organization.

An example RBS is provided in Table 2.10. In this example, four risk levels are defined. 
The project risks are viewed as level 0. Three types of level 1 risks are provided in the 
table for the purpose of demonstration. The number of risk sources in each level varies 

Global or
geographical

Institutional or
organizational

Science or
engineering

Cultural or
socioeconomic Natural needs

Temporal and
Transgenerational Freedom

International

Regional

National

Local

Governments

Community

Advocacy

Environmental

Technologies

Materials

Know-how

Hazards

Ecological

Ethnicity

Tradition

Education

Standard of living

Justice

Equity

Water

Land

Air

Long term

Intermediate term

Short term

Forestry

Food

Ecology

Information

Religion

Speech

Assembly

Governance

Transactions

FIGURE 2.13
Simplified categories for risk event and factor identification. Potential interdependencies among all categories 
should be examined.

TABLE 2.10

RBS for a Project

Level 0 Level 1 Level 2 Level 3

Project risks Management Corporate History, experiences, culture, personnel
Organizational structure, stability, communication
Finance conditions
Other projects
etc.

Customers and 
stakeholders

History, experiences, culture, personnel
Contracts and agreements
Requirement definition
Finances and credit
etc.

External Natural environment Physical environment
Facilities, site, equipment, materials
Local services
etc.

(Continued)
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and depends on the application at hand. The subsequent level 2 risks are grouped and 
then detailed further in level 3. The RBS provides a means to identify systematically and 
exhaustively all relevant risk sources for a project.

The RBS should not be treated as a list of independent risk sources, as they are commonly 
interrelated and have common risk drivers. Identifying causes behind the risk sources is 
a key step toward an effective risk management plan, including mitigation actions. A pro-
cess of risk interrelation assessment and root cause identification can be utilized to iden-
tify credible root cause factors and could lead to effective risk management.

2.4.2 Identification of Risk Events and Factors

The risk assessment process starts with the question, “What can go wrong?” The 
 identification of what can go wrong entails defining hazards, risk events, and risk sce-
narios; the previous section provided the categories of risk events and scenarios. Risk 
identification involves determining which risks might affect a project or system and 
documenting their characteristics, and generally requires participation from a project 
team, risk management team, subject matter experts from other parts of an organiza-
tion, customers, end users, other project managers, stakeholders, and/or outside experts 
on an as-needed basis. Risk identification can be an iterative process. The first iteration 
may be performed by selected members of the project team or by the risk management 
team. The entire project team and primary stakeholders may take a second iteration if 
needed. To achieve an unbiased analysis, persons who are not involved in the project 
may perform the final iteration. Risk identification can be a difficult task because it is 
often highly subjective, and no unerring procedures are available which may be used 
to identify risk events and scenarios other than relying heavily on the experience and 
insights by key project personnel.

TABLE 2.10

(Continued) RBS for a Project

Level 0 Level 1 Level 2 Level 3

Cultural Political
Legal, regulatory
Interest groups
Society and communities
etc.

Economic Labor market, conditions, competition
Financial markets
etc.

Technology Requirements Scope and objectives
Conditions of use, users
Complexity
etc.

Performance Technology maturity
Technology limitations
New technologies
New hazards or threats
etc.

Applications Organizational experience
Personnel skill sets and experience
Physical resources
etc.
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For example, construction projects typically entail risk events and factors that can be 
grouped as follows:

•	 Technical, technological, quality, or performance risks, such as unproven or complex 
technology, unrealistic performance goals, and changes to the technology used or 
the industry standards during the project

•	 Project-management risks, such as poor allocation of time and resources, inadequate 
quality of the project plan, and poor use of PM disciplines

•	 Organizational risks, such as cost, time, and scope objectives that are internally 
inconsistent; lack of prioritization of projects; inadequacy or interruption of fund-
ing; resource conflicts with other projects in the organization; errors by individ-
uals or by an organization; and inadequate expertise and experience by project 
personnel

•	 External risks, such as shifting legal or regulatory environment, labor issues, 
changing owner priorities, country risk, and weather

•	 Natural hazards, such as earthquakes, floods, strong wind, and waves that gener-
ally require disaster recovery actions in addition to risk management

Within these groups, several risk events and factors can be identified as listed in Table 2.11 
at various stages of the life cycle of a project.

TABLE 2.11

Risk Events and Scenarios

Risk Event Category 
or Scenario Description

Unmanaged 
assumptions

Unmanaged assumptions are neither visible nor apparent as recognizable risks. They 
are commonly introduced by organizational culture; when they are unrecognized in 
the project environment, they can bring about incorrect perceptions and unrealistic 
optimism.

Technological risk A technological risk can arise from using unfamiliar or new technologies. At one end is 
application of the state-of-the-art and familiar technology, where the technological 
risk can be quite low. At the other end, a new technology is used which generates the 
greatest uncertainty and risk.

Economic climate For example, uncertain inflation rates, changing currency rates, etc. affect the 
implementation of a project in terms of cash flow. A forecast of the relative valuations 
of currencies can be relevant for industries with multinational competitors and 
project partners.

Domestic climate Risk events in this category include tendencies among political parties and local 
governments, attitudes and policies toward trade and investment, and any recurring 
governmental crises.

Social risks Risks in this category are related to social values such as preservation of environment. 
Some projects have been aborted due to resistance from the local population.

Political risks Political risks are associated with political stability both at home and abroad. A large 
investment may require looking ahead several years from the time the investment is 
made.

Conflicts among 
individuals

Conflicts can affect the success of a project. These conflicts could arise from cognitive 
differences or biases, including self-motivated bias.

(Continued)
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Development of scenarios based on these events and factors for risk evaluation can be 
created deductively [e.g., fault tree (FT)] or inductively [e.g., failure mode and effect analysis 
(FMEA)]. These methods are discussed in Section 2.5. These methods assess the likelihood 
or frequency for scenarios expressed either deterministically or probabilistically. Also, they 
can be used to assess varying consequence categories, including items such as property 
loss and life loss or injuries.

Example 2.1: Project Risks for Warehouse Automation

ABC Grocery and Supermarket Outlets desires to automate its warehouse by installing 
a computer-controlled order-packing system, along with a conveyor system for mov-
ing goods from storage to the warehouse shipping area. Four parties are involved in 
this project: (1) client, (2) project manager, (3) engineer, and (4) contractor, as shown in 
Figure 2.14. The figure also shows the relationships among the parties, either by contract 
or as an exchange of technical information. The risk events and scenarios associated 
with this project can be constructed based on the perspectives of the four parties as 
provided in Tables 2.12 through 2.15.

The risk sources related to the automated warehouse project can be structured 
in a multilevel hierarchy. The project risks are divided into three risk levels for the 
purposes of managing risks in this case as follows: internal risks, external risks, and 
technology risks. The description of each risk level is provided in Table 2.16. The table 
shows the RBS for the entire project based on the total vulnerability of the project. This 
 structure provides insights into how the parties involved in any project should take into 
 consideration the three main levels of risk mentioned.

TABLE 2.11

(Continued) Risk Events and Scenarios

Risk Event Category 
or Scenario Description

Large and complex 
project risks

Large and complex projects usually call for multiple contracts, contractors, suppliers, 
outside agencies, and complex coordination systems and procedures. Complex 
coordination among the subprojects is itself a potential risk, as a delay in one area can 
cause a ripple effect in other areas.

Conceptual difficulty A project may fail if the basic premise on which it was conceived is faulty. For example, 
if an investment is planned to remove some of the operational or maintenance 
bottlenecks that ignore market requirements and forces, the risk of such a project not 
yielding the desired financial benefits is extremely high. 

Use of external 
agencies

Appointing an external agency as project manager without creating a large project 
organization may not ensure the kind of ownership required for successful 
implementation or elimination of defects that the client has observed.

Contract and legal 
risks

A contract is an instrument to transfer the risk from the owner to the contractor. The 
contractor risks only his fees, whereas the owner runs the risks, for example, of 
ending up with no plant at all. Although there are many contractual modes available 
(e.g., multiple split contracting, turnkey, engineering procurement/construction 
commissioning), none of these comes without risks.

Contractors Contractor failure risk may originate from the lowest cost syndrome, lack of 
ownership, financial soundness, inadequate experience, etc. In the face of intense 
competition, contractors squeeze their profit margins to the maximum just to stay in 
business. Contractors sometimes siphon mobilization advances to other projects in 
which they have a greater business interest. If a contractor has difficulty with cash 
flow, then the project suffers.
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TABLE 2.12

Client Perspective of Risks Associated with the Project

Risk Category 
or Scenario Description

Technological, quality, 
or performance risks

Client concerns include poor-quality products of various components of the project. 
The poor quality might result from using unfamiliar types of technology in 
construction. Additionally, the performance of other parties involved can be of great 
concern to the client during project execution, e.g., an incompetent project manager or 
engineer or a troublesome contractor.

Project management 
(PM) risks

The manager of the project can be a source of risk. Commonly, a PM company works on 
behalf of the client to handle all project aspects for a percentage of the total project 
cost. The client in this case is exposed to the risk of having an incompetent PM 
company.

Economic risks This category includes uncertainty in inflation rates and/or changes in currency rates 
posing sources of risk to the client. The cash flow of the project would be affected, 
creating risks of delays or even bankruptcy, especially if the project is executed in 
another country.

Conflict among 
individuals

Conflicts among project parties pose a risk to the client. For example, a potential 
conflict in scheduling and work execution could materialize among the subcontractors 
or vendors of belt conveyor systems.

Contractor risks An incompetent contractor with weak cash flow or inadequate personnel experience 
can be a source of risk for the client.

Contract and legal 
risks

This category covers the possibilities of having contractual and legal disputes among the 
parties. These disputes might lead to difficulties in executing or operating the project, 
including abandoning the project.

External risks The client needs to be aware of any changes in regulations and laws related to the 
project, as licenses and permits for the project can be affected by changes in 
governmental regulations. If the project is constructed in a foreign country, this source 
of risk could be a significant one.

Client

Project
manager

Engineer Contractor

ContractualC
on

tr
ac

tu
al

Contra
ctu

al

Technical Technical

Technical

FIGURE 2.14
Relationships among the four parties involved in a project.
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TABLE 2.14

Engineer Perspective of Risks Associated with the Project

Selected Risk Category 
or Scenario Description

Technological, quality, or 
performance risks

Engineering companies working on-site for supervising contracted work 
have the objectives of completing tasks on time and within budget and 
complying with design and quality standards. Use of equipment and 
technological innovations, such as automation, might provide risk sources. 
Also, the performance of the contractor in these cases can be a critical issue 
that could affect engineering companies to a great extent. Risks associated 
with technology use, quality, and performance must be identified and 
mitigated.

Contractor risks Engineers are responsible for accepting and signing off finished work as fully 
executed; therefore, the risk of accepting finished products of poor quality from a 
contractor exists, especially if the contractor is assigned or selected by the project 
manager and not within the contractual control of the engineer.

Contract and legal risks This category covers the possibilities of having contractual and legal disputes with 
the other three parties, e.g., with the client.

External risks Risks in this category might arise from working in a foreign environment or within 
complex governmental regulations.

TABLE 2.13

Project Manager Perspective of Risks Associated with the Project

Selected Risk Category 
or Scenario Description

Project management 
(PM) risks

PM companies should be concerned with proper allocation of budget, time, 
and personnel for completing a project on time and within budget. Risks 
in this category include improper allocation of resources.

Technological, quality, 
or performance risks

PM companies are concerned with the final outcome of the project. Although the 
project has to be finished on time and within budget, the best quality and 
performance must also be achieved in order to ensure a continuous workload 
for such companies from the same client or others. Establishing a reputation of 
quality work and a successful performance record are keys to success. Risks in 
this category include inadequate performance and improper use of 
technologies.

Contractor risks Incompetent contractors or subcontractors with weak planning procedures and 
inefficiency in finishing tasks on time are risks to PM companies. For example, 
not completing some items related to the conveyor system could delay other 
tasks and completion of the entire project. The primary objective of the project 
manager is to fulfill relevant contracts with the client. Any events that lead to 
not fulfilling these contracts should be identified and risks and scenarios 
mitigated.

Contract and legal risks This category covers the possibilities of having contractual and legal disputes with 
the other three parties. These disputes might lead to project delays and affect the 
performance of the project manager.

External risks Political and governmental matters might affect the work of the project managers, 
especially when working internationally.
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TABLE 2.15

Contractor Perspective of Risks Associated with the Project

Selected Risk Category 
or Scenario Description

Technological, quality, 
or performance risks

Risks might arise from using new technologies during construction as requested 
by the engineer or project manager. Additional risks include either producing 
poor-quality products or nonperformance related, e.g., to the use of new 
automation systems.

Conflict among 
individuals

Personnel of contractors can be a source of risk, especially in cases involving 
multinational or labor forces of diverse backgrounds at the same site. Another 
source of conflict is dealing with suppliers or vendors of different work attitudes 
or languages.

Contractor risks This category includes an inadequate cash flow over the period of the project 
performance, improper scheduling of activities, or inadequate control of the 
contractor or subcontractors, leading to project delays and potentially defective 
products. 

Contract and legal risks Problems with the client can accumulate if the project manager reports to the 
client are not representative of actual performance. The risk of losing the 
contract or contractual disputes can arise from a lack of performance reports.

Use of external agencies Working with subcontractors, suppliers, and vendors can produce risks to the 
contractor. Diligence is required when selecting subcontractors, and control 
and monitoring procedures must be placed over external agencies.

External risks Political and governmental risks can also affect the contractor. International 
contractors could be exposed to additional risks associated with work 
in foreign countries. Additionally, the four parties share some common 
risk sources, such as earthquakes, flood, strong winds, or even uncertain 
political and economical events beyond their expectations or business models.

TABLE 2.16

RBS for the Warehouse Automation Project

Level 0 Level 1 Level 2 Level 3

Automated 
warehouse 
project 
risks

Management Corporate Risks related to retaining parties and personnel of all parties 
involved in the project within organizational structure flexibility

Risks related to maintaining a structural flexibility
Risks related to deciding on new projects
Risks associated with continued financing of the project
Risks associated with management interests and related conflicts

Customers 
and 
stakeholders 

Risks associated with lack of understanding of the intention of the 
project to serve customers and client requirements

Failure to satisfy customers with regard to final packing of 
products including their satisfaction of on-time and adequate 
delivery of products

Risks associated with conflicts in objectives of stakeholders and 
parties

Risks associated with continued progression of the project
External Natural 

environment
Risks associated with the environment of execution of the project
Risks associated with the site of the project, such as maneuvering 
and mobilizing equipment to and from the site

Risks associated with local services, and planning procedures and 
permissions

(Continued)
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Example 2.2: Enterprise RBS

The ISO definition of risk as “the effect of uncertainty on objectives” discussed earlier 
can be used as the basis for addressing enterprise risks, and the three keywords can be 
used in reverse order of their mention in the definition to develop a methodology as 
follows: (1) defining the objectives, (2) examining the uncertainty, and (3) assessing the 
effect. It should be noted that the effect can be a favorable or an adverse deviation from 
the objectives as defined. A four-level hierarchical definition of potential uncertainty 
and risk factors that could affect the objectives including portfolio-level and enterprise-
level factors to account for interdependence is used herein. The effects of uncertainty on 
objectives, including adverse and favorable, should be quantified in the third step. The 
quantification of these effects combined with the identification of potential actions is a 
necessary step for decision making in order to enable benefit–cost analysis.

A multilevel structure, starting with programs to business units to subsidiaries to the 
entire enterprise as a system with self-similarity, ensures consistency and permits risk 
aggregation and segregation for examining risk profiles by program, unit, subsidiary, 
and the entire enterprise using several formats necessary to inform decision makers at 
various levels. Designing for self-similarity as illustrated in Figure 2.15 would drive 
consistency, offer simplicity in representing a complex framework, and enhance accep-
tance and embracement of a change of an organizational cultural. Such an organization-
wide undertaking might require structural changes to the enterprise’s organization, 
such as the formation of a risk management executive committee, appointing a chief 
risk officer, and creating risk functions at appropriate organizational levels.

TABLE 2.16

(Continued) RBS for the Warehouse Automation Project

Level 0 Level 1 Level 2 Level 3

Cultural Risks associated with cultural diversity among parties or even 
among personnel within a company

Risks associated with political and governmental regulations, 
especially if executed in a foreign country

Economical Risks associated with working in an uncertain or risky market 
without good marketing study

Risks associated with facing undesired financial situations 
because of competition

Risks associated with changes in the currency rates
Technology Requirements Risks associated with technology requirements and availability of 

resources needed for technology, such as personnel and funds
Risks associated with complexity
Risks associated with changes in project scope due to technology 
changes

Risks associated with unfamiliarity with new technology
Performance Risks associated with changes in technology related to project leading 

to new demands on staff, equipment, and financial resources
Risks associated with new technologies requiring staff training 
leading to high cost of operation beyond budgeted resources

Risks associated with new hazards as a result of new technologies
Application Risks associated with applying newly introduced types of 

technologies
Risks associated with maintaining key persons with experience 
needed for technologies

Risks associated with staff resistance to a change to new 
technological applications

Risks associated with increased demand on resources as a result 
of new technologies
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Table 2.17 provides an outline of an RBS for an Engineering, Procurement, and 
Construction (EPC) enterprise. The enterprise-wide impacting factors are listed in 
level 0, whereas the project- and portfolio-level factors are listed in levels 1–3 in the 
form of a hierarchy. The entire hierarchy is not shown in the table, but only the first 
level branching, that is, level 1 includes site, technology and technical, labor, and 
so on (see Table 2.17); level 2 provides details on the first entry in level 1 of site by 
 listing availability, suitability, transportation and logistics, and so on; and level 3 in 
turn details the first entry in level 2 of availability under site by showing delay to 
ownership, delay to permit, adequacy of permit, and so on. Other branches can be 
constructed in a similar manner. Only level 1 might be needed to examine prospects 
for bidding, whereas levels 1 and 2 are needed during bidding. As for project execu-
tion, levels 1–3 should be used to define risk factors for the activities in a project’s 
work breakdown structure.

The statement on objective in the risk definition defines the scope of a risk  assessment. 
The risk assessment scopes may include strategic risk assessment, operational risk 

Sector
Sector

Se
ct

or
Se

ct
or

Su
b-

sid
ia

ry

Se
ct

or

ProjectProject

Se
ct

or

Sector

ProjectProject
ProjectProject

ProjectProject

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

C
on

tr
ol

s

Controls

Sector
Sector

Se
ct

or
Se

ct
or

Projec
tProjec

t

Projec
tProjec

t

SectorSector

Projec
tProjec

t

SectorSector

Projec
tProjec

t

Contro
ls

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

Pr
oj

ec
t

C
on

tr
ol

s
Se

ct
or

Sector

Project

Project

Se
ct

or

Sector
Sector

Sector

Sector

Sector

Sector

Sector Sector
Sector

Sector

Project

Project

Project

Project

Project

Project

Controls

Projec
t

Projec
t

Projec
t

Projec
t

Sector

Sector

Projec
t

Projec
t

Se
ct

or

Sector

Projec
t

Projec
t

Contro
ls

Sub-

sid
iar

y

Su
b-

sid
ia

ry

Sub-
sidiary

Sub-
sidiary

Enterprise
risk

model

Controls

Controls

Sub-sidiary

Sub-sidiary

Sub-

sid
iar

y

Project Project

Typical project risk

Level 1 Level 2 Level 3

ProjectProject

Project

Project

Project Project

Project

Project

Project

Project

Project

Project

Project

Project

…

…

…
…

…

… …

…

…

…

…

…
…

…

…
…

…

…

…

… …
… …

…

… …

…

…
…

…

…

…
…

…

…
…

…

…

…
… … … …

…

…

…
…

…
…

…

…

…

…

…

… …

…

…

…

… …

…

…
…

FIGURE 2.15
Self-similarity in structuring enterprise risk.
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assessment, compliance risk assessment, internal audit risk assessment, financial 
 statement risk assessment, fraud risk assessment, market risk assessment, credit risk 
assessment, customer risk assessment, supply chain risk assessment, product risk assess-
ment, security risk assessment, information technology risk assessment, project risk 
assessment, first-of-a-kind technology risk assessment, portfolio risk assessment, sector 
risk assessment, and logistics risk assessment.

TABLE 2.17

Risk Breakdown for an EPC Enterprise

Level 0
Enterprise 

Level 1
Prospects

Level 2
Bidding

Level 3
Execution

 1. Strategic:
Reputational damage
Competition
Customer wants
Demographic
Social/cultural trends
Technological innovation
Capital availability
Regulatory and political trends

 2. Financial:
Price
Liquidity
Credit
Inflation/purchasing power
Hedging/basis risk

 3. Operational:
Business operations
Empowerment
Information
Information/business reporting

 4. Hazards:
Fire
Property damage
Natural perils
Theft and other crime
Personal injury
Business interruption
Disease and disability
Liability claims

 5. Assets:
Physical and intellectual
Financial
Customer related
Hires
Organizational

 6. Environments:
Markets
Sovereign or political
Legal or regulatory
Attitudes or sentiments
Acceptance or sensitivity
Technological innovation
Competition
Catastrophic events

Site
Technology and 
technical

Labor
Materials and 
equipment

Equipment for 
construction

Procurement sources
Subcontractors
Commercial
Hazards
External

Site (as an example):
Availability
Suitability
Transportation and 
logistics

Utilities
Communications
Conceptual difficulty
First of a kind
Unmanaged 
assumptions

Local codes and 
standards

Scope definition
Technical interfaces
Fabrication and 
construction

Mining processes
Environmental 
restoration

Services
Hazardous aspects

Site/availability (as 
an example):

Delay to ownership
Delay to permits
Adequacy of permits
Regulatory agency 
requirements

Restrictions and 
easements

Residual war risks 
(mines, unexploded 
ordinance)

Seashore use rights
Air use rights
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2.4.3 Root Cause Analysis

Root cause analysis can be used to identify and correct the primary reasons for 
 functional and operational problems that could lead to accidents or have led to acci-
dents in case of accident investigation including forensic analysis. It effectively uncov-
ers the fundamental issues (i.e., root causes) that generate a problem, as opposed to 
troubleshooting and problem solving that seek immediate solutions to resolve visible 
symptoms.

Causes, also called causal factors, are defined as conditions or events that result in or par-
ticipate in the occurrence of an effect, such as failure, loss, and damage. They can be clas-
sified as follows:

•	 Direct cause: a cause that results in the occurrence
•	 Contributing cause: a cause that contributed to the occurrence, but would not have 

caused it by itself
•	 Root cause: a cause that, if corrected, would prevent recurrence of an event and 

similar occurrences; generally, the root cause usually has generic implications to 
a broad group of possible occurrences, and it is the most fundamental cause that 
can logically be identified and corrected.

Once these causes are identified, a cause-and-effect diagram representing the sequence 
of events and causal factors can be constructed. The diagram shows the specific actions 
that could have created a condition and contributed to an event. This event creates new 
conditions that, in turn, result in another event. Earlier events or conditions are placed in 
a sequence in the diagram and are called upstream factors.

Once the root causes with the contributing factors are identified, corrective and pre-
ventative actions can be identified for decision making based on cost-effectiveness 
and impacts on ongoing and future operations and systems. The root causes, contrib-
uting factors, and corrective and preventative actions can be summarized in a table 
to  facilitate comparison and decision making. Barrier analysis can be used to identify 
actions. A barrier can be defined as an object or action to arrest the accident evolu-
tion so that the next event in the chain is never realized. Barrier systems are those 
maintaining barrier functions, such as an operator, an instruction, a physical separa-
tion, an emergency control system, and other safety-related systems, components, and 
human factors and organizational units. Examples of control barriers include conduc-
tors, approved work methods, job training, disconnection switches, pressure vessels, 
and so on. Examples of safety barriers are protective equipment, guard rails, safety 
training, work protection code, emergency contingency plans, and so on (Svenson 1991; 
Trost and Nertney 1985).

Several methods are available to help with the root cause analysis, such as cause-and-
effect analysis using Ishikawa diagrams, events and causal factor analysis, event and FT 
diagrams that are discussed in Section 2.5.6, and events and causal factor analysis. These 
methods are discussed and illustrated in subsequent sections.

2.4.3.1 Events and Causal Factor Analysis with Barrier and Change Analyses

Causal factor charting provides a graphical or tabular structure for investigators or 
forensic analysts to organize and analyze the information gathered during the investi-
gation as a sequence of boxes with logic tests that describe the events leading up to an 
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incident occurrence. Time or timeline is not shown in these charts. Typical analytical 
steps include the following:

•	 Define the sequence of events before, during, and after the accident.
•	 Define any conditions that affected the events.
•	 As they become known, define any causes for each event.

For example, consider the case of a worker falling from a ladder installed at a manufactur-
ing plant. In this case, the following initial event and cause table can be constructed:

Initial Event and Cause Table

Event Condition Causes of the Event

Fixed ladder installed in 2001 Ladder was not compliant with 
Occupational Safety and Health 
Administration (OSHA) requirements

(To be entered later once known)

Worker climbed ladder Ladder steps were wet
Worker fell from ladder

In barrier analysis, barriers generally fall into the following categories: equipment, design, 
administrative (procedures and work processes), supervisory/management, warning 
devices, knowledge and skills, and physical. For example, consider the same case of a worker 
falling from a ladder. In this case, the following table can be constructed for barriers:

Barrier Analysis Table

Barriers to Prevent Accident Barrier Performance Reasons for Barrier Failure Evaluation of Effect

Barrier 1: slip-resistant steps The steps were smooth The barrier did not exist The steps did not provide 
traction

Barrier 2: proper climbing 
technique

Not used Employee was carrying 
tools with one hand

Second hand was not 
available to stop fall

Change analysis is sometimes necessary to identify additional causes and factors for an 
accident. Considering the same case of a worker falling from a ladder, the following table 
can be constructed for changes:

Change Analysis Table

Situation at the Time 
of the Accident

Prior, Ideal, or 
Accident- Free Situation Difference

Evaluation of Effect of the 
Change in Situation

Worker came early to 
avoid the heat

Worker started the day 
the same time as 
coworkers

No coworkers were 
available to help with 
the job

Change 1: Worker came to work 
early, so was working alone, 
carrying tools by one hand

Worker did not meet 
with supervisor the 
morning of the accident

Worker met with 
supervisor to discuss 
the day’s work activities

Work activities were 
not discussed

Change 2: Since worker came to 
work early, job hazards were not 
discussed
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These barrier and change analyses help to identify the causes that are classified into direct 
cause, contributing cause, and root cause. The table initial event and cause table can be 
revised as follows:

Updated Event and Cause Table

Event Condition Causes of the Event

Fixed ladder installed on 
building in 2001

Ladder was not compliant 
with Occupational Safety 
and Health Administration 
(OSHA) requirements

Ladder produced on-site by the workers

Worker climbed ladder Ladder steps were wet Weather conditions not considered before starting job
Worker fell from ladder Barrier 1: Steps did not provide traction

Barrier 2: Second hand was not available to stop fall
Change 1: Employee came to work early, so was 
working alone, carrying tools by one hand

Change 2: Since employee came to work early, job 
hazards were not discussed with supervisor

Based on these analyses, the level of responsibility for each causal factor can be deter-
mined as follows:

Responsibility Level Table

Management Tier Causal Factor Responsibility

President of company Barrier 1: ladder rungs not 
Occupational Safety and 
Health Administration 
(OSHA) compliant 

Failed to hold managers accountable for deficient 
items

Supervisor Change 2: hazards not discussed Allowed schedule change without determining impact
Worker Change 1: carrying tools up 

ladder without assistance
Did not follow safety rules

2.4.3.2 Cause-and-Effect Analysis Using Ishikawa Diagrams

Cause-and-effect analysis examines the causes and effects leading to an occurrence, such 
as an accident or a particular event, and uses fishbone, herringbone, cause-and-effect, 
Fishikawa, or Ishikawa diagrams to show the causes leading to a particular event, attrib-
uted to Kaoru Ishikawa (in the 1960s) who pioneered quality management processes in the 
Kawasaki shipyards. Causes are usually grouped into major categories:

•	 People involved with the process
•	 Methods used in the process and the specific requirements including policies, 

procedures, rules, regulations, and laws
•	 Machines including any equipment, computers, tools, and so on required to 

accomplish the job
•	 Materials including raw ingredients parts, pens, paper, and so on used to produce 

the final product
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•	 Measurements including data generated from the process that are used to evalu-
ate its quality

•	 Environment including the conditions, such as location, time, temperature, and 
culture in which the process operates

The 2010 Deepwater Horizon oil spill (also referred to as the BP oil spill or the Macondo 
blowout) led to oil flowing unabated for 3 months until its control. This was the largest 
accidental marine oil spill in the history of the petroleum industry, stemming from a sea 
floor, and resulted in an explosion that burnt the Deepwater Horizon which drilled on the 
BP-operated Macondo Prospect, killed 11 men working on the platform, injured 17 others, 
and releasing about 4.9 million barrels of crude oil (see Whitehouse.gov 2010). The oil spill 
event causes can be analyzed as outlined in Figure 2.16 for the purpose of illustration.

2.4.3.3 Events and Causal Factors Analysis, and Pareto Analysis

Events and causal factors analysis consists of the identification of a series of events and 
factors using a time sequence leading to an incident occurrence or a particular outcome 
of interest. The factors include tasks and/or actions as well as their environmental condi-
tions. The events and causal factors including tasks and/or actions are represented graphi-
cally on the timeline along with the relationships.

For example, consider a hypothetical drowning case of a two-year child wearing a flota-
tion outfit in a 2.5-m-diameter inflatable pool in the backyard of a residential house with 
0.25 m water depth. Figure 2.17 provides an events and causal factors diagram for this 
hypothetical case. The rectangles are the events and the ellipses are the factors (or tasks.) 
The event boxes show the date and the time where available. The numbers placed next 
to the ellipses classify the factors in terms of their criticality or effect on the respective 
events as (1) no impact on event, (2) contributor to event, and (3) directly impacting event.

Equipment:
well integrity

was not
established

Causes Effect
Process:

hydrocarbons
entered the well

undetected and the
well control was lost

People:
emergency
operations

Material:
annulus

cement and
mechanical
properties

Environment:
deepwater
and high-
pressure
reservoir

Management:
safety culture and
management of
subcontractors

Fire and
oil spill

Primary cause

Seco
ndary

cau
se

Primary cause

FIGURE 2.16
Ishikawa diagram for an oil spill.
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Pareto analysis (also known as the 80-20 rule, the law of the vital few, named after an 
Italian economist Vilfredo Pareto as observed in 1906) is used in decision making for selec-
tion of a limited number of tasks that produce a significant overall effect. The idea is that 
20% of work or factors provide 80% of the advantage or doing the entire job. The steps to 
identify the important causes using Pareto analysis are as follows:

•	 Develop a table listing the causes and their frequency as a percentage.
•	 Arrange the rows in the decreasing order of importance of the causes, that is, the 

most important cause first.
•	 Compute the cumulative percentage.
•	 Plot with causes on x-axis and cumulative percentage on y-axis.
•	 Sequentially select the causes that lead to a total cumulative frequency of 80%.

The subset of the causes selected accounts for 80% of the frequency and constitutes the list 
of causes that should receive careful examination and further analysis. The other causes 
excluded should be examined, but not necessarily to the same level of detail.

2.4.4 Precursor Event Analysis

A precursor event (PE) is an event that precedes an incident and substantially reduces safety 
margins, for example, a PE of materials cracking and pipe leaking that could have resulted 
in a loss-of-coolant accident in a nuclear power plant (NPP) or a PE of a nongovernment 
adversary successfully acquiring radioactive materials that could have resulted in the det-
onation of a dirty bomb. Precursor event analysis (PEA) is the process of breaking up the 
whole into its component parts to relate PEs to incidents and to assess related probabilities 
and uncertainties using available information. In PEA relating to accidents, PEs are opera-
tional events that may cause accidents in complex systems, such as core damage in an NPP. 
In the homeland security (HS) context, the PEs are the events, such as arrests of terrorists 
and disabling terrorist cells and network members, which prevent progression of potential 
scenarios that could lead to successful attacks. The PEA includes probabilistic modeling, 
statistical data analysis of PEs, and respective probabilistic projections. The PEA is a con-
venient tool for complex system safety monitoring and analysis, and is briefly discussed in 
this section based on the work for the safety of NPPs (e.g., Modarres et al. 1999).

PEA includes three major steps: (1) screening using event trees, that is, identification 
of events with anticipated high conditional probabilities of severe incident pi given PE i; 
(2) quantification, that is, estimation of pi and the observed rate of occurrence of severe 
incidents λ; and (3) trend analysis to assess the overall system performance and prediction. 
The three steps with appropriate estimation methods are described as follows:

•	 In the screening step, event trees can be used to identify events having high antici-
pated pi values. The conditional probabilities of severe incident events given PE i 
(i = 1, 2,…), pi, are estimated based on data collected on observed operational events 
in order to identify those events that are above a conditional probability thresh-
old level. Further, it is assumed that the number of precursors observed in expo-
sure time t follows the homogeneous Poisson process (HPP) with a rate λ, and pi is 
assumed to be based on an independently identically distributed (IID) continuous 
random variable having a truncated probability density function h(p) defined by 
the said threshold.
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•	 In the quantification step, pi and λ are estimated based on HPPs. If n is the observed 
incident count during a time period of length t (e.g., real time, reactor-years, flight 
hours), then an estimate for the incident occurrence rate λ is n/t. This estimator 
unfortunately is not always useful since severe incidents are rare, and therefore, one 
must use postulated PEs. For NPPs, Apostolakis and Mosleh (1979) used observed 
data to compute the conditional probability pi that the incident occurs given that PE 
i happens. It should be noted that PEs are usually distinct events of different types. 
When the pi are added together—using only those that exceed 10−6 (a rule of thumb 
used in NPP safety analyses) to obtain the following estimator: λ = ii p t∑ .

•	 In the trend analysis and prediction step, the overall safety trend is assessed, and 
predictions are made. At this stage, the raw data include dates, PEs, and their pi 

only. The data are used to estimate an annual rate of incidents based on these 
PEs. For example, Modarres et al. (1996) used PE data relating to NPPs to develop 
Table 2.18 that are plotted in Figure 2.18 to illustrate the trend. The final results of 
PE analyses applied to NPPs are expressed in the form of the annual rates of core 
damage. The figure displays increasing safety of NPPs after 1984.

TABLE 2.18

Analysis of Precursor Data for Nuclear Power Plants (NPPs) 

Year Estimate of Annual Core Damage Rate of occurrence (per Year)

1984 1.1 × 10−4

1985 2.0 × 10−4

1986 1.6 × 10−4

1987 1.3 × 10−4

1988 1.1 × 10−4

1989 9.3 × 10−5

1990 8.6 × 10−5

1991 9.0 × 10−5

1992 8.1 × 10−5

1993 7.2 × 10−5
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FIGURE 2.18
Precursor analysis: Trend of annual rate of core damage occurrence.
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In the case of HS, the trend analysis requires data relating to arrests of terrorists and 
disabling terrorist cells and network members. Such data might be available from law 
enforcement officers and intelligence agencies. The data can then be used to estimate the 
annual rate of occurrence of relevant terrorist attacks similar to the core damage annual 
rates provided in the table.

In this type of analysis, the prediction of losses (i.e., consequences) using extreme value 
theory might be needed. Estimating the probability that a future loss S exceeds a given 
threshold s based on historical data can be treated as PEs. For each past attack, its associ-
ated loss S is treated as a continuous, IID random variable. If its cumulative distribution 
function is FS(s), then the maximum loss FSmax(s) among the nonrandom number of such 
PEs n is distributed according to the cumulative distribution function, FSmax(s) = (FS(s))n.

As an example, an airport receives hundreds of security hits per year that can be grouped 
into three types in terms of increasing criticality (type 1, type 2, and type 3). These hits have 
not resulted recently in any incidents; however, they can be treated as PEs. The conditional 
probabilities of an incident given a hit of a particular type were estimated using event tress 
to be 0.001, 0.005, and 0.01, respectively. The annual rate of an incident based on the num-
bers of hits in two years for the three types of 200, 10, and 1, respectively, can be estimated 
approximately as (200 × 0.001 + 10 × 0.005 + 1 × 0.01)/2 = (0.2 + 0.05 + 0.01)/2 = 0.13 per year. 
This approximate model is appropriate when dealing with small probabilities.

2.5 Risk Assessment Methods

2.5.1 Introduction

Defining an underlying system is an important first step in performing a risk assessment, 
as detailed in Chapter 3. The examination of a system must be made in a well-organized 
and repeatable fashion so that risk analysis can be performed consistently, thus ensuring 
that the important elements of a system are defined. Also, it ensures including relevant 
information and omitting extraneous information. The formation of system boundaries 
should be based on the objectives of the risk analysis.

Defining a system as a group of interacting, interrelated, or interdependent elements, 
such as people, property, materials, environment, and processes, requires addressing three 
of its aspects: (1) boundaries, (2) resolution or level of details, and (3) interactions among its 
components. These three aspects are introduced in this section.

Delineating system boundaries can assist in developing the system definition. Establishing 
the system boundary is partially based on what aspects of the system’s performance are 
of concern. The selection of items to include within the external boundary region also 
depends on the objectives of the analysis. This is an important step of system modeling, as 
the comprehensiveness of the analysis depends on the system boundaries defined. Beyond 
the established system boundary is the environment external to the system.

Boundaries beyond the physical and/or functional system can also be established. For 
example, time may also be a boundary because an overall system model may change as 
a product progresses further along in its life cycle. The life cycle of a system is important 
because some potential hazards can change throughout the life cycle. For example, cor-
rosion or fatigue may not be a problem early in the life of a system; however, they may 
become important concerns later in the life cycle of the system.
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Along with identifying the boundaries, it is also important to establish a resolution limit 
for the system. The selected resolution is important as it limits the detail of the analysis. 
Providing too little detail might not provide enough information for the decision making. 
Too much information may make the analysis more difficult and costly due to the added 
complexity. The detail depth of the system model should be sufficient for the specific 
 problem. Resolution is also limited by the feasibility of obtaining the required information 
for the specific problem and objectives. For failure analysis, the resolution should be set at 
the component level where failure data are available. Further resolution is not necessary 
and would only complicate the analysis unless demanded by the objectives or a decision-
making process.

The system breakdown structure is the top-down division of a system into  subsystems 
and components. This architecture provides internal boundaries within the  system. 
Often the systems and subsystems are identified as functional requirements that 
 eventually lead to defining the level of detail for components. The functional level of 
a system identifies the functions that must be performed for an appropriate operation 
of the system. Further decomposition of the system into discrete elements leads to the 
physical level of a system, which identifies the hardware within the system. By organiz-
ing a system hierarchy using a top-down approach rather than the fragmentation of 
specific systems, a rational, repeatable, and systematic approach to risk analysis can be 
achieved.

While the system model provides boundaries for the system, subsystems, and compo-
nents, it might not provide for an integrated view. Systems integration is an important part 
in evaluating the ability of a system to perform in meeting the objectives. The problem 
with segregating a system is that, when the subsystems are assembled to form the overall 
system, failures may occur that are not obvious while viewing the individual subsystems 
or components. Therefore, the interfaces should be examined. This is especially impor-
tant for consideration of human factors on the performance of a system. The potential for 
human error must be considered when performing a system analysis. Also, the potential 
for taking corrective actions from faults should be considered. Different people have vary-
ing views on how to operate and maintain systems that can affect the performance of a 
system.

Further system analysis using risk assessment methods is described in Table 2.19. These 
techniques develop processes that can assist in decision making about the system. The 
logic of modeling based on the interaction of the components of a system can be divided 
into induction and deduction. This distinction in the techniques of modeling and deci-
sion making is significant. Induction logic provides the reasoning of a general conclu-
sion from individual cases. This logic is used when analyzing the effect of a fault or 
condition on the performance of a system. Inductive analysis answers the question, 
“What system states would result from a particular event?” In reliability and risk stud-
ies, this event is some fault in the system. Approaches using the inductive approach 
include preliminary hazard analysis (PrHA), FMEA, and ETA. Deductive approaches 
provide reasoning for a specific conclusion from general conditions. For system analysis, 
this technique attempts to identify what modes of a system, subsystem, or component 
failure can be used to contribute to the failure of the system. This technique answers the 
question, “How can a particular system state occur?” Deductive reasoning provides the 
basis for FTA or its complement, success tree analysis (STA). Table 2.19 lists the selected 
risk methods and describes the scope of each method. Most of these methods are dis-
cussed and illustrated in this section.

 



98 Risk Analysis in Engineering and Economics

TABLE 2.19

Selected Risk Assessment Methods

Method Scope

Safety/review audit It identifies equipment conditions or operating procedures that could lead to a casualty 
or result in property damage or environmental impacts.

Checklist It ensures that organizations are complying with standard practices.
What-if/then It identifies hazards, hazardous situations, or specific accident events that could result 

in undesirable consequences.
Hazard and operability 
study (HAZOP)

It identifies system deviations and their causes that can lead to undesirable 
consequences and determine recommended actions to reduce the frequency and/or 
consequences of the deviations.

Preliminary hazard 
analysis (PrHA)

It identifies and prioritizes hazards leading to undesirable consequences early in the life 
of a system. It determines the recommended actions to reduce the frequency and/or 
the consequences of the prioritized hazards. This is an inductive modeling approach.

Failure mode and effect 
analysis (FMEA)

It identifies the component (equipment) failure modes and impacts on the 
surrounding components and the system. This is an inductive modeling approach.

Fault tree analysis 
(FTA)

It identifies the combinations of equipment failures and human errors that can result 
in an accident. This is a deductive modeling approach.

Event tree analysis 
(ETA)

It identifies various sequences of events, both failures and successes that can lead to 
an accident. This is an inductive modeling approach.

Events and causal 
factors charting

It describes graphically or textually the time sequence of contributing events 
associated with an accident. Ishikawa diagrams can be used to display the results, 
particularly in quality control.

Swiss cheese model It organizes causes, analyzes, and represents the causes of systematic failures or 
accidents, and describes a scenario (or scenarios) leading to an accident as a series of 
events that must occur in a specific order and manner for an accident to occur.

Pareto analysis It identifies and prioritizes, the most significant items among many. This technique 
employs the 80-20 rule, which states that ~80% of the problems or effects are 
produced by ~20% of the causes.

Probabilistic risk 
assessment (PRA)

It is a methodology for quantitative risk assessment developed by the nuclear 
engineering community for risk analysis. This comprehensive process may use a 
combination of risk assessment methods.

Risk register (or risk 
log)

It manages risk by acting as a central repository for risks identified by the project staff 
and, for each risk, tracks information such as risk factor, event, probability, impact, 
countermeasures, and risk owner.

Barrier analysis It identifies objects and functions, within the categories of equipment, design, 
administrative (procedures and work processes), supervisory/management, warning 
devices, knowledge and skills, and physical, to prevent an event.

Change analysis It looks systematically for possible risk impacts and appropriate risk management 
strategies in situations where change is occurring.

Delphi technique It assists in reaching the consensus of experts on a subject such as project risk while 
maintaining anonymity by soliciting ideas about the important project risks that are 
collected and circulated to the experts for further comment. Consensus on the main 
project risks may be reached in a few rounds of this process.

Interviewing It identifies risk events by interviews of experienced project managers or subject-
matter experts. The interviewees identify risk events based on experience and project 
information.

Experience-based 
identification

It identifies risk events based on experience, including implicit assumptions.

Expert opinion 
elicitation

It is a structured process to collect data and obtain answers to specific questions on 
issues important to risk quantification as described in Chapter 8.

Brainstorming It identifies risk events using facilitated sessions with stakeholders, project team 
members, and infrastructure support staff.
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Example 2.3: Risk Assessment Methods for Warehouse Automation Project

This example discusses the selected risk assessment methods for various aspects of the 
warehouse automation project. Risk assessment methods include checklists, what-if/
then analysis, FMEA, FTA, and ETA, as well as qualitative and quantitative risk assess-
ments. Risk assessment also requires interviewing, brainstorming, and expert opinion 
elicitation to gather information required by these methods. The client risks identified 
in Example 2.1 are used here to illustrate the use of checklists and what-if/then analysis.

The representatives of the client can use checklists for listing all possible risks associated 
with the decision to automate the order packing process and to install a conveyer system for 
the warehouse. This checklist can be constructed to include all activities related to the five 
stages of a project as follows: feasibility study phase, preliminary design, detailed design, 
execution and implementation, and termination. The stage of termination that includes 
closure, decommissioning, and removal can entail unique or unusual risks. The what-if/
then analysis can be performed to enhance the understanding of what could happen to 
this new system as a result of adverse events during the five stages of the project. The 
what-if/then analysis shown in Figure 2.19 can be constructed using brainstorming ses-
sions among the client team. The figure shows an example what-if/then tabulation. These 
results help the team to realize the impact of various adverse events on the project. Also, 
these results can be used to perform further modeling using FMEA, ETA, or FTA, and the 
subsequent sections illustrate their uses. The results can also be used to ensure proper 
understanding, analysis, communication, and risk management. Figure 2.19 shows a sche-
matic representation and a summary of the results. A similar approach can be applied to 
risks from the perspectives of the engineer, contractor, and project manager.

Project
stages Preliminary design Detailed design

Stage 1

Time

Stage 2 
Stage 3

Stage 4
Stage 5

Level 
of 

effort

The four stages of 
the project will be 
delayed, causing 
problems to the 
client’s financial 
and investment 
obligations.

Then The detailed design 
will not be ready for 
zoning and planning 
approval, and for 
the selection 
process of 
contractors causing 
accumulated delays 
in finishing the 
project, leading to 
additional financial 
burdens on the 
client.

The project 
management 
activities cannot 
be performed 
efficiently, and the 
contractor (if 
selected at this 
stage) cannot start 
work properly, 
causing delays in 
the execution of 
the project.

Definitely, the 
project will not be 
finished on time 
and will be 
completed over 
budget, causing 
serious financial 
problems for the 
client.

The whole 
automation system
will become 
unreliable and 
hazardous causing 
customer complaints 
and increasing 
client’s contractual 
obligation problems.

What if Feasibility stage is
delayed for some
reason.

The preliminary 
design is not
approved for various 
reasons caused by 
the architect, 
engineer, project 
planner, or project 
manager.

The detailed design
performed by the
architect/engineer
is delayed.

The execution and 
implementation 
stage is delayed 
or disrupted for 
one reason or 
more as provided 
in Example 2.1.

The termination
stage is delayed
or not scheduled.

Feasibility study Execution and 
implementation Termination

FIGURE 2.19
What-if/then analysis and results for various project stages.
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2.5.2 Preliminary Hazard Analysis

PrHA is a commonly used method with many applications in manufacturing and indus-
trial processes. The general process is shown in Figure 2.20. This technique requires 
experts as listed in Figure 2.20 to identify and rank the possible accident scenarios that 
could occur. It is frequently used as a preliminary method to identify and reduce the risks 
associated with major hazards of a system.

2.5.3 Risk Register

The risk register, sometimes called the register log, is commonly used in PM and can be 
defined as a framework for managing risk as a central repository for risks identified by 
the project staff. For each risk, the register tracks information such as risk factors, events, 
probabilities, impacts, countermeasures, and risk owners. The risk register does not have 
a standard format, and Table 2.20 shows an example risk register. The tabulated entries 
can be managed in a database on a computer server to facilitate the access by project staff. 
The deliberately designed risk register computations are simple in nature, as illustrated 
under various headings in Table 2.20, and are based on a scoring scheme. The probabil-
ity and impact scores range from 1 (low) to 3 (high) and risk is computed as the product. 
Although such computations are of common use not only in this case, but also in the case 
of the FMEA, risk scoring could produce misleading results due to inherit limitations and 
shortcomings as discussed in Section 2.5.5.

2.5.4 Swiss Cheese Model

The Swiss cheese model is an organizational model used to analyze and represent the 
causes of systematic failures or accidents (Reason 2000). It is commonly used in the fields of 
aviation, engineering, and health care, and describes a scenario (or scenarios) leading to an 
accident as a series of events that must occur in a specific order and manner for an accident 
to occur. The scenario is represented by a lineup of the holes of several unique pieces of 
Swiss cheese slices stacked parallel to each other. The holes represent the opportunities for 

– Risk analysts
– System specialists
– Operations specialists
– Maintenance specialists

Form PrHA
team

Identify
major hazards

Determine
accident scenarios

Determine
consequences of each

accident scenario

Determine likelihood
of each accident

scenario

Evaluate risk

FIGURE 2.20
PrHA process.
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a failure or accident to occur, and the slices are the layers of the system defenses. Each layer 
represents a defense against the potential accident. Since the holes have random locations in 
each layer, an accident would occur only under the condition that a set of holes lines up so 
that a straight line representing the scenario can pass through the set. Under normal condi-
tions, this lineup has a small probability of occurrence. Two types of holes are considered: 
latent failures and active failures. The former are the existing problems and the latter are 
the acute failures that lead to an accident. This method can be appropriately used where 
supported by other more rigorous methods. Figure 2.21 shows an outline of such a model.

The 2010 Deepwater Horizon oil spill was used to illustrate an Ishikawa diagram in 
Figure 2.16. The accident leading to the oil spill is approximately represented using a Swiss 
cheese model as shown in Figure 2.22.

2.5.5 Failure Mode and Effects Analysis

FMEA is another popular risk analysis method (Figure 2.23). This technique has been 
introduced in national and international regulations for aerospace (e.g., US MIL-STD-
1629A), processing plants, and marine industries. In its recommended practices, the Society 
of Automotive Engineers introduces two types of FMEA: design and process FMEA. This 
analysis tool assumes a failure mode to occur in a system or component through some 
failure mechanism; the effect of this failure on other systems is then evaluated. A risk 
ranking can be developed for each failure mode according to its projected effect on the 
overall performance of the system. The various terms used in FMEA [with examples based 

Latent failures

Latent failures

Latent failures

Active failures

Accidents

Organizational
influences

Supervision

Pressure control

Unsafe act

Failure or
absence of
defenses

FIGURE 2.21
Swiss cheese model.
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Annulus cement
and mechanical

barriers

Well integrity was not
established or failed. 

Hydrocarbons entered the well
undetected and the well control was lost.

Hydrocarbon ignited on
deepwater horizon.

Blowout preventer
did not seal the well.

Well controls

Hydrocarbon
containment

Explosion
and fire

Emergency
operations

Fire and
spill

Failure or
absence of
defenses

Hydrocarbon
reservoir

FIGURE 2.22
Oil spill represented using the Swiss cheese model.

Define system

Identify
potential failure

modes
Identify failure

mode causes and
effects

Identify failure
detection methods

and corrective
measures

Evaluate risk

FIGURE 2.23
FMEA process.

 



104 Risk Analysis in Engineering and Economics

on the manufacturing of personal flotation devices (PFDs)] are provided under subsequent 
headings and include failure mode, failure effect, severity rating, causes, occurrence rating, 
controls, detection rating, and risk priority number (RPN).

FMEA-related computations as provided under various headings are based on a scoring 
scheme. Although such computations are of common use not only in the case of the FMEA 
but also in risk scoring, they can produce misleading results due to inherit limitations and 
shortcomings. Generally, such approaches are not suitable for quantifying risk except for 
very simple cases. The primary reason for this limitation is the lack of an appropriate body 
of mathematics that is suitable for the respective score schemes. Moreover, they are com-
monly constructed in an ad hoc manner without the backing of a mathematical framework 
that should include axiomatic conditions for measurement and quantification. This sec-
tion presents the FMEA computations in their original scoring scheme, although someone 
could easily suggest a probabilistic framework.

 1. Failure modes. A failure mode is a way in which a specific process or product fails. 
It is a description of features that can be negatively affected by a process step or 
component. A failure mode may also be the cause of a potential failure mode in an 
upstream operation or the effect of one in a downstream operation. The assumption 
herein is made that the failure may occur but does not necessarily have to occur.

 2. Failure effects. Failure effects are the impact on the end user or regulatory require-
ments. They are what the end user might experience or notice as a result of the 
failure mode. The effect is the outcome of the occurrence of the failure mode on 
the system.

 3. Severity ratings. The severity rating is the importance of the effect on end-user 
requirements. It is concerned with safety and other risks if failure occurs. It is driven 
by failure effects and criticality and applies only to the effect. It should be the same 
each time the same failure effect occurs. A relative rating scale of 1–10 is commonly 
used (where 1 = not noticeable and 10 = extremely severe), as given in Table 2.21.

TABLE 2.21

Severity Rating Evaluation Criteria

Rating Description

Minor
    1 Not noticeable; no effect on the product and end user
Low
    2 Not noticeable; no effect
    3 Slightly noticeable; slight end-user annoyance
Moderate
    4–6 End user will notice immediately upon receipt. Noticeable effects on subsystem or 

product performance. Some end-user dissatisfaction; end user is uncomfortable with 
or annoyed by the failure

High
    7–8 Effects on major system, but not on safety or government-regulated compliance 

items; high degree of end-user dissatisfaction due to nature of failure
Extreme
    9–10 Effects on safety or involving noncompliance with government regulations (9, with 

warning; 10, without warning)
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 4. Failure causes. The failure causes are sources of process variations that cause the 
failure mode to occur. Potential causes describe how the failure could occur in 
terms of something that can be corrected or controlled. Potential causes should 
be thought of as potential root causes of a problem and point the way toward 
 preventive/corrective action. Identification of causes should start with failure 
modes associated with the highest severity ratings.

 5. Occurrence rating. The occurrence rating of a cause is the frequency with which 
a given cause occurs and creates the failure mode. It refers to the industry-wide 
average likelihood or probability that the failure cause will occur. A rating scale 
of 1–10 is used (Table 2.22).

 6. Definition of controls. Current controls are those controls that either prevent the 
failure mode from occurring or detect the failure mode when it occurs. Prevention 
controls consist of mistake proofing and automated control. Controls also include 
inspections and tests to detect failures that may occur at a given process step or 
subsequently.

 7. Detection ratings. The detection rating is a measure of the capability of cur-
rent controls. It indicates the ability of the current control scheme to detect the 
causes before creating the failure mode and/or the failure modes before causing 
the effect. Detection ratings quantify the likelihood that current controls will 
prevent a defect from reaching the end user, given that a failure has occurred 
(Table 2.23).

 8. Risk priority number. The RPN is a weighted assessment number used for prioritiz-
ing the risk items; the larger the RPN, the greater the risk. The RPN focuses the 
efforts on factors that provide opportunities to make the greatest improvement. 
The RPNs are sorted and the actions are recommended for the top issues. Risk 
assessment should be performed to determine when a corrective action is required. 

TABLE 2.22

Occurrence Rating Criteria

Rating Failure Consequence Description Failure Rate

Minor
    1 Failure is unlikely; no failures ever associated with almost identical processes <1 in 1,000,000
Low
    2 Only isolated failures associated with almost identical processes 1 in 20,000
    3 Isolated failures associated with similar processes 1 in 4,000
Moderate
    4
    5
    6

Generally associated with similar
Processes that have experienced
Occasional failures, but not in major proportions

1 in 1,000
1 in 400
1 in 80

High
    7
    8

Generally associated with similar
Processes that have often failed; process is not in control

1 in 40
1 in 20

Extreme
    9
    10

Failure is almost inevitable 1 in 8
1 in 2
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The RPN is calculated by multiplying the occurrence rating by the severity rating 
by the detection rating:

 RPN occurrence rating severity rating detection rating= × ×  (2.6)

  Corrective actions should first be directed at the highest ranking concerns and 
critical items where causes are not well understood. The purpose of corrective 
actions is to reduce the ratings of severity, occurrence, and detection. Actions 
should be aimed at preventing the failure by controlling or eliminating the cause. 
A rule of thumb is to take a serious look at RPNs >125.

Example 2.4:  Failure Mode and Effect Analysis of Manufacturing Personal 
Flotation Devices

Risk methods can be used to minimize the cost of follow-up tests during manufacturing 
of PFDs. The manufacturing of inherently buoyant PFDs requires the handling of sev-
eral material types, such as foam, fabric, and hardware, and progression through several 
manufacturing steps. A prototype manufacturing process is presented in Figure 2.24. The 
process consists of the following six primary steps: (1) receiving incoming recognized 
components, (2) cutting operations, (3) preclosure assembly, (4) quality assurance checks 
and testing, (5) closure assembly, and (6) final tests. These steps are performed on three 
parallel tracks (Figure 2.24): fabric materials, foam materials, and hardware materials.

An FMEA of the PFD manufacturing process was performed. The various ratings 
were subjectively assessed as shown in Table 2.24. Of highest criticality are failure 
modes with RPNs of ≥125. The FMEA of the PFD manufacturing process and that of an 
inherently buoyant PFD product are combined in Table 2.24, where the failure modes 
are sorted in descending order of RPNs. The table ranks the selected product and pro-
cess failure modes from the highest to the lowest criticality based on RPNs computed 
from the opinions of experts who participated in a workshop that was held for this 
purpose. Various tests can serve as controls for identified failure modes with ranks as 
provided in Table 2.24.

TABLE 2.23

Detection Rating Criteria for Likelihood That Defect Is Caught by Current Controls

Rating Description

Certainty of nondetection
    10 Controls will not or cannot detect the existence of a defect.
Very low
    9 Controls probably will not detect the existence of a defect.
Low
    7–8 Controls have a poor chance of detecting the existence of a defect.
Moderate
    5–6 Controls may detect the existence of a defect.
High
    3–4 Controls have a good chance of detecting the existence of a defect; the process 

automatically detects failure.
Very high
    1–2 Controls will almost certainly detect the existence of a defect; the process 

automatically prevents further processing.
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Receive incoming recognized components

Hardware materials:
1. Inspection of labels
    of loops, straps,
    zippers, belts, and
    sewing supplies

Fabric materials:
1. Inspection of labels
2. Strength tests

Foam materials:
1. Inspection of labels

Cutting operations

Hardware materials:
1. Establish traceability
    records
2. Check and test
    pamphlets

Fabric materials:
1. Flaw inspection
    during lay-up
2. Cut fabric
3. Dimension check of
    cut fabric
4. Establish traceability
    records

Foam materials:
1. Check gauge during
    lay-up
2. Cut foam
3. Dimension check of
    cut foam
4. Establish traceability
    records

Preclosure assembly

Hardware materials:
1. Attach  loops and 
    belts
2. Check seams for
    loops, straps,
    zippers, and belts

Fabric materials:
1. Assemble panels
2. Attach loops, straps,
    and belts
3. Join panels
4. Check interior
    margins and seams

Foam materials:
1. Test foam buoyancy
2. Check foam
    distribution

QA confirms all material dimension and traceability records

Closure assembly

Hardware materials:
1. Check loops, straps,
    zippers, and belts
2. Check exterior
    seams

Fabric materials:
1. Turn vest right side
    out
2. Insert  foam buoyant
    materials in vest
3. Close vest

Foam materials:
1. Insert foam buoyant
    materials in vest
2. Final check foam
    type, gauge,  and
    distribution

Final tests

Hardware materials:
1. Attach required
    pamphlets
2. Check visually for
    workmanship

Fabric materials:
1. Check visually for
    workmanship
2. Check visually for
    construction details

Foam materials:
1. Check visually for
    workmanship
2. Check for
    distribution

FIGURE 2.24
Typical manufacturing process of personal flotation devices.
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Based on the PFD FMEA, controls for the highest criticality product failure modes 
include the following:

•	 Foam thickness test
•	 Buoyancy distribution test
•	 Component recognition
•	 Documentation to define process
•	 Training
•	 Internal audit and measurement system
•	 Ultimate breaking strength test
•	 Training trim and lock inspectors
•	 Regrouping of process lots
•	 Sampling program and tabulation
•	 Gauge examination
•	 Expand tolerance through testing of two specimens
•	 In-process examinations and inspections
•	 Supplier testing
•	 Traceability
•	 Strength test

Example 2.5:  Failure Mode and Effect Analysis of the Warehouse 
Automation Project

The information provided and the results produced in Example 2.1 are used to develop a 
tabulated risk assessment using FMEA for key project risks. This example examines their 
severity degree and their effect on the performance of the entire project. Table 2.25 shows, 
from the project manager perspective (see Table 2.13), the failure modes, their effects on per-
formance of the project, severity, causes, occurrence probability, detection likelihood, and 
RPN. The RPN can be used for risk control to eliminate or reduce the effects of these risks. 
The FMEA results can be used to prepare an FT model as demonstrated in Section 2.5.6.2.

2.5.6 Scenario Modeling and Logic Trees

Scenario modeling is a systematic and often a comprehensive way to identify how an acci-
dent or an event of interest could happen, and offers a basis to quantify risk. The methods 
under this class of methods provide frameworks for identifying scenarios to evaluate the 
performance of a system through system modeling. These methods are also called logic 
trees. The combination of event trees, success trees (STs), FTs, probability trees, and deci-
sion trees can provide a basis for the structured analysis of system safety.

2.5.6.1 Event Trees

ETA is often used if the successful operation of a component/system depends on a discrete 
(chronological) set of events. The initiating event is followed by other events, leading to an 
overall result (consequence). It offers the ability to identify a complete set of scenarios, as 
all combinations of both the success and the failure of the main events are included in the 
analysis. The probability of occurrence of the main events of the event tree can be deter-
mined using FTA or its complement, the STA. The scope of the analysis for event trees and 
FTs depends on the objective of the overall study.

ETA is appropriate if the operation of some systems or components depends on a succes-
sive group of events. Event trees identify the various combinations of event successes and 
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 failures that could result from an initiating event. The event tree starts with an initiating 
event followed by some reactionary events. This reaction can be either a success or failure. 
If the event succeeds, the most commonly used indication is the upward movement of the 
path branch. A downward branch of the event tree marks a failure event, that is, its comple-
ment, as shown in Figure 2.25. The remaining events are evaluated to determine the differ-
ent possible scenarios. The scope of the events can be functions or systems that can reduce 
the possible hazards resulting from the initiating event. The final outcome of a sequence of 
events identifies the overall state resulting from the scenario of events. Each path represents 
a failure scenario with varying levels of probability and risk. Event trees can be created for 
different event initiators. Figure 2.25 shows an example event tree for the basic elements of a 
sprinkler system that might be critical for maintaining the integrity of a marine vessel.

Based on the occurrence of an initiating event, the ETA examines possible system out-
comes or consequences. This analysis tool is particularly effective in showing the inter-
dependence of system components; such interdependence might at first appear to be 
insignificant but could result in devastating results if not recognized. ETA is similar to 
FTA because both methods use probabilistic data of the individual components and events 
along each path to compute the probability of each outcome.

Event tree probabilities can be evaluated in order to assess the probability of the over-
all system state. Probability values for the success or failure of the events can be used to 
identify the probability for a specific event tree sequence. The probabilities of the events 
in a sequence can be provided as inputs to the model or can be evaluated using FTs. These 

Initiating
event

fire (F)

Pump
operates

(PO)

Flow
through the
pipe system 

(SF)

Sprinkler
heads divert

water to fire (SS)

Fire
extinguished 

(FE)

Consequence/
scenario

Su
cc

es
s

Fa
ilu

re

PO

PO

SF

SF

SS

SS

FE

FE

Property saved/
(F)(PO)(SF)(SS)(FE)

Property lost/
(F)(PO)(SF)(SS)(FE)

Property lost/
(F)(PO)(SF)(SS)

Property lost/
(F)(PO)(SF)

Property lost/
(F)(PO)

FIGURE 2.25
Event tree example for sprinkler system.
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probabilities for various events in a sequence can be viewed as conditional probabilities 
and can therefore be multiplied to obtain the occurrence probability of the sequence. The 
probabilities of various sequences can be summed up to determine the overall probability 
of a particular outcome. The addition of consequence evaluation of all scenarios allows 
for generation of a risk value for the system. For example, the occurrence probability of 
the top branch (scenario) in Figure 2.25 is computed as the product of the probabilities of 
the underlying events to this scenario: F∩PO∩SF∩SS∩FE, or (F)(PO)(SF)(SS)(FE) for short.

2.5.6.2 Fault and Success Trees

Complex systems are often difficult to visualize, and the effect of individual components 
on the system as a whole is difficult to evaluate without an analytical tool. Two methods 
of modeling, which have greatly improved the ease of assessing system reliability or risk, 
are FTs and STs. An FT is a graphical model created by deductive reasoning that leads to 
various combinations of events that, in turn, lead to the occurrence of some top event fail-
ures. An ST shows the combinations of successful events leading to the success of the top 
event. An ST can be produced as the complement (opposite) of the FT as illustrated in this 
section. FTs and STs are used to further analyze the event tree headings (the main events 
in an event tree) to provide further detail to understand system complexities. In construct-
ing the FT or ST, only those failure or success events, respectively, that are considered 
significant are modeled. This determination is assisted by defining system boundaries. 
For example, the pump operates (PO) event in Figure 2.25 can be analyzed by developing a 
top-down logical breakdown of failure or success using FTs or STs, respectively.

FTA starts by defining a top event, which is commonly selected as an adverse event. 
An engineering system can have more than one top event; for example, a ship might have 
the following top events for the purpose of reliability assessment: power failure, stability 
failure, mobility failure, or structural failure. Then, each top event needs to be examined 
using the following logic: in order for the top event to occur, what other events must occur. 
As a result, a set of lower level events is defined. Also, the form in which these lower level 
events are logically connected (i.e., in parallel or in series) should be defined. The connec-
tivity of these events is expressed using AND or OR gates. Lower level events are classified 
into the following types:

•	 Basic events cannot be decomposed further into lower level events. They are the 
lowest events that can be obtained. For these events, failure probabilities must be 
obtained.

•	 Events that can be decomposed further are events that can be decomposed further 
into lower levels; therefore, they should be decomposed until the basic events are 
obtained.

•	 Undeveloped events are not basic and can be decomposed further; however, because 
they are not important, they are not developed further. Usually, the probabilities 
of these events are very small or the effect of their occurrence on the system is 
negligible or can be controlled or mediated.

•	 Switch (or house) events are not random and can be turned on or off with full control.

The symbols corresponding to these events are shown in Figure 2.26. Also, a continuation 
symbol is shown which is used to break up an FT into several parts for the purpose of 
 fitting it on several pages.
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FTA requires the development of a tree-looking diagram for the system that shows fail-
ure paths and scenarios that can lead to the occurrence of a top event. The construction of 
the tree should be based on the building blocks and Boolean logic gates.

The outcome of interest from the FTA is the occurrence probability of the top event. 
Because the top event was decomposed into basic events, its occurrence can be stated in 
the form of AND and OR logic operated on the basic events. The resulting statement can 
be restated by replacing the AND with the intersection of the corresponding basic events 
and the OR with the union of the corresponding basic events. Then, the occurrence prob-
ability of the top event can be computed by evaluating the probabilities of the unions and 
intersections of the basic events. The dependence between these events also affects the 
resulting probability of the system represented by the top event.

The computation of the occurrence probability of the top event in large FTs can be dif-
ficult because of the size of such trees. In this case, an efficient approach is required for 
the computation of probabilities and the identification of the minimal cut sets. For this 
purpose, a cut set is defined as a set of basic events where the joint occurrence of these basic 
events results in the occurrence of the top event. A minimal cut set is defined as a cut set 
with the condition that the nonoccurrence of any one basic event from this set results in 
the nonoccurrence of the top event. Therefore, a minimal cut set can be viewed as a subsys-
tem in parallel. In general, systems have more than one minimal cut set. The occurrence 
of the top event of the system can, therefore, be due to any of these minimal cut sets. As 
a result, the system can be viewed as the union of all the minimal cut sets for the system. 
If the probability values are computed (or assigned) for the minimal cut sets, a probability 
for the top event can be determined by knowing (or assuming) the nature of dependence 

AND gate

OR gate

Event to be decomposed further

Basic event

Undeveloped event

Switch or house event

FIGURE 2.26
Symbols used in fault tree analysis.
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among these sets and using Boolean algebra of probabilities of union and intersection of 
events. Two cases for this determination are provided herein for illustration purposes: 
(1) mutually exclusive sets permitting the addition of the probabilities of these sets and 
(2) independent sets permitting the use of the product rule for the event intersection prob-
abilities as discussed in Appendix A.

A simple example of this type of modeling is shown in Figure 2.27 for a piping system 
using a reliability block diagram. If the goal of the system is to maintain water flow from 
one end of the system to the other, then the individual pipes can be related with a Boolean 
logic. Both pipes A and D, and pipe B or C must function for the system to meet their goal, 
as shown in the ST in Figure 2.28. The complement of the ST is the FT. The goal of the FT 
model is to construct the logic for system failure, as shown in Figure 2.29. Once these tree 
elements have been defined, possible failure scenarios of a system can be defined. Using 
the FT model, the top event (T) can be attained as follows:

 T A B C D= or ( and )or  (2.7)

Using the mathematics of probability as provided in Appendix A, the probability (P) of the 
top event can be computed as a function of pipes’ failure probabilities:

 P T P A P B P C P D( ) ( ) ( ) ( ) ( )= − −  −  − 1 1 1 1  (2.8a)

Flow in Pipe A

Pipe B

Pipe C

Pipe D Flow out

FIGURE 2.27
Reliability block diagram for a piping system.

Successful
flow through

the system

Pipe A
functions

Pipe B
functions

Pipe C
functions

Pipe D
functions

Pipe B or C
functions

AND
gate

OR
gate

FIGURE 2.28
Success trees for the pipe system example.
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The probability according to Equation 2.8a is based on the assumption of independent 
underlying events A–D and can be written for mutually exclusive failure scenarios, that is, 
mutually exclusive sets, as

 P T P A P B P C P D( ) ( ) ( ) ( ) ( )= + +  (2.8b)

In some problems, mutually exclusive failure scenarios are justifiable in order to simplify 
computations. For example, assuming P(A) = 0.1, P(B) = 0.15, P(C) = 0.1, and P(D) = 0.2, the P(T) 
can be computed to be 1 − (1 − 0.1)[1 − (0.15)(0.1)](1 − 0.2) = 0.2908 according to Equation 2.8a 
and 0.1 + (0.15)(0.1) + 0.2 = 0.315 according to Equation 2.8b. For complicated systems, the 
number of failure paths can be quite large. The number of possible failure scenarios (assum-
ing only two possible outcomes for each basic event) is bounded by the following equation:

 Failure paths = 2n  (2.9)

where:
n is the number of basic events or components in the system

For a complex system, the number of failure paths can be very high.
As noted previously, a failure path is often referred to as a cut set. One objective of the 

analysis is to determine all minimal cut sets, where a minimal cut set is defined as a fail-
ure combination of all essential events that can result in the top event. A minimal cut set 
includes in its combination all essential events, that is, the nonoccurrence of any of these 
essential events in the combination of a minimal cut set results in the nonoccurrence of 
the minimal cut set. These failure combinations are used to compute the failure probabil-
ity of the top event. The concept of the minimal cut sets applies only to the FTs. A similar 
concept can be developed in the complementary space of the STs and is called the minimal 
pass set. In this case, a minimal pass set is defined as a survival (or success) combination of 
all essential success events that can result in success as defined by the top event of the ST.

No flow
through

the system

Pipe A
failure

Pipe B
failure

Pipe C
failure

Pipe D
failure

Pipes B and
C failure

OR
gate

AND
gate

FIGURE 2.29
FT for the pipe system example.
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Several methods for generating the minimal cut sets are available. One of the methods is 
based on a top-down search of Boolean logic. Another algorithm for generating the cut sets 
is based on a bottom-up approach that substitutes the minimal cut sets from lower level 
gates into upper level gates. According to Equation 2.7, the minimal cut sets are as follows:

 A  (2.10a)

 D  (2.10b)

 B Cand  (2.10c)

A minimal cut set includes events that are all necessary for the occurrence of the top event. 
For example, the following cut set is not a minimal cut set:

 A Band  (2.11)

The minimal cut sets can be systematically generated using the following algorithm with 
reference to the FT provided in Figure 2.30 as an example:

 1. Provide a unique label for each gate as shown in Figure 2.30.
 2. Label each basic event as noted in the figure.
 3. Set up a two-cell array:

 4. Place the top event gate label in the first row, first column:

Top

 5. Scan each row from left to right replacing
•	 Each OR gate by a vertical arrangement defining the input events to the gate.
•	 Each AND gate by a horizontal arrangement defining the input events to the gate.

Top event (T )

AND
gate

AND
gate

OR
gate

E1 E2 E3 E4
Basic

events

G2G1

FIGURE 2.30
FT example for illustrating algorithm to generate the cut sets. 
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  For example, the following table sequence can be generated for an AND top gate 
with two gates below it (gate 1 of the OR type and gate 2 of the AND type):

Top (AND)

  Leading to the following structure:

Gate 1 (OR) Gate 2 (AND)

  Gate 1 has two events (1 and 2), leading to the following structure:

Event 1 Gate 2

Event 2 Gate 2

  Gate 2 has two events (3 and 4), leading to the following updated structure:

Event 1 Event 3 Event 4

Event 2 Event 3 Event 4

 6. Once no gate and events remain, each row is a cut set.
 7. Remove all nonminimal combinations of events such that only the minimal cut 

sets remain.
 8. Compute the occurrence probability for each minimal cut set as the products of 

the probabilities of its underlying events.
 9. Compute the system (top event) occurrence probabilities (see Equation 2.8a and 

2.8b as examples).
  As an example of Figure 2.28, this algorithm can be used as follows:

Top event (T)

  The top event has an OR gate with three branches. The top event should be replaced 
by the following three rows:

A
B and C

D

  The middle row has an AND gate and should be replaced by the two events in one 
row as follows:

A
B C

D

  This table shows three minimal cut sets. Therefore, the probability of T is one 
minus the product of the nonoccurrence of three minimal cut sets as determined 
in Equation 2.8a.
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Example 2.6: FT Model for the Warehouse Automation Project

The results of the FMEA for the warehouse automation project as provided in Example 2.5 
can be used to develop an FT model for a selected top event. The top event is selected as the 
failure of the PM company to fulfill its responsibilities. This top event can be decomposed 
further to show the details of each intermediate event causing the top event. Figure 2.31 
shows the decomposition into intermediate events to basic and undeveloped events.

Example 2.7: Several FT Models and Their Minimal Cut Sets

This example demonstrates how the cut sets can be identified and constructed for 
 different arrangements of OR and AND gates to logically define a top event occurrence. 
Generally, the number of cut sets increases by increasing the number of OR gates in 
the tree. For example, Figure 2.32 demonstrates this increase by comparing cases A, 
B, and D. But increasing the number of AND gates results in increasing the number of 
events included in the cut sets, as shown in case C of Figure 2.32.

2.5.6.3 Common-Cause Scenarios

Common-cause scenarios are events or conditions that result in the failure of seemingly sepa-
rate systems or components. Common-cause failures complicate the process of conducting risk 
analysis because a seemingly redundant system can be rendered ineffective by a common-
cause failure. For example, an emergency diesel generator fed by the same fuel supply as the 

Project manager fails to fulfill
responsibilities

Project
management

factors

Technological
and quality

factors
Subcontractors

Contract and
legal factors

External
factors

Budget overrun Schedule
overrun Disputes Personnel problems

on site

Loss of
technical
control

Design
problems

Contractor
problems

Loss of
financial
control

Other
technical
problems

FIGURE 2.31
FT model of PM failure for the warehouse automation project.
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main diesel engine will fail with the main diesel generator if the fuel supply is the root source 
of failure. The redundant emergency diesel generator is not truly redundant in this case due to 
sharing of a cause failure with the primary diesel engine. Another example of common-cause 
events is the failure of two separate but similar pieces of machinery due to a common main-
tenance problem, two identical pieces of equipment failing due to a common manufacturing 
defect, or two pieces of equipment failing due to a common environmental condition such as 
the flooding of a compartment or a fire in the vicinity of both pieces of machinery. A method 
for calculating the reliability of a system while taking into account common-cause effects is 
the beta-factor model. Other methods include the multiple Greek letter model, alpha factor 
model, and beta binomial failure rate model as discussed by Kumamoto and Henley (1996).

Minimal cut sets:
1. ABCD
2. EF

Case A:

A B E FC D

Top event 1

Case B:

A B

Top event 2

C D FE G H

Minimal cut sets:
1. A
2. B
3. CD
4. EF
5. G
6. H

Case C:

Case D:

Minimal cut set:
ABCDEFGH

A B C D E F G H

Top event 3

Minimal cut sets:
1. A
2. B
3. C
4. D
5. E
6. F
7. G
8. H

A B

Top event 4

C D E F G H

FIGURE 2.32
FT models and their minimal cut sets.
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2.5.6.4 Sensitivity Factors

Part of risk-based decision analysis is pinpointing the system components that can lead to 
high-risk scenarios. Commercial system reliability software provides this type of analysis 
in the form of sensitivity of system reliability to changes in the underlying component reli-
ability values. In performing risk analysis, it is desirable to assess the importance of events 
in the model or the sensitivity of final results to changes in the input failure probabilities 
for the events. Several sensitivity or importance factors are available that can be used. The 
most commonly used factors include the Fussell–Vesely factor (FVF) and Birnbaum  factor 
(BF). Also, a weighted combination of these factors can be used as an overall measure 
(Kumamoto and Henley 1996).

For any event (basic or undeveloped) in an FT, the FVF for the event is given by the 
 following equation:

 FVF

Occurrence probability of minimal cut set
all sets cont= aaining the event

Occurrence probability of minimal cut se

∑
tt

all sets
∑

 (2.12)

The FVF measures the contribution significance of the event in regard to the failure 
 probability of the system. Events with large FVFs should be used to reduce the failure 
probability of the system by reducing their occurrence probabilities.

For any event (basic or undeveloped) in an FT, the BF for the event is given by the 
 following equation:

 BF

Occurrence probability of minimal cut set
all sets conta= iining the event

Occurrence probability of the event

∑
 (2.13)

The BF measures the sensitivity of the failure probability of the system to changes in the 
occurrence probability of the event. Events with large BFs should be targeted to reduce the 
failure probability of the system by reducing their occurrence probabilities.

2.5.6.5 Probability and Decision Trees

Probability trees can be used to develop scenarios and associated branch probabilities (pi) 
and impacts (i.e., losses) Li. In this section, a simple case is used to illustrate the development 
of scenarios. Figure 2.33 shows a generic probability tree for HS applications. A sequence 
of events constitutes a scenario in this tree. A probability can be assigned to a threat type; 
however, due to the difficulty in assigning such a probability to a threat type, someone may 
simply use a probability of one and consider the results as conditional scenario probabili-
ties, that is, the scenario probability under the condition that the threat would occur. The 
threat probabilities are not required to add up to one. The asset attractiveness, as shown in 
Figure 2.33, can be quantified by the probability of an asset being selected by an adversary. 
Again these probabilities do not need to add up to one, and the corresponding events can 
be treated conditionally, if desired, as was illustrated in the case of the threats. The vulner-
abilities can be quantified as conditional probabilities of an adversary success and system 
failure. By following a series of branches under each of the headings shown in the figure, a 
scenario can be identified or developed. The scenario probability as indicated in the figure 
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can be evaluated as the product of the conditional probabilities of the branches appearing 
in the scenario. The conditional probability for a branch is the probability of the occurrence 
of the branch under the assumed conditions that all the branches leading to this particular 
branch in the scenario have occurred. This product can be viewed as the best (or point) 
estimate of the scenario probability. The loss or impact associated with a scenario is also 
conditional on the occurrence of the scenario and can be provided either as a best estimate 
or by a probability distribution. A percentile interval can instead be used.

Decision trees have a structure similar to probability trees with an added feature of branch-
ing through decisions or selections among available options at selected points along 
branching tracks, called decision nodes as illustrated in Figure 2.34. The chance branching 
points are called chance nodes. The losses or impacts can be assigned  probability distri-
butions. Each branch can be characterized probabilistically and  various decisions can be 
evaluated in terms of expected values, standard  deviations, dominance, or other criteria. 
Decision trees are covered in detail in Chapter 3.
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Construction of a generic probability tree.
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2.5.6.6 Logic Trees Compared

The logic trees presented in Section 2.5.6 have similarities, differences, appropriate uses, 
and limitations as summarized in Table 2.26 that was based on the work reported by 
Dillon-Merrill et al. (2009).

2.6 Human-Related Risks

Risk assessment requires the performance analysis of an entire system composed of 
a diverse set of components. The system definition readily includes the physical com-
ponents of the system; however, humans are also part of most systems and provide 
significant contributions to risk. It has been estimated, for example, that human error 

TABLE 2.26

Logic Trees Compared

Logic Tree
Analysis 

outcomes
Mathematical 
Foundation Data Required Advantages Limitations

Fault tree Probability of 
failure

Determine the cut 
sets

Boolean logic
Probability theory 
including 
reliability theory

System knowledge, 
failure modes, and 
probabilities

Focusing on 
components 
and failure 
modes

Complex 
systems 
requiring the 
use of 
specialized 
software

Success 
tree

Probability of 
success

Determine the cut 
sets

Boolean logic
Probability theory 
including 
reliability theory

System knowledge
Success modes and 
probabilities

Focusing on 
success 
modes

Complex 
systems 
requiring the 
use of 
specialized 
software

Event tree Probability of 
scenarios and 
consequences

Probability theory Events and 
sequencing

Outcome spaces

Multiple 
outcomes

Conceptually 
simple to 
develop and 
solve

Binary 
outcomes

Probability 
tree

Probability of any 
uncertain event in 
a joint probability 
distribution

Probability theory
Bayes theorem

Events and 
sequencing

Outcome spaces
Probabilities
Consequences

Multiple 
outcomes

Conceptually 
simple to 
develop and 
solve

Difficult to 
understand, 
display, and 
solve for large 
trees

Decision 
tree

Outcome values in 
order to determine 
the best decision 
strategy under 
uncertainty

Bayes theorem
Utility theory

Events and 
sequencing

Outcome spaces
Probabilities
Alternatives
Consequences

Conceptually 
simple to 
develop and 
solve

Difficult to 
understand, 
display, and 
solve for large 
trees

Source: Dillon-Merrill, R.L., et al., 2009.
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contributes to ~90% of accidents at sea. The human contribution to risk can be estimated 
from examining the behavioral aspects of humans as individuals and groups by capital-
izing on respective sciences. Hardware failure and human error should be addressed in 
the risk assessment, as they both contribute to risks associated with a system. Once the 
human error probabilities are determined, human error failures are treated with special 
attention to any differences compared to hardware failures in performing risk assess-
ment quantification.

The human error contribution to risk is determined by using human reliability analysis 
(HRA) methods. HRA is the discipline that enables analysis of the impact of humans on 
the reliability and safety of systems. The important outcomes of HRA are determining 
the likelihood of a human error as well as ways in which human errors can be reduced. 
When combined with system risk analysis, HRA methods provide an assessment of the 
detrimental effects humans may have on the performance of a system. HRA is gener-
ally considered to be composed of three basic steps: error identification, modeling, and 
quantification.

Other sources of human-related risks are in the form of deliberate sabotage of a facility 
or a plant, for example, from within or from outside, such as the threat posed by a com-
puter hacker or a terrorist actor. The hazard in this case is not simply random but also 
intelligent. The methods introduced in earlier sections might not be fully applicable for 
this risk type. The threat scenarios in this case have a dynamic nature that is impacted 
by the defense or risk mitigation and management scenarios that would be implemented 
by an owner of a facility. The use of game-theoretic methods might be necessary in this 
case, in combination with other risk analysis and management methods. Game theory is 
introduced in this section.

2.6.1 Human Errors

Human errors are unwanted circumstances caused by humans that result in deviations 
from expected norms that place systems at risk. It is important to identify the relevant 
errors to make a complete and accurate risk assessment. Human error identification tech-
niques should provide a comprehensive structure for determining significant human 
errors within a system. Quality HRA allows for accuracy in both the HRA assessment and 
the overall system risk assessment.

Identification of human errors requires knowledge about the interactions of humans 
with other humans or machines (the physical world). It is the study of these interfaces 
that allows for the understanding of human errors. Potential sources of information 
for identifying human errors may be determined from task analysis, expert judgment, 
laboratory studies, simulation, and reports. Human errors may be considered active 
or latent, depending on the time delay between when the error occurs and when the 
system fails.

It is important to note the distinction between human errors and human 
 factors. Human errors are generally considered separately from the analysis of human 
factors, which involves applying information about human behavior, abilities, limita-
tions, and other characteristics to the design of tools, machines, systems tasks, jobs, 
and environments for productive, safe, comfortable, and effective human use. Human 
factors are determined by performing descriptive studies for characterizing popula-
tions and experimental research. However, human factors analysis may contribute to 
the HRA.
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2.6.1.1 Human Error Modeling

Once human errors have been identified, they must be represented in a logical and 
quantifiable framework along with other components that contribute to the risk of 
the system. This framework can be determined from development of a risk model. 
Currently, no consensus has been reached on how to model humans reliably. 
Many  models utilize  human event trees and FTs to predict human reliability val-
ues. The identifications of human failure events can also be identified using FMEA. 
Estimates of human error rates are often based on simulation tests, models, and expert 
opinions.

2.6.1.2 Human Error Quantification

Quantification of human error probability (HEP) promotes inclusion of the human ele-
ment in risk analysis. This is still a developing field of study that requires understanding 
of human performance, cognitive processing, and human perceptions as individuals and 
groups.

A reliable model for human cognition is unavailable. Therefore, much of the cur-
rent human reliability data relies on accident databases, simulation, and other empiri-
cal approaches. Many of the existing data sources have been developed from specific 
industry data, such as from the nuclear and aviation industries. Applicability of these 
data sources to a specific problem should be thoroughly examined. The result of the 
quantification of human reliability in terms of probability of occurrence is typically 
referred to as a HEP. Many techniques have been developed to help predict HEP 
values.  The  technique for human error rate prediction (THERP) is one of the most 
widely used methods for HEP. This technique is based on the data gathered from the 
nuclear and chemical processing industries. THERP relies on HRA event tree model-
ing to identify the events of concern. Quantification is performed from data tables of 
basic HEPs for specific tasks that may be modified based on the circumstances affecting 
performance.

The degree of human reliability is influenced by many factors often referred to as per-
formance shaping factors (PSFs). PSFs are those factors that affect the ability of people 
to carry out the required tasks. For example, the knowledge that someone has in regard 
to how to put on and activate a PFD will affect the performance of this task. Training 
(another PSF) in donning PFDs can assist in the ability to perform this task. Another 
example is the training that is given to passengers on airplanes before takeoff on using 
seat belts, emergency breathing devices, and flotation devices. Often the quantitative esti-
mates of reliability are generated from a base error rate that is then altered based on the 
PSFs of the particular circumstances. Internal PSFs include an individual’s own attributes 
(experience, training, skills, abilities, attitudes, etc.) that affect the ability of the person 
to perform certain tasks. External PSFs are the dynamic aspects of situation, tasks, and 
system that affect the ability to perform certain tasks. Typical external factors include 
environmental stress factors (such as heat, cold, noise, situational stress, time of day), 
management, procedures, time limitations, and quality of a human–machine interface. 
With these PSFs, it is easy to see the dynamic nature of HEP evaluation based on the cir-
cumstances of the analysis.

Human errors attributable to group behavior, dynamics, politics, and culture pose a 
great challenge to quantification and inclusion in risk studies.
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2.6.1.3 Reducing Human Errors

Error reduction is concerned with lowering the likelihood for error in an attempt to 
reduce risk. The reduction of human errors may be achieved by human factor interven-
tions or engineering means. Human factor interventions include improving training or 
the human–machine interface (such as alarms and codes) based on the understanding of 
the causes of error. Engineering means of error reduction may include automated safety 
systems or interlocks. Selection of the corrective actions to take can be done through deci-
sion analysis considering cost–benefit criteria.

2.6.1.4 Human Reliability Assessment

Figure 2.35 provides an illustrative procedure for assessing human reliability as outlined 
in the ISO 31010 (2009c). The procedure utilizes the concepts covered in Section 2.6.1 on 
human reliability, and error identification and reduction.

2.6.2 Deliberate Human Threats

Risk analysis against deliberate human threats, such as terror acts and sabotage, includes 
some features of typical probabilistic risk analysis methods, in which probability and con-
sequence ranges are determined numerically; however, it relies heavily on many of the 
features of traditional qualitative approaches to balance the time and resources required to 
perform the analysis with the need for numerical risk measures that can be used to inform 
resource allocation decisions for security and protection. Some of the unique features of 
risk analysis related to assets, threats, countermeasures, and consequence mitigation are 
summarized in Table 2.27.

2.6.3 Game Theory for Intelligent Threats

Game theory is a study of multiagent decision problems based on the work of von 
Neumann and Morgenstern (1944) and Nash (1951), noting that it was first considered 
in the nineteenth century by Cournot (1838). Game theory was developed in economics 
to model the dynamic nature of two or more agents interacting to negotiate and execute 
the most favorable strategies based on respective, anticipated payoffs from these strate-
gies. It has been used not only in modeling competing parties in economics, but also 
in geopolitical arms and influence pursuits. For our purposes, it can be used to model 
human behavior, considered here as a threat to a system. Key assumptions in game-
theoretic models are as follows: (1) all the possible utilities of the different consequences 
for each player must be derivable and usable within the model by knowing all the pos-
sible goals and aspirations of the different players and (2) players are rational and intel-
ligent enough to work out the consequence of their actions (Ezell et al. 2010). In the case 
of uncertainty about players’ intentions, adaptive methods with branching might be 
necessary.

Generally, game theory utilizes mathematics, economics, and social and behavioral sci-
ences to model human behavior. Examples of intelligent threats include terrorism and sabo-
tage, which represent an ongoing battle between coordinated opponents participating in a 
two-party game in which each opponent seeks to achieve his/her own objectives within 
the system. In the case of terrorism, it is a game of a well-established political system as 
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a government versus an emerging organization that uses terrorism to achieve partial or 
complete dominance. Each player in this game seeks a utility (i.e., benefit) that is a function 
of the desired state of the system. In the case of terrorism or sabotage, maintaining sys-
tem survival is the desired state for the government, whereas the opponent seeks a utility 
based on the failure state of the system. The government, as an opponent, is engaged in risk 
mitigation by taking actions that seek to reduce the threat, reduce the system vulnerability, 
and/or mitigate the consequences of any successful attacks. The terrorist, as an opponent, 
can be viewed as an aggressor who strives to alter or damage the opponent’s desired system 
state. This game involves an intelligent threat and is dynamic. The game continues until 
the probability of the aggressor being successful in his/her disruptive attempts reaches 

System definition for
human reliability
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opinions

Human error analysis

Error avoidance
modeling

Error screen:
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human performance and
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FIGURE 2.35
A procedure for assessing human reliability.
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an acceptable level of risk, a stage where risk is considered under control, and the game is 
brought to an end. Classical game theory can be used in conjunction with probabilistic risk 
analysis to determine optimal mitigation actions that maximize benefits. This description 
of the game in this case is written in a government narrative and can be restated easily in 
another party narrative.

The objective of this section is to demonstrate the potential of modeling the behav-
ioral aspects of system components within a probabilistic risk analysis framework in an 
effort to develop suitable measures of risk control for intelligent threats. For a given set 

TABLE 2.27

Unique Features of Risk Analysis for Asset Protection from Deliberate Human Threats

Features Unique Characteristics

Risk analysis framework Should be performed accounting for the perspectives of adversaries as well as the 
perspectives of defenders; and as a multilevel analysis ranging from an asset to 
multiassets, to a sector, and to multisectors, to sufficiently account for 
interdependencies that may affect the risks pertinent to the decision being made.

Asset (target) features Include attractive assets, critical assets, soft assets, and assets with 
vulnerabilities that are sufficiently known to adversaries.

Assets (targets) selected by 
adversaries

Include high-consequence assets (or scenarios) with high probability of success.

Threat features Include the dynamic nature of threats, threat types, and probabilities; their 
nonrandomness but deliberateness using design-basis threats; possibly being 
of unknown or unknowable types.

Threat–asset dependencies Include dynamically responding to asset protection using countermeasures and 
consequence mitigation.

Ingenuity of adversaries Includes converting assets to threats by capitalizing on the efficiency of 
infrastructures:
•	Transportation efficiency by converting airplane assets into explosive 

weapons
•	Mail efficiency by using mail items for bioagent delivery
•	Other efficient infrastructure systems including power and information 

systems
Capabilities of adversaries Include the ability to select targets and accurately deliver the weapon to them 

and the ability to adapt to countermeasures to redirect the weapon to another 
target.

Asset vulnerabilities Include identifying targets outside the system boundaries to exploit system 
vulnerabilities through system dependencies.

Consequences Are broadly defined to include public health, economic loss, loss of vital 
commodities, interruption of government operation, and national psyche.

Asset and sector 
interdependencies

Include interdependencies in functionality and subsequently in consequences.

Decision analysis Includes trade-offs based on national security, safety, and economics.
Information flow Is a two-way flow of defenders acquiring knowledge about the adversaries; 

adversaries acquiring knowledge about the assets, countermeasures, and 
consequence mitigation plans.

Countermeasures Include countermeasures at the asset level and meta-countermeasures at the 
multiasset and sector and multisector levels. Countermeasures reduce the 
probability of selection of an asset as well as the probability of success of an attack.

Consequence mitigation 
plans

Include mitigation at the local level and meta-mitigations at the state, regional, 
and national levels. Mitigation actions reduce consequences.

Risk perception and 
communication

Could include fear factors, hype, psychological aspects, communication 
effectiveness, and misconceptions.
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of strategies, the behavior of two or more noncooperative (i.e., opposing) players is best 
modeled using a game-theoretic approach.

A classical example used to introduce game theory is the prisoners’ dilemma, which 
is based on the scenario of two suspects being captured near the scene of a crime. They 
are questioned separately by a law enforcement agency. Each suspect has to choose 
whether to confess and implicate the other. If neither person confesses, then both will 
serve, say, 1 year on a charge of carrying a concealed weapon. If each confesses and 
implicates the other, both will go to prison for, say, 10 years. However, if one person 
confesses and implicates the other, and the other person does not confess, the one who 
has collaborated with the police will go free, while the other person will go to prison 
for, say, 20 years on the maximum penalty. The strategies in this case are confess or do 
not confess. The payoffs, herein penalties, are the sentences served. The problem can 
be expressed compactly in a payoff table of a kind that has become pretty standard in 
game theory (Table 2.28). The entries of this table mean that each prisoner chooses one 
of the two strategies: the first suspect chooses a row and the second suspect chooses 
a column. The two numbers in each cell of the table provide the outcomes for the two 
suspects for the corresponding pair of strategies chosen by the suspects as an ordered 
pair, with the first value in the pair being the payoff for the first suspect and the second 
value in the pair being the payoff for the second suspect. The number to the left of the 
comma is the payoff to the person who chooses the rows (the first suspect), while the 
number to the right of the comma is the payoff to the person who chooses the columns 
(the second suspect). Thus, reading down the first column, if they both confess, each 
receives a sentence of 10 years, but if the second suspect confesses and the first suspect 
does not, then the first suspect gets 20 years and the second suspect goes free. This 
example is not a zero-sum game, as the payoffs are all losses. However, many problems 
can be cast with losses (negative numbers) and gains (positive numbers), with a total for 
each cell in the payoff table. A problem in which the payoffs in each cell of the payoff 
table add up to zero is a zero-sum game.

The solution to this problem regarding the suspects should be based on identifying the 
rational strategies that can be based on both persons wanting to minimize the time they 
spend in jail. The first suspect might reason as follows:

Either the other suspect confesses or he/she keeps quiet. If the other suspect confesses 
and I don’t confess, then I will get 20 years, 10 years if I do; therefore, in this case it’s 
best to confess. On the other hand, if the other suspect doesn’t confess and I don’t either, 
I get a year, but if I confess I can go free. Either way, it’s best if I confess. Therefore, I’ll 
confess.

TABLE 2.28

Payoff Table in Years for the Prisoners’ Dilemma Game for S1 and S2

Second Suspect (S2)

Confess (C21) Do Not Confess (C22)

First suspect (S1) Confess (C11) (10, 10) (0, 20)
Do not confess (C12) (20, 0) (1, 1)

Note: Underlined values are the respective conditional best payoff, that is, minimum 
years, for each player.
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This logic can be stated in conditional statements as follows:

 Choice by S1 C C11 since the prison term is 10 years21 =

 Choice by S1 C C11 since the prison term is 0 year22 =

where:
S1 and S2 are suspects 1 and 2, respectively

The C’s are as defined in Table 2.28 and are followed by a condition, that is, action by the 
other noncooperative player. The other player, that is, the second suspect, can and presum-
ably will reason in the same way and come up with the following:

 
Choice by S2 C11 C21 since the prison term is 10 years

Choic

=

ee by S2 C12 C21 since the prison term is 0 year=

In this case, both players would find confessing to be the best rational strategy and go to 
prison for 10 years each, although if they had acted irrationally and kept quiet they, each 
could have gotten off with 1 year each.

The rational strategies of the two suspects have fallen into something known as a dominant 
strategy equilibrium, that is, (C11, C21), a term that requires definition. The term dominant strat-
egy reflects the fact that an individual player (suspect, in this case) in a game evaluates sepa-
rately each of the strategy combinations being faced and, for each combination, chooses from 
these strategies the one that offers the greatest payoff. If the same strategy is chosen for each of 
the different combinations of strategies the player might face, then that strategy is a dominant 
strategy for that player in that game. The dominant strategy equilibrium occurs if, in a game, 
each player has a dominant strategy and each player plays the dominant strategy, then that 
combination of dominant strategies and the corresponding payoffs is said to constitute the 
dominant strategy equilibrium for that game. In the prisoners’ dilemma game, to confess is 
a dominant strategy, since both suspects would independently determine confessing to be a 
dominant strategy, and hence, the dominant strategy equilibrium is reached. The dominant 
strategy equilibrium is also referred to as the Nash equilibrium. When no player can benefit by 
changing his/her strategy while the other player keeps his/her strategy unchanged, then that 
set of strategies and the corresponding payoffs constitute the Nash equilibrium.

In summary, we can define the best strategy for a player as the best choice among all 
cases defined by considering the opponent making a particular choice, one at a time, 
among all the choices available to the second player, where the best choice is the minimum 
payoff of all the maximum payoffs corresponding to all the choices available to the second 
player. A dominant strategy for a player occurs in cases where the same best strategy is 
selected regardless of the opponent’s strategy selected. Equilibrium is a state where both 
players have dominant strategies.

The prisoners’ dilemma game is based on two strategies per suspect that can be viewed 
as deterministic in nature (i.e., nonrandom). In general, many games, especially the games 
permitting repeatability in choosing strategies by players, can be constructed with strate-
gies that have associated probabilities. For example, strategies can be constructed based 
on probabilities of 0.4 and 0.6 that add up to one. Such strategies with probabilities are 
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called mixed strategies, as opposed to pure strategies that do not involve the probabili-
ties, such as the prisoners’ dilemma game. A mixed strategy occurs in a game if a player 
chooses among two or more strategies at random according to specific probabilities.

Another example is arming/disarming decisions by the United States and the former 
USSR, the two powerful countries with nuclear arms during the twentieth-century cold 
war. This example was developed in collaboration with Dr. James Scouras in 2012. Let us 
start by using the same preference assumptions similar to the prisoner’s dilemma in the 
following order: (1) each country prefers to dominate, (2) each country prefers mutual dis-
arming to mutual arming, and (3) the least liked outcome is to be dominated. In this case, 
instead of using payoffs, we will use preferences on an ordinal scale of 1 (most preferred), 
2, 3, and 4 (least preferred) as shown in Table 2.29(a). According to this table, arming is a 
dominant strategy, although there is a better outcome of both disarming.

The prisoner’s dilemma might not accurately represent the mindset of the United States 
and the USSR, and it can be argued that the mindset is better represented by the chicken 
dilemma, also called the hawk-dove preference, that is, similar to two automobile drivers 
heading toward each other at high speed for a head-on collision and each driver is hoping 
that the other driver would abandon the course and veer off the collision track. According 
to the chicken dilemma, the preference assumptions are in the following order: (1) each 
country prefers to dominate, (2) each country prefers mutual disarming to sole arming, 
and (3) the least liked is mutual arming. The preferences are shown in Table 2.29(b). In this 
case, there is no dominant strategy for either country.

A third case can be considered of deadlock, also called the leader’s game per Table 2.29(c), 
in which the preferences are as follows: (1) each country prefers to dominate, (2) each 
country prefers mutual arming to mutual disarming, and (3) the least liked is being domi-
nated. In this case, there is a dominant strategy of mutual arming.

The last possible case, fourth case, is the stag hunt, also called assurance or reciproc-
ity per Table 2.29(d), in which the preferences are as follows: (1) each country prefers to 
mutual disarming, (2) each country prefers sole arming to sole disarming, and (3) the least 
liked is being dominated. In this case, there is no dominant strategy with equilibrium at 
both (arm, arm) and (disarm, disarm).

It should be noted that generally players might use a mix of the above games, for exam-
ple, the United States using prisoner’s dilemma preferences, whereas the USSR using the 

TABLE 2.29

Illustrative Preferences 1 (most preferred), 2, 3, and 4 (least preferred) in Bilateral Nuclear Stability

(a) Prisoner’s dilemma preferences (b) Chicken dilemma preferences

USSR USSR

Disarm Arm Disarm Arm

United States
Disarm (2, 2) (4, 1)

United States
Disarm (2, 2) (3, 1)

Arm (1, 4) (3, 3) Arm (1, 3) (4, 4)

(c) Deadlock dilemma preferences (d) Stag hunt dilemma preferences

USSR USSR

Disarm Arm Disarm Arm

United States
Disarm (3, 3) (4, 1)

United States
Disarm (1, 1) (4, 2)

Arm (1, 4) (2, 2) Arm (2, 4) (3, 3)

Note: Underlined values are the respective conditional best preference for each player.
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deadlock dilemma preferences. In these cases, the analysis becomes more complex and the 
probabilities are assigned to account for uncertainties.

In general, gaming could involve more than two players. In the prisoners’ dilemma 
game, a third player that could be identified is the law enforcement agency and its strate-
gies. The solution might change as a result of adding the strategies of this third player. 
The use of these concepts in risk analysis and mitigation requires further development 
and exploration. In the nuclear arms example, the addition of other players, such as China, 
makes a decision situation challenging and perhaps such methods not practical. Several-
player games, therefore, might limit the viability of such methods.

Example 2.8: Zero-Sum Payoffs in Pricing Strategy Determination

A simple example in economics is selling a product, such as a microchip processor, in a 
market with two competing companies at a price of $100 or $200 per processor. The payoffs 
are profits, after allowing for the costs of all kinds, as shown in Table 2.30. In this example, 
the two companies are competing for the same market and each firm must choose a high 
price of $200 per processor or a low price of $100 per processor. At a price of $200, 5,000 
processors can be sold for a total revenue of $1,000,000. At a price of $100, 10,000 processors 
can be sold for a total revenue of $1,000,000. If both companies charge the same price, they 
split the sales evenly between them; however, if one company charges a higher price, the 
company with the lower price sells the entire amount and the company with the higher 
price sells nothing. Payoffs in this case are the profits, or the revenue minus the $500,000 
fixed costs. Table 2.30 shows zero-sum payoffs, as the total in each cell is zero.

The solution to this game can be based on the minimax criterion, which results in a 
rational solution where each player chooses the strategy that minimizes the maximum 
payoff. In this game, the first company’s maximum payoff at a price of $100 and $200 is 
$0 and $500,000, respectively, so the $100 price minimizes the maximum payoffs. The 
same reasoning applies to the second company; therefore, both companies will choose 
the $100 price. The reasoning behind the minimax solution in zero-sum games is that 
the first player (the first company) knows that whatever the company loses, the second 
player (the second company) gains; therefore, no matter what strategy the first player 
chooses, the second company will choose the strategy that gives the minimum payoff 
for that row. The second company reasons conversely, and therefore, the outcome is 
a dominant strategy equilibrium of ($100, $100) pricing with payoffs of ($0, $0). This 
outcome is to the best interest of a consumer. The minimax criterion for a two-person, 
zero-sum game produces a rational solution for each player by choosing the strategy 
that minimizes the maximum payoffs and the pair of strategies and payoffs such that 
each player minimizes the maximum payoffs.

Example 2.9: Variable-Sum Game in Price Competition

Continuing the previous sales example of a product, such as a microchip processor, in a 
market with two competing companies, the product prices are taken as $100, $200, or $300 

TABLE 2.30

Zero-Sum Payoff Table (in $1000) for Unit Price Competition for C1 and C2

Second Company (C2)

Price = $100 Price = $200

First company (C1) Price = $100 (0, 0) (500, –500)
Price = $200 (−500, 500) (0, 0)

Note: Underlined values are the respective conditional best payoffs for each company.
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per processor. The payoffs are profits, after allowing for the costs of all kinds, as shown 
in Table 2.31. In this example, the company that charges a lower price will receive more 
customers, and thus more profits than the competitor. The payoffs in this case do not sum 
to zero (in million US dollars) and do not sum to a constant value. In this case, payoff may 
add up to varied amounts in millions of US dollars, depending on the strategies that the 
two competitors choose. Thus, the minimax solution applies in this case, and the dominant 
strategy equilibrium is at the ($100, $100) pricing with payoffs of ($0, $0).

2.7 Political, Economic, and Financial Risks

Political, economic, and financial risks can be grouped into categories: (1) political and coun-
try risks, (2) economic and financial risks including market and credit risks, (3)  operational 
risks, and (4) reputation risks. These four categories are described in subsequent  sections. 
Additional aspects of political, economic, and financial risk concepts are presented in 
detail in Chapters 6 and 7.

2.7.1 Political and Country Risks

The increasingly global nature of markets, competition, and events make projects under-
taken, investment portfolios constructed, and strategies enacted susceptible to political 
and country risks. The complexity and interdependencies are intractable, necessitating 
the deployment of judgment and opinions in analytical frameworks. The commonly used 
frameworks can be characterized as index based and include the following (Erb et al. 1996):

•	 Bank of America World Information Services
•	 Business Environment Risk Intelligence (BERI) S.A.
•	 Control Risks Information Services (CRIS)
•	 Economist Intelligence Unit (EIU)
•	 Euromoney
•	 Institutional Investor
•	 Standard and Poor’s Rating Group
•	 Political Risk Services: International Country Risk Guide (ICRG), and Coplin–O’Leary 

Rating System
•	 Moody’s Investor Services

TABLE 2.31

Payoff Table (in Million Dollars) for Unit-Price ($) Competition for C1 and C2

Second Company (C2)

Price = $100 Price = $200 Price = $300

First Company (C1) Price = $100 (0, 0) (50, −10) (40, −20)
Price = $200 (−10, 50) (20, 20) (90, 10)
Price = $300 (−20, 40) (10, 90) (50, 50)

Note: Underlined values are the respective conditional best payoffs for each company.
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Using regression and time series analysis, Erb et al. (1996) determined that financial risk 
measures contain the most information about future equity returns and country risk mea-
sures are highly correlated with country equity valuation measures.

Political Risk Services (http://www.prsgroup.com/) is a source to assess the country 
risk. The underlying framework is based on the methodology developed by Coplin and 
O’Leary (1994). It provides a series of risk factor ratings to summarize the forecasts for each 
country based on the following 17 risk components (broken down into 12 in the 18-month 
forecast and five in the 5-year forecast):

•	 Eighteen-month risk factors. The following 12 factors are analyzed from an 18-month 
forecast perspective, including political turmoil, which is included in both the 
18-month and the 5-year forecast:
•	 Turmoil: actions that can result in threats or harm to people or property by 

political groups or foreign governments, operating within the country or from 
an external base including riots and demonstrations, politically motivated 
strikes, disputes with other countries that may affect business, terrorism and 
guerrilla activities, civil or international war, street crime that might affect 
international business personnel, and organized crime having an impact on 
political stability or foreign business. Legal, work-related labor strikes that do 
not lead to violence are not included in turmoil.

•	 Equity restrictions: limitations on the foreign ownership of businesses, emphasiz-
ing sectors where limitations are either especially liberal or especially restrictive

•	 Operations restrictions: restrictions on procurement, hiring foreign personnel, 
or locating business activities, as well as the efficiency and honesty of officials 
with whom business executives must deal and the effectiveness and integrity 
of the judicial system

•	 Taxation discrimination: the formal and informal tax policies that lead to 
either bias against or special advantages favoring international business.

•	 Repatriation restrictions: formal and informal rules regarding the reparation 
of profits, dividends, and investment capital

•	 Exchange controls: formal policies, informal practices, and financial condi-
tions that either ease or inhibit converting local currency to foreign currency, 
normally a firm’s home currency

•	 Tariff barriers: the average and range of financial costs imposed on imports
•	 Other import barriers: formal and informal quotas, licensing provisions, or 

other restrictions on imports.
•	 Payment delays: the punctuality (or lack thereof) with which government and 

private importers pay their foreign creditors, based on government policies, 
domestic economic conditions, and international financial conditions.

•	 Fiscal and monetary expansion: an assessment of the effect of the govern-
ment’s spending, taxing, interest rate, and other monetary policies. The assess-
ment is based on a judgment as to whether the expansion is  inadequate for 
a healthy business climate, acceptably expansionist, or so excessively expan-
sionist as to threaten inflation or other economic disorder.

•	 Labor policies: government policies, trade union activity, and productivity of 
the labor force that create either high or low costs for businesses.
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•	 Foreign debt: the magnitude of all foreign debt relative to the size of the econ-
omy and the ability of the country’s public and private institutions to repay 
debt service obligations promptly

•	 Five-year risk factors. Four additional factors are analyzed from a 5-year forecast 
perspective, noting that turmoil is included in both the 18-month and the 5-year 
forecast as follows:
•	 Investment restrictions: the current base and the likely changes in the general 

climate for restricting foreign investments
•	 Trade restrictions: the current base and the likely changes in the general 

 climate for restricting the entry of foreign trade
•	 Domestic economic problems: a country’s ranking according to its most recent 

5-year performance record in per capita Gross Domestic Product (GDP), GDP 
growth, inflation,  unemployment, capital investment, and budget balance

•	 International economic problems: a country’s ranking according to its most 
recent 5-year performance record in current account (as a percentage of GDP), 
the ratio of debt service to exports, and the annual percentage change in the 
value of the currency

These 17 factors are used in computing summary risk ratings as they stand at the present 
and forecasted under several regime scenarios. The rating results based on the current and 
forecast levels are then used to calculate the risk scores.

The rating system comprises 22 variables in three subcategories of risk: political, finan-
cial, and economic according to 2011 version of the model. In this model, a separate index 
is created for each of the subcategories as follows: (1) the political risk index is based on 100 
points, (2) the financial risk index is based on 50 points, and (3) the economic risk index 
is based on 50 points. The total points from the three indices are divided by 2 to produce 
the weights for inclusion in the composite country risk score making the composite scores 
to range from 0 to 100. The composite risk score ranges from very low (a score of 80–100 
points) to very high risk (a score of 0–49.9 points). Figure 2.36 provides an example politi-
cal risk map for Africa based on arbitrarily assumed values for the purpose of illustration. 
Recent enhancements of the model introduced a probabilistic framework.

2.7.2 Economic and Financial Risks

Catastrophic events regardless of their source can have massive impacts on regional 
 economies of afflicted areas, and lead to adverse and sometimes favorable impacts on other 
adjacent or far economies through economic substitutions. Extreme losses can cause ripples 
through the interdependencies and global nature of the economy. Moreover, understand-
ing the processes of economic recovery that is affected by the resilience of the infrastruc-
ture and economy is important in managing recovery efforts.

Such catastrophic events not only impact economies but also could destabilize finan-
cial markets and trigger economic crises in a manner that is not well understood due to 
complexity associated with individual, corporate, and governmental behavior and actions. 
As an example, the credit crunch of 2008 has caused the biggest economic crisis for at least 
80 years. Most economists and macroeconomic models failed to predict it and renewed 
efforts to enhance modeling and manage crises in order to help financial risk managers 
and macroeconomic planners to assess the likelihood and severity of future downturns. 
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Approaches, such as behavioral economics and complexity economics, suggest that business 
cycles, stock market volatility, and catastrophic collapse are inherent properties of the 
economy as a complex system.

2.7.3 Market Risks

Governments and corporations operate in economic and financial environments with 
some levels of uncertainty and instability. A primary contributor to defining this envi-
ronment is interest rate. Interest rates can have a significant impact on the costs of 
financing a project and on corporate cash flows and asset values. For example, inter-
est rates in the United States shot up in 1979 and peaked in 1981, followed by a gradual 
decline with some fluctuations until the credit crush of 2008 that led to a persistently 
shrinking economy with high unemployment levels for several years afterward.

For projects that target global markets, exchange rate instability can be a major risk 
source. Exchange rates have been volatile ever since the breakdown of the Bretton Woods 
system of fixed exchange rates in the early 1970s. An important example of exchange rate 
instability is the fall in value of the British sterling and Italian lira as a result of the failure 
of the exchange rate mechanism in September 1992.

Many projects depend on the availability of venture capital and the stock performance 
of corporations, thereby introducing another risk source related to stock market volatility. 
Stock prices rose significantly in the inflationary booms of the early 1970s, and then fell 
considerably a little later. They recovered afterward and fell again in the early 1981. The 
market rose to a peak until it crashed in 1987, followed by an increase with some swings 
until reaching a new peak fueled by Internet technologies, after which it collapsed in 2001. 
The mortgage credit crunch of 2008 has caused a persistently shrinking economy with 
high unemployment levels for several years afterward.

Other contributing factors to economic and finance instability include commodity prices 
in general and energy prices in particular, primarily crude oil. The hikes in oil prices in 
1973–1974 affected the commodity prices greatly and posed serious challenges to countries 
and corporations.

Other sources contributing to volatility are derivatives for commodities, foreign currency 
exchange rates, and stock prices and indices, among others. Derivatives are defined as con-
tracts whose values or payoffs depend on those of other assets, such as the options to buy 
commodities in the future or options to sell commodities in the future. They offer not only 
opportunities for hedging positions and managing risks that can be stabilizing but also 
speculative opportunities to others that can be destabilizing and a contributor to volatility.

2.7.4 Credit Risks

Credit risks are associated with potential defaults on notes or bonds by, for example, 
 corporations, including subcontractors. Also, credit risks can be associated with market 
perceptions regarding the likelihood of a company defaulting, which could affect its bond 
rating and ability to purchase money and maintain projects and operations.

2.7.5 Operational Risks

Operational risks are associated with several sources including out-of-control opera-
tions risk that could occur when a corporate branch undertakes significant risk exposure 
that is not accounted for by corporate headquarters, leading potentially to its collapse, 
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for example, the British Barings Bank, which collapsed in 1995 primarily as a result of 
its failure to control the market exposure created within a small overseas branch of the 
bank. Another risk source in this category is liquidity risk, in which a corporation requires 
more funding than it can arrange. Also, such risks could include money transfer risks and 
agreement breaches. Operational risks include model risks, which are associated with the 
models and underlying assumptions used to value financial instruments and cash flows 
incorrectly.

2.7.6 Reputation Risks

The loss of business attributable to a decline in a corporation’s reputation can pose another 
risk source. This risk source can affect a company’s credit rating, ability to maintain clients, 
workforce, and so on. This risk source usually occurs at a slow attrition rate. It can be an out-
come of poor management decisions, business practices, and high-profile failures or accidents.

2.8 Risk Treatment and Control

Adding risk treatment and control to risk assessment defines risk management. Risk man-
agement involves the coordinated activities to direct and control an organization with regard 
to risk. For example, risk management is a process by which system operators, managers, 
and owners make safety decisions and regulatory changes, and choose different system con-
figurations based on the data generated in the risk assessment. Risk management involves 
using information from the previously described risk assessment stage to make educated 
decisions about system safety. Risk treatments and control include risk prevention, avoid-
ance, transfer, countermeasures, consequence mitigation, and so on as shown in Figure 2.8.

Risk management seeks an appropriate allocation of available resources in support of 
stated objectives and any stated constraints; therefore, it requires the definition of accept-
able risk and comparative evaluation of options and/or alternatives against risk criteria 
for decision making. The goals of risk management are to reduce risk to an acceptable 
level and/or prioritize resources based on comparative analysis. Risk reduction is accom-
plished by preventing an unfavorable scenario, reducing the frequency, and/or reducing 
the consequences. A graph of the risk relationship is shown in Figure 2.37a and b as linear 
and nonlinear contours of constant risk for the risk-neutral and risk-averse stakeholder, 
respectively. Moreover, the vertical axis is labeled as probability, whereas it is commonly 
expressed as an annual EP or rate, as shown in Figure 2.4. In cases involving qualitative 
assessment, a matrix presentation can be used, as shown in Table 2.32. The table shows 
probability factors, severity factors, and risk (i.e., probability/severity factor) ratings of 0 
(lowest) to 3 (highest). The base value of a project is commonly assumed to be 0. Each risk 
rating value requires a different mitigation plan.

2.8.1 Risk Acceptance

Risk acceptance constitutes a definition of safety as discussed in Section 2.2.8; therefore, 
risk acceptance is considered a complex subject that often entails much debate. The setting 
of an acceptable level of risk is important to define the risk performance that a system must 
achieve to be considered safe. If a system has a risk value above the risk acceptance level, 
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actions should be taken to address safety concerns and improve the system through risk 
reduction measures. One difficulty with this process is defining acceptable safety levels for 
activities, industries, structures, and so on. Because the acceptance of risk depends on soci-
ety perceptions, the acceptance criteria do not depend on the risk value alone. This section 
describes several methods that have been developed to assist in determining acceptable 
risk values, as summarized in Table 2.33.

Risk managers make decisions based on risk assessment and other considerations, 
including economical, political, environmental, legal, reliability, producibility, safety, and 
other factors. The answer to the question “How safe is safe enough?” is a difficult one 
and is constantly changing due to different perceptions and understandings of risk. To 
determine an acceptable risk, managers need to analyze the alternatives for the optimal 
choice. In some industries, an acceptable risk has been defined by consensus. For example, 
the US Nuclear Regulatory Commission requires that reactors be designed such that the 
probability of a large radioactive release to the environment from a reactor incident is 
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FIGURE 2.37
Risk graph: (a) risk neutral; (b) risk averse.

TABLE 2.32

Qualitative Risk Assessment Using Severity/Probability Factor Rating

Probability Factor 

Low Medium High

Severity factor High 2 2 3
Medium 1 1 2
Low 0 1 2

Notes:  Severity/probability factor rating is as follows: 3, mitigation strategy and 
detailed contingency plan; 2, mitigation strategy and outlined contin-
gency plan; 1, mitigation strategy; 0, treat as a project base assumption.
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<1 × 10−6 per year. Risk levels for certain carcinogens and pollutants have also been given 
acceptable concentration levels based on some assessment of acceptable risk. However, risk 
acceptance for many other activities is not stated.

In some cases, only qualitative implications for risk acceptance are identified, that is, in 
maritime regulations. The International Maritime Organization High Speed Craft Code 
and the US Coast Guard Navigation and Vessel Inspection Circular (NVIC) 5-93 for pas-
senger submersible guidance both state that if the end effect is hazardous or catastrophic, 
then a backup system and a corrective operating procedure are required. These references 
also state that a single failure must not result in a catastrophic event, unless the likelihood 
has been determined to be extremely remote.

Often the level of risk acceptance for various activities is implied. Society has reacted to 
risks through a balance of risk and potential benefits. Measuring this balance of accepted 
safety levels for various risks provides a means for assessing society values. Threshold val-
ues of acceptable risk depend on a variety of issues, including the activity type, industry, 
users, and society as a whole.

Target safety or reliability levels are required, for example, for developing procedures 
and rules for buildings and other structures. The selected reliability levels can be related 
to the probabilities of failure. The following three methods have been used to select target 
reliability values:

 1. Agreeing on a reasonable value in cases of novel structures without prior history
 2. Calibrating reliability levels implied in currently and successfully used design 

codes
 3. Choosing target reliability level that minimizes the total expected costs over the 

service life of the structure including property and other losses

The first approach can be based on expert opinion elicitation, as discussed in Chapter 8. The 
second approach, code calibration, is the most commonly used approach as it provides the 

TABLE 2.33

Methods for Determining Risk Acceptance

Risk Acceptance Method Summary

Risk conversion factors Address the attitudes of the public about risk through comparisons of risk 
categories; also provide an estimate for converting risk acceptance values between 
different risk categories.

Farmer’s curve Provides estimated curves for cumulative probability risk profiles for certain 
consequences (e.g., deaths); demonstrates graphical regions of risk acceptance/
nonacceptance.

Revealed preferences Categorize society preferences for voluntary and involuntary exposure to risk 
through comparisons of risks and benefits for various activities.

Evaluation of magnitude 
of consequences

Compares the probability of risks to the magnitude of consequences for different 
industries to determine acceptable risk levels based on consequences.

Risk effectiveness Provides a ratio for the comparison of cost to the magnitude of risk reduction. Using 
cost–benefit decision criteria, a risk reduction effort should not be pursued if the 
costs outweigh the benefits; this may not coincide with society values about safety.

Risk comparison Provides a comparison between various activities, industries, etc., and is best suited 
to compare risks of the same type.
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means to build on previous experiences. For example, design codes and rules provided by 
classification and industry societies can be used to determine the implied reliability and 
risk levels in respective codes and rules, then target risk levels can be set in a consistent 
manner, and new codes and rules can be developed to produce future designs and ves-
sels offering similar levels of reliability and/or risk consistency. The third approach can 
be based on economic and trade-off analysis, as discussed in Chapter 7. In  subsequent 
sections, the methods for determining risk acceptance, summarized in Table  2.33, are 
discussed.

2.8.1.1 Risk Conversion Factors

Analysis of risks shows that there are different taxonomies that demonstrate the different 
risk categories, often referred to as risk factors. These categories can be used to analyze risks 
on a dichotomous scale that compares risks by the way they invoke reactions including 
perceptions by society. For example, the severity category may be used to describe both 
ordinary and catastrophic events. Grouping events that could be classified as ordinary and 
comparing the distribution of risk to a similar grouping of catastrophic categories yields a 
ratio describing the degree of risk acceptance of ordinary events compared to catastrophic 
events. Comparison of various categories produces the risk conversion values provided in 
Table 2.34. These factors are useful in comparing the risk acceptance for different activi-
ties, industries, and so on. By computing the acceptable risk in one activity, an estimate 
of acceptable risk in other activities can be calculated based on the risk conversion fac-
tors (RCFs). A comparison of several common risks based on origin and volition is shown 
in Table 2.35. Common risks are classified into voluntary and involuntary groups with 
immediate and delayed effects or consequences. This grouping can be cross-classified by 
human-made and natural sources. Example risks in various classification bins are shown 
in Table 2.35. For example, aviation is a human-made hazard with potentially catastrophic 
consequences that are voluntary and immediate. Individuals are more willing to accept 
death due to a voluntary mountain-climbing accident than an involuntary flood-related 
event. Three hypotheses referred to as the laws of acceptable risk can be postulated as pro-
vided in Table 2.34:

TABLE 2.34

Risk Conversion Values for Different Risk Factors 

Risk Factors Risk Conversion Factor (RCF) Computed RCF Value

Origin Natural/human-made 20
Severity Ordinary/catastrophic 30
Volition Voluntary/involuntary 100
Effect Delayed/immediate 30
Controllability Controlled/uncontrolled 5–10
Familiarity Old/new 10
Necessity Necessary/luxury 1
Costs Monetary/nonmonetary NA
Origin Industrial/regulatory NA
Media Low profile/high profile NA

Note: NA, not available.
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 1. The public is willing to accept voluntary risks roughly 1000 times greater than 
those for involuntarily imposed risks.

 2. The statistical death rate appears to be a psychological yardstick for establishing 
the level of acceptability of other risks.

 3. The acceptability of risk appears to be crudely proportional to the third power of 
the benefits, either real or perceived.

In safety studies of new dams, individuals are concerned about their own risks, which are 
defined as the total risk of death imposed by a dam on a particular person (i.e., an identifi-
able life), leading to suggested risk level as follows:

•	 The average risk of death to particular persons, not to exceed 10−6 per exposed 
person per year

•	 The risk to a specific person, not to exceed 10−5 per year

For existing dams, however, a risk up to 10 times higher could be tolerated.
Based on the above hypothesis that the death rate is the yardstick most commonly 

used to set a level of acceptable risk, various mortality rates were calculated from the 
available 1994 and 1995 US data collected by the National Center for Health Statistics, 
as shown in Table 2.36, and from the National Weather Service for natural disasters, as 
shown in Table 2.37. These two tables parallel the rates, provided here that involuntary 
risk to an individual is negligible if it is similar to the risk due to a natural hazard 
(10−6  per year) and it is excessive if it is similar to the risk due to disease (10−3 for a 
30-year-old person). Over a period of 10 years, these values slightly changed, as foot-
noted in Table 2.36, and the causes of death have not changed significantly. Figures 2.38 
and 2.39 show the trends of age-adjusted death rates and life expectancy, respec-
tively, in the United States based on the data from the Centers for Disease Control and 
Prevention, the National Center for Health Statistics, and the National Vital Statistics 
System. Significant improvements have been made in health care, diets, and habits that 
contributed to these trends.

TABLE 2.35

Classification of Common Risks

Source Size

Voluntary Involuntary

Immediate Delayed Immediate Delayed

Human-made Catastrophic Aviation – Dam failure
Fire in a building
Nuclear accident

Pollution
Building fire

Ordinary Sports
Boating
Automobiles

Smoking
Occupation
Carcinogens

Homicide –

Natural Catastrophic – – Earthquakes
Hurricanes
Tornadoes
Epidemics

–

Ordinary – – Lightning
Animal bites

Disease
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Risk can be categorized additionally by consequence types. Health risk, financial risk, 
and performance risk are all risk categories that differ by the types of consequence. It is 
important to be able to categorize the risk for the purpose of performing risk comparisons. 
For example, health risk would not be compared to financial risk as they are not similar 
categories, although methods to convert nonmonetary risk to financial risk are available 
as discussed in Chapter 5.

2.8.1.2 Farmer’s Curves

The Farmer’s curve is a graph of the cumulative probability versus the consequence 
for some activity, industry, or design. This curve introduces a probabilistic approach in 

TABLE 2.36

Individual Fatality Rates Using 1994–1995 Data

Fatal Event Total Numbera Fatalities per Year (×10−4)a Age-Adjusted Rate (×10−4)

Total deaths 2,312,200 88.0 50.3
Disease
    Cardiovascular 952,500 36.3 17.5
    Cancer 538,000 20.5 13.0
    Pulmonary 188,300 7.2 3.4
    AIDS 31,256 1.2 NA

Accidents
    Motor vehicles 41,800 1.6 1.6
    Falls 13,450 0.52 NA
    Poisons 8,994 0.35 NA
    Fires/electrical 4,547 0.17 NA
    Drowning 3,404 0.13 NA
    Firearms/handguns 1,356 0.05 NA
    Air/space 1,075 0.04 NA
    Water transport 723 0.03 NA
    Railway 635 0.02 NA
Suicide 30,900 1.2 1.1
Homicide 21,600 0.8 0.8

a 2003–2004 data show 2,398,365 deaths per year and 81.7 fatalities per year (×10−4).
NA, not available.

TABLE 2.37

Natural Disaster Fatality Rates

Disaster Years Deaths Rate (×10−7)

Lightning 1959–1993 91 4.2
Tornadoes 1995 30 1.1

1985–1994 48 1.9
Hurricanes/tropical storms 1995 29 1.1

1985–1994 20 0.8
Floods 1995 103 3.9

1985–1994 105 4.2
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determining the acceptable safety limits. Probability (or frequency) and consequence val-
ues are calculated for each level of risk, generating a curve that is unique to the hazard of 
concern. The area to the right (outside) of the curve is generally considered unacceptable, 
as the probability and consequence values are higher than the average value delineated by 
the curve. The area to the left (inside) of the curve is considered acceptable, as the prob-
ability and consequence values are less than the estimated value of the curve. An example 
Farmer’s curve for various hazards is provided in Figure 2.40.
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2.8.1.3 Method of Revealed Preferences

The method of revealed preferences provides a comparison of risks versus benefits and cat-
egorization of different risk types. The basis for this relationship is that risks are not taken 
unless there is some form of benefit. Benefit may be monetary or some other item of worth 
such as pleasure. The different risk types reflect voluntary versus involuntary actions, as 
shown in Figure 2.41. This technique assumes that the risk acceptance by society is found 
in the equilibrium generated from historical data on risks versus benefits. The estimated 
lines for acceptance of different activities are separated by the voluntary/involuntary risk 
categories. Further analysis of the data leads to estimating the proportionality relationship 
between risk and benefit as follows:

 Risk benefit

3  (2.14)

2.8.1.4 Magnitudes of Risk Consequence

Another factor affecting the acceptance of risk is the magnitude of consequences of the 
event that can result from some failure. In general, the larger the consequence is, the less 
the likelihood that this event may occur. This technique has been used in several indus-
tries (T.W. Lambe Associates 1982; Whitman 1984) to demonstrate the location of the indus-
try within a society’s risk acceptance levels based on consequence magnitude, as shown 
in Figure 2.42. Further evaluation has resulted in several estimates for the relationship 
between the accepted probability of failure and the magnitude of consequence for failure 
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(see Allen 1981) and referred to here as the CIRIA (Construction Industry Research and 
Information Association) lower bound equation:

 P
KT
n

f = −10 4  (2.15)

where:
T is the life of the structure
K is a factor regarding the redundancy of the structure
n is the number of people exposed to risk

Another estimate is Allen’s (1981) average equation:

 P
TA

W n
f = −10 7  (2.16)

where:
A and W are factors regarding the type and redundancy of the structure

Equation 2.15 offers a lower bound, whereas Equation 2.16 offers a central line.

2.8.1.5 Risk Reduction Cost-Effectiveness Ratio

Another measuring tool to assess risk acceptance is the determination of risk reduction 
effectiveness:

 Risk reduction t-effectiveness
C
Risk

cos
ost=

∆
 (2.17)

where:
Cost should be attributed to risk reduction
ΔRisk is the level of risk reduction as follows:

 ∆ = −Risk Risk before mitigation action risk after mitigation action  (2.18)

The difference in Equation 2.18 is also known as the benefit attributed to a risk reduction 
action. Risk effectiveness can be used to compare several risk reduction efforts. The initia-
tive with the smallest risk effectiveness provides the most benefit for the cost. Therefore, 
this measurement may be used to help determine an acceptable level of risk. The inverse of 
this relationship may also be expressed as cost-effectiveness. This relationship is graphed 
in Figure 2.43, where the equilibrium value for risk acceptance is shown.

2.8.1.6 Risk Comparisons

This technique uses the frequency of severe incidents to directly compare risks between 
various areas of interest to assist in justifying risk acceptance. Risks can be presented in 
ways that can impact how the data are used for decisions. Often, values of risk are manip-
ulated in different forms for comparison, as demonstrated in Table 2.38. Comparison of 
risk values should be taken in the context of the origin of the values and the uncertain-
ties involved. This technique is most effective for comparing risks that invoke the same 
human perceptions and consequence categories. Comparing risks of different categories 
should be done with caution, as the differences between risk and perceived safety may not 
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provide an objective analysis of risk acceptance. The use of RCFs may assist in transform-
ing different risk categories. Table 2.8 demonstrates various estimates of risk of dying from 
various activities. Conservative guidelines for determining risk acceptance criteria can 
be established for voluntary risks using the involuntary risk values of natural causes and 
conversion factors.

2.8.2 Rankings Based on Risk Results

Another tool for risk management is the development of risk rankings. This ranking may 
be based on failure probabilities, failure consequences, risks, or other measures relating 
to risk. Generally, risk items ranked highly should be given high levels of priority; how-
ever, risk management decisions may consider other factors such as the costs of actions, 
their benefits and effectiveness of risk reduction actions, and political and regulatory con-
straints. The risk ranking results may be presented graphically as needed.
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FIGURE 2.43
Cost-effectiveness of risk reduction.

TABLE 2.38

Ways to Express Risk of Death

Ways to Identify 
Risk of Death Summary

Number of fatalities This measure shows the impact in terms of the number of fatalities on society. 
Comparison of these values is cautioned, as the number of persons exposed to the 
particular risk may vary. Also, the time spent performing the activity may vary. 
Different risk category types should also be considered to compare fatality rates.

Annual mortality 
rate/individual

This measure shows the mortality risk normalized by the exposed population. This 
measure adds additional information about the number of exposed persons; however, 
the measure does not include the time spent on the activity.

Annual mortality This measure provides the most complete risk value, as the risk is normalized by the 
exposed population and the duration of the exposure.

Loss of life exposure 
(LLE)

This measure converts a risk into a reduction in the expected life of an individual. 
It provides a good means of communicating risks beyond probability values.

Odds This measure is a layman format for communicating probability, e.g., 1 in 4.
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2.8.3 Strategy Tables

A strategy table, sometimes called an alternative generation table, is a tabulation of feasible 
combinations of potential actions to manage risks. Each combination can be viewed as 
a risk treatment strategy. Such a tool, with origins in systems engineering and decision 
analysis, offers a structure to identify the key dimensions of the alternatives, to compile 
lists of the different options available for each dimension, and to generate alternatives by 
combining one decision options from these dimensions.

Table 2.39 demonstrates a strategy table based on the emergency response planning of a 
large city to an elevated alert for a potential chemical release by an adversary (Parnell et al. 
2005). In this case, the following four necessary functions are identified for each alterna-
tive: (1) threat detection, (2) warning, (3) protection, and (4) response. Each function can be 
performed by several means, with each alternative using one or more of the means to per-
form each function. For example, an alternative can be defined as the underlined entries in 
the table, that is, using ground and air sensors for detection, multimedia for warning, gas 
masks for protection, and the National Guard for response.

Primary advantages of this method are (1) explicitly identifying the dimensions of the 
alternative; (2) focusing creative thinking on new ways for performing each function and 
the overall alternative; (3) clearly defining the alternatives; (4) potentially generating many 
alternatives, for example, 34 = 81 in the example of Table 2.39; (5) offering a comparative 
representation of the alternatives; and (6) providing a useful tool to communicate with 
stakeholders. It should be noted that if all dimensions are not identified, unfortunately the 
set of alternatives will be incomplete.

2.8.4 Decision Analysis

Decision analysis provides a means for systematically dealing with complex problems to 
arrive at a decision. Information is gathered in a structured manner to support inform-
ing the decision-making process. A decision generally deals with three elements: alter-
natives, impacts, and preferences. The alternatives are possible choices for consideration, 
and the impacts are the potential outcomes of a decision. Decision analysis provides 
methods for quantifying preference trade-offs for performance along multiple decision 
attributes while taking into account risk objectives. Decision attributes are the perfor-
mance scales that measure the degree to which objectives are satisfied. For example, one 
possible attribute is reducing lives lost for the objective of increasing safety. Additional 
examples of objectives may include the following: to minimize the cost, to maximize 
utility, to maximize reliability, and to maximize profit. The decision outcomes may be 
affected by uncertainty; however, the goal is to choose the best alternative with the appro-
priate consideration of uncertainty. The analytical depth and rigor for decision analysis 
depend on the desired detail for making the decision. Benefit–cost analysis, decision 

TABLE 2.39

Alternative Generation Using a Strategy Table for an Elevated Alert for a City

Detect Warn Protect Respond

Patrols Sirens Containment Citizens
Ground and airborne sensors Television Gas masks Emergency medical teams
Both Multimedia Both National guard
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trees, influence diagrams, and the analytic hierarchy process are some of the tools to 
assist in decision analysis. Also, decision analysis should consider constraints such as, 
in the case of risk-based inspection, availability of a system for inspection, availability 
of inspectors, preference of certain inspectors, and availability of inspection equipment. 
Decision trees were briefly introduced in Section 2.5.6.5 and are covered with influence 
diagrams in Chapter 3.

2.8.5 Benefit–Cost Analysis

Risk managers commonly weigh various factors, including cost and risk. The analysis of 
three different alternatives is shown graphically in Figure 2.44. The graph shows that alter-
native C is the best choice, because the levels of residual risk and cost are less than those 
for alternatives A and B. However, if the only alternatives were A and B, then the decision 
would be more difficult. Alternative A has higher cost but lower risk than alternative B; 
alternative B has higher risk but lower cost than alternative A. A risk manager would have 
to weigh the importance of risk and cost and the availability of resources when making 
this decision and would also make use of risk-based decision analysis.

Risk–benefit analysis can also be used for risk management. Economic efficiency is impor-
tant to determine the most effective means of expending resources. At some point, the costs 
for risk reduction do not provide adequate benefit. This process compares the costs and risk 
to determine where the optimal risk value is on a cost basis. This optimal value occurs when 
costs (c) to control risk are equal to the risk cost (r) due to the consequence (loss) (Figure 2.45). 
The figure shows that for a particular risk r1 value, the cost is c1; and for a particular cost c2 

value, the risk is r2. Investing resources to reduce risks below this equilibrium point would 
not provide additional financial benefit. This technique can be used when monetary  values 
can be attributed to risks; however, for particular risks, such as risk to human health and 
environmental risks, monetary values are difficult to estimate for human life and the envi-
ronment. These valuation-related issues risk attitudes, and the dynamic nature of risk, 
such as risk homeostasis, are discussed in Chapter 7.
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2.8.6 Countermeasures and Mitigations

Countermeasures and mitigations are components of risk treatment, and were defined ear-
lier, respectively, as (1) actions taken or a physical capability provided with a principal pur-
pose of reducing or eliminating vulnerabilities or reducing the occurrence of attacks and 
(2) preplanned and coordinated actions or system features that are designed to reduce or 
minimize the damage caused by an event; support and complement emergency forces, that 
is, first responders; facilitate field investigation and crisis management response; and facili-
tate recovery and reconstitution.

They can be presented in economic and financial terms. Their definitions capture the essence 
of an effective management process of risk. If implemented correctly, a successful risk mitiga-
tion strategy should reduce any adverse (or downside) variations in the financial returns from 
a project, which are usually measured by (1) net present value (NPV), defined as the difference 
between the present value of the cash flows generated by a project and its capital cost and 
calculated as part of the process of assessing and appraising investments, or (2) internal rate of 
return (IRR), defined as the return that can be earned on the capital invested in the project (i.e., 
the discount rate that gives an NPV of 0) in the form of the rate that is equivalent to the yield 
on the investment. These economic concepts are described in Chapters 6 and 7.

Such actions or activities involve direct costs, such as increased capital expenditure or the 
payment of insurance premiums that might reduce the average overall financial returns 
from a project. This reduction is often a perfectly acceptable outcome, given the risk aver-
sion of many investors and lenders. A risk mitigation strategy is the replacement of an 
uncertain and volatile future with one offering a smaller exposure to adverse risks and 
less variability in the return, although the expected NPV or IRR may be reduced. These 
two aspects are not necessarily mutually exclusive. Increasing risk efficiency by simulta-
neously improving the expected NPV or IRR and simultaneously reducing the adverse 
volatility is sometimes possible and should be sought. Risk mitigation should cover all 
phases of a project from inception to close down or disposal.

Primary ways to deal with risk within the context of a risk management strategy include 
the following:

•	 Risk reduction or elimination
•	 Risk transfer (e.g., to a contractor or an insurance company)
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Comparison of risk and control costs.
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•	 Risk avoidance
•	 Risk absorbance or pooling

These primary ways are described in Chapter 7.

Example 2.10: Benefit–Cost Analysis for Selecting a Transport Method

Table 2.40 shows four transportation methods being considered by the warehouse 
owner discussed in previous examples in this chapter to supply components from 
the warehouse to one of its major customers in a foreign country. The available alter-
natives for the modes of transport are air, sea, road and ferry, or rail and ferry. The 
company management team has identified four relevant attributes for this decision situ-
ation: (1) punctuality, (2) safety of cargo, (3) convenience, and (4) costs. The first three 
attributes are considered to be benefit parameters, whereas the fourth one is a cost (of 
transportation). The weights of importance allocated to the three benefit attributes are 
30 for punctuality, 60 for safety of cargo, and 10 for convenience. After a brainstorm-
ing session by the management team, the performance of each transportation mode 
was assessed according to the different attributes. The assessment results are shown in 
Table 2.41, together with the estimated annual cost of using each mode of transport. For 
the punctuality attribute, alternative A1 is considered to be the best option with a score 
value of 100; alternative A2 has been assigned a value of 0, indicating that it is the least 
favorable option. With respect to the other attributes, the same procedure was employed 
to produce the results summarized in Table 2.41.

TABLE 2.40

Assessment of Modes of Transportation for Delivery to Foreign Clients

Alternatives Cost ($1000)

Attributes and Scores (0–100)

Punctuality Safety Convenience

A1—air 150 100 70 60
A2—sea 90 0 60 80
A3—road and ferry 40 60 0 100
A4—rail and ferry 70 70 100 0
Weight of importance – 30 60 10

TABLE 2.41

Benefit-to-Cost Ratio Computations for the Modes of Transportation

Alternatives
Cost 

($1000)

Benefit Scores (0–100)
Weighted 

Benefit
Weighted 

Benefit/Cost RankPunctuality Safety Convenience

A1—air 150 100 70 60 78 0.52 3
A2—sea 90 0 60 80 44 0.49 4
A3—road and ferry 40 60 0 100 28 0.70 2
A4—rail and ferry 70 70 100 0 81 1.16 1
Weight of importance 
(normalized weight)

– 30 (0.3) 60 (0.6) 10 (0.1) 100 (1) – –

Note: Weighted benefit = (punctuality × 0.3) + (safety × 0.6) + (convenience × 0.1).
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The optimal alternative can be selected by applying the concept of cost–benefit analy-
sis. The alternatives are ranked according to their weighted benefit-to-cost values; the 
weight scores were normalized to obtain weight factors that sum up to 1 by dividing 
each value by the sum of all the weights. Then, each normalized weight was multiplied 
by the value of each alternative with respect to each attribute, and these values were 
added horizontally to obtain the total assessment for each alternative. By dividing the 
weighted assessment (i.e., benefit) by the cost value for each alternative, management 
can rank the alternatives according to benefit-to-cost ratios. The results are shown in 
Table 2.41. Inspection of the table reveals that alternative A4 gives the highest ratio (1.16); 
therefore, the rail and ferry transportation mode can be selected as the best alternative. 
In Figure 2.46, the plot of the values of benefits versus the values of costs for the alter-
natives reveals that alternative A4, again, is the best option, with the highest weighted 
benefit of 81 against a cost of $70,000, confirming previous weighted-benefit-to-cost-
ratio computations. Alternative A3 is the second option using the weighted benefit-to-
cost ratio, but it is the low-cost value of only $40,000. A cost–benefit trade-off analysis 
can be made between alternatives A4 and A3. A cost-conscious decision maker might 
choose alternative A3, whereas a benefit-driven decision maker might select alternative 
A4. If one is concerned with both, the weighted benefit-to-cost ratio of 1.16 for alterna-
tive A4 makes it the optimal choice.

2.9 Data Needs of Risk Methods

In risk assessment, the methods of probability theory are used to represent uncertainties. 
In this context, uncertainty could refer to event occurrence likelihoods that are character-
ized by periodicity, such as weather, and to conditions that are existent but unknown, such 
as the probability of an extreme wave. It can be used to characterize the magnitude of an 
engineering parameter, yet also the structure of a model. By contrast, probability is a precise 
concept. It is a mathematical concept with an explicit definition. We use the mathematics of 
probability theory to represent uncertainties, despite the fact that these uncertainties take 
many forms. Chapter 1 provides a discussion of types of uncertainty and ignorance and the 
theories available to model them.

The term probability has a precise mathematical definition, but its meaning when 
applied to the representation of uncertainties is subject to differing interpretations. 
The frequentist view holds that probability is the propensity of a physical system dur-
ing a theoretically infinite number of repetitions, that is, the frequency of occurrence 
of an outcome in a long series of similar trials (e.g., the frequency of a coin landing 
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Cost–benefit analysis of transportation modes.
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heads up in an infinite number of flips is the probability of that event). In contrast, 
the Bayesian view holds that probability is the rational degree of belief that one holds 
in the occurrence of an event or the truth of a proposition; probability is manifest in 
the willingness of an observer to take action based on this belief. This latter view of 
probability, which has gained wide acceptance in many engineering applications, per-
mits the use of quantified professional judgment in the form of subjective probabilities. 
Mathematically, such subjective probabilities can be combined or operated on as for any 
other probability.

Data are required to perform quantitative risk assessment or provide information to sup-
port qualitative risk assessment. Information may be available if data have been main-
tained on the system and components of interest. Information relevant to risk assessment 
includes the possible failures, failure probabilities, failure rates, failure modes, possible 
causes, and failure consequences. In the case of a new system, data may be used from 
similar systems if this information is available. Surveys are a common tool used to pro-
vide data. Statistical analysis can be used to assess confidence intervals and uncertainties 
in estimated parameters of interest. Expert judgment may also be another source of data, 
as described in Chapter 8. Uncertainty with the quality of the data should be identified to 
assist in the decision-making process.

Data can be classified as generic and project- or plant-specific data. Generic data 
include information from similar systems and components. This information may be 
the only information available in the initial stages of system design; therefore, potential 
differences due to design or uncertainty may result from using generic data on a specific 
system. Plant-specific data are specific to the system being analyzed. This information 
is often developed after the operation of a system. Relevant available data should be 
identified and evaluated, as data collection can be costly; data collection can be used to 
update the risk assessment. Bayesian techniques can be used to combine objective and 
subjective data.

Data can be classified as failure probability data and failure consequence data. The 
failure probability data can include failure rates, hazard functions, time between fail-
ures, results from reliability studies, and any influencing factors and their effects. 
Failure consequence data include loss reports, damages, litigation outcomes, repair 
costs, injuries, and human losses, as well as influencing factors and effects of failure 
prevention and consequence mitigation plans. Areas of deficiency in terms of data avail-
ability should be identified, and sometimes failure databases should be constructed. 
Data deficiency can be used as a basis for data collection and expert opinion elicitation, 
as described in Chapter 8.

2.10 Risk Representation, Communication, and Documentation

2.10.1 Risk Representation

Risk entails events or sequences of events, called a scenario, with occurrence likelihoods. 
A scenario can be viewed as a cause and, if it occurs, may result in consequences with 
severities, called losses. A risk measure accounts for both the probability of occurrence of 
a scenario and its consequences. Both the probability and its consequences could be uncer-
tain. This section provides the fundamental cases for representing risks.
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2.10.1.1 Fundamentals of Risk Representation

As described earlier, the representation or display of risk may include risk matrices (or 
tables), risk plots (or graphs), and probability distributions of adverse consequences in the 
form of cumulative probability distributions or EP distributions. The choice of represen-
tation techniques depends on the type of analysis (qualitative or quantitative) and stake-
holder/decision-maker preferences. The risk display becomes the baseline for comparison 
of the effectiveness of risk management alternatives. It is important to recognize that the 
probability of the event is not plotted as a function of its potential adverse consequences. 
Rather, the two elements of risk are plotted separately on their own axes. Uncertainties in 
both elements of risk are represented by line segments, which form a cross that depicts the 
risk of the event.

For a scenario i, the risk pair (pi, Li) can be represented in any of the forms provided 
in Figure 2.47 reflecting the type of data available: (1) point estimates, (2) interval esti-
mates, and/or (3) probability distributions (Ayyub and Kaminskiy 2009). A percentile 
interval can be used and converted to a probability distribution once a distribution type 
is assumed.

2.10.1.2 Exceedance Probability Distributions

Risk can be represented using Exceedance Probability (EP) distributions (or curves) as was 
previously illustrated in Figures 2.4 and 2.6. The EP curve gives the probabilities of speci-
fied levels of loss exceedance. The notion “losses” can be expressed in terms of dollars of 
damage, number of fatalities, casualties, and so on.

The construction of an EP curve begins with data that might be empirically obtained or 
produced using simulation methods. An example by Kunreuther et al. (2004) illustrates the 
empirical construction of an EP curve based on a set of loss-producing events. In this exam-
ple, an EP curve is constructed for a portfolio of residential earthquake policies in Long 
Beach, California, and based on dollar losses to homes in Long Beach from earthquake 
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events. The objective is to combine these loss-producing events that have respective return 
periods and annual probabilities, with the respective loss estimates obtained after the 
occurrence of the events to produce probabilities of exceeding losses of different magni-
tudes. Based on these estimates, the EP, or mean EP, is developed as shown in Figure 2.48. 
According to this figure with a particular loss Li, the curve provides the probability that 
the loss as a random variable exceeds Li with the respective y-axis value pi. Thus, the x-axis 
measures the loss value in particular units of interest and the respective y-axis value is the 
probability that the loss exceeds a particular value.

Using an EP curve, the effects of countermeasures and mitigation strategies can be 
examined based on the shifts of the EP curve downward. In other words, the EP curves 
can be used to estimate benefit–cost effect of these strategies.

The EP curves can also express uncertainty associated with the probability of occurring 
of undesirable event and the magnitude of the respective loss as a result of uncertainties 
in specified values as inputs. Such uncertainties can be expressed using the percentile EP 
curves. For example, the 5% and 95% percentile EP curves depict uncertainties associated 
with losses as well as the uncertainties associated with respective probabilities. In our 
case, the EP curve depicting uncertainties in losses would show the interval (Li

0.05, Li
0.95), 

which can include the loss related to a given mean value Li associated with probability pi. 
Similarly, the EP curve depicting uncertainties in probabilities shows the percentiles (pi

0.05, 
pi

0.95) associated with loss mean value Li.
It should be noted that due to data availability, constructing EP curves is much easier for 

the problems dealing with natural disasters (such as earthquakes and floods), compared to 
the risk assessment problems relating to HS where data are limited or nonexistent.

The available data can be assumed to be collected as a set of n disaster events, Ei, i = 1, 
2,…, n with respective annual probabilities of occurrence pi. Also, the respective losses (Li) 
associated with these events are estimated after the occurrence of these events. It should be 
noted that the annual probabilities are defined for the disaster events, not for the losses. For 
example, the events can be earthquakes with magnitudes that can be physically measured 
in the form ground accelerations. If one would deal with floods, the respective events can 
be physically defined as well, for example, water-level elevation. An example of such data 
of 15 events is given in Table 2.42. Some of the entries in Table 2.42 are for events having 
equal (or almost equal) values of losses, but with respective annual probabilities that are 
different, such as for Event10 and Event11. These two events correspond to earthquakes of 
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FIGURE 2.48
Sample mean exceedance probability curve. 
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different magnitudes occurring, perhaps, at different locations with different populations 
at risk and producing the same loss estimates.

In order to apply the notions of annual probability and random variable, the disaster 
events must be, to an extent, repeatable, which might be available in the case of natural 
disasters such as earthquake, floods, and hurricane. It should be noted that identification 
of events is not necessarily straightforward in the case of terrorist actions. Nevertheless, 
the respective events can be identified. For example, they might be defined as explosions 
committed in public sites.

The loss associated with a given disaster event can be treated as a continuous random 
variable, whereas the number of events occurring in some specified period of time, such 
as a year, can be treated as a discrete random variable. Table 2.42 provides the loss data 
estimates for these events. These loss values can be considered as best estimates for the 
respective events and can be treated as central tendency point estimates of the continuous 
random variable.

For a set of natural disaster events, Ei, i = 1,…, n, each event has an annual probability 
of occurrence, pi, and an associated loss estimate, Li. The number of events per year is 
not limited to 1; numerous events can occur in the given year. Fifteen such events are 
listed in Table 2.42, ranked in descending order of the amount of loss. Event 15 was 
defined to be encompassing of all other zero-loss events so that the set of all events 
is collectively exhaustive. Although the probabilities of Events 1–15 in this example 
add to 1, this contrivance may lead some readers to believe that this is a requirement, 
whereas it is not.

The events in Table 2.42 are assumed to be independent Bernoulli random variables with 
the following probability mass functions:

 P E pi i( )occurs =  (2.19a)

 P E pi i( )does not occur = −1  (2.19b)

TABLE 2.42

Constructing Exceedance Probability Curves

Event (Ei) Annual Probability of occurrence (pi) Loss (Li) EP [EP(Li)] E(L) = (piLi)

Event 1 0.002 25,000,000 0.0020 50,000
Event 2 0.005 15,000,000 0.0070 75,000
Event 3 0.010 10,000,000 0.0169 100,000
Event 4 0.020 5,000,000 0.0366 100,000
Event 5 0.030 3,000,000 0.0655 90,000
Event 6 0.040 2,000,000 0.1029 80,000
Event 7 0.050 1,000,000 0.1477 50,000
Event 8 0.050 800,000 0.1903 40,000
Event 9 0.050 700,000 0.2308 35,000
Event 10 0.070 500,000 0.2847 35,000
Event 11 0.090 500,000 0.3490 45,000
Event 12 0.100 300,000 0.4141 30,000
Event 13 0.100 200,000 0.4727 20,000
Event 14 0.100 100,000 0.5255 10,000
Event 15 0.283 0 0.6597 0
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The expected loss (E) for a given event Ei is

 E L p Li i( ) =  (2.20)

If the events are indexed in reverse order of their losses (i.e., Li ≥ Li + 1), the mean (expected) 
EP for a given loss EP(Li) can be found as

 EP( )L P L L P L L pi i i j

j

i

= > = − ≤ = − −
=
∏( ) ( ) ( )1 1 1

1

 (2.21)

The EP curve based on the data from Table 2.42 is shown in Figure 2.49 with a fitted curve 
using a nonlinear model. In general, the summation of the probabilities of Events 1–15 can 
exceed 1, since they are independent Bernoulli events.

2.10.2 Risk Communication

Risk communication, defined as an interactive process of exchange of information and 
opinion among stakeholders such as individuals, groups, and institutions, often involves 
multiple messages about the nature of risk or expressing concerns, opinions, or reactions to 
risk managers or to legal and institutional arrangements for risk management. Risk com-
munication greatly affects risk acceptance and defines the acceptance criteria for safety.

Risk communication provides vital links between the risk assessors, the risk managers, 
and the public for understanding risk; however, this does not necessarily mean that risk com-
munication will always lead to agreement among different parties. An accurate perception 
of risk provides for rational decision making. The Titanic was deemed to be unsinkable yet 
was lost on its maiden voyage. Space shuttle flights were perceived to be safe enough for 
civilian travel until the challenger disaster. These disasters obviously had risks that were 
not perceived as significant until after the disaster. Risk communication is a dynamic pro-
cess that must be considered prior to management decisions.

The communication process deals with technical information about controversial 
issues; therefore, it must be skillfully performed by risk managers and communicators 
who might be viewed as adversaries to the public. Risk communication between risk 
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assessors and risk managers is necessary to apply risk assessments effectively in deci-
sion making. Risk managers must participate in determining the criteria for determining 
what risk is acceptable and unacceptable. This communication between the risk manag-
ers and the risk assessors is necessary for a better understanding of risk analysis in mak-
ing decisions.

Risk communication also provides the means for risk managers to gain acceptance and 
understanding by the public. Risk managers need to go beyond the risk assessment results 
and consider other factors in making decisions. One of these concerns is politics, which is 
largely influenced by the public. Risk managers often fail to convince the public that risks 
can be kept to acceptable levels, as shown by the public’s perception of toxic waste disposal 
and NPP operation safety. The public’s perceived fear can lead to risk managers making 
conservative decisions to appease the public.

The value of risk calculated from risk assessment is not the only consideration for risk 
managers. All risks are not created equal, and society has established risk preferences 
based on public preferences. Decision makers should take these preferences into consider-
ation when making decisions concerning risk.

To establish a means of comparing risks based on the society preferences, RCFs may be 
used. The RCF expresses the relative importance of different attributes concerning risk. 
Examples of possible RCFs are shown in Table 2.34. These values were determined by 
inferences of public preferences from statistical data taking into consideration the con-
sequence of death. For example, the voluntary and involuntary classification depends on 
whether the events leading to the risk are under the control of the person at risk or not. 
Society, in general, accepts a higher level of voluntary risk than involuntary risk by an 
estimated factor of 100, according to Table 2.34, indicating that an individual will accept a 
voluntary risk that is 100 times greater than an involuntary risk.

The process of risk communication can be enhanced and improved in four aspects: 
(1) process, (2) channels, (3) message, and (4) target audiences. The risk assessment and 
management process should have clear goals with transparency, balance, and competence. 
The communication channels should take full advantage of all channel types available 
to target audiences, including Web sites, e-mail, and social networks. The contents of the 
message should account for audience orientation and uncertainty, provide risk compari-
son, and be complete. Consumer guides should be made available which introduce risks 
associated with a specific technology, the process of risk assessment and management, 
acceptable risk, decision making, uncertainty, costs and benefits, and feedback mecha-
nisms. Improving the risk literacy of consumers is an essential component of the risk com-
munication process.

The US Army Corps of Engineers 1992 Engineering Pamphlet on risk communication (EP 
1110-2-8) provides the following considerations for communicating risk:

•	 Risk communication must be free of jargon.
•	 Consensus of experts needs to be established.
•	 Materials cited and their sources must be credible.
•	 Materials must be tailored to audience.
•	 The information must be personalized to the extent possible.
•	 Motivation discussion should stress a positive approach and the likelihood of 

success.
•	 Risk data must be presented in a meaningful manner.
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According to the ISO 31010 Standard (2009c), successful risk assessment depends on 
effective communication and consultation with stakeholders since they assist in the 
following:

•	 Developing a communication plan
•	 Defining the context appropriately
•	 Ensuring that the interests of stakeholders are understood and considered
•	 Bringing together different areas of expertise for identifying and analyzing risk
•	 Ensuring that different views are appropriately considered in evaluating risks
•	 Ensuring that risks are adequately identified
•	 Securing endorsement and support for a treatment plan

Stakeholders have an important role of contributing to the interfacing of the risk assessment 
process with other management disciplines, including change management, project and 
program management, and financial management.

Fischhoff (2006) offers a strategy for the content of risk communication after severe 
adverse events as follows:

•	 Acknowledge the gravity of the events and the tragedy who have suffered.
•	 Recognize the public’s concerns, emotions, and efforts to manage the risk.
•	 Assure the audience that the relevant officials are doing all that they can.
•	 Express a coherent, consistent communication philosophy for all risks.
•	 Provide quantitative risk estimates, including the uncertainties associated with 

the estimates.
•	 Provide summary analyses of possible protective actions considering all the 

expected effects.
•	 Lead by example, showing possible models for responsible bravery.
•	 Commit to earning and keeping the public trust.

Fischhoff (2005) provides additional information and explanations of these steps.

2.10.3 Risk Documentation

Any risk assessment process and results should be documented. Risks should be expressed 
in understandable terms, and the units in which the level of risk is expressed should be 
clear. The reporting requirement depends on the objectives and scope of the assessment; 
however, except for very simple assessments, the documentation can include the  following 
(ISO 2009c):

•	 Objectives and scope
•	 Description of relevant parts of the system and their functions
•	 A summary of the external and internal context of the organization and how it 

relates to the situation, system, or circumstances being assessed
•	 Risk criteria applied and their justification
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•	 Limitations, assumptions, and justification of hypotheses
•	 Assessment methodology
•	 Risk identification results
•	 Data, assumptions, and their sources and validation
•	 Risk analysis results and their evaluation
•	 Sensitivity and uncertainty analysis
•	 Critical assumptions and other factors that need to be monitored
•	 Discussion of results
•	 Conclusions and recommendations
•	 References

In cases where the risk study leads to a continuing risk management process, the manage-
ment process should be performed and documented in such a way that it can be maintained 
throughout the life cycle of the system, organization, equipment, or activity. The assessment 
and the management process should be updated as significant new information becomes 
available and/or the context changes.

2.11 Limitations and Pitfalls of Risk Assessment

The 2008 financial crisis, terrorism, hurricane Katrina, BP oil spill, and so on all have 
something in common—the methods used to assess and manage these risks were funda-
mentally flawed (Hubbard 2009). In these cases, where risks were not properly assessed 
and managed, the risk methods themselves can be considered to be the biggest risk. In 
his treatment of this subject, Hubbard (2009) identifies the challenges to risk manage-
ment. In the following list, we provide each challenge followed by how it was addressed 
in this book:

•	 Confusion regarding the concept of risk. In this chapter, we devoted special attention 
to terminology, units of measurement, and processes in order to make risk man-
agement results reproducible and defensible.

•	 Completely unavoidable human errors in subjective judgment of risk. Chapter 7 covers 
the data needs and expert opinion elicitation as a formal process to collect data in 
order to reduce the chance of such errors.

•	 Entirely ineffectual but popular subjective scoring methods. The coverage of risk assess-
ment in this book favors probabilistic risk quantification in order to produce risk 
estimates in meaningful units that are suitable for benefit-to-cost analysis.

•	 Misconceptions that block the use of better, existing methods. Risk assessment methods 
are not only summarized but also compared among each other to enhance users’ 
understanding of the limitations and applicability of such methods.

•	 Recurring errors in even the most sophisticated methods. The foundational aspects of 
risk assessment methods are presented with any underlying assumptions and 
limitations. Simulations methods are covered in Chapter 4 to enable the develop-
ment of validation methods.
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•	 Institutional factors. The coverage and treatment includes risk assessment and man-
agement processes including organization matters to reduce such instructional 
error chances.

•	 Unproductive incentive structure. Separating the risk assessment from the decision 
making would create the safeguards that are necessary to address this challenge.

2.12 Exercise Problems

Problem 2.1 What is the difference between hazards and threats? Provide examples.
Problem 2.2 Define risk and provide a classification of risk based on its sources. 

Provide an example for each risk source.
Problem 2.3 What is the difference between risk and uncertainty? How can you 

identify and differentiate between them in the following cases?
 a. ABC Grocery and Supermarket Outlets plans to automate its warehouse by 

installing a computer-controlled order-packing system and a conveyor system 
for moving goods from storage to the warehouse shipping area.

 b. Starting an automobile by turning the automobile key in the starter switch 
is based on limiting the system to the following potential failure modes: bat-
tery problems, defects in the starting subsystem, defects in the fuel subsystem, 
defects in the ignition subsystem, engine failure modes, and an act of vandalism 
that causes the automobile not to start, among the possible failure modes.

Problem 2.4 How would you assess the performance of a transportation system of 
a city?

Problem 2.5 Define security vulnerabilities of a university campus.
Problem 2.6 Use the ISO 31000 (2009a) definition of risk to define an example objec-

tive, uncertainties, and effect.
Problem 2.7 What is risk assessment and its methodologies? Draw a flowchart for 

risk-based life cycle management for the project described in Problem 2.3a.
Problem 2.8 Tabulate the types of risk events and scenarios that can be developed for 

the automobile system of Problem 2.3b.
Problem 2.9 Prepare an RBS associated with the project of Problem 2.3a from the 

point of view of the PM company that represents the owner of ABC Grocery and 
Supermarket Outlets.

Problem 2.10 Use the information provided in Problem 2.8 to analyze and assess 
risks associated with automobile subsystems that could lead to not being able to 
start the automobile. Use the following methods to provide your assessment:

 a. Failure mode and effect analysis (FMEA)
 b. Fault tree analysis (FTA)

 Your model can be limited to the following potential failure modes: battery problems, 
defects in the starting subsystem, defects in the fuel subsystem, defects in the ignition 
subsystem, engine failure modes, and an act of vandalism that causes the automobile 
not to start. The undesirable event is that the car will not start on turning the key.
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Problem 2.11 For Problem 2.3a, use the following methods for analyzing and assess-
ing risks encountered by the contractor company constructing the automated 
warehouse project:

 a. Failure mode and effect analysis (FMEA)
 b. Fault tree analysis (FTA)

 The undesirable event in these models is that the project will not be finished on 
time.

Problem 2.12 What is the median return on the project’s risk profile provided in 
Figure 2.5? Estimate the standard deviation from the figure. Assuming that you 
have cash reserve of $100 million, would you consider this investment acceptable 
to you?

Problem 2.13 Define risk attitude and appetite. What are the differences? Provide 
examples.

Problem 2.14 Define risk aversion, seeking, and neutrality. Provide examples.
Problem 2.15 Use Table 2.9 to perform rational analytical computations in order to 

make observations based on the comparison of risk perceptions by members of 
the League of Women Voters and college students to experts, assuming that the 
experts have superior perceptions. You may use the mathematics of probability 
to make observations on the relative position of one group compared to another 
including comparing each to the opinions of experts. For example, does one group 
tend to overestimate or underestimate risk by risk groups, perhaps voluntary, 
involuntary, and so on?

Problem 2.16 Adapt the ISO 31000 (2009a) risk management methodology presented 
in Figure 2.11 to manage your graduate degree pursuit.

Problem 2.17 Upon graduation, you decided to start a business. Adapt the ISO 31000 
(2009a) risk management methodology presented in Figure 2.11 to manage this 
start-up business. You make any necessary assumptions and clearly state them in 
a list.

Problem 2.18 Adapt the ISO 31000 (2009a) risk management methodology presented 
in Figure 2.11 to manage your performance in one of your educational courses or 
a project at your work or a personal project.

Problem 2.19 Use Figures 2.12 and 2.13 to identify the applicable risk categories to 
design and build a bridge crossing a water navigation channel to connect two 
countries with strong economic and political ties.

Problem 2.20 Use Figures 2.12 and 2.13 to identify the applicable risk categories to 
protect a mininuclear facility from deliberate human threats from outside the 
facility. The facility is located at the western coast of the Persian Gulf. A mini-
nuclear facility has several buried nuclear reactors that are transported to site by 
cargo ships and require refueling every 10 years in the United States.

Problem 2.21 From a contractor’s perspective, develop an RBS for the design and 
construction of a customized residential structure within 1 year as a lump sum 
contract.

Problem 2.22 From the perspective of an investor in a start-up company, develop 
an RBS for the development of a business based on successful social network 
software.
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Problem 2.23 Consider the use of cranes to lift girders in bridge construction by a 
contractor. This activity has historically resulted in accidents. You are asked to 
examine the activity using events and causal factor analysis with barrier analysis 
to suggest barriers of various types. Develop the necessary tabulation structure to 
justify your suggestions.

Problem 2.24 Consider the use of powered nail guns in building construction by a 
contractor. This activity has historically resulted in accidents of nail striking work-
ers. You are asked to examine the activity using events and causal factor analysis 
with barrier analysis to suggest the barriers of various types. Develop the neces-
sary tabulation structure to justify your suggestions.

Problem 2.25 Mining operations are considered to include some of the most hazardous 
activities in industrial work. Thousands of miners die from mining accidents each 
year, especially in the processes of coal mining and hard rock mining,  particularly 
in developing countries. Mining accidents can have a variety of causes, includ-
ing leaks of poisonous gases such as hydrogen sulfide or explosive natural gases, 
especially methane, dust explosions, collapsing of mines, and  flooding. Consider 
one category of mine accidents and familiarize yourself with it by researching it 
on the web. You are asked to examine this category using events and causal factor 
analysis with barrier analysis to suggest barriers of various types. Develop the 
necessary tabulation structure to justify your suggestions.

Problem 2.26 Use the case of a worker falling from a ladder discussed in Section 2.4.3.1 
to develop an Ishikawa diagram similar to Figure 2.15. Discuss the basis for your 
diagram.

Problem 2.27 Consider the use of powered nail guns in building construction by 
a contractor. This activity has historically resulted in accidents of nail striking 
workers. Develop an Ishikawa diagram similar to Figure 2.15 for such accidents. 
Discuss the basis for your diagram.

Problem 2.28 Accidental deaths of children by guns can occur for various reasons. 
Over 3000 children were killed by guns in 2006 with 154 of those being accidental. 
In one case in 2011, a 3-year-old boy was found dead at his home due to a self-
inflicted gunshot wound. Develop an events and causal factors diagram as a basis 
for a forensic analysis to structure an investigation. You may make any necessary 
assumptions in lieu of real information on this case.

Problem 2.29 Use Pareto analysis to identify the most important causal factors for 
accidental deaths of children by guns based on the solution of Problem 2.28.

Problem 2.30 Use Pareto analysis to identify the most important causal factors for 
the child drowning case demonstrated in Figure 2.15.

Problem 2.31 A corporation’s server receives hundreds of security hits per year that 
can be grouped into three types in terms of increasing criticality (type 1, type 2, 
and type 3). These hits have not resulted in any damage; however, they can be 
treated as PEs. The conditional probabilities of damage given a hit of a particular 
type were estimated using event trees to be 0.001, 0.005, and 0.01, respectively. 
Estimate the annual rate of damaging hits based on the numbers of hits in a year 
for the three types of 100, 50, and 5, respectively.

Problem 2.32 A mining company classifies safety violations by its workers into three 
types in terms of increasing criticality (type 1, type 2, and type 3). These hits have 
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not resulted in any accidents; however, they can be treated as PEs. The conditional 
probabilities of an accident given a violation of a particular type were estimated 
using event trees to be 0.01, 0.05, and 0.1, respectively. Estimate the annual rate of 
accident based on the number of violations over a period of 5 years for the three 
types of 100, 20, and 2, respectively.

Problem 2.33 Use the construction of a highway bridge to illustrate the use of a risk 
register to identify and manage risks for two objectives: (1) human health and 
safety and (2) completing a project on time and within budget.

Problem 2.34 Use the sprinkler system event tree of Figure 2.25 to develop a Swiss 
cheese model for communicating the risks and defenses.

Problem 2.35 Use the sprinkler system event tree of Figure 2.25 to perform FMEA 
for enhancing the availability of the system. Assume the values to illustrate the 
computations of the RPN.

Problem 2.36 The operation of a system entails steps A–I as illustrated in the arrow 
diagram below with the circles defining the termination nodes for completing the 
steps. The arrows represent the steps needed to operate a system. The operation of 
the system has some redundancy represented by more than one sequence of arrows 
to get to a node. A line arrow represents a step that must be performed. The length 
of the line does not have any significance. A line shows only the logical sequence of 
steps. Find the minimal cut sets (or construct an FT diagram) as an equivalent logic 
diagram using appropriate gates to attain the top undesirable event of not reaching 
node 8 starting from node 1.
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Problem 2.37 The operation of a system entails steps A–G as illustrated in the arrow 
diagram below with the circles defining the termination nodes for completing steps. 
Refer to Problem 3.36 for additional information on the meaning of the arrows and 
circle in the diagram. Find the minimal cut sets (or construct an FT diagram) as an 
equivalent logic diagram using appropriate gates to attain the top undesirable event 
of not reaching node 7 starting from node 1.
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Problem 2.38 Use the FT diagram provided in Figure 2.32, case a, to compute the 
probability of the top event assuming the following probabilities for the basic 
events: P(A) = P(B) = P(C) = P(D) = P(E) = P(F) = 0.01.
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Problem 2.39 Use the FT diagram provided in Figure 2.32, case b, to compute the 
probability of the top event assuming the following probabilities for the basic 
events: P(A) = P(B) = P(C) = P(D) = P(E) = P(F) = P(G) = P(H) = 0.01.

Problem 2.40 Use the FT diagram provided in Figure 2.32, case c, to compute the 
probability of the top event assuming the following probabilities for the basic 
events: P(A) = P(B) = P(C) = P(D) = P(E) = P(F) = P(G) = P(H) = 0.01.

Problem 2.41 Use the FT diagram provided in Figure 2.32, case d, to compute the 
probability of the top event assuming the following probabilities for the basic 
events: P(A) = P(B) = P(C) = P(D) = P(E) = P(F) = P(G) = P(H) = 0.01.

Problem 2.42 Use the FT diagram provided in Figure 2.32, case a, to compute the 
probability of the top event assuming the following probabilities for the basic 
events: P(A) = P(B) = P(C) = 0.01, P(D) = 0.02, and P(E) = P(F) =0.03.

Problem 2.43 Use the FT diagram provided in Figure 2.32, case b, to compute the prob-
ability of the top event assuming the following probabilities for the basic events: 
P(A) = P(B) = 0.01, P(C) = P(D) = 0.02, P(E) = 0.03, and P(F) = P(G) = P(H) = 0.04.

Problem 2.44 Use the FT diagram provided in Figure 2.32, case c, to compute the prob-
ability of the top event assuming the following probabilities for the basic events: 
P(A) = P(B) = 0.01, P(C) = P(D) = 0.02, P(E) = 0.03, and P(F) = P(G) = P(H) = 0.04.

Problem 2.45 Use the FT provided in Figure 2.32, case d, to compute the probabil-
ity of the top event assuming the following probabilities for the basic events: 
P(A) = P(B) = 0.01, P(C) = P(D) = 0.02, P(E) = 0.03, and P(F) = P(G) = P(H) = 0.04.

Problem 2.46 Compute the Fussell–Vesely and Birnbaum sensitivity factors for the 
tree solved in Problem 2.39 based on Figure 2.32, case b. Compare the results from 
the two methods and discuss.

Problem 2.47 Use Problem 2.4 to define the human errors and factors that could cause 
the failure of the automobile to start. Assess the significance of these errors by 
subjectively assigning a probability of occurrence of a major engine failure as a 
result of human errors.

Problem 2.48 The table below shows the strategies taken by two politicians planning 
the final two days of campaigning in two key cities in their campaigns to win an 
election in their state. Strategy S1 is to spend 1 day in each city and strategy S2 is to 
spend 2 days in the same city. The payoffs below are the total net votes won from 
the opponent. Is the payoff table a zero-sum game? What is the best alternative for 
each politician? Provide a justification for the selections. Did you obtain the Nash 
equilibrium? Why or why not?

Second Politician

S1 (Two Days, Two Cities) S2 (Two Days, one City)

First politician S1 (two days, two cities) (100, −100) (200, −200)
S2 (two days, one city) (0, 0) (100, −100)

Problem 2.49 Two contractors are planning to bid on a project. Each contractor can 
bid one of the following two prices:

 1. Bidding price 1 (BP1): $300,000
 2. Bidding price 2 (BP2): $350,000
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 The payoffs in the table below are the profits to be yielded from the combinations 
of strategies by the two contractors. Is the payoff table a zero-sum game? What is 
the optimal option for each contractor? Use the minimax criterion to obtain the 
solution. Provide a justification for the selections.

Second Contractor

BP1 ($300,000) BP2 ($350,000)

First contractor BP1 ($300,000) (0, 0) (50, −20)
BP2 ($350,000) (−10, 40) (20, 20)

Problem 2.50 Use the structure of Table 2.29 on bilateral nuclear stability and the 
assumption of deadlock to develop its preference table. Discuss your results.

Problem 2.51 Use the structure of Table 2.29 on bilateral nuclear stability and the 
assumption of stag hunt to develop its preference table. Discuss your results.

Problem 2.52 Use the framework provided by political risk services to propose a 
probabilistic framework to assess the risk profile instead of a scoring scheme. 
Illustrate your proposed framework using hypothetical country cases. The frame-
work is available at http://www.prsgroup.com/ICRG_Methodology.aspx.

Problem 2.53 Use CIRIA lower bound equation, that is, Equation 2.15, to investigate 
the effects of the life of the structure, the factor regarding the redundancy of the 
structure, and the number of people exposed to risk. Use Figure 2.42 to estimate 
the working values for the redundancy factor.

Problem 2.54 Use Allen’s (1981) average equation, that is Equation 2.16, to investigate 
the effects of the life of the structure, the number of persons exposed to risk, and 
A and W as the factors for the type and redundancy of the structure, respectively. 
Use Figure 2.42 to estimate the working values for the redundancy factors.

Problem 2.55 The owner and the PM team of the project in Problem 2.3a prepared a list 
of construction alternatives showing their costs in millions of dollars and the antici-
pated attributes for the alternatives expressed as (1) the risk levels associated with 
each alternative, (2) the impact of each alternative on the environment, and (3) the 
constructability of each alternative. You are asked to help them select the optimal 
alternative by applying the concept of cost–impact analysis. The table below shows 
the results of a brainstorming session performed by the owner and the PM team, 
where they assessed the attributes and scored them against each alternative, taking 
into account the cost for each alternative. For the risk attribute, alternative A1 is con-
sidered to be of very low risk (i.e., risk value = 0, indicating that it is a good alterna-
tive with respect to this attribute) and alternative A2 was assigned a high-risk value 
(i.e., risk value = 100, indicating that it is the worst alternative with respect to risk). 
The risk values for all alternatives are summarized in the table. With respect to the 
other attributes, the same procedure is employed. For example, alternative A3 was 
given a score of 100 in regard to having high environmental impact, whereas alter-
native A4 was assigned a value of 0. Similarly, alternative A1 was assigned a value 
of 100 (worst) for difficulty of construction, whereas alternative A2 was assigned a 
value of 0 (best) for that attribute. The PM team then assigned a weight score for 
each attribute based on its importance to the project. They assigned importance 
scores of 100 for risk, 80 for environmental impact, and 50 for constructability. 
Rank the alternatives based on the weighted benefit-to-cost ratios. Recommend the 
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optimal alternative, that is, the largest benefit-to-cost ratio, to the owner and the PM 
team. (Hint: Define benefit as 100 minus impact and normalize the weight scores by 
their sum to obtain weight factors that sum up to 1.)

Alternatives Cost ($ Million)

Attributes as Impact Scores (0–100)

Risk Environmental Impact Difficulty of Construction

A1 90 0 65 100
A2 110 100 90 0
A3 170 80 100 95
A4 60 45 0 50
Weight of importance 100 80 50

Problem 2.56 Use Table 2.39 to compute benefit-to-cost ratios and provide recom-
mendations. Generate alternatives using all possible combinations based on all the 
underlined items, and assume cost values and risk reduction values. Assume a city 
population of 500,000.

Problem 2.57 Consider four alternative risk reduction measures for an automobile as 
provided in the following table:

Alternative Cost ($) Mean Risk Reduction ($1000) Alternative Success Probability

A1 200 1000 0.5
A2 150 2000 0.5
A3 300 4000 0.8
A4 500 6000 1.0

 The mean risk reduction can be treated as the benefit. The alternatives are not 100% 
effective as provided in the table. Compute the risk/benefit ratios and recommend 
the appropriate alternative. Discuss the alternative success probability and if it has 
an additional effect on your recommendation beyond its use in the computation.

Problem 2.58 Consider four alternative risk reduction measures for a commercial 
airplane as provided in the following table:

Alternative Cost ($) Mean Risk Reduction ($1,000) Alternative Success Probability

A1 2,000 100,000 0.2
A2 4,500 200,000 0.3
A3 6,000 400,000 0.8
A4 10,000 600,000 1.0

 The mean risk reduction can be treated as the benefit. The alternatives are not 100% 
effective as provided in the table. Compute the risk/benefit ratios and recommend 
the appropriate alternative. Discuss the alternative success probability and if it has 
an additional effect on your recommendation beyond its use in the computation.

Problem 2.59 Use Problem 2.3b to recommend the methods for risk acceptance of 
the system.

Problem 2.60 Use Problem 2.3a to recommend the risk mitigation strategies for the 
project. Categorize the strategies as risk reduction or elimination, risk transfer, risk 
avoidance, or risk absorbance and pooling.
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Problem 2.61 Use Problem 2.3b to outline the risk communication plans to users (e.g., 
operators, automobile mechanics).

Problem 2.62 Ten events with losses are shown in the following table:

Event (Ei) Loss (Li) Computed Annual Probability of occurrence (pi)

E1 1,000,000 0.001
E2 500,000 0.002
E3 400,000 0.080
E4 400,000 0.080
E5 300,000 0.100
E6 200,000 0.120
E7 100,000 0.140
E8 30,000 0.160
E9 20,000 0.180
E10 0 0.300

 Annual probabilities were computed using logic trees for these events as shown in 
the table. Construct the loss EP curve.

Problem 2.63 Construct the loss EP curve based on the following six events with 
losses as shown in the following table along with their corresponding annual 
probabilities:

Event (Ei) Loss (Li) Computed Annual Probability of occurrence (pi)

E1 10,000,000 0.0001
E2 8,500,000 0.0002
E3 5,400,000 0.0080
E4 3,400,000 0.0080
E5 1,300,000 0.0100
E6 0 0.1000

Problem 2.64 Construct the loss EP curve based on the following six events with 
losses as shown in the following table along with their corresponding annual 
probabilities:

Event (Ei) Loss (Li) Computed Annual Probability of occurrence (pi)

E1 100,000,000 0.0002
E2 80,500,000 0.0004
E3 50,400,000 0.0010
E4 30,400,000 0.0090
E5 10,300,000 0.0120
E6 100,000 0.2000
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3
System Definition and Structure

This chapter has the objective of providing definitions and methods for  structuring 
 problems and decision situations, and defining systems with special attention on 
 applications. The chapter discusses how to select an appropriate level of detail and  coverage 
in defining a system for supporting risk analysis and management studies. By starting 
with and focusing on what is called an answer variable, analysts have the tools to design 
models that are relevant and effective for addressing decision situations.
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3.1 Introduction

Performing risk analysis requires defining the problem at hand, which could span several 
disciplines or departments in an organization and encompass economic, environmental, 
technological, societal, and political dimensions. The stakeholders can be diverse, thus 
posing a challenge to risk analysts to appropriately define the problem. Defining and 
structuring a problem requires skill and perhaps a specialized facilitator who could work 
with all stakeholders to effectively achieve this objective. This process is called system defi-
nition for structuring a problem or a decision situation, and is the topic of this chapter.

Risk must be assessed, analyzed, and managed within a systems framework toward the 
objective of optimizing the utilization of available resources and for the purpose of maxi-
mizing benefits and utility to stakeholders in a cost-effective manner. Such a view of risk 
analysis and management requires structuring and formulating a problem or approaching 
a design with the following in mind: (1) the structure must be within a systems framework; 
(2) the approach must be systematic and must capture all critical and relevant aspects of 
the problem or decision situation; (3) uncertainties must be assessed and considered; and 
(4) an optimization scheme of the utilization of available resources, including maximizing 
benefits and utility to stakeholders, should be constructed. The objective of this chapter is to 
define these dimensions and provide background materials and introduce related methods.

3.2 Perspectives on System Definition

The term “system” originates from the Greek word systema, which means an organized 
whole. Informally, what is a system? According to Webster’s Dictionary, a system is defined 
as “a regularly interacting or interdependent group of items forming a unified whole.” 
A system can also be defined as “a set or arrangement of things so related or connected 
as to form a unity or organic whole,” such as a solar system, school system, or system of 
highways, or as “a set of facts, principles, rules, etc. classified or arranged in a regular, 
orderly form so as to show a logical plan linking the various parts.” The term “system 
science” is usually associated with observations, identification, description, experimental 
investigation, and theoretical modeling and explanations that are associated with natural 
phenomena in fields such as biology, chemistry, and physics. The term “system  analysis” 
includes the ongoing analytical processes of evaluating various alternatives in design 
and model construction by employing mathematical methods for optimization, reliability 
 assessment, statistics, risk analysis, and operations research, among other tasks.

For scientists and engineers, the definition of a system can be stated as “a regularly 
interacting or interdependent group of items forming a unified whole that has some 
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attributes of interest.” Alternatively, a system can be defined as a group of interacting, 
interrelated, or interdependent elements that together form a complex whole that can be a 
complex physical structure, process, or procedure of some attributes of interest. All parts 
of a system are related to the same overall process, procedure, or structure, yet they are 
most likely different from one another and often perform different functions.

The discipline of systems engineering establishes the configuration and size of system 
hardware, software, facilities, and personnel through an interactive process of analysis and 
design in order to satisfy an operational mission for the system to perform in a cost-effective 
manner. A system engineering process identifies mission requirements and translates them 
into design requirements at succeeding lower levels to ensure operational and performance 
satisfaction. Control of the evolving development process is maintained by a systems engi-
neering organization through a continuing series of reviews and audits of technical doc-
umentation produced by systems engineering and other engineering organizations. The 
essence of systems engineering is structure; therefore, a systems engineer is expected to 
analyze and define the system as a set of elements or parts connected so as to form a whole 
with special attention to interfaces among its elements. Systems engineers understand the 
system by bringing structure to it. Choosing a particular structure requires an understand-
ing of a system’s nature and functions, and it leads to determining its constituent elements, 
associated technologies, costs, schedule, and constraints, among other considerations, for 
a new or a revised system. No clearly defined guidelines are available for the choice of 
system elements; however, the definition of these elements leads to interfaces among them 
that need to be considered in system analysis. Structured approaches provide a mechanis-
tic listing of interactions among the elements. Understanding, controlling, and optimizing 
interfaces are major tasks for systems engineers, who sometimes spend more time work-
ing with the interfaces than on the elements themselves. Systems engineers leverage their 
understanding of the entire system to determine the various interface requirements of the 
elements. Seeing and comprehending the big picture offer a basis for identifying interfaces 
that can affect the chosen elements and impact the structure of the system. Figure 3.1 shows 

Formulation of
engineering

problems

People

Development
of solutions

Definition
of needs

Environment

FIGURE 3.1
Engineers and systems.
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how systems engineers identify the needs from an environment, structure problems, and 
provide solutions that feed into the environment through a dynamic process.

Systems can be grouped into various categories: (1) natural systems, such as river systems 
and energy systems; (2) human-made systems that can be imbedded in the natural systems, 
such as hydroelectric power systems and navigation systems; (3) physical systems, which are 
made of real components occupying space, such as automobiles and computers; (4) concep-
tual systems that could lead to physical systems; (5) static systems, which are without any 
activity, such as bridges subjected to dead loads; (6) dynamic systems, such as transporta-
tion systems; and (7) closed or open-loop systems, such as a chemical equilibrium process 
and logistic system, respectively. Blanchard (1998) provides additional information on these 
categories.

The analysis of systems requires the development of models that represent system 
behavior by focusing on selected attributes of interest or particular objectives of interest. 
Models for various categories, including natural or human-made systems, can be viewed 
as abstractions of their respective real systems. Systems scientists or engineers play a 
major role in defining the level of detail for such an abstraction, as well as the type and 
extent of information required in order to model these attributes properly and adequately 
and to predict system behavior. In general, a model can be viewed as an assemblage of 
knowledge and information regarding the most relevant system behavior and attributes. 
The   availability of knowledge (or lack thereof, i.e., ignorance) and information (or its 
deficiencies, i.e., uncertainty) play major roles in defining these models as discussed in 
Chapter 1.

System definition commonly entails abstraction through discretization since most sys-
tems present themselves in continuums, spatially, and temporally. The discretization pro-
cess is subjective and builds on the underlying analytical objective of a study. It involves 
uncertainty; however, it is necessary to facilitate the development and execution of a 
model.

Example 3.1: Safety of Flood Control Dams

The primary purposes of most flood control dams are to protect life, property, and 
environment, and grade stabilization for navigation. Other functions that can also be 
as important are supplying drinking water, hydropower generation, sediment control, 
and recreational utilities. Flood control dams are designed and constructed to provide 
sufficient capacity to store runoffs from a 10- to 100-year storm. A principal spillway is 
commonly used to pass floodwater from the storage pool (i.e., the reservoir of a dam) by 
means of a pipe through the dam over a period of several days. Any excess runoff passes 
immediately over an emergency spillway, which is usually a grassy waterway. Some 
flood control dams in dry and windy areas rarely contain any water but must have large 
capacities to control flash floods. Figures 3.2 and 3.3 show a flooded dam and a dam 
failure, respectively. Figure 3.2 shows workers trying to cross a flooded dam. Figure 3.3 
shows a segment of the failed reservoir of the dam.

The US Army Corps of Engineers (USACE) has the responsibility of planning, design-
ing, constructing, and maintaining a large number of US flood control dams. The safety 
of these dams is of great interest to the USACE. The safety assessment of a dam requires 
defining a dam system to include (1) the dam facility of structures, foundations, spill-
ways, equipment, warning systems, and personnel; (2) the upstream environment that 
can produce storms and floods; and (3) the downstream environment, including the 
potential flood consequences. Due to the complexity of storm development and yield, 
the upstream segment of a system is difficult to define and would require substantial 
effort to study. Similarly, the downstream segment is complex in its nature and methods 
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of assessment. The dam facility itself typically receives the bulk of engineering atten-
tion. Systems engineers need to define systems with an appropriate level of detail to 
achieve an intended study goal.

Example 3.2: Protecting a City from Hurricanes

The City of New Orleans is located in a hurricane-prone region. The city is protected by a 
hurricane protection system (HPS) consisting of levees and floodwalls, pumping stations, 
and gates. Figure 3.4a shows an example floodwall that is part of the HPS, and Figure 3.4b 
shows a breach, that is, failure of the HPS after the 2005 Hurricane Katrina. This example 
illustrates the discretization of the HPS for the purpose of risk quantification.

FIGURE 3.2
Workers crossing Lacamas Lake Dam in Camas, WA, during the February 1996 flood. (Courtesy of the 
Washington State Dam Safety Office, Olympia, WA.)

FIGURE 3.3
Dam failure on the slope of Seminary Hill, Centralia, WA, 1991. (Courtesy of the Washington State Dam Safety 
Office, Olympia, WA.)
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According to the American Society of Civil Engineers, the 2005 Hurricane Katrina 
is one of the strongest storms to hit the US coast with intense winds, high rainfall, 
waves, and storm surge. It impacted the Gulf of Mexico shores of Louisiana, Mississippi, 
and Alabama. The City of New Orleans was built on low-lying marshland along the 
Mississippi River. Levees and floodwalls were built around the city and adjacent par-
ishes to protect against flooding. As a result of the hurricane, 1118 people were confirmed 

(a) Floodwall

(b) Breached Floodwall

FIGURE 3.4
The hurricane protection system of New Orleans. (Courtesy of US Army Corps of Engineers, Alexandria, VA.)
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dead in Louisiana and 135 people are still missing and presumed dead. Thousands of 
homes were destroyed, and the direct damage to residential and nonresidential prop-
erty is estimated at $21 billion in 2005 and the damage to public infrastructure is another 
$6.7 billion. Nearly 124,000 jobs were lost, and the region’s economy was crippled. The 
HPS of New Orleans extends several hundred miles with variations in soil conditions, 
geometry, height, strength, and so on. To analyze the ability of a primary segment of 
the HPS to protect the city, a simplified model was constructed as shown in Figure 3.4c. 
Each linear segment in this model represents a levee or a floodwall reach that is treated 
as a homogeneous segment in the development of the model. This abstraction through 
discretization is subjective and involves a lot of uncertainty; however, it is necessary to 
facilitate the development of a model for risk quantification.

3.3 Methods for System Definition

This section introduces methods for developing system models: (1) functional  analysis, 
(2) requirements analysis, (3) work breakdown structure, (4) contributing factor  diagrams, 
(5)  decision trees and influence diagrams, (6) Bayesian networks, (7) process modeling 
method, (8)  black-box method, (9) state-based method, and (10) component integration 
method. It is very common to use a combination of several models to represent a system in 
order to achieve a study’s objectives.

3.3.1 Functional Analysis

Engineers use scientific knowledge to develop and build systems, including products and 
infrastructure, to meet societal needs. These needs can be represented orderly as an out-
come of function analysis and described in a function structure. A function structure is a 
model of the system without material features such as shape, dimensions, and materials 
of the elements. The structure offers a hierarchy of the functions intended for the entire 
system and its parts, and their relations. It offers a logical representation from a limited 
number of elementary (or general) functions. Functions are abstractions of what a system 
should do. This type of analysis forces us to think about the system in an abstract man-
ner, and stimulates creativity and prevents us from jumping immediately into solutions.

Functional analysis can be based on an underlying process required to meet a need. 
The process would offer the basis to identify the key basic functions and their relations. 
Another basis of functional analysis is to define a collection of elementary, that is, general, 
functions followed by structuring them in a logical manner. The following general steps 
can be followed in performing functional analysis:

•	 Define and describe the main function of the system in the form of a black box to 
meet the need. The main function is sometimes defined by its underlying parts as 
defined in the next step.

•	 Develop a list of subfunctions based on a process typically followed or used to 
meet the need. The process steps that are viewed as tasks offer clues for defin-
ing the corresponding functions. Only the processes that are carried out by the 
 system are functions, whereas processes performed by a user of the system are 
user tasks. For user tasks, define only functions that support the user in per-
forming the task. For example, for a user task of opening a container,  supporting 
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functions would include an opening (or hole), a cover (or cap or door), and a 
mechanism for opening.

•	 Develop a function structure particularly for complex systems. There are three 
principles of structuring: putting functions in a chronological order, connecting 
inputs and outputs of flows between functions, or using some other logic appli-
cable to the system. The structure can be visualized in a hierarchy.

•	 Elaborate the function structure with other secondary and tertiary functions as 
needed.

•	 Identify and document any variations of the function structure including mov-
ing the system boundary, changing the sequence of subfunctions, and splitting or 
combining the functions. Exploring these variations is the essence of functional 
analysis to explore possible solutions for meeting the need.

It is always desirable and advantageous to keep the function structure as simple as 
 possible. Block diagrams of functions should remain conveniently arranged using simple 
and  informative symbols.

The function structure can be loosely assembled into a hierarchy of functional, sequen-
tial, communicational, procedural, temporal, and logical attributes as follows:

•	 Functions with subfunctions that contribute directly to perform a single function
•	 Sequential breakdowns that show data flow processed sequentially from input to 

output
•	 Communicational breakdowns based on information and data needs
•	 Procedural breakdowns based on logic flow paths
•	 Temporal breakdowns for differing functions at different times
•	 Logical breakdowns based on developing logical flows for functions

Multiple functional hierarchies can be based on more than one of these criteria to sort and 
decompose the functions. Each criterion provides a different way of looking at the infor-
mation, which can be useful for solving different types of problems. The most common 
functional hierarchy is a decomposition based on functional grouping, where the lower 
tier functions taken in total describe the activity of the upper tier function, providing a 
more detailed description of their top-level functions.

Example 3.3: Functional Analysis of Dams

Dams are intended to meet particular needs that may include protecting life, property, 
and environment from flooding due to natural and human-made hazards, grade sta-
bilization for navigation, supplying drinking water, hydropower generation, trapping 
sediment, and recreational. Limiting the model to only the physical system of a dam, 
a function structure is shown in Figure 3.5 as a block diagram. This function struc-
ture can be used to develop a system work breakdown structure as discussed in subse-
quent sections. The system breakdown structure is the top-down hierarchical division 
of the dam into its subsystems and components, including people, structure, founda-
tion, floodplain, river and its tributaries, procedures, and equipment. By dividing the 
dam environment into major subsystems, an organized physical definition for the dam 
 system can be created. This definition allows for a better evaluation of hazards and 
potential effects of these hazards. Evaluating risk hierarchically ( top-down), rather than 
in a fragmented manner, we can achieve rational, repeatable, and systematic outcomes.
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3.3.2 Requirements Analysis

The definition of a system requires a specific goal, which can be determined from either 
needs identification or problem articulation. The goal statement should then be used to 
define a hierarchy of objectives that, in turn, can be used to develop a list of functional and 
performance requirements for the system. These requirements form the basis for system 
definition methods that are described here.

Requirements analysis can be defined as the detailed study of the performance 
requirements of a system to ensure that the completed system achieves its intended 
utility to a user and meets the goal stated. According to this method, the user’s needs 
should be determined, evaluated for their completeness, and translated into quanti-
fiable, verifiable, and documented performance requirements. Requirements analysis 
feeds directly into functional analysis, as well as allocation of functions, design, and 
synthesis.

Functional analysis examines the characteristic actions of hardware, software, facili-
ties, or personnel that are necessary to satisfy performance requirements of the system. 
Functional analysis might establish additional requirements on all supporting elements 
of the system by examining their detailed operations and interactions. The overall set of 
system requirements derived by these analyses leads to both functional and performance 
requirements. Functional requirements define what the system must do and are charac-
terized by verbs, because they imply action on the part of the system. The system gath-
ers, processes, transmits, informs, states, initiates, or ceases. Also, any necessary physical 
requirements can be included as a part of the performance requirements. Physical require-
ments define the physical nature of a system, such as mass, volume, power, throughput, 
memory, and momentum. They may also include details, down to the type and color of 
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FIGURE 3.5
Functional structure of a dam.
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paint, location of the ground segment equipment, and specific environmental protection. 
For example, aerospace company systems, unlike many commercial products, strongly 
emphasize functional requirements, thus prompting the need for a significant evaluation 
of the system’s functional requirements of a system and allocation of functional require-
ments to the physical architecture.

The function structure of the example dam in Figure 3.5 might lead to the following 
functional requirements:

•	 Water release gates to meet the function of water release as shown in the figure
•	 Flood warning system to meet the function of safety for the floodplain

The corresponding performance requirements, as examples, for the above two items are 
as follows:

•	 Water flow capacity as a performance requirement in cubic meters per second in 
order to meet the water release function in a timely manner

•	 Time and means of warning the population of a city for safe evacuation

3.3.3 Work Breakdown Structure

The work breakdown structure as shown in Figure 3.6 for a dam is a hierarchy that defines 
the hardware, software, processes, and services of a system. The work breakdown  structure 
is a physical-oriented family tree composed of hardware, software, services, processes, and 
data that result from engineering efforts during the design and development of a  system. 
The sample breakdown of a dam into systems and subsystems in Figure 3.6 focuses on the 
physical subsystems, components, and human population at risk. The system was divided 
into subsystems, such as the dam facility subsystem that includes structural members, foun-
dations, gates, turbines, spillway, alarms, and reservoir. The work breakdown structure was 
developed for the goal of performing risk analysis of dams. Each subsystem can be affected 
by and can affect other subsystems outside the hierarchy presented. While this breakdown 
is not complete, it does illustrate the hierarchy of the system and subsystem relations.

3.3.4 Contributing Factor Diagrams

The contributing factor diagrams are used to identify variables and their dependencies 
that can be used to analytically evaluate quantities, called answer variables, selected by a 
risk analyst to structure a problem entailing risks. Contributing factor diagrams are simi-
lar to influence diagrams but are not as formal and detailed. Influence diagrams are cov-
ered in this chapter in a subsequent section. A contributing factor diagram consists of 
variables graphically enclosed in ovals, circles, or rectangles and connected by directed 
arrows. The selection of a shape does not have any significance other than for convenience. 
The directed arrows represent the evaluation or computational dependencies among the 
variables. The construction of a contributing factor diagram should move from the top 
variable, the answer variable, to the basic variables and can be constructed as follows:

 1. Identify and select answer variables in consultation with stakeholders and spe-
cialists in various areas. Commonly, economic answer variables are selected, such 
as net present value (NPV) or internal rate of return (IRR), which are discussed 
further in Chapter 6. Settling on appropriate answer variables can be challenging 
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to a team and can result in several answer variables. These variables should be 
placed at the center of a contributing factor diagram in oval shapes. Ayyub et al. 
(2009a, 2009b) developed a risk model for the risk-based protection of hurricane-
prone regions and used water volume and level entering a protected area by 
levees and floodwall as an answer variable among other subsequently computed 
answer variables, such as potential life and property loss.

 2. Select the units of measurement for the answer variables, such as dollars per year 
or tons per year. Ayyub et al. (2009a, 2009b) used water volume, water elevation, 
monetary units, and life loss count as units of measurements in the risk model 
for the risk-based protection of hurricane-prone regions.

 3. Identify and select primary contributing variables to the answer variables. For exam-
ple, income and cost variables can be used with directed arrows feeding from them to 
the answer variables. For each variable, the units of measurement should be identified. 
Quantitative models are needed to express the dependencies among the variables.

 4. Define lower level variables that feed into previously defined variables and their 
units.

 5. Repeat step 4 until sufficient refinement is established for data collection or as 
defined by data availability.

These steps are presented in general terms to permit their use to solve diverse problems.
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FIGURE 3.6
Work breakdown structure of a dam.
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Example 3.4: Replacement of a Highway Bridge

Infrastructure rehabilitation involves decisions on replacement of major systems such as 
highway bridges. This bridge replacement need might result from structural (i.e., strength) 
or functional deficiencies. This decision situation requires the development of an economic 
model to assess the annual benefit to replace an existing bridge with a new one. Figure 3.7 
provides a contributing factor diagram for such a decision situation. The answer variable 
in this case was identified as the average annual benefit of replacing the bridge (expressed in 
dollars per year). This variable was placed in the middle of the figure as shown by the 
shaded, bolded shape and was used as the starting point to develop the contributing factor 
diagram. The determination of this quantity requires three primary computational tracks: 
(1) the annual benefit generated by extended bridge functionality beyond the age of the 
existing bridge due to the added life provided by the new bridge; (2) the annual benefit of 
reduced operation and maintenance costs; and (3) the annual benefit of reduced expected 
failure costs. The first track is shown in the top portion of the figure, and the annual benefit 
of reduced operation and maintenance costs is shown in the middle portion of the figure. 
The risk analysis is shown within a shaded box at the bottom of the figure. The arrows in 
the figure indicate the computational dependencies among the variables.

3.3.5 Decision Trees and Influence Diagrams

Decision trees and influence diagrams share common features and relationships. They are 
sometimes employed simultaneously for examining a decision situation. Decision trees 
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FIGURE 3.7
Contributing factors for risk-informed replacement of an existing bridge.
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use arrows to represent a decision scenario progression as a process covering variables 
of interest to represent choices available and potential outcomes. Influence diagrams use 
the arrows to express dependencies among variables that are enclosed in circles, ovals, or 
other shapes. The two representations of a particular decision situation should be equiva-
lent if the two approaches are properly implemented. The two methods are described in 
the subsequent sections.

3.3.5.1 Decision Trees

The elements of a decision model must be constructed in a systematic manner based on a 
decision-making goal or objectives for a decision-making process. One graphical tool for 
performing an organized decision analysis is a decision tree. A decision tree is constructed 
by showing the alternatives for decision making and associated uncertainties. The result 
of choosing one of the alternative paths in the decision tree is the potential consequences 
of the decision (Ayyub and McCuen 2011). The construction of a decision model requires 
definition of the following elements: objectives of the decision analysis, decision variables, 
decision outcomes, and associated probabilities and consequences. The decision analysis 
leads to identification of the scope of the decisions to be considered. The boundaries for 
the problem can be determined from first understanding the objectives of the decision-
making process and second using them to define the system.

3.3.5.2 Decision Variables

The decision variables are the feasible options or alternatives available to the decision 
maker at any stage of the decision-making process. The decision variables for the decision 
model need to be defined. Ranges of values that can be taken by the decision variables 
should be defined. Decision variables for inspecting mechanical or structural components 
in an industrial facility can include what components or equipment to inspect and when, 
which inspection methods to use, assessment of the significance of detected damage, and 
repair/replace decisions. Therefore, assigning a value to a decision variable means mak-
ing a decision at a specific point within the process. This point within the decision-making 
process is referred to as a decision node, which is identified in the model by a square as 
shown in Figure 3.8.

3.3.5.3 Decision Outcomes

The decision outcomes, with the associated occurrence probabilities, for the decision 
model must also be defined. The decision outcomes are events that can occur as a result of 
a decision. They are random in nature and their occurrence cannot be fully controlled by 
the decision maker. Decision outcomes can include the outcomes of an inspection (whether 
damage is detected) and the outcomes of a repair (whether a repair is satisfactory). The 
decision outcomes can occur after making a decision at points within the decision-making 
process called chance nodes. The chance nodes are identified in the model using circles, as 
shown in Figure 3.8.

3.3.5.4 Associated Probabilities and Consequences

The decision outcomes take values that can have associated probabilities and  consequences. 
The probabilities are necessary because of the random (chance) nature of these outcomes. 
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The consequences can include, for example, the cost of failure due to damage that was not 
detected by an inspection method.

3.3.5.5 Tree Construction

Decision trees are commonly used to structure and analytically examine the available 
information on a decision situation. Risk profiles could provide some of the necessary 
information. A decision tree includes the decision and chance nodes. The decision nodes, 
which are represented by squares in a decision tree, are followed by possible actions 
(or alternatives, Ai) that can be selected by a decision maker. The chance nodes, which are 
represented by circles in a decision tree, are followed by outcomes that can occur without 
the complete control of the decision maker. The outcomes have both probabilities (P) and 
consequences (C). Here, the consequence can be a cost. Each tree segment followed from 
the beginning (left end) of the tree to the end (right end) of the tree is called a branch. Each 
branch represents a possible scenario of decisions and possible outcomes, and the total 
expected consequence (cost) for each branch can be computed. Then, the most suitable 
decisions can be selected to obtain the minimum cost. In general, utility values can be 
used and maximized instead of cost values. Also, decisions can be based on risk profiles 
by considering both the total expected utility value and the standard deviation of the util-
ity value for each alternative. The standard deviation can be critical for decision making as 
it provides a measure of uncertainty for the utility values of the alternatives as discussed 
in Chapter 7. Influence diagrams can be constructed to model dependencies among deci-
sion variables, outcomes, and system states using the same symbols of Figure 3.8. In case 

Question

Symbol

Decision node: Indicates where a 
decision must be made

Definition

Question

Chance node: Represents a probabilistic 
or random variable

Deterministic node: Determined from the 
inputs from other nodes
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must be known prior to a decision)
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decision or uncertainty of the previous node

FIGURE 3.8
Symbols and their definitions for influence diagrams and decision trees.
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of influence diagrams, arrows are used to represent dependencies among linked items as 
described in the next section.

Example 3.5: Decision Analysis for Selecting an Inspection Strategy

The objective in this example is to examine inspection methods of welds for quality 
assurance using a decision tree. This example is for illustration purposes and is based on 
hypothetical probabilities, costs, and consequences. The first step of the decision analysis 
for an inspection method selection is to identify a system with a safety concern, using 
methods such as risk assessment techniques. After performing the risk assessment, 
available inspection alternatives can be examined to select an appropriate solution. For 
example, the welds of the hull plating of a ship could be selected as a hull subsystem 
requiring risk-based inspection. If the welds would fail due to poor weld quality, the 
adverse consequence could be very significant in terms of economic losses, environmen-
tal damages, and potential loss of human life, even vessel loss. An adequate inspection 
program is necessary to mitigate this risk and keep it at an acceptable level. Previous 
experiences and knowledge of the system can be used to identify candidate inspection 
methods. For the purpose of illustration, only four candidate inspection methods are 
considered in Figure 3.9: visual inspection, dye penetrant inspection, magnetic particle 
inspection, and ultrasonic testing.

The outcome of an inspection method is either detection or nondetection of a defect, 
as identified by an occurrence probability, P. These outcomes originate from a chance 
node. The costs or consequences of these outcomes are represented by C. The probabil-
ity and cost estimates are assumed for each inspection method based on its portion of 
the decision tree.

The computational treatment is limited to expected value computations for illustra-
tion purposes. The total expected cost for each branch in Figure 3.9 was computed by 
summing up the products of the pairs of cost and probability along the branch, and 
then the total expected cost for the inspection method was obtained by adding up the 
total expected costs of the branches on that portion of the decision tree. Assuming that 
the decision objective is to minimize the total expected cost, the “magnetic particle test” 
alternative should be selected as the optimal method. Although this is not the least 

Inspect
butt welds

A1: Visual inspection

A2: Dye penetrant test
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A3: Magnetic particle test

C(A1): $0.5/ft
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C(A3) + P(O5) C(O5) + P(O6) C(O6)
= $30.0/ft
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       = Decision node
       = Chance node
A   = Alternative
O   = Outcome
P( ) = Probability of ( )
C( ) = Cost of ( )

FIGURE 3.9
Decision tree for weld inspection methods.
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expensive testing method, its total branch cost is the least. This analysis does not 
consider the standard deviation of the total cost when making the appropriate selection. 
Risk profiles of the candidate inspection methods can be constructed as the cumulative 
distribution functions of the total costs for these methods. Risk dominance can then be 
identified and an appropriate selection can be made as will be discussed in Chapter 7.

Example 3.6: Decision Analysis for Selection of a Personal Flotation Device Type

Decision analysis may also be applied to engineered consumer products such as per-
sonal flotation devices (PFDs). One application is the assessment of alternative PFD 
designs based on their performances. For this example, the objective of the decision 
analysis is to select the best PFD type based on a combination of the probability of PFD 
effectiveness and reliability. Probability values have not been included, as this example 
is intended only to demonstrate a decision tree as shown in Figure 3.10. The decision 
criteria could vary based on the performance considerations or concerns of the decision 
maker. For this example, the alternative with the largest value of combined effectiveness 
and reliability would be the best alternative.

3.3.5.6 Influence Diagrams

An influence diagram is a graphical method that shows the dependence relationships 
among the decision elements of a system. Influence diagrams have objectives similar to 
those for contributing factor diagrams, but they have more detail. Influence diagrams 

Select PFD type

A1: Type 1
inherently buoyant

A2: Type 1
inflatable

A3: Other proposal

Effectiveness (E)

Reliability (R)

Overall probability of
combined effectiveness

and reliability

P(E)

P(E)

P(E)

P(E)

P(E)

P(E)

P(R)

P(R)

P(R)

P(R)

P(R)

P(R)

P(R)

P(R)

P(R)

Decision node
Chance node

P( ) = Probability
A = Alternative
E  = Effective
E  = Not effective

R  = Not reliable
R  = Reliable

P(R)

P(R)

P(R)

For A1: P(E) P(R)

For A2: P(E) P(R)

For A3: P(E) P(R)

FIGURE 3.10
Selecting a personal flotation device (PFD) based on effectiveness and reliability.
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provide compact representations of large decision problems by focusing on dependencies 
among various decision variables.

Influence diagrams consist of decision nodes, chance nodes, outcomes, and directed 
arrows indicating dependencies. These compact representations help facilitate the defini-
tion and scope of a decision prior to lengthy analysis. They are particularly useful for prob-
lems with a single decision variable and a significant number of uncertainties (ASME 1993). 
Symbols used for creating influence diagrams are shown in Figure 3.8. The first shape in the 
figure (rectangle) is used to identify a decision node that indicates where a decision must be 
made. A circular or elliptical shape is used to identify a chance node representing a proba-
bilistic random variable with uncertain outcomes. Double oval shapes are used to identify a 
deterministic node with a quantity in it that is determined from the inputs from other nodes. 
The pentagon shape is a value node, which is used to define consequences over the attributes 
that measure performance. The next two symbols (arrows or arcs) are used to represent 
influence or dependency among nodes. The last shape is used to indicate time sequencing 
(i.e., information that must be known prior to a decision).

Generally, the process begins with identifying the decision criteria and then further 
defining what influences the criteria. An example of an influence diagram for selecting 
weld inspection method is shown in Figure 3.11. An influence diagram showing the rela-
tionship of the factors influencing the selection of a PFD type is shown in Figure 3.12. The 
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FIGURE 3.11
Influence diagram for selecting a weld inspection method.
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example shown in Figure 3.13 is for a protection system of a hurricane-prone region as 
discussed by Ayyub et al. (2009a).

3.3.6 Bayesian Networks

Bayesian networks constitute a class of probabilistic models for modeling logic and 
dependency among variables representing a system. A Bayesian network consists of the 
following:

•	 Set of variables
•	 Graphical structure connecting the variables to represent their interdependencies
•	 Set of conditional distributions defining these interdependencies

A Bayesian network is commonly represented as a graph consisting of a set of nodes and 
arcs. The nodes represent the variables, and the arcs represent the conditional dependen-
cies in the model. The absence of an arc between two variables indicates conditional inde-
pendence, that is, the probability of one of the variables does not depend directly on the 
state of the other.

The construction of a Bayesian network should include all variables that are important 
in modeling the system. The causal relationships among the variables should be used to 
guide the connections (i.e., arcs) made in the graph. Prior knowledge should be  used 
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FIGURE 3.12
Influence diagram for selecting a personal flotation device (PFD) design.
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to  specify the conditional distributions. Such causal knowledge links variables in the 
model in such a way that arcs lead from causes to effects. The arcs are considered to be 
directed arcs (i.e., arcs with arrowheads showing causal directions).

3.3.6.1 Variables

A variable can be viewed as a mapping from the space of possible outcomes to discrete 
numerical values or continuous ranges of real values. Probability models can be used to 
assign likelihood values to these outcomes using probability mass functions or density 
functions, respectively. For example, in a medical experiment, men and women of differ-
ent ages are studied and the relevant variables would be the sex of the participant, the age 
of the participant, and the experimental result. The variable of sex has only two possible 
values: male or female. But the variable of age can take on many values.
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FIGURE 3.13
Influence diagram for a protection system of a hurricane-prone region.
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3.3.6.2 Relationships in a Bayesian Model

Bayesian models permit analysts to use commonsense and real-world knowledge to 
 eliminate needless complexity in the model of a system. For example, a model builder 
would be likely to know that the time of day would not normally directly influence an 
oil leak in a car. Any influence on the leak would be based on other, more direct factors, 
such as temperature and driving conditions. Meaningless relationships are not explicitly 
declared in a Bayesian model and are excluded. After establishing all the variables in a 
model, variables that cause changes in the system should deliberately be associated with 
those variables that they influence. Only these specified influences are considered in the 
analysis and are represented by conditioning arcs between nodes. Each arc should rep-
resent a causal relationship between a temporal antecedent (known as the parent) and its 
later outcome (known as the child). By focusing on significant dependencies, system com-
plexity is reduced in the model, and unnecessary joint probability distributions are not 
constructed because joint distributions for a real-world model are usually unknown and 
cannot be quantified.

3.3.6.3 Inference

Inference, also called model evaluation, is the process of updating probabilities of outcomes 
based on the relationships in the model and the evidence known about the situation at 
hand. Bayesian models apply evidence about recent events or observations to obtain out-
comes. The model is exercised by clamping a variable to a state that is consistent with an 
observation, and the mathematical mechanics are performed to update the probabilities 
of all the other variables that are connected with the variable representing the new evi-
dence. After an inference evaluation, the updated probabilities reflect the new levels of 
belief in (or probabilities of) all possible outcomes included in the model. These beliefs are 
mediated by the original assessment of belief performed by the analyst. The beliefs origi-
nally set in the model are known as prior probabilities, because they are entered before any 
evidence is known about the situation. The beliefs computed after evidence is entered are 
known as posterior probabilities, because they reflect the levels of belief computed in light 
of the new evidence. The computational algorithms follow Bayes’ theorem and Bayesian 
techniques.

3.3.6.4 Network Creation

A Bayesian network can be created according to the following steps:

 1. Create a set of variables representing the distinct key elements of the situation 
being modeled. Every variable in the real-world situation is represented by a 
Bayesian variable. Each such variable describes a set of states representing all pos-
sible distinct situations for the variable.

 2. For each such variable, define the set of outcomes or states that each can have. 
This set is composed of mutually exclusive and collectively exhaustive outcomes 
and must cover all possibilities for the variable such that no important distinc-
tions are shared between states. The causal relationships among the variables can 
be constructed by answering such questions as follows: (1) What other variables 
(if any) directly influence this variable? and (2) What other variables (if any) are 
directly influenced by this variable? In a standard Bayesian network, each variable 
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is represented by an ellipse or squares or any other shape, called a node. A node is, 
therefore, a Bayesian variable.

 3. Establish the causal dependency relationships among the variables. This step 
involves creating arcs leading from the parent variable to the child variable. Each 
causal influence relationship is described by an arc connecting the influencing 
variable to the influenced variable. The influence arc has a terminating arrowhead 
pointing to the influenced variable. An arc connects a parent (influencing) node 
with a child (influenced) node. A directed acyclic graph (DAG) is desirable, in 
which only one semipath (i.e., sequence of connected nodes, ignoring direction of 
the arcs) exists between any two nodes.

 4. Assess the prior probabilities by supplying the model with numeric probabilities 
for each variable in light of the number of parents the variable was given in step 3. 
Use conditional probabilities to represent dependencies, as shown in Figure 3.14. 
The figure also shows the effect of arc reversal on conditional probability repre-
sentations. The first case shows that X2 and X3 depend on X1. The joint probability 
of variables X2, X3, and X1 can be computed using conditional probabilities based 
on these dependencies as follows (see Figure 3.14):

 P X X X P X X P X X P X( , , ) ( | ) ( | ) ( )1 2 3 3 1 2 1 1=  (3.1)

  Case 2 displays different dependencies of X3 on X1 and X2, leading to the following 
expression for the joint probabilities (see Figure 3.14):

 P X X X P X X X P X P X( , , ) ( | , ) ( ) ( )1 2 3 3 1 2 2 1=  (3.2)

  The models for cases 3 and 4 (Figure 3.14) were constructed using the same approach. 
The reversal of an arc changes the dependencies and conditional probability struc-
ture, as illustrated in Figure 3.15. Bayesian tables and probability trees can be used 
to represent the dependencies among the variables. A Bayesian table is a tabulated 
representation of the dependencies, whereas a probability tree is a graphical repre-
sentation of multilevel dependencies using directed arrows similar to Figure 3.14. 
The examples at the end of this section illustrate the use of Bayesian tables and 
probability trees for this purpose.

X1 X2

X3

PP(X1, X2, X3) = P(X3|X1)P(X2|X1)P(X1) P(X1, X2, X3) = P(X3|X1, X2)P(X2)P(X1)

P(X1, X2, X3) = P(X2|X3, X1)P(X3|X1)P(X1)

P(X1, X2, X3) = P(X3, X2|X1)P(X1)

P(X1, X2, X3) = P(X3|X1)P(X1|X2)P(X2)

P(X1, X2, X3) = P(X3|X1)P(X1, X2)

X1 X2

X3
or

Case 1

X1 X2

X3

X1 X2

X3
or

Case 2

Case 3

Case 4

FIGURE 3.14
Conditional probabilities for representing directed arcs.
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 5. Bayesian methods, as described in Appendix A, can be used to update the prob-
abilities based on gaining new information, as demonstrated in subsequent 
examples. By fusing and propagating values of new evidence and beliefs through 
Bayesian networks, each proposition is eventually assigned a probability value 
in keep with the axioms of probability theory. The impact of each new piece of 
evidence is viewed as a perturbation that propagates through the network via the 
arcs that are message passing among connected variables.

Example 3.7: Bayesian Tables for Two Dependent Variables A and B

A simple computational example is used here to illustrate the use of Bayesian methods 
to update the probabilities for the case of two variables A and B for which a directed 
arrow runs from B to A, indicating that B affects A. The a priori probability of B is 0.0001. 
The conditional probability of A given B, denoted as P(A|B), is given by the following 
table based on previous experiences:

Conditional Probability of Events Related 
to Variable A Given the Following

Variable B Variable B

Variable A P(A|B) = 0.95 P(A|B) = 0.01

Variable A P(A|B) = 0.05 P(A|B) = 0.99

The P(B|A) is of interest and can be computed as follows:

 P B A
P A B P B

P A
( | )

( | ) ( )
( )

=  (3.3)

The term P(A) in Equation 3.3 can be computed using the theorem of total probability 
based on B and the complement of B as follows:

 P B A
P A B P B

P A B P B P A B P B
( | )

( | ) ( )
( | ) ( ) ( | ) ( )

=
+

 (3.4)

X1 X2

X3

P(X1, X2, X3) = P(X3|X1)P(X2|X1)P(X1)

P(X1, X2, X3) = P(X3|X1)P(X1|X2)P(X2)

P(X1, X2, X3) = P(X3|X1)P(X1, X2)

X1 X2

X3
or

Arc reversal leads to an equivalent
representation as follows:

FIGURE 3.15
Arc reversal and effects on conditional probabilities.
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Substituting the probabilities from the table above, the following conditional  probability 
can be computed:

 P B A( | )
( . )( . )

( . )( . ) ( . )( . )
=

+ −
=

0 95 0 0001
0 95 0 0001 0 01 1 0 0001

0.0094411  (3.5)

The computations of the probability of B for two cases, given an A occurrence and given 
an A occurrence, can be represented using Bayesian tables as follows based on the 
known prior probability of B:

Prior Probability 
of Variable B

Conditional 
Probabilities of 

Variables A and B
Joint Probabilities 

of Variables A and B
Posterior Probability of Variable B after 

Variable A Has occurred

Case 1: Occurrence of A
P(B) = 0.0001 P(A|B) = 0.95 P(B) P(A|B) = 0.000095 P(B|A) = P(B)P(A|B)/P(A) = 0.009412
P(B) = 0.9999 P(A|B) = 0.01 P(B) P(A|B) = 0.009999 P(B|A) = P(B) P(A|B)/P(A) = 0.990588
Total = 1.0000 P(A) = 0.010094 Total = P(B|A) + P(B|A) = 1.000000

Case 2: Occurrence of A

P(B) = 0.0001 P(A|B) = 0.05 P(B) P(A|B) = 0.000005 P(B|A) = P(B) P(A|B)/P(A) = 0.000005
P(B) = 0.9999 P(A|B) = 0.99 P(B) P(A|B) = 0.989901 P(B|A) = P(B) P(A|B)/P(A) = 0.999995

Total = 1.0000 P(A) = 0.989906 Total = P(B|A) + P(B|A) = 1.000000

The tables are structured in a manner to facilitate the evaluation of Bayes’ theorem 
starting with the prior probabilities and the dependence relationship defined. The joint 
probability can then be computed as the product of the prior and the respective con-
ditional probabilities, and summed up to obtain the probability of the event defining 
the respective case. The last two columns in each table show the computations of the 
posterior probabilities based on Bayes’ theorem. It can be noted that the total P(A) + P(A) 
in the two tables is 1.

Example 3.8: Probability Trees for Two Dependent Variables A and B

Probability trees can be used to express the relationships of dependency among ran-
dom variables. The Bayesian problem of Example 3.7 can be used to illustrate the use 
of probability trees; the probability tree for the two cases of Example 3.7 is shown in 
Figure 3.16.

Example 3.9: Bayesian Tables for Identifying Defective Electric Components

A batch of 1000 electric components was produced in a week at a factory; after exhaus-
tive, time-consuming tests, it was found that 30% of them are defective and 70% are 
nondefective. Unfortunately, all components are mixed together in a large container. 
Selecting at random a component from the container has a nondefective prior probabil-
ity of 0.7. The objective of the company is to screen all the components to identify the 
defective components. A quick test on each component can be used for this screening. 
This test has 0.8 detection probability for a nondefective component and a 0.9 detection 
probability for a defective component. The prior probabilities must be updated using 
the probabilities associated with this quick test.
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The Bayesian tables can be constructed based on the following definitions of variables:

Nondefective component = B.
Defective component = B.
Component passing the quick test = A.
Component not passing the quick test =  A.

The Bayesian tables can then be constructed for two cases as follows:

Prior Probability 
of Variable B

Conditional Probabilities 
of Variables A and B

Joint Probabilities of 
Variables A and B

Posterior Probability of Variable B 
after Variable A Has occurred

For the case of given the occurrence of A
P(B) = 0.7000 P(A|B) = 0.80 P(B)P(A|B) = 0.560000 P(B|A) = P(B)P(A|B)/P(A) = 0.949153
P(B) = 0.3000 P(A|B) = 0.10 P(B)P(A|B) = 0.030000 P(B|A) = P(B)P(A|B)/P(A) = 0.050847

Total = 1.0000 P(A) = 0.590000 Total = P(B|A) + P(B|A) = 1.000000

For the case of given the occurrence of A
P(B) = 0.7000 P(A|B) = 0.200 P(B) P(A|B) = 0.140000 P(B|A) = P(B)P(A|B)/P(A) = 0.341463

P(B) = 0.3000 P(A|B) = 0.900 P(B)P(A|B) = 0.270000 P(B|A) = P(B)P(A|B)/P(A) = 0.658537
Total = 1.0000 P(A) = 0.410000 Total = P(B|A) + P(B|A) = 1.000000
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FIGURE 3.16
Probability tree representation of a Bayesian model.
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It can be noted that total P(A) + P(A) = 1.
The decision situation of this example can be used to illustrate the use of probability 

trees, as shown in Figure 3.17, which also shows the conditional probabilities obtained 
from the information of the test. The posterior probabilities calculated using the 
Bayesian approach are shown at the right side of the tree. From the tree, the probability 
of a component failing the test can be computed. For example, the probability that a 
component is nondefective and fails the test can be computed as the joint probability by 
applying the multiplication rule as follows:

•	 P(nondefective and failing the test) = 0.7(0.2) = 0.14

The probability that a component is defective and fails the test is as follows:

•	 P(defective and failing the test) = 0.3(0.9) = 0.27

A component can, therefore, fail the test in two cases of being nondefective and being 
defective. The probability of failing the test can then be computed by adding the two 
joint probabilities as follows:

•	 P(failing the test) = 0.14 + 0.27 = 0.41

Hence, the probability of the component passing the test can be computed as the prob-
ability of the complementary event as follows:

•	 P(passing the test) = 0.56 + 0.03 = 0.59
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FIGURE 3.17
Probability tree representation of a defective electric component problem.
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The posterior probability can be determined by dividing the appropriate joint probability 
by the respective probability values. For example, to determine the posterior probabil-
ity that the component is nondefective, the joint probability that comes from the tree 
branch of a nondefective component of 0.14 can be used as follows:

•	 Posterior P(component nondefective) = 0.14/0.41 = 0.341

All other posterior probabilities on the tree are calculated similarly. The posterior prob-
abilities of nondefective and defective components must add up to 1: 0.341 + 0.659 = 1.

Example 3.10: Bayesian Network for Diagnostic Analysis

A Bayesian network can be used to represent a knowledge structure that models the rela-
tionships among possible medical difficulties, their causes and effects, patient informa-
tion, and diagnostic tests results. Figure 3.18a provides schematics of key dependencies. 
The figure shows three diagnostic tests of X-ray, tuberculosis skin test, and dyspnea, that 
is, shortness of breath. Tuberculosis results in positive X-ray and tuberculosis skin tests, 
whereas lung cancer results in positive X-ray and dyspnea. Bronchitis results in dyspnea. 
Tuberculosis vaccination results in positive tuberculosis skin test. Also, the figure shows 
the dependencies among the patient information and medical difficulties. The problem 
was simplified by eliminating the tuberculosis vaccination and exposure boxes and the 
tuberculosis skin test box as provided in Figure 3.18b. The simplified case of Figure 3.18b 
is used in the rest of the example.

The following table provides conditional probabilities that define arcs in Figure 3.18b:

Event Affected Causal Event(s) or Condition(s) Conditional Probability

Tuberculosis (T) With a visit to Asia (V) P(T|V) = 0.05
Tuberculosis (T) Without a visit to Asia (V) P(T|V) = 0.01
Lung cancer (C) Smoker (S) P(C|S) = 0.10
Lung cancer (C) Nonsmoker (S) P(C|S) = 0.01
Bronchitis (B) Smoker (S) P(B|S) = 0.60
Bronchitis (B) Nonsmoker (S) P(B|S) = 0.30
Positive X-ray (X) Tuberculosis or cancer (TC) P(X|TC) = 0.9891
Positive X-ray (X) No tuberculosis or cancer (TC) P(X|TC) = 0.04906
Dyspnea (D) B and TC P(D|B and TC) = 0.90
Dyspnea (D) B and TC P(D|B and TC) = 0.70
Dyspnea (D) B and TC P(D|B and TC) = 0.80
Dyspnea (D) B and TC P(D|B and TC) = 0.10

The probabilities of having dyspnea (D) are given by the following values:

Combination Cases of Tuberculosis 
or Cancer (TC) and Bronchitis (B)

Probabilities of Dyspnea (D) Cases

P(D) P(D)

(TC, B) 0.9 0.1
(TC, B) 0.7 0.3
(TC, B) 0.8 0.2
(TC, B) 0.1 0.9
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The true and false states in the first column of the above table are constructed from the 
following logic table:

Tuberculosis Lung Cancer Tuberculosis or Cancer Cases

Present Present TC
Present Absent TC
Absent Present TC
Absent Absent TC

We can now assign unconditional probabilities to the antecedent variables, that is, the 
variables that do not have any arcs coming to them. In this example, they are the visit 
to Asia (V) and smoking (S) variables as shown in Figure 3.19. Figure 3.19 is based on 
Figure 3.18b with an added intermediate event defining the union of tuberculosis (T) 
and cancer (C) to match the conditional probabilities available. The unconditional prob-
abilities assigned herein have no impact on the utility of the resulting model and can be 
based on statistical information or relative frequency of visiting Asia and smoking in 
the general population, respectively. Using the unconditional and conditional probabil-
ities provided so far, Figure 3.19 was populated with probabilities using computations 

Visit to
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Patient information

Smoking

X-ray result
Diagnostic tests

(a)

(b)

Dyspnea

Tuberculosis
Medical difficulties

BronchitisLung cancer

Tuberculosis
vaccination

Tuberculosis
exposure

Tuberculosis
skin test

Visit to
Asia

Smoking

Patient information

Medical difficulties

Diagnostic tests
DyspneaX-ray result

Tuberculosis Lung cancer Bronchitis

FIGURE 3.18
Bayesian networks for diagnostic analysis of medical tests. (a) Extended model; (b) simplified model.
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based on Bayesian methods and probability mathematics, as discussed in Appendix A. 
For example, P(T) can be computed as follows:

 
P T P T V P V P T V P V( ) ( | ) ( ) ( | ) ( )

( . )( . ) ( . )( . ) .

= +

= + =0 05 0 01 0 01 0 99 0 01044
 (3.6)

In Figure 3.19, the P(Absent) is computed as 1 − P(Present). All other values can be 
computed similarly, except for the case of the union of T C TC∪ =  that is computed as 
follows based on the assumption of independence for the variables T and C:

 
P T C P T P C P T P C( ) ( ) ( ) ( ) ( )

. . . ( . ) .

∪ = +

= + − =

−

0 0104 0 055 0 0104 0 055 0 0648828
 (3.7)

This probability can alternately be computed as follows to obtain the same result:

 
P T C P T P C( ) ( ) ( )

. ( . ) .

∪ = −

= − =

1

1 0 9896 0 9450 0 064828
 (3.8)
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FIGURE 3.19
Propagation of probabilities in percentages in a Bayesian network.
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For the case of P(D), the value is computed as follows based on the two arcs feeding into 
the dyspnea variable (D):

 
P D P D B TC P B TC P D B TC P B TC

P D B TC P B TC P

( ) ( | ) ( ) ( | ) ( )

( | ) ( ) (

= ∩ ∩ + ∩ ∩

+ ∩ ∩ + DD B TC P B TC| ) ( )∩ ∩
 (3.9)

Substituting the corresponding probabilities produces,

 

P D( ) . ( . )( . ) . ( . )( . )

. ( . )( .

= +

+

0 9 0 45 0 064828 0 7 0 55 0 064828

0 8 0 45 0 9335172 0 10 0 55 0 935172

0 0262553 0 0249587 0 3366619

) . ( . )( . )

. . .

+

= + + ++ =0 0514344 0 4393103. .

 (3.10)

A Bayesian table can be used instead to compute such probabilities, for example, the 
first directed arrow of Figure 3.19 from V to T can be evaluated as follows:

For the case of given the occurrence of V (occurrence of a visit)

Prior Probability 
of Variable V

Conditional 
Probabilities of 

Variables T and V
Joint Probabilities 

of Variables T and V
Posterior Probability of Variable V 

after Variable T Has occurred

P(V) = 0.0100 P(T|V) = 0.05 P(V)P(T|V) = 0.0005 P(V|T) = P(V)P(T|V)/P(T) = 0.04808
P(V) = 0.9900 P(T|V) = 0.01 P(V)P(T|V) = 0.0099 P(V|T) = P(V)P(T|V)/P(T) = 0.95192
Total = 1.0000 P(T) = 0.0104 Total = P(V|T) + P(V|T) = 1.00000

Probability trees can be used to express the relationships of dependency among random 
variables in this case and are shown in Figure 3.20. Similar treatments can be developed 
for all the relationships (i.e., directed arrows) of Figure 3.19.

An algorithm for propagating probabilities in the Bayesian network can be developed 
based on the above computational procedure and used to update the beliefs attached to 
each relevant node in the network. Such an implementation can be achieved in spread-
sheets. The computations of the probabilities presented in Figure 3.19 are summarized 
in Table 3.1.

The next step is to lock some of the variables. For example, interviewing a patient 
can produce the information for the box of visiting Asia to lock it with certainty as 
the patient has visited Asia [i.e., P(A) = 1], as shown in Table 3.2. Such a finding propa-
gates through the network, and the probability functions of several nodes are updated. 
Further updates can be made based on knowing whether a patient is a smoker and the 
results are summarized in Table 3.3.

Table 3.3 shows that the patient has a probability of 0.185367 for a positive X-ray test 
and a probability of 0.563500 for a positive dyspnea test. Let us carry this hypothetical 
example further and assume that an X-ray test was performed and was found negative, 
that is, normal. In this case, the variable (X) should be locked, and the probabilities 
require updating. The results for this case are shown in Table 3.4. The computations 
for this case are significantly different from the previous cases. We could assume that 
the case presented in Table 3.3 offers the prior probabilities as shown in the Bayesian 
Table 3.5a–c. These tables also show the computations for the following cases:

•	 Posterior probabilities of TC with X locked (Table 3.5a)
•	 Posterior probabilities of T with TC updated (Table 3.5b)
•	 Posterior probabilities of C with TC updated (Table 3.5c)
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Propagating further up the network, the probability of T based on TC can be computed 
as follows using results from Table 3.5a and 3.5b:

 P T P T TC P TC( ) ( | ) ( ) ( ). . .= = =0 3448 0 001938 0 0006682  (3.11)

Also, the probability of C based on TC can be computed as follows using the results 
from Table 3.5a–c:

 P C P C TC P TC( ) ( | ) ( ) ( ). . .= = =0 6897 0 001938 0 0013366  (3.12)
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FIGURE 3.20
Probability tree representation of a diagnostic analysis problem.

TABLE 3.1

Propagation of Probabilities for the Bayesian Network of Figure 3.19

Variable Source Probability Expression
Probability 

Value
Probability of 

the Complement

Asia visit (V) Input Not applicable 0.010000 0.990000
Smoking (S) Input Not applicable 0.500000 0.500000
Tuberculosis (T) Computed P(T|V)P(T) + P(T|V)P(V) 0.010400 0.989600
Cancer (C) Computed P(C|S)P(S) + P(C|S)P(S) 0.055000 0.945000
T or C (TC) Computed 1 − P(T)P(C) 0.064828 0.935172
Bronchitis (B) Computed P(B|S)P(S) + P(B|S)P(S) 0.450000 0.550000
X-ray (X) Computed P(X|TC)P(TC) + P(X|TC)P(TC) 0.110002 0.889998

Dyspnea (D) Computed P D B TC P B TC P D B TC P B TC

P D B TC P B TC P D B T

( | ) ( ) ( | ) ( )

( | ) ( ) ( |

∩ ∩ + ∩ ∩ +

∩ ∩ + ∩ CC P B TC) ( )∩

0.439311 0.560690
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TABLE 3.2

Propagation of Probabilities for the Bayesian Network of Figure 3.19 with V Locked

Variable Source Probability Expression
Probability 

Value
Probability of 

the Complement

Asia visit (V) Locked Not applicable 1.000000 0.000000
Smoking (S) Input Not applicable 0.500000 0.500000

Tuberculosis (T) Computed P(T|V)P(T) + P(T|V)P(V) 0.050000 0.950000

Cancer (C) Computed P(C|S)P(S) + P(C|S)P(S) 0.055000 0.945000

T or C (TC) Computed 1 − P(T)P(C) 0.102250 0.897750

Bronchitis (B) Computed P(B|S)P(S) + P(B|S)P(S) 0.450000 0.550000

X-ray (X) Computed P(X|TC)P(TC) + P(X|TC)P(TC) 0.145180 0.854820
Dyspnea (D) Computed P D B TC P B TC P D B TC P B TC

P D B TC P B TC P D B T

( | ) ( ) ( | ) ( )

( | ) ( ) ( |

∩ ∩ + ∩ ∩ +

∩ ∩ + ∩ CC P B TC) ( )∩

0.453344 0.546656

TABLE 3.3

Propagation of Probabilities for the Bayesian Network of Figure 3.19 with V and S Locked

Variable Source Probability Expression
Probability 

Value
Probability of 

the Complement

Asia visit (V) Locked Not applicable 1.000000 0.000000
Smoking (S) Locked Not applicable 1.000000 0.000000
Tuberculosis (T) Computed P(T|V)P(T) + P(T|V)P(V) 0.050000 0.950000
Cancer (C) Computed P(C|S)P(S) + P(C|S)P(S) 0.100000 0.900000
T or C (TC) Computed 1 − P(T)P(C) 0.145000 0.855000
Bronchitis (B) Computed P(B|S)P(S) + P(B|S)P(S) 0.600000 0.400000
X-ray (X) Computed P(X|TC)P(TC) + P(X|TC)P(TC) 0.185367 0.814633
Dyspnea (D) Computed P D B TC P B TC P D B TC P B TC

P D B TC P B TC P D B T

( | ) ( ) ( | ) ( )

( | ) ( ) ( |

∩ ∩ + ∩ ∩ +

∩ ∩ + ∩ CC P B TC) ( )∩

0.563500 0.436500

TABLE 3.4

Propagation of Probabilities for the Bayesian Network of Figure 3.19 with V, S, and X Locked

Variable Source Probability Expression
Probability 

Value
Probability of 

the Complement

Asia visit (V) Locked Not applicable 1.000000 0.000000
Smoking (S) Locked Not applicable 1.000000 0.000000
Tuberculosis (T) Computed See Table 3.5b 0.000668 0.999332
Cancer (C) Computed See Table 3.5c 0.001337 0.998663
T or C (TC) Computed See Table 3.5a 0.001938 0.998062
Bronchitis (B) Computed P(B|S)P(S) + P(B|S)P(S) 0.600000 0.400000
X-ray (X) Locked Not applicable 0.000000 1.000000
Dyspnea (D) Computed P D B TC P B TC P D B TC P B TC

P D B TC P B TC P D B T

( | ) ( ) ( | ) ( )

( | ) ( ) ( |

∩ ∩ + ∩ ∩ +

∩ ∩ + ∩ CC P B TC) ( )∩

0.520582 0.479418
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Similarly, the probabilities are propagated after locking D as shown in Table 3.6 
with the Bayesian table (Table 3.7). Propagating further up the network, the prob-
ability of T based on TC can be computed as follows using the results from Table 3.7a 
and 3.7b:

 P T P T TC P TC( ) ( | ) ( ) ( ). . .= = =0 3448 0 003053 0 0010526  (3.13a)

TABLE 3.5

Propagation of Probabilities for the Bayesian Network of Figure 3.19 with V, S, and X Locked

(a) Posterior Probabilities of TC with X Locked

Prior Probability for 
Variable (TC) Based on 
Table 3.3

Data on Conditional 
Probabilities of X

Joint Probabilities 
Relating to TC and X

Posterior Probabilities of TC 
with X  Locked

P(TC) = 0.1450 P(X|TC) = 0.01089 P(TC)P(X|TC) = 0.0016 P(TC|X) = 0.0019380

P(TC) = 0.8550 P(X|TC) = 0.95094 P(TC)P(X|TC) = 0.8131 P(TC|X) = 0.9988062
Totals = 1.0000 P(X) = 0.8146 P(TC|X) + P(TC|X) = 1.0000000

(b) Posterior Probabilities of T with TC Updated

Prior Probability for 
Variable (T) Based on 
Table 3.3

Conditional Probabilities 
of TC Based on Table 3.3

Joint Probabilities 
Relating to T and TC

Posterior Probabilities of T 
with TC Locked

P(T) = 0.0500 P(TC|T) = 1.0000 P(T) P(TC|T) = 0.0500 P(T) P(TC|T)/P(TC) = 0.3448
P(T) = 0.9500 P(TC|T) = P(C) = 0.1000 P(T)P(TC|T) = 0.0950 P(T)P(TC|T)/P(TC) = 0.6552

Totals = 1.0000 P(TC) = 0.1450 P(T|TC) + P(T|TC) = 1.0000

(c) Posterior Probabilities of C with TC Updated

Prior Probability for 
Variable (C) Based on 
Table 3.3

Conditional Probabilities 
of TC Based on Table 3.3

Joint Probabilities 
Relating to C and TC

Posterior Probabilities of C 
with TC Locked

P(C) = 0.1000 P(TC|C) = 1.0000 P(C)P(TC|C) = 0.1000 P(C)P(TC|C)/P(TC) = 0.6897
P(C) = 0.9000 P(TC|C) = P(T) = 0.0500 P(C)P(TC|C) = 0.0450 P(C)P(TC|C)/P(TC) = 0.3103

Totals = 1.0000 P(TC) = 0.1450 P(C|TC) + P(C|TC) = 1.0000

TABLE 3.6

Propagation of Probabilities for the Bayesian Network of Figure 3.19 with V, S, X, and D Locked

Variable Source Probability Expression Probability Value
Probability of 

the Complement

Asia visit (V) Locked Not applicable 1.000000 0.000000
Smoking (S) Locked Not applicable 1.000000 0.000000
Tuberculosis (T) Computed See Table 3.7b 0.001053 0.998947
Cancer (C) Computed See Table 3.7c 0.002106 0.997894
T or C (TC) Computed See Table 3.7a 0.003053 0.996947
Bronchitis (B) Computed See Table 3.7d 0.922269 0.077731
X-ray (X) Locked Not applicable 0.000000 1.000000
Dyspnea (D) Locked Not applicable 1.000000 0.000000
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Also, the probability of C based on TC can be computed as follows using the results 
from Table 3.7a–c:

 P C P C TC P TC( ) ( | ) ( ) ( ). . .= = =0 6897 0 003053 0 0021056  (3.13b)

The probability of (D|B) in Table 3.7d can be computed as follows using the results from 
Tables 3.1 through 3.4:

 
P D B P D B TC P TC P D B TC P TC( | ) ( | ) ( ) ( | ) ( )

. ( ) . (

= ∩ + ∩

= +0 90 0 80 10.001938 −− =0.001938) .0 8001938
 (3.14a)

TABLE 3.7

Bayesian Tables for Probability Propagation for the Bayesian Network of Figure 3.19 with V, S, X, 
and D Locked

(a) Posterior Probabilities of TC with D Locked

Prior Probability 
for Variable (TC) 
Based on Table 3.5 Conditional Probabilities of D

Joint Probabilities 
Relating to TC and D

Posterior Probabilities of 
TC with D Locked

P(TC) = 0.0019 P(D|TC) = P(DB|TC)P(DB) 
+ P(DB TC ) P(DB) = 0.8200

P(TC)P(D|TC) = 0.0016 P(TC|D) = 0.003053

P(TC) = 0.9981 P(D|TC)  = 0.6(0.8) + 0.4(0.1) 
= 0.5200

P(TC)P(D|TC) = 0.5190 P(TC|D) = 0.996974

Totals = 1.0000 P(D) = 0.5206 P(TC|D) + P(TC|D) = 1.000000

(b) Posterior Probabilities of T with TC Updated

Prior Probability 
for Variable (T) 
Based on Table 3.3

Conditional Probabilities 
of TC Based on Table 3.3

Joint Probabilities 
Relating to T and TC

Posterior Probabilities of 
T with TC Updated

P(T) = 0.0500 P(TC|T) = 1.0000 P(T)P(TC|T) = 0.0500 P(T)P(TC|T)/P(TC) = 0.3448
P(T) = 0.9500 P(TC|T) = P(C) = 0.1000 P(T)P(TC|T) = 0.0950 P(T)P(TC|T)/P(TC) = 0.6552

Totals = 1.0000 P(TC) = 0.1450 P(T|TC) + P(T|TC) = 1.0000

(c) Posterior Probabilities of C with TC Updated

Prior Probability 
for Variable (C) 
Based on Table 3.3

Conditional Probabilities 
of TC Based on Table 3.3

Joint Probabilities 
Relating to C and TC

Posterior Probabilities of 
C with TC Updated

P(C) = 0.1000 P(TC|C) = 1.0000 P(C)P(TC|C) = 0.1000 P(C)P(TC|C)/P(TC) = 0.6897
P(C) = 0.9000 P(TC|C) = P(T) = 0.0500 P(C)P(TC|C) = 0.0450 P(C)P(TC|C)/P(TC) = 0.3103

Totals = 1.0000 P(TC) = 0.1450 P(C|TC) + P(C|TC) = 1.0000

(d) Posterior Probabilities of B with TC Updated

Prior Probability 
for Variable (B) 
Based on Table 3.3

Conditional Probabilities 
of D Based on Table 3.3

Joint Probabilities 
Relating to B and D

Posterior Probabilities of 
B with TC Updated

P(B) = 0.6000 P(D|B) = 0.80019 P(B)P(D|B) = 0.48012 P(D)P(D|B)/P(D) = 0.9223
P(B) = 0.4000 P(D|B) = 0.10116 P(B)P(D|B) = 0.04047 P(B)P(D|B)/P(D) = 0.0777

Totals = 1.0000 P(D) = 0.52058 P(B|D) + P(B|D) = 1.0000

 



205System Definition and Structure

It should be noted that P D B TC P TC P D B TC( | ) . , ( ) . , ( | ) .∩ = = ∩ =0 90 0 001938 0 80and  
based on Tables 3.1 and 3.4. In this table, we are using values from the previous case as 
given in Table 3.4. Similarly, the probability of (D|B) in Table 3.7d can be computed as 
follows using the results from Tables 3.1 through 3.4:

 
P D B P D B TC P TC P D B TC P TC( | ) ( | ) ( ) ( | ) ( )

. ( ) . (

= ∩ + ∩

= +0 70 0 10 10.001938 −− =0.001938) .0 101163
 (3.14b)

It should be noted that P D B TC P TC P D B TC( | ) . , ( ) . , ( | ) .∩ = = ∩ =0 70 0 001938 0 10and  
based on Tables 3.1 and 3.4.

3.3.7 Process Modeling Methods

The definition of a system in this case can be viewed as a process that emphasizes an 
attribute of the system. The steps involved in this process form a spiral of system defini-
tions with a hierarchical structure and solutions of problems through decision analysis by 
learning, abstraction, modeling, and refinement. Example processes include engineering 
systems as products to meet user demands, engineering systems with life cycles, and engi-
neering systems defined by a technical maturity process. These three example processes 
are described in subsequent sections for demonstration purposes.

3.3.7.1 Systems Engineering Process

The systems engineering process focuses on the interaction between humans and their 
environment as shown in Figure 3.1. The steps involved in a systems engineering process 
can be viewed as constituting a spiral hierarchy. A systems engineering process has the 
following steps (Figure 3.21):

 1. Recognition of need or opportunity. The recognition of need or opportunity results 
from the interaction of humans with various environments, so this step can be con-
sidered as being not a part of the spiral but its first cause. The step can be viewed 
as an entrepreneurial activity, rather than an engineering task. The discovery of a 
need can be articulated in the form of a goal for a proposed system with a hierar-
chical breakdown into objectives. The delineation of the goals of the system should 
form the basis for and produce the requirements desired by  eventual users of the 
system. For a government, the goals should also include the long-term interests of 
the public.

 2. Identification and qualification of the goal, objectives, and functional and performance 
requirements. The goal or mission of the system must be stated and delineated. 
This statement should then be used to define a hierarchy of objectives that can be 
used to develop a list of performance requirements for the systems. These defini-
tions of the goal, objectives, and performance requirements can be used to com-
pare the cost-effectiveness of alternative system design concepts. The objectives 
and performance requirements should include relevant aspects of effectiveness, 
cost, schedule, and risk, and should be traceable to the goal. To facilitate trade-
off analyses, they should be stated in quantifiable and verifiable terms to some 
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meaningful extent. At each turn of a loop or spiral, the objectives and perfor-
mance requirements should be documented for tractability and tracing them to 
various system components. As the systems engineering process continues, the 
performance requirements should be translated into a functional hierarchy for the 
system, allocated to components of the system. The performance and functional 
requirements should be quantitatively described.

 3. Creation of alternative design concepts. Establishing a clear understanding of what the 
system should accomplish is a prerequisite to devising a variety of ways in which 
the goal, objectives, and requirements can be met. Sometimes, the alternatives 
can come about as a consequence of integrating the available component design 
options. Using a bottom-up alternative creation, various concept designs can be 
developed. It is essential to maintain objectivity in the process to not be drawn 
to a specific option that would limit or obscure the examination of other options. 
An analyst or designer must stay an outsider in order to maintain objectivity. This 
detachment would allow the analyst or designer to avoid premature focus on a 
single design and would permit the discovery of a truly superior design.

 4. Testing and validation. At this stage, some testing and validation of the concepts 
might be necessary in order to establish an understanding of the limitations, capa-
bilities, and characteristics of various concepts. The testing and validation can 
be experimentally, analytically, or numerically performed using laboratory tests, 
analytical models, or simulation, respectively. The insight gained from this step 
might be crucial for subsequent steps of this process.

 5. Performance of trade-off studies and selection of a design. Trade-off studies start by 
assessing how well each design concept meets the goals, objectives, and require-
ments of the system, including effectiveness, cost, schedule, and risk, both 
quantitatively and otherwise. This assessment can utilize the testing and valida-
tion results of the previous step. These studies can be performed using system 
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Test and
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designs

Design
loop
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Test and
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Feedback based 
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Feedback based 
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FIGURE 3.21
Systems engineering process.
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models that analytically relate various concept characteristics to performance and 
 functional requirements. An outcome of these studies can be determination of the 
bounds of the relative cost-effectiveness of the design concepts. Selection among 
the alternative design concepts must take into account subjective factors that are 
not quantifiable and were not incorporated in the studies. When possible, math-
ematical expressions, called objective functions, should be developed and used 
to express the values of combinations of possible outcomes as a single measure of 
cost-effectiveness. The outcome of this step identification of the best concept is to 
be advanced to next steps.

 6. Development of a detailed design. One of the first issues to be addressed is how the 
system should be subdivided into subsystems and components in order to repre-
sent accurately an engineering product of interest. The partitioning process stops 
when the subsystems or components are simple enough to be managed holisti-
cally. Also, the system might reside within a program that has well-established 
activities or groups. The program activities might drive the definitions of the sys-
tem hierarchy of subsystems and components. These program activities should be 
minimized in number and complexity, as they define various interfaces and could 
have a strong influence on the overall system cost and schedules. Partitioning is 
more of an art than a science; however, experiences from other related systems 
and judgment should be utilized. Interfaces can be simplified by grouping simi-
lar functions, designs, and technologies. The designs for the components and 
subsystems should be tested, verified, and validated. The components and sub-
systems should map conveniently onto an organizational structure, if applicable. 
Some of the functions that are needed throughout the system, such as electrical 
power availability, or throughout the organization, such as purchasing, can be 
centralized. Standardization of such things as part lists or reporting formats is 
often desirable. The accounting system should follow, not lead, the system archi-
tecture. Partitioning should be done essentially all at once, broadly covering the 
entire system. Similar to system design choices, alternative partitioning plans 
should be considered and compared before selecting the optimal plan and its 
implementation.

 7. Implementing the selected design decisions. The design spiral or loop of successive 
refinement should proceed until reaching diminishing returns. The next step is to 
reverse the partitioning process by unwinding the process. This unwinding phase 
is called system integration. Conceptual system integration takes place in all steps of 
the process, that is, when a concept has been selected, the approach is verified by 
unwinding the process to test whether the concept at each physical level meets the 
expectations and requirements. The physical integration phase is accomplished 
during fabrication or manufacturing of the system. The subsystem integration 
should be verified and validated to ensure that the subsystems conform to design 
requirements individually and at the interfaces, such as mechanical connections, 
power consumption, and data flow. System verification and validation consist of 
ensuring that interfaced subsystems achieve their intended results collectively as 
one system.

 8. Performance of missions. In this step, the physical system is called upon to meet the 
need for which it was designed and built. During this step, the system effective-
ness at the operational site should be validated. Also, the step includes mainte-
nance and logistics documentation, definition of sustaining engineering activities, 
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compilation of development and operations lessons-learned documents, and, with 
the help of specialty engineering disciplines, identification of improvement oppor-
tunities for quantifiable system objectives. Sometimes only bounds, rather than 
final values, are possible in this step. The spread between any upper and lower 
bound estimates of system attributes or performances can be reduced as a result 
of increasing the level of validation and testing, and continually improving and 
enhancing the design.

3.3.7.2 Life Cycle of Engineering Systems

Engineering products can be treated as systems that have a life cycle. A generic life cycle 
of a system begins with the initial identification of a need and extends through planning, 
research, design, production or construction, evaluation, consumer use, field support, and 
ultimately product phase out or disposal, as shown in Figure 3.22. A system life cycle is 
sometimes known as the consumer-to-consumer cycle, which has major activities applicable 
to each phase of the life cycle, as illustrated in Table 3.8. The steps illustrated show a logi-
cal flow and associated functions for each step or effort. Although the generic steps are 
the same, various systems might require different specific details in terms of what has to 
be done. A large system requiring new development, such as a satellite or major ground 
system, may evolve through all the steps, whereas a relatively small item, such as an ele-
ment of a space segment or the maintenance phase of a software contract, may not. In 
considering the life cycle of a system, each of the steps identified should be addressed even 
though all steps may not be applicable. The life cycle of a product is a general concept that 
needs to be tailored for each user or customer. The life cycle of systems according to the 
Department of Defense (DoD) and the National Aeronautics and Space Administration 
(NASA) is tied to the government procurement process as discussed in Example 3.11, but 
the general applicability of the concept of a system life cycle is independent of the user and 
the procurement process.

Example 3.11: Life Cycle of NASA Engineering Systems

The NASA uses the concept of life cycle for a program (program life cycle). The pro-
gram life cycle consists of distinct phases separated by control gates. The NASA uses 
its life cycle model not only to describe how a program evolves over time but also to 
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FIGURE 3.22
Life cycle of engineering systems.
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aid management in program control. The boundaries between phases are defined so 
that they precede decisions. Decisions to proceed may be qualified by liens that must be 
removed within a reasonable time. A program that fails to pass a control gate and has 
enough resources may be allowed to readdress the deficiencies or may be terminated. 
The governmental agency operates within a fiscal budget and annual funding that lead 
to implicit funding control gates at the beginning of fiscal years. While these gates place 
planning requirements on the project and can make significant replanning necessary, 
they are not part of an orderly systems engineering process; rather, they constitute one 
of the sources of uncertainty that affect project risks and should be included in project 
risk considerations. The NASA model can generally be defined to include the following 
phases that are provided under separate headings.

PRE-PHASE A—ADVANCED STUDIES

The objective of this phase is to produce a broad spectrum of ideas and alternatives for 
missions from which new projects or programs can be selected. Major activities and 
their products in this phase are intended to (1) identify missions consistent with the 
NASA charter, (2) identify and involve users, and (3) perform preliminary evaluations 
of possible missions. Typically, this phase consists of loosely structured examinations 
of new ideas, usually without central control and mostly oriented toward small studies. 
Also, program or project proposals are prepared which include mission justification 
and objectives, possible operations concepts, possible system architectures, and cost, 
schedule, and risk estimates. The phase also produces master plans for existing pro-
gram areas. The control gates for this phase are informal proposal reviews. Descriptions 

TABLE 3.8

System Life Cycle vs. Consumer-to-Consumer Cycle

Phases of System 
Life Cycle

Phases of Consumer-
to-Consumer Cycle Activities

Identification 
of need

Consumer “Wants or desires” for systems due to obvious deficiencies/
problems or made evident through basic research results

System planning 
function

Producer Marketing analysis; feasibility study; advanced system planning 
through system selection; specifications and plans; acquisition 
plan research, design, and production; evaluation plan; system 
use and logistic support plan; planning review; proposal

System research 
function

Basic research; applied research based on needs; research 
methods; results of research; evolution from basic research to 
system design and development

System design 
function

Design requirements; conceptual design; preliminary system 
design; detailed design; design support; engineering model or 
prototype development; transition from design to production

Production and/or 
construction 
function

Production and/or construction requirements; industrial 
engineering and operations analysis such as plant engineering, 
manufacturing engineering, methods engineering, and 
production control; quality control; production operations

System evaluation 
function

Consumer Evaluation requirements; categories of test and evaluation; test 
preparation phase including planning and resource 
requirements; formal test and evaluation; data collection, 
analysis, reporting, and corrective action; retesting

System use and 
logistic support 
function

System distribution and operational use; elements of logistics 
and life cycle maintenance support; system evaluation; 
modifications; product phase-out; material disposal, 
reclamation, and recycling
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of projects suggested generally include initial system design and operational concepts, 
preliminary project organization, schedule, testing and review structure, and docu-
mentation requirements. This phase is of an ongoing nature because technological 
progress makes possible missions that were previously impossible. Manned trips to 
the moon and the taking of high-resolution pictures of planets and other objects in the 
universe illustrate past responses to this kind of opportunity. New opportunities will 
continue to become available as our technological capabilities grow.

PHASE A—CoNCEPTUAL DESIGN STUDIES

The objective of this phase is to determine the feasibility and desirability of a suggested 
new major system in preparation for seeking funding. This phase includes major activi-
ties such as (1) preparation of mission needs statements, (2) development of preliminary 
system requirements, (3) identification of alternative operations and logistics concepts, 
(4) identification of project constraints and system boundaries, (5) consideration of alter-
native design concepts, and (6) demonstration of the credibility and the feasibility of 
designs. System validation plans are initiated in this phase. Also, systems engineer-
ing tools and models are acquired, environmental impact studies are initiated, and 
program implementation plans are prepared. The control gates are conceptual design 
review and pre-phase B nonadvocate review. This phase is frequently described as a 
structured version of the previous phase.

PHASE B—CoNCEPT DEFINITIoN

The objective of this phase is to define the project in enough detail to establish an 
initial baseline. This phase includes major such activities as: (1) reaffirmation of the 
mission needs statement, (2) preparation of a program initiation agreement, (3) prepa-
ration of a systems engineering management plan, (4) preparation of a risk manage-
ment plan, (5) initiation of configuration management, (6) development of a system-level 
cost- effectiveness model, (7) restatement of the mission needs as system requirements, 
(8) establishment of the initial requirement traceability matrix, (9) selection of a baseline 
system architecture at some level of resolution and concept of operation, (10) identifica-
tion of science payload, (11) definition of internal and external interface requirements, 
(12) definition of the work breakdown structure, (13) definition of verification approach 
and policies, (14) preparation of preliminary manufacturing plans, (15) identification 
of government resource requirements, (16) identification of ground test and facility 
requirements, (17) development of statement of work, (18) revision and publication of 
project implementation plans, and (19) initiation of advanced technology development 
programs. The control gates include project definition and cost review, program and 
project requirements review, and safety review. Trade-off studies in this phase should 
precede rather than follow system design decisions. A feasible system design can be 
defined as a design that can be implemented as designed, and can then accomplish 
the goal of the system within the constraints imposed by the fiscal and operating 
environment. To be credible, a design must not depend on the occurrence of unfore-
seen breakthroughs in the state of the art. While a credible design may assume likely 
improvements in the state of the art, it is nonetheless riskier than the one that does not.

PHASE C—DESIGN AND DEVELoPMENT

The objective of this phase is to design a system and its associated subsystems, 
including its operations systems, so that it will be able to meet its requirements. This 
phase has primary tasks and activities that include (1) addition of subsystem design 
specifications to the system architecture; (2) publication of subsystem requirements 
 documents; (3) preparation of subsystem verification plans; (4) preparation of interface 
 documents; (5) repetition of the process of successive refinement to get “design-to” and 
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“ build-to” specifications and drawings, verification plans, and interface documents 
at all  levels; (6) augmentation of documents to reflect the growing maturity of the 
system; (7)  monitoring of the project progress against project plans; (8) development 
of the system integration plan and the system operations plans; (9) documentation of 
trade-off studies performed; (10) development of the end-to-end information system 
design and the system deployment approach; (11) identification of opportunities for 
preplanned product improvement; and (12) confirmation of science payload selection. 
Control gates include system-level preliminary design reviews, subsystem (and lower 
level) preliminary design reviews, subsystem (and lower level) critical design reviews, 
and system-level critical design reviews. The purpose of this phase is to unfold system 
requirements into system and subsystem designs. Several popular approaches can be 
used in the unfolding process such as code-and-fix, the waterfall, requirements-driven 
design, and/or evolutionary development.

PHASE D—FABRICATIoN, INTEGRATIoN, TEST, AND CERTIFICATIoN

The purpose of this phase is to build the system designed in the previous phase. 
Activities include a fabrication system for hardware and coding of software, integra-
tion, verification and validation, and certified acceptance of the system.

PHASE E—PREoPERATIoNS

The purpose of this phase is to prepare the certified system for operations by perform-
ing activities that include initial training of operating personnel and finalization of the 
integrated logistics support plan. For flight projects, the focus of activities then shifts 
to prelaunch integration and launch, whereas for large flight projects, extended periods 
of orbit insertion, assembly, and shakedown operations are necessary. In some projects, 
these activities can be treated as minor items, allowing this phase to be combined with 
either its predecessor or its successor. The control gates are launch readiness reviews, 
operational readiness reviews, and safety reviews.

PHASE F—oPERATIoNS AND DISPoSAL

The objective of this phase is to actually meet the initially identified need and then to 
dispose of the system in a responsible manner. This phase includes major activities 
such as (1) training replacement operators, (2) conducting the mission, (3) maintaining 
the operating system, and (4) disposing of the system. The control gates are operational 
acceptance reviews, regular system operations reviews, and system upgrade reviews. 
This phase encompasses the problem of dealing with the system when it has completed 
its mission. The end of life depends on many factors. For example, the disposal of a 
flight system with short mission duration, such as a space lab payload, may require little 
more than deintegration of the hardware and return to its owner; the disposal of a large 
flight project with long duration may proceed according to long-established plans or 
may begin as a result of unplanned events, such as accidents. In addition to uncertainty 
as to when this part of the phase begins, the activities associated with safely deactivat-
ing and disposing of a system may be long and complex. As a result, the costs and risks 
associated with different designs should be considered during the planning process.

3.3.7.3 Technical Maturity Model

The technical maturity model is another view of the life cycle of a project. According to 
this model, the life cycle considers a program as an interaction between society and engi-
neering. The model concentrates on the engineering aspects of the program and not on 
the technology development through research. The program must come to fruition by 
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meeting both the needs of the customer and the technical requirements. Therefore, by 
keeping distinctions among technical requirements, needs, and technology development, 
the motivations, wants, and desires of the customer are differentiated from the technology 
issues during the course of the project.

3.3.7.4 Spiral Development Process

A product or a system can be developed using a spiral process as shown in Figure 3.23. 
Spiral development is used for designing marine, aerospace, and other advanced sys-
tems. Figure 3.23 shows phases similar to those included in previously presented process 
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modeling methods in this chapter, with an added spiral organization and risk review and 
analysis at various levels of development.

3.3.8 Black-Box Method

Historically, engineers have built analytical models to represent natural and human-made 
systems using empirical tools for observing system attributes of interest (system output 
variables) and trying to relate them to some other controllable or uncontrollable input vari-
ables. For example, a structural engineer might observe the deflection of a bridge as an 
output of an input such as a load at the middle of its span. Varying the intensity of the load 
changes the deflection. Empirical test methods would vary the load incrementally and the 
corresponding deflections are measured, thereby producing a relationship as follows:

 y f x= ( )  (3.15)

where:
x is an input variable
y is an output variable
f is a function that relates input to output

In general, a system might have several input variables that can be represented as a 
 vector X, and several output variables that can be represented by a vector Y. A schematic 
representation of this model is shown in Figure 3.24. According to this model, the system is 
viewed as a whole entity without any knowledge on how the input variables are processed 
within the system to produce the output variables. This black-box view of the system has the 
advantage of shielding an analyst from the physics governing the system and providing the 
analyst with an opportunity to focus on relating the output to the input within some range 
of interest for the underlying variables. The primary assumptions according to this model 
are (1) the existence of causal relationships between input and output variables as defined 
by the function f and (2) the effect of time (i.e., time lag or time prolongation within the sys-
tem), which are accounted for by methods of measurement of input and output variables.

For complex engineering systems or natural systems, the numbers of input and output 
variables might be large with varying levels of importance. In such cases, a systems engi-
neer would be faced with the challenge of identifying the most significant variables and 
how they should be measured. Establishing a short list of variables might be a most diffi-
cult task, especially for novel systems. Some knowledge of the physics of the system might 
help in this task of system identification. Then, the analyst needs to decide on the nature of 
the time relation between input and output by addressing the following questions:

•	 Is the output instantaneous as a result of the input?
•	 If the output lags behind the input, what is the lag time? Are the lag times for the 

input and output related (e.g., exhibiting nonlinear behavior)?

System fInput x Output y 

FIGURE 3.24
Black-box system model.
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•	 Does the function f depend on time, number of input applications, or magnitude 
of input?

•	 Does the input produce an output and linger within the system, affecting future 
outputs?

Answering these questions is important for the purposes of defining the model, its appli-
cability range, and validity.

Example 3.12: Probable Maximum Flood

The USACE classes dams according to both size and hazard, where hazard is defined 
in terms of loss of life and economic loss (Committee on Safety Criteria for Dams 1985). 
Small dams are 25–40 ft high, intermediate dams are 40–100 ft high, and large dams are 
over 100 ft high. Low-hazard dams are those for which failure of the dam would result in 
no loss of life and minimal economic loss. A significant hazard is one that would cause 
some loss of life and appreciable economic loss, and a high hazard would result in the 
loss of more than a few lives and excessive economic loss.

The USACE (1965) uses three methods of determining extreme floods, depending 
on the return period and the intended use. Frequency analyses are used when the 
project requires defining a storm event with a relatively common return period and are 
based on gauge records. This type of analyses is used for low-hazard dams, small to 
intermediate dams, or small dams with significant hazard classifications. A standard 
project flood (SPF) is used when some risk can be tolerated but where an unusually 
high degree of protection is justified because of risk to life and property (Ponce 1989). 
The SPF includes several combinations of meteorological and hydrological conditions 
but does not include extremely rare combinations. The SPF is typically used for dams 
that are classed as a significant hazard and are intermediate to large in size. For proj-
ects requiring a substantial reduction in risk, such as dams classed as high hazard, 
the probable maximum flood (PMF) is used. The PMF is the most severe and extreme 
combination of meteorological and hydrological events that could possibly occur in an 
area. Flood prediction can be based on black-box models as shown in Figure 3.25. For 
river systems, time can play a major role in the form of time lag, time prolongation, and 
system nonlinearity.

Frequency analyses of gauge data conducted by the USACE are based on recommenda-
tions in Bulletin 17B (US Interagency Advisory Committee on Water Data 1982). The SPF 
is developed from a standard project storm (SPS). The PMF is based on an index rainfall 
and a depth–area–duration relationship. A hydrograph is then developed based on this 
rainfall minus hydrologic extractions. For basins <1000 mi2 (2590 km2), the storms are 
usually based on localized thunderstorms; for basins >1000 mi2 (2590 km2), the storms 
are usually a combination of events. Due to these differences, the PMF for the smaller 
basins is based on a 6-hr or 12-hr time increment. For large basins, this procedure is 
considerably more complex. The SPF is developed very similarly to the PMF except that 
the index flood is decreased by ~50%.

System:
river catchment basin

Input x

Meteorological and
hydrological conditions

Flood runoff

Output y 

FIGURE 3.25
Black-box system model for flood prediction.
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The use of the PMF has often been questioned because rainfalls and floods of that 
magnitude have not been experienced in a lifetime. However, studies conducted by 
the USACE have shown that dozens of storms across the United States have exceeded 
one-half of the probable maximum precipitation (PMP) for those particular areas 
(Committee on the Safety of Existing Dams 1983; USACE 1965). Based on these data, 
the USACE assumes that the PMP is a reasonable basis from which to estimate 
the maximum likely hydrological event, although it continues to be debated by its 
engineers.

3.3.9 State-Based Method

A convenient modeling method of systems can be based on identifying state variables 
that would be monitored either continuously or at discrete times. The values of these state 
variables over time provide a description of the model required for the system. The state 
variables should be selected such that each one provides unique information. Redundant 
state variables are not desirable. The challenge faced by systems engineers is to identify 
the minimum number of state variables that would accurately represent the behavior of 
the system over time.

Although it is common that the components of a system are modeled to have one of 
two possible states—a functioning state or a failed state—in general, component mod-
els can have more than two states. Such models provide the tools necessary to model 
repairable systems. For example, a method used to develop reliability models is the 
state-space method for system reliability evaluation. A system according to this method 
is described by its states and the possible transitions between these states. The sys-
tem states and the possible transitions are illustrated by a state-space diagram, which 
is also known as a Markov diagram. The case of a two-component parallel system of 
Figure 3.26a has an illustrative diagram as shown in Figure 3.26b. The various states 
of the system can be defined as the combination of all possible states of the underly-
ing components, as summarized in Table 3.9. According to the state-space method, the 
components are not restricted to having only two possible states and may have a num-
ber of different states, such as functioning, derated, on standby, completely failed, and 
under maintenance. Various failure modes may also be defined as separate states. The 
transitions between the states are caused by various mechanisms and activities such 
as failures, repairs, replacements, and switching operations. Common cause failures 
may also be modeled by the state-space method. The number of system states, however, 

Component 1

Component 2
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1
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2

4

FIGURE 3.26
(a) Parallel system of two components; (b) state-space diagram for the parallel system.
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increases rapidly with the size and complexity of the system, making it suitable only 
for relatively small systems.

The methods described here require developing models that describe the transitions of 
state variables from some set of values to another set of values. It is common that these 
transitions are not predictable due to uncertainty and can only be characterized probabi-
listically. The state transition probabilities are of interest and can be empirically assessed 
and modeled as described in the subsequent examples. Also, Markov models are applied 
in Chapter 9 to illustrate the performance of risk-based maintenance planning for marine 
structure.

Example 3.13: Markov Modeling of a Three-State System

Consider a system that can exist only in three states: functioning state (S1), degraded 
state (S2), and failed state (S3). If we assume that the states have time-invariant transition 
probabilities among themselves as shown in Figure 3.27 and provided by the following 
transition probability matrix (P) from an originating state in row i to a destination state 
in column j:

 Originating state 

Destination state

S

S

i

j

0 80 0 10 0 10
0 30 0 2
. . .
. . 00 0 50

0 20 0 10 0 7
.

. . .

















 (3.16)

The probabilities in each row add up to one since they correspond to arrows originating 
from the same state. Defining P1, P2, and P3 as the fraction of the times, that is, probabilities, 
of finding the system in the respective states, the following state equations should be met:

 P P P P1 1 2 30 80 0 30 0 20= + +. . .  (3.17a)

 P P P P2 1 2 30 10 0 20 0 10= + +. . .  (3.17b)

 P P P P3 1 2 30 10 0 50 0 70= + +. . .  (3.17c)

TABLE 3.9

Definition of States of a System Based on the States of Its Components

System State According 
to Figure 3.26b

State of Component 1 
of Figure 3.26a

State of Component 2 
of Figure 3.26a

Description of the State 
of the System

1 Functioning Functioning System survival is based on 
both components functioning.

2 Failed Functioning System survival is based on one 
component functioning and 
one component failed.

3 Functioning Failed System survival is based on one 
component functioning and 
one component failed.

4 Failed Failed System failure is based on both 
components failed. 
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Moreover, the following requirement is necessary since the system can exist only in one 
of the three states:

 1 1 2 3= + +P P P  (3.17d)

Using any two state requirements from Equation 3.17a–c in Equation 3.17d, we can solve 
for the values of P1, P2, and P3 as 19/36, 4/36, and 13/36, respectively.

Example 3.14: Markov Modeling of a Single Repairable System

Repairable systems can be assumed for the purpose of demonstration to exist in either a 
normal (operating) or a failed state, as shown in Figure 3.28. A system in a normal state 
either stays in the normal state as governed by its reliability level (i.e., continues to be 
normal) or makes a transition to the failed state through a failure mode. Once it is in a 
failed state, the system either stays in the failed state as governed by its suitability to be 
repaired (i.e., it continues to be failed until repaired) or makes a transition to a normal 
state through repair (or replacement), and if repaired it is assumed to be restored to “as 
good as new.” Therefore, four parameters needed to characterize the situation as fol-
lows (see Figure 3.28):

•	 Fractional time spent in the normal state S1, interpreted as a probability and 
denoted P1

•	 Fractional time spent in the failed state S2, interpreted as a probability and 
denoted P2

•	 Average failure rate λ that is related to the mean time between failures (MTBFs) 
as λ = 1/MTBF

•	 Average repair rate μ that is related to the mean time to repair (MTTR) as 
μ = 1/MTTR

These parameters can be used to define the following state equations:

 λ µP P1 2 0− =  (3.18)

 P P1 2 1+ =  (3.19)
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FIGURE 3.27
Markov transition probabilities for a three-state system.
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Equation 3.18 states that on average we should have the same number of repairs as failures, 
whereas Equation 3.19 states that the system exists in one of two states. The transition rate 
matrix (R) from an originating state in row i to a destination state in column j is assumed 
as follows:

 Originating state 

Destination state

S

S

i

j

−
−











10 10
90 90

 (3.20)

In this case, the rows should add up to zero, and the negative rates are for mathematical 
convenience to express the rate deficiency from a rate of zero that corresponds to a system 
staying in this zero-rate state. Equations 3.18 and 3.19 can be rearranged by substitution to 
give an expression for system availability which is P1:

 P1 =
+
µ

µ λ
 (3.21)

The concept of availability as provided in Equation 3.21 is discussed in Chapter 4. In cases 
where the repair rate (μ) is significantly greater than the failure rate (λ):

 P1 =
µ
λ

 (3.22)

It should be noted that this result is the same as that of MTTR/MTBF.
The probabilities and rates in this case can be summarized as provided in Table 3.10. In 

this case, the MTBF = 1/10 = 0.10 year and the MTTR = 1/90 = 0.011 year. Such a model can 
be used to examine, for example, the reliability of electronic devices.

3.3.10 Component Integration Method

Systems can be viewed as assemblages of components. For example, in structural engineer-
ing, a roof truss can be viewed as a multiple-component system. The truss in Figure 3.29 
has 13 members. The principles of statics can be used to determine the member forces 
and reactions for a given set of joint loads. By knowing the internal forces and material 
properties, other system attributes, such as deformations, can be evaluated. In this case, 
the physical connectivity of the real components can be defined as the connectivity of the 

Failure with
rate λ

Failed
state S2

Normal
state S1

Repair with
rate μ

−μ

−λ

FIGURE 3.28
Markov transition diagram for a repairable system.
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components in the structural analysis model. However, if we were interested in the reli-
ability and/or redundancy of the truss, a more appropriate model would be as shown in 
Figure 3.30, called a reliability block diagram. The representation of the truss in Figure 3.30 
emphasizes the attributes of reliability or redundancy. According to this model, the fail-
ure of one component would result in the failure of the truss system. Ayyub and McCuen 
(2011), Ang and Tang (2007), and Kumamoto and Henley (1996) provide the details on reli-
ability modeling of systems.

3.4 Hierarchical Definitions of Systems

3.4.1 Introduction

Using one of the perspectives and models of Section 3.2 to define a system, information 
then needs to be gathered to develop an information-based system definition. The information 
can be structured in a hierarchical manner to facilitate its construction, completeness, and 
accuracy of representation, although the resulting hierarchy might not achieve all these 
requirements. The resulting information structure can be used to construct the knowledge 

TABLE 3.10

Daily Transition Probabilities

Parameter Notation Value Comments

Normal probability P1 0.90 P P1 2 1+ = , i.e., 0.90 + 0.10 = 1.0
Failed probability P2 0.10
Failure rate (1/year) λ 10 λ µP P1 2 0− = , i.e., 10(0.90) − 90(0.10) = 0
Repair rate (1/year) μ 90

1
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8 9

10

11
12

13

FIGURE 3.29
Truss structural system.

1 1332 12

13 components

FIGURE 3.30
Truss series system as a reliability block diagram.
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levels of the system for the purpose of analyzing and interpreting system behavior. Also, 
the resulting hierarchy can be used to develop a generalized system definition that can generi-
cally be used in representing other systems and problems.

A generalized system formulation allows researchers and engineers to develop a com-
plete and comprehensive understanding of human-made products, natural systems, 
processes, and services. In a system formulation, an image or a model of an object that 
emphasizes certain important and critical properties is defined. Systems are usually iden-
tified based on the level of knowledge and/or information that this level contains. Based 
on their knowledge levels, systems can be classified into five consecutive hierarchical 
levels. The higher levels include all the information and knowledge introduced in the 
lower ones, in addition to more specific information. System definition is usually the first 
step in an overall methodology formulated for achieving a set of objectives that define 
a goal. For example, in construction management, real-time control of construction or 
production activities can be one of these objectives; however, in order to develop a con-
trol system for a construction activity, this activity has to be suitably defined depending 
on its nature and methods of control. Hierarchical control systems were determined to be 
suitable for construction activities (Abraham et al. 1989). Thus, the hierarchical nature of 
a construction activity must be emphasized. The generalized system definition as dis-
cussed in this section can be used for this purpose. The hierarchical system classifica-
tion enables the decomposition of the overall construction activity into subsystems that 
represent the different processes involved in each activity. Then, each process can be 
decomposed into tasks that are involved in performing the process, and the breakdown 
required for a hierarchical control system is obtained. In this section, the basic concepts of 
system identification and definitions are introduced, together with some additional con-
cepts that could be used in modeling and solving problems in engineering and sciences. 
Construction activities are modeled and discussed using the methods presented in this 
section in a systems framework for the purpose of demonstration. The knowledge system 
is upgraded throughout the course of the coverage in this section from one system level 
to the next level in order to illustrate the use of the developed concepts for controlling the 
construction activities.

3.4.2 Knowledge and Information Hierarchy

The definition of a system is commonly considered as the first step in an overall meth-
odology formulated for achieving a set of objectives (Chestnut 1965; Hall 1962, 1989; Klir 
1969, 1985; Wilson 1984). A system can be defined in many ways, as discussed in Section 
3.2; however, here we use the common definition of a system as “an arrangement of ele-
ments with some important properties and interrelations among them.” In order to intro-
duce a comprehensive definition of a system, a more specific description is required based 
on several main knowledge levels (Klir 1969, 1985). Further classifications of systems are 
possible within each level using methodological distinctions based on, for example, their 
nature (i.e., natural or designed), human activity, or social and cultural factors (Wilson 
1984). Chestnut (1965) and Hall (1962, 1989) provided hierarchical formulations of systems 
based on the available information and the degree of detail. Klir (1969, 1985) introduced a 
set approach for the system definition problem that was criticized by Hall (1989) because 
of its inability to express the properties of the overall system, knowing the qualities of its 
elements. However, for construction activities, the set approach is suitable for represent-
ing the variables of the problem. The ability to infer information about the overall system, 
knowing the behavior of its components, can be dealt with using special techniques as 
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discussed by Klir (1985). Once a system is defined, the next step is to define its  environment 
(Chestnut 1965; Hall 1962, 1989; Klir 1969, 1985; Wilson 1984). The environment is defined 
as “everything within a particular universe that is not included in the system.” Hall 
(1989) introduced an interesting notion within systems thinking that allows a change in 
boundaries between a defined system and its environment. For the purposes of this sec-
tion, the formation and structuring of systems are based on the concepts and approaches 
introduced by Klir (1969, 1985). In the following sections, knowledge and an example con-
trol system are gradually built up in successive levels. Each knowledge level is described 
briefly.

3.4.2.1 Source Systems

At the first level of knowledge, which is usually referred to as level 0, the system is known 
as a source system. Source systems have three different components: object systems, spe-
cific image systems, and general image systems. The object system, a model of the original 
object, is composed of an object, attributes, and a backdrop. The object represents the spe-
cific problem under consideration. The attributes are the important and critical properties 
or variables selected for measurement or observation as a model of the original object. The 
backdrop is the domain or space within which the attributes are observed. The specific 
image system is developed based on the object. This image is built through observation 
channels that measure the attribute variation within the backdrop. The attributes when 
measured by these channels correspond to the variables in the specific image system. The 
attributes are measured within a support set that corresponds to the backdrop. The sup-
port can be time, space, or population. Combinations of two or more of these supports are 
also possible. Before upgrading the system to a higher knowledge level, the specific image 
system can be abstracted into a general format. For this purpose, a mapping function is 
utilized from different states of the variables to a general state set that is used for all the 
variables. Some methodological distinctions can be defined in this level. Ordering is one 
of the distinctions realized within state or support sets. Any set can be either ordered or 
not ordered, and those that are ordered may be partially ordered or linearly ordered. An 
ordered set has elements that can take, for example, real values or values on an interval or 
ratio scale. A partially ordered set has elements that take values on an ordinal scale. A non-
ordered set has components that take values on a nominal scale. Distance is another form 
of distinction, where the distance is a measure between pairs of elements of an underly-
ing set. It is obvious that if the set is not ordered, the concept of distance is not valid. 
Continuity is another form of distinction, where variables or support could be discrete 
or continuous. The classification of variables as input or output variables forms another 
distinction. Those systems that have classified input/output variables are referred to as 
directed systems; otherwise, they are referred to as neutral systems. The last distinctions that 
could be realized in this level are related to the observation channels, which could be clas-
sified as crisp or fuzzy.

3.4.2.2 Data Systems

The second level of a hierarchical system classification is the data system. The data system 
includes a source system together with actual data introduced in the form of states of vari-
ables for each attribute. The actual states of the variables at different support instances 
yield the overall states of the attributes. Special functions and techniques are used to infer 
information regarding an attribute, based on the states of the variables representing it.
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3.4.2.3 Generative Systems

At the generative knowledge level, support-independent relations are defined to describe 
the constraints among the variables. These relations could be utilized in generating states 
of the basic variables for a prescribed initial or boundary condition. The set of basic vari-
ables includes those defined by the source system and possibly some additional variables 
that are defined in terms of the basic variables. There are two main approaches for express-
ing these constraints. The first approach consists of a support-independent function that 
describes the behavior of the system. A function defined as such is known as a behavior function. 
The second approach consists of relating successive states of different variables. In other 
words, this function describes a relationship between the current overall state of the basic 
variables and the next overall state of the same variables. A function defined as such is 
known as a state-transition function. An example state-transition function is provided in 
Example 3.13 using Markov chains. A generative system defined by a behavior function is 
referred to as a behavior system; if it is defined by a state-transition function, it is known as 
a state-transition system. State-transition systems can always be converted into equivalent 
behavior systems that make the behavior systems more general.

Most engineering and scientific models—such as Newton’s basic law of force, computed 
as the product of mass of an object and its acceleration, or computed the stress in a rod 
under axial loading as the applied force divided by the cross-sectional area of the rod—
can be considered as generative systems that relate basic variables such as mass and accel-
eration to force or axial force and area to stress, respectively. In these examples, these 
models are behavior systems.

3.4.2.4 Structure Systems

Structure systems are sets of other systems or subsystems. The subsystems could be 
source, data, or generative systems. These subsystems may be coupled because they have 
common variables or due to interaction of some other forms.

3.4.2.5 Metasystems

Metasystems are introduced for the purpose of describing changes within a given support 
set. The metasystem consists of a set of systems defined at some lower knowledge level and 
some support-independent relations. Referred to as a replacement procedure, this relation 
defines the changes in the lower level systems. All the lower level systems should share 
the same source system. A metasystem can be viewed in relation to the structure system 
using two different approaches. The first approach is introduced by defining the system as 
a structure metasystem. The second approach consists of defining a metasystem of a struc-
ture system whose elements are behavior systems.

Example 3.15: System Definition of a Structure

A structure, such as a building, can be defined using a hierarchy of information levels to 
assess the structural adequacy resulting from loads applied to the structure. The system 
levels for this case are provided for demonstration purposes as follows:

•	 Goal: assess the structural adequacy of the building
•	 Source system objects: columns, beams, slabs, footings, dead load, live load, etc.
•	 Data system: dimensions, material properties, load intensities, etc.
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•	 Generative system: prediction models of stress, such as stiffness analysis, 
stress computation, ultimate strength assessment of components in flexure, 
shear, and buckling

•	 Structure system: performance functions, defined as strength of components 
minus their respective load effects and used to assess the reliability of each 
component

•	 Metasystem: overall structural adequacy assessment of the system based on its 
components using system reliability concepts

3.5 System Complexity

Our most troubling long-range problems, such as economic forecasting and trade balances, 
climate change, defense systems, and genetic modeling, center on systems of extraordi-
nary complexity. The systems that host the problems, such as computer networks, econom-
ics, ecologies, and immune systems, appear to be as diverse as the problems. Humans as 
complex, intelligent systems have the ability to anticipate the future and learn and adapt 
in ways that are not yet fully understood. Engineers and scientists, who study or design 
systems, have to deal with complexity, which is the interest in the field of complexity. 
Understanding and modeling system complexity can be viewed as a pretext for solv-
ing complex scientific and technological problems, such as finding a cure for acquired 
immunodeficiency syndrome (AIDS), solving long-term environmental issues, or using 
genetic engineering safely in agricultural products. The study of complexity has led to, for 
example, chaos and catastrophe theories. Even if complexity theories would not produce 
solutions to problems, they can still help us to understand complex systems and perhaps 
direct experimental studies. Theory and experiment go hand in hand, thereby providing 
opportunities to make major contributions.

The science of complexity was founded at the Santa Fe Institute by a group of physicists, 
economists, mathematicians, and computer scientists that included Nobel Laureates in 
physics and economics (Murray Gell-Mann and Kenneth Arrow, respectively). They noted 
that scientific modeling and discovery tend to emphasize linearity and reductionism, and 
consequently developed the science of complexity, which is based on assumed intercon-
nectivity, coevolution, chaos, structure, and order to model nature, human social behavior, 
life, and the universe in a unified manner (Waldrop 1992).

Complexity can be classified into two broad categories: (1) complexity with structure or 
(2) complexity without structure. The complexity with structure was termed organized com-
plexity by Weaver (1948). Organized complexity can be observed in a system that involves 
nonlinear differential equations with many interactions among a large number of com-
ponents and variables that define the system, such as in life, behavioral, social, and envi-
ronmental sciences. Such systems are usually nondeterministic in their nature. Problem 
solutions related to such models of organized complexity tend to converge to statistically 
meaningful averages (Klir and Wierman 1999). Advancements in computer technology 
and numerical methods have enhanced our ability to obtain such solutions effectively and 
inexpensively. As a result, engineers design complex systems, such as a space mission to 
a distant planet, in simulated environments and operations, and scientists can conduct 
numerical experiments involving, for example, nuclear blasts. In the area of simulation-
based design, engineers are using parallel computing and physics-based modeling to 
simulate fire propagation in engineering systems or the turbulent flow of a jet engine with 

 



224 Risk Analysis in Engineering and Economics

molecular motion and modeling. These computer and numerical advancements are not 
limitless, as the increasing computational requirements lead to what is termed transcom-
putational problems capped by Bremermann’s limit (Bremermann 1962). The nature of such 
transcomputational problems can be studied by the theory of computational complexity 
(Garey and Johnson 1979). Bremermann’s limit was estimated based on quantum theory 
using the following proposition (Bremermann 1962):

No data processing systems, whether artificial or living, can process more than 2 × 1047 
bits per second per gram of its mass.

Data processing here is defined as transmitting bits over one or several channels of a 
system. Klir and Folger (1988) provide additional information on the theoretical basis 
for this proposition. Consider a hypothetical computer that has the entire mass of the 
Earth (6 × 1027 g) and operates for a time period equal to the estimated age of the Earth 
(3.14  ×  1017  sec). This imaginary computer would be able to process 2.56  ×  1092 bits or, 
rounded to the nearest power of 10, 1093 bits, defining Bremermann’s limit. Many scientific 
and engineering problems defined with more details can exceed this limit. Klir and Folger 
(1988) provide the examples of pattern recognition and human vision that can easily reach 
transcomputational levels. In pattern recognition, consider a square q  ×  q spatial array 
defining n = q2 cells that partition the recognition space. Pattern recognition often involves 
color. Using k colors, for example, the number of possible color patterns within the space 
is kn. In order to stay within Bremermann’s limit, the following inequality must be met:

 kn ≤ 1093  (3.23)

Figure 3.31 shows a plot of this inequality for values of k = 2–10 colors. For example, using 
only two colors, a transcomputational state is reached at q ≥ 18 colors. These computa-
tions in pattern recognition can be directly related to human vision and the complexity 
associated with processing information by the retina of a human eye. According to Klir 
and Folger (1988), if we consider a retina of about 1 million cells, with each cell having 
only two states of active and inactive in recognizing an object, modeling the retina in its 
entirety would require the processing of the following bits of information, far beyond 
Bremermann’s limit:

 2 101 000 000 300, , =  (3.24)
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Bremermann’s limit for pattern recognition.
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Generally, an engineering system should be modeled with portions of its environment 
that interact significantly with it in order to assess some system attributes of interest. The 
level of interaction with the environment can only be subjectively assessed. The complex-
ity of the system model increases along with the size of the environment and level of detail, 
possibly in a manner that does not have a recognizable or observable structure. This com-
plexity without structure is difficult to model and deal with in engineering and sciences. 
By increasing the complexity of the system model, our ability to make relevant assessments 
regarding the attributes of the system can diminish, thus presenting a trade-off between 
relevance and precision in system modeling. Our goal should be to model a system with a 
level of detail sufficient to result in adequate precision that will lead to relevant decisions 
in order to meet the objectives of the system assessment.

Living systems show signs of these trade-offs between precision and relevance in 
order to deal with complexity. The survival instincts of living systems have evolved and 
manifest themselves as processes to cope with complexity and information overload. 
The ability of a living system to make relevant assessments diminishes with increases 
in information input, as discussed by Miller (1978). Living systems commonly need to 
process information in a continuous manner in order to survive. For example, a fish 
needs to process visual information constantly in order to avoid being eaten by another 
fish. When a school of larger fish rushes toward the fish, presenting it with multiple 
images of threats and dangers, the fish might not be able to process all of the informa-
tion and can become confused. By considering the information processing capabilities 
of living systems to be input–output black boxes, the input and output to such systems 
can be measured and plotted in order to examine such relationships and any nonlinear 
characteristics that they might exhibit. Miller (1978) described these relationships for liv-
ing systems using the following hypothesis, which was analytically modeled and experi-
mentally validated:

As the information input to a single channel of a living system—measured in bits per 
second—increases, the information output—measured similarly—increases almost 
identically at first but gradually falls behind as it approaches a certain output rate, the 
channel capacity, which cannot be exceeded. The output then levels off at that rate, and, 
finally, as the information input rate continues to go up, the output decreases gradually 
towards zero as breakdown or the confusion state occurs under overload.

This hypothesis was used to construct families of curves to represent the effects of infor-
mation input overload, as shown in Figure 3.32. Once the input overload is removed, 
most living systems recover instantly from the overload and the process is completely 
reversible; however, if the energy level of the input is much larger than the channel 
capacity, a living system might not fully recover from this input overload. Living sys-
tems also adjust the way they process information in order to deal with an informa-
tion input overload using one or more of the following processes to varying degrees, 
depending on the complexity of the living system: (1) omission, by failing to transmit 
information; (2) error, by transmitting information incorrectly; (3) queuing, by delaying 
transmission; (4) filtering, by giving priority in processing; (5) abstracting, by processing 
messages with less than complete details; (6) multiple channel processing, by simultane-
ously transmitting messages over several parallel channels; (7) escape, by acting to cut 
off information input; and (8) chunking, by grouping information in meaningful chunks. 
These actions can also be viewed as simplifying means to cope with complexity and/or 
an information input overload.
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3.6 Exercise Problems

Problem 3.1 Provide example performance and functional requirements for an office 
building. Develop portions of a work breakdown structure for an office building.

Problem 3.2 Provide example performance and functional requirements for a resi-
dential house. Develop portions of a work breakdown structure for a house.

Problem 3.3 Develop and discuss a systems engineering process for a low-income 
townhouse as an engineering product.

Problem 3.4 Construct a contributing factor diagram based on the influence diagram 
of a protection system of a hurricane-prone region provided in Figure 3.13. You 
may make any necessary assumptions.

Problem 3.5 Construct an influence diagram based on the contributing factor diagram 
for bridge replacement in Figure 3.7. You may make any necessary assumptions.

Problem 3.6 Develop and discuss the life cycle of a major highway bridge as an engi-
neering system.

Problem 3.7 Describe three engineering systems that can be modeled using the 
black-box method. What are the inputs and outputs for each system?

Problem 3.8 Describe three natural systems that can be modeled using the black-box 
method. What are the inputs and outputs for each system?

Problem 3.9 Describe three engineering systems that can be modeled using the state-
based method. What are the states for each system?

Problem 3.10 Describe three natural systems that can be modeled using the state-
based method. What are the states for each system?

Problem 3.11 A textile company is considering three options for managing its sales 
operation in the textile business:
D1: local or national production facilities
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Relationship of input and output information transmission rates for living systems.
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D2: international or foreign production facilities
D3: combination of local and internationally production facilities

 The cost of the decision depends on future demand on its textile products. The 
annual costs for each decision alternative for three levels of demand (in US$) are 
as follows:

Decision Alternative

Future Demand State

High (S1) Medium (S2) Low (S3)

D1 $500,000 $550,000 $450,000

D2 $450,000 $300,000 $800,000

D3 $350,000 $400,000 $650,000

 The company estimated the probability of S3 to be three times that of S2, and the 
probability of S1 to be equal to that of S2.

 1. Construct a decision tree for this decision situation showing the probability 
values and cost values in a graphical representation.

 2. What is the recommended strategy using the expected value approach?
Problem 3.12 A computer company is in the process of selecting the best loca-

tion for its headquarters in Cairo. After careful research and study, the company 
decision makers developed four decision alternatives based on four locations as 
follows:
D1: location A
D2: location B
D3: location C
D4: location D

 The success of an alternative depends on the economic and market situation. 
Three market states yield the following profits (in US$) to the company:

Strategy

Market State

Weak (S1) Average (S2) Strong (S3)

D1 $10,000 $15,000 $14,000
D2 $8,000 $18,000 $12,000
D3 $6,000 $16,000 $21,000
D4 $9,000 $16,000 $14,000

 The computer company estimated the probability of S1 to be the same as that of S3 
and to be twice that of S2.

 1. Construct a decision tree for this decision situation showing the probability 
values and profit values in a graphical representation.

 2. What is the recommended strategy using the expected value approach?
Problem 3.13 An organization is in the process of restructuring its management sys-

tems. The top managers asked the systems manager to help in choosing the best 
design for the new structure, which should improve the performance and increase 
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the success likelihood of the organization. After careful research and study, two 
systems designs were proposed as follows:
D1: flat organizational structure
D2: matrix organizational structure

 The success of the selection process depends on determining employee satisfac-
tion, which can be related to smoothness of work within the organization. The two 
possible satisfaction levels yield the following costs (in £) to the organization:

Strategy

Satisfaction Levels

High (S1) Low (S2)

D1 £25,000 £45,000
D2 £30,000 £30,000

 The organization assessed the probabilities of satisfaction and found the probabil-
ity of S1 to be 0.35.

 1. Construct a decision tree for this decision situation showing the probability 
values and costs values in a graphical representation.

 2. Why should the systems manager recommend using the expected value 
approach?

Problem 3.14 An engineer inspects a piece of equipment and estimates the probabil-
ity of the equipment running at peak efficiency to be 75%. He/she then receives a 
report that the operating temperature of the machine has exceeded an 80°C critical 
level. Past records of operating performance suggest that the probability of exceed-
ing the temperature of 80°C when the machine is working at peak efficiency is 
0.3. Also, the probability of the temperature being exceeded if the machine is not 
working at peak efficiency is 0.8.

 1. Revise the engineer’s initial probability estimate based on this additional 
information from past records.

 2. Draw a probability tree for this situation.
Problem 3.15 A company’s sales manager estimates that, for the coming year, the 

probability of having a high sales level is 0.2, the probability of having a medium 
sales level is 0.7, and the probability of having a low sales level is 0.1. The manager 
requested and received a sales forecast report from the company’s forecasting 
unit suggesting a high sales level next year. The track record of the forecasting 
unit of the company was used to assess the following probabilities: the prob-
ability of high sales forecast given that the market will generate high sales is 0.9; 
the probability of high sales forecast given that the market will generate medium 
sales is 0.6; and the probability of high sales forecast given that the market will 
generate low sales is 0.3. Revise the sales manager’s initial estimates of the prob-
ability of

 1. High sales
 2. Medium sales
 3. Low sales

 Draw a probability tree associated with this situation.

 



229System Definition and Structure

Problem 3.16 Use the following state-transition diagram to construct a transition rate 
matrix and solve for the fractions of times for the system being in the two states:

Failed
state S2

Normal
state S1

−μ

−λ

λ = 0.1

μ = 10

Problem 3.17 Use Table 3.9 to define two system states of S1 (both components func-
tioning properly) and S2 (one or more components not functioning properly) to 
construct a state-transition diagram, assuming that the failure rates (λ) for both 
components are the same and the repair rates (μ) for both components are also the 
same. Construct a rate transition matrix assuming λ = 10 and μ = 90. Compute the 
system availability based on the assumption that the system is available if one or 
more components are functioning properly.

Problem 3.18 Use Table 3.9 to define three system states of S1 (both components func-
tioning properly), S2 (one of the components functioning properly), and S3 (both 
components not functioning properly) to construct a state-transition diagram, 
assuming that the failure rates (λ) for both components are the same and the repair 
rates (μ) for both components are also the same. Construct a rate transition matrix 
assuming λ = 10 and μ = 90. Compute the system availability based on the assump-
tion that the system is available if one or more components are functioning properly.

Problem 3.19 Use the following state-transition diagram to construct a transition rate 
matrix and solve for the fractions of times for the system being in the four states:

λ = 0.1

μ = 10

μ μ

μ

−2λ

−2μ

S4S3

S1 S2

λ

λ

−μ − λ

−μ − λ
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Problem 3.20 Use the following state-transition diagram to construct a transition 
probability matrix and solve for the fractions of times for the system being in the 
four states:

0.10

0.2

0.10

0.10

1.00.300.50

0.20.70

0.3

0.5

S3 S2

S1

S4

Problem 3.21 Use the following state-transition diagram to construct a transition 
probability matrix and solve for the fractions of times for the system being in the 
four states:

0.10

0.30 0.50 0.30 1.0

0.3

0.2

0.40
0.10

0.2

0.10

0.5

S1

S4

S2S3

Problem 3.22 Reproduce the sequence of mathematical calculations of Example 3.10 
and construct a spreadsheet to perform the computations for all the cases.

Problem 3.23 Reevaluate Example 3.10 by locking the variables as follows for a 
patient: has not visited Asia, non-smoker, negative X-ray, and negative dyspnea. 
Compare the results of the example and discuss.
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Problem 3.24 Reevaluate Example 3.10 by locking the variables as follows for a 
patient: visited Asia, smoker, positive X-ray, and positive dyspnea. Compare the 
results of the example and discuss.

Problem 3.25 Reevaluate Example 3.10 using different probability values as follows:

Tuberculosis or Cancer Bronchitis

Probability of Dyspnea

Present Absent

True (TC)
True (TC)
False (TC)
False (TC)

Present (B)
Absent (B)
Present (B)
Absent (B)

0.95
0.80
0.90
0.05

0.05
0.20
0.10
0.95

Problem 3.26 Reevaluate Example 3.10 using different probability values as follows:

Tuberculosis or Cancer Bronchitis

Probability of Dyspnea

Present Absent

True (TC)
True (TC)
False (TC)
False (TC)

Present (B)
Absent (B)
Present (B)
Absent (B)

0.80
0.60
0.70
0.25

0.20
0.40
0.30
0.75

Problem 3.27 Build an information-based hierarchical system definition for an office 
building by defining the source system, data system, generative system, structure 
system, and metasystem.

Problem 3.28 Repeat Problem 3.15 for a highway bridge.
Problem 3.29 Repeat Problem 3.15 for a residential house.
Problem 3.30 Provide engineering examples of structured and unstructured 

complexity.
Problem 3.31 Provide science examples of structured and unstructured complexity.
Problem 3.32 Provide two cases of transcomputational problems. Explain why they 

are transcomputational in nature.
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4
Failure Probability Assessment

This chapter covers the methods for assessing the failure probability of components and 
 systems. The failure probability can be computed based on the survival events defined as the 
complements of the respective underlying failure events using survival probability computa-
tions or reliability analysis. Both analytical and empirical methods can be used for this purpose 
at the component level or the multicomponent discretized system level. This chapter discusses 
how to select an appropriate method, compute the probabilities of interest, and model 
time-variant reliability and correlations among basic random variables, and provides illus-
trative examples. It has a primary learning objective to develop basic skills for modeling the 
performance of components and systems as a basis to quantify nonperformance probabilities.
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4.1 Introduction

The reliability of an engineering system can be defined as its ability to fulfill its design 
purpose and as performance requirements, for some time period and under particular 
environmental conditions. The theory of probability provides the fundamental bases 
by which to quantify or measure this ability and for the development of reliability and 
hazard functions and computing failure or nonperformance probabilities. The reliability 
assessment methods can be based on analytical strength-and-load performance func-
tions, generally described as supply-and-demand performance functions or empirical 
life data, and can be used to compute the reliability for a given set of conditions that are 
either time invariant or time dependent. For qualitative and/or preliminary risk analysis, 
reliability data reported in the literature for similar systems can be used as discussed in 
Chapter 8.

The reliability of a component or system can be assessed by the probability of meeting 
satisfactory performance requirements according to some performance functions under 
specific service and extreme conditions within a stated time period. In estimating this 
probability, component and system uncertainties are modeled using random variables with 
mean values, variances, and probability distribution functions or using nonparametric 
methods.

The objective of this chapter is to introduce failure probability and reliability assess-
ment methods for components and systems that are based on either analytical models 
or empirical data with some discussion of Bayesian methods. These methods are needed 
to determine failure rates and hazard functions, which can be applied in decision and 
 problem-solving techniques, such as economic and trade-off studies. Also, such assess-
ments can be fed into the risk analysis and management process as the failure probabilities 
for defining and quantifying risks.
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4.2 Analytical Performance-Based Assessment Methods

Several methods are available for reliability and failure probability assessment purposes that 
are based on strength-and-load performance functions, such as moment methods including 
the first-order reliability moment (FORM) method, the first-order second moment (FOSM) 
method, the advanced second moment (ASM) method, and the computer-based Monte Carlo 
simulation (MCS) methods. In this section, the two types of probabilistic  methods for perfor-
mance-based assessment are described: (1) the moment methods and (2) the MCS methods 
using direct, conditional expectation (CE) and importance sampling (IS).

4.2.1 Performance Function and Integration

The reliability of an element of a system can be determined based on the performance 
function that can be expressed in terms of basic random variables (Xi) for relevant loads 
and structural strength. Mathematically, the performance function Z can be described as 
follows using consistent units:

 Z Z X X Xn= = −( , , , )1 2  supply demand  (4.1a)

or

 Z Z X X Xn= = −( , , , )1 2  structural strength load effect  (4.1b)

or

 Z Z X X X S Ln= = −( , , ,1 2  )  (4.1c)

where:
Z is called the performance function of interest
S is the strength or supply
L is the load or demand, as illustrated in Figure 4.1

Density function

Failure probability
(area for Z < 0)

Performance
function (Z)

Load effect (L)

Strength (S)

Random valueOrigin 0

FIGURE 4.1
Performance function for reliability assessment.
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The failure surface (or the limit state) of interest can be defined for the case of Z  =  0. 
Accordingly, when Z < 0, the element or component or system is in the failure state  according 
to the performance function, and when Z > 0, it is in the survival state. If the joint prob-
ability density function (PDF) for the basic random variables (Xi) is f x x xX X X nn1 2 1 2, , , ( , , , )



 , 
then the failure probability, Pf, of the element can be obtained by the integral:

 
P x x x x xX X nnf d d= � f xX n1, 1, d2 1 2 2, , ( , , )… … …∫∫  

(4.2)

where the integration is performed over the region in which Z < 0. In general, the joint PDF 
is not explicitly or fully known, and the integral is a formidable task. For practical purposes, 
alternate methods for evaluating Pf are necessary. Reliability is assessed as 1 minus the 
failure probability.

4.2.2 Moment Methods and Failure Probability

This section covers the moment methods for computing reliability according to a perfor-
mance function. The section starts with the fundamental case that provides the reliability in 
terms of a reliability index and a probability, and progressively introduces complexities to 
the performance function, distribution types and correlations, and the corresponding meth-
ods to deal with these complexities for computing the reliability index and the probability.

4.2.2.1 Reliability Index

Instead of using direct integration, as given by Equation 4.2, the performance function Z of 
Equation 4.1 can be expanded using a Taylor series about the mean value of the basic ran-
dom variables and then truncated at the linear terms (Ayyub and McCuen 2011). Therefore, 
the first-order approximate mean and variance of Z can be shown, respectively, as

 µ µ µ µZ X X XZ n≈ ( , , , )1 2   (4.3)

and
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where:
μ is the mean of a random variable
Cov(Xi, Xj) is the covariance of Xi and Xj

μZ is the mean of Z
σZ

2  is the variance of Z

The partial derivatives of ∂ ∂Z Xi/  are evaluated at the mean values of the basic random 
variables. For uncorrelated random variables, the variance expression can be simplified as
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A measure of reliability can be estimated by introducing the reliability index, β, which is 
based on the mean and standard deviation of Z as

 
β µ

σ
= Z

Z  
(4.5)

The reliability index according to Equation 4.5 is a measure of the mean margin of safety 
in units of σZ. If Z is assumed to be normally distributed, then it can be shown that the 
failure probability Pf is

 Pf = − β1 Φ( )  (4.6)

where Φ is the cumulative distribution function (CDF) of the standard normal variate 
as provided in Appendix A. The procedure of Equations 4.3 through 4.6 produces exact 
results when performance function Z is linear and normally distributed. For the perfor-
mance function of Equation 4.1c, the limit state of Z = 0 can be expressed as shown in 
Figure 4.2, and the reliability index for uncorrelated random variables is given by

 

β µ
σ

µ −µ

σ σ
= =
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Z
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(4.7a)

For the case of lognormally distributed S and L, the failure probability in terms of the reli-
ability index can be derived as
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(4.7b)

where:
δ is the coefficient of variation (COV) = σ/μ

Load (L)

Strength (S)

Failure region
L > S

Survival region
L < S

Limit state
L = S

FIGURE 4.2
Performance function for a linear, two-random variable case.

 



238 Risk Analysis in Engineering and Economics

The derivation of this case of lognormally distributed S and L is best achieved by defining 
Z as S/L and failure when Z ≤ 1.

4.2.2.2 Nonlinear Performance Functions and the Advanced Second Moment Method

For nonlinear performance functions, the Taylor series expansion of Z is linearized at 
some point on the failure surface referred to as the design point or checking point or the most 
likely failure point rather than at the mean which was the case for linear Z. Assuming that 
the basic random variables (Xi) are uncorrelated, the following transformation to reduced 
or normalized coordinates can be used:

 
Y Xi

i
i

X

X

i

=
− µ
σ  

(4.8)

If the Xi are correlated, they must be transformed to uncorrelated random variables, that 
is, an orthogonal coordinate system, as described in Section 4.2.2.4. It can be shown 
that the reliability index, β, is the shortest distance to the failure surface from the origin 
in the reduced Y-coordinate system, that is, the normalized coordinate system accord-
ing to Equation 4.8. The shortest distance is illustrated in Figure 4.3 using the perfor-
mance function of Equation 4.1c, which, in the reduced coordinates, becomes

 
Y S L

L
L

S
S

L
Y= σ

σ
+
µ − µ
σ  

(4.9)

where:
Y is the reduced coordinate of a random variable according to Equation 4.8

YL =
L − μL

σL

Normalized S coordinate YS =
S − μS

σS

 Limit state YL = YS +
μS − μL

σLσL

σS

Intercept =
μS − μL

σL

Normalized L
coordinate

Design or
failure point

β

Survival region
L < S

Failure region
L > S

FIGURE 4.3
Performance function for a linear, two-random variable case in normalized coordinates. L, load; S, strength.
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The shortest distance from the origin to the line of Equation 4.9 is shown in Figure 4.3. 
The point on the failure surface that corresponds to the shortest distance is the most likely 
failure point. The concept of the shortest distance applies also to a nonlinear performance 
function, as shown in Figure 4.4. Using the original X-coordinate system, the reliability 
index, β, and the design point ( , , , )* * *x x x1 2  n  can be determined by solving the following 
system of nonlinear equations iteratively for β called the ASM method:
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(4.10)

 xi X i Xi i
* = µ − α βσ  (4.11)

 Z( 0x x xn1 2
* * *, , , ) =  (4.12a)

or

 Z X X X X X n Xn n( , , , )µ α βσ µ α βσ µ − α βσ =1 1 1 2 22 0− −   (4.12b)

where αi is the directional cosine and 0 ≤ |αi| ≤ 1, and the partial directives are evaluated 
at the design point. Once β is obtained, Equation 4.6 can be used to evaluate Pf. The above 
formulation, however, is limited to normally distributed random variables. In reliability 
assessment, the directional cosines can be viewed as measures of the importance of the cor-
responding random variables in determining the reliability index β; the greater the value 
of |αi|, the greater the importance. Also, partial safety factors (γ) applied to respective mean 
values that are used in load and resistance factor design (LRFD) can be computed as follows:

 γ
µ

= x

X

*

 (4.13)

β
Shortest
distance

Failure
region

Design or
failure point

Origin

Survival
region

Limit state in
normalized
coordinates

Tangent

YL =
L − μL

σL

YS =
S − μS

σS

FIGURE 4.4
Performance function for a nonlinear, two-random variable case in normalized coordinates. L, load; S, strength.
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In general, partial safety factors take on values >1 for the load variables (in this case, 
they are called load amplification factors) and values <1 for strength variables (in this 
case, they are called strength reduction factors).

4.2.2.3 Equivalent Normal Distributions

If a random variable X is not normally distributed, the use of Equations 4.10 through 4.12 
requires transforming this variable to an equivalent normally distributed random vari-
able. The parameters of the equivalent normal distribution, µX

N
i and σX

N, can be estimated 
by imposing two conditions: the CDFs and PDFs of a non-normal random variable and its 
equivalent normal variable should be equal at the design point on the failure surface. The 
first condition can be expressed as
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(4.14a)

The second condition is
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(4.14b)

where:
Fi is the non-normal CDF
fi is the non-normal PDF
Φ is the CDF of standard normal variate
ϕ is the PDF of the standard normal variate

The standard deviation and mean of equivalent normal distributions can be shown, 
respectively:
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(4.15a)

and

 µ = − Φ [ ]σX
N

i i i X
N

i ix F x* *( )−1

 (4.15b)

Having determined σX
N

i and µX
N

i for each random variable, β can be solved using the same 
procedure of Equations 4.10 through 4.12. It should be noted that the values of σX

N
i and µX

N
i are 

computed at the failure point ( *xi ) using Equation 4.15a and 4.15b. In an iterative solution, as 
the failure point is updated in each iteration, these σX

N
i and µX

N
i values should be reevaluated.

For example, let us consider the case of the lognormal distribution where fi is provided 
by Equation A.65, and Fi can be evaluated as follows:
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where σYi and µYi are the parameters of the lognormal distribution that can be computed 
based on its mean and variance as provided by Equations A.66 and A.67, respectively. 
Substituting Equation 4.16 into Equation 4.15a and 4.15b produces the following respective 
equations noting that Φ−1 cancels Φ:
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and
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The expression of the standard normal density function (φ) is
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and
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(4.18c)

The ASM method is capable of dealing with nonlinear performance functions and non-
normal probability distributions; however, the accuracy of the solution and the conver-
gence of the procedure depend on the nonlinearity of the performance function in the 
vicinity of the design point and the origin. If there are several local minimum distances 
to the origin, the solution process may not converge onto the global minimum. The 
probability of failure is calculated from the reliability index β using Equation 4.6, which 
is based on normally distributed performance functions. Therefore, the resulting failure 
probability, Pf, based on the ASM, is approximate except for linear performance func-
tions because it does not account for any nonlinearity in the performance functions.

4.2.2.4 Correlated Random Variables

Reliability analysis of some components and systems require the use of correlated basic ran-
dom variables, such as angle of internal friction and cohesion for soil layers, when assessing 
the reliability of gravity structures. In this section, this correlation is assumed to be charac-
terized in terms of bivariate correlation, that is, between pairs of random variables. Also, 
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correlated random variables are assumed to be normally distributed because  non-normal 
and correlated random variables require additional information, such as their joint PDF or 
conditional distributions, for their unique and full definition. Such joint probability infor-
mation is usually unavailable and is difficult to obtain. A  correlated (and normal) pair 
of random variables X1 and X2 with a correlation coefficient ρ can be transformed into 
noncorrelated, that is, orthogonal, pair Y1 and Y2 by solving for two eigenvalues and the 
corresponding eigenvectors, as follows:
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where:
t = 0 5.

The resulting Y variables are not correlated with respective variances that are equal to the 
eigenvalues (λ) as follows:

 σ = λ = + ρY1
2

1 1  (4.20a)

 σ = λ = − ρY2
2 12  (4.20b)

For a correlated pair of random variables, Equations 4.10 and 4.11 have to be revised, 
respectively, to the following:
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(4.21b)

and

 x tX X Y Y1 1 21 1 1 2
* ( )= µ − σ β α λ α λ+  (4.22a)

 x tX X Y Y2 1 22 2 1 2
* ( )= µ − σ β α λ α λ−  (4.22b)

where the partial derivatives are evaluated at the design point.
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4.2.2.5 Numerical Algorithms

A numerical algorithm presented in this section for the ASM method can be used to assess 
the reliability of a component or a system according to a linear or nonlinear performance 
function that may include non-normal random variables. Also, correlated random vari-
ables can be handled using this algorithm. Moreover, the performance function can be a 
closed or nonclosed expression. For nonclosed forms of the performance functions, the 
implementation of this method requires the use of efficient and accurate numerical algo-
rithms in order to deal with these nonclosed forms. The ASM algorithm can be summa-
rized by the following steps using two cases:

Case (a): noncorrelated random variables
 1. Assign the mean value for each random variable as a starting design point value:

 ( , , , ) , , ,* * *x x xn X X X1 2 1 2

= ( )µ µ µ n

 2. Compute the standard deviation and mean of the equivalent normal distribu-
tion for each non-normal random variable using Equations 4.14 and 4.15.

 3. Compute the partial derivative ∂Z Xi/∂  of the performance function with 
respect to each random variable evaluated at the design point to use in 
Equation 4.10.

 4. Compute the directional cosine, αi, for each random variable, as given in 
Equation 4.10 at the design point.

 5. Compute the reliability index, β, by substituting Equation 4.11 into Equation 
4.12a and satisfying the limit state Z = 0 in Equation 4.12b using a numerical 
root-finding method such as the bisection method.

 6. Compute a new estimate of the design point by substituting the resulting reli-
ability index, β, obtained in step 5, into Equation 4.11.

 7. Repeat steps 2–6 until the reliability index, β, converges within an acceptable 
tolerance, say 1%–5%.

Case (b): correlated random variables
 1. Assign the mean value for each random variable as a starting design point value:

 ( , , , ) , , ,* * *x x xn X X X1 2 1 2

= ( )µ µ µ n

 2. Compute the standard deviation and mean of the equivalent normal distribu-
tion for each non-normal random variable using Equations 4.14 and 4.15.

 3. Compute the partial derivative ∂Z/∂Xi of the performance function with 
respect to each noncorrelated random variable evaluated at the design point to 
use in Equation 4.10.

 4. Compute the directional cosine, αi, for each noncorrelated random variable as 
given in Equation 4.10 at the design point. For correlated pairs of random vari-
ables, Equation 4.21a and 4.21b should be used instead of Equation 4.10.

 5. Compute the reliability index, β, by substituting Equations 4.11 (for noncorre-
lated random variables) and 4.22a and 4.22b (for correlated random variables) 
into Equation 4.12a and satisfying the limit state Z = 0 in Equation 4.12b using a 
numerical root-finding method such as the bisection method.
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 6. Compute a new estimate of the design point by substituting the resulting 
reliability index, β, obtained in step 5 into Equations 4.11 (for noncorrelated 
random variables) and 4.22a and 4.22b (for correlated random variables).

 7. Repeat steps 2–6 until the reliability index, β, converges within an acceptable 
tolerance, say 1%–5%.

Example 4.1:  Reliability Assessment Using a Nonlinear Performance Function

The strength–load performance function for a component is assumed to have the fol-
lowing form:

 Z = −X X X1 2 3

where the X1, X2, and X3 are basic random variables with the probabilistic characteris-
tics in the following table:

Random Variable Mean Value (μ)
Standard 

Deviation (σ) CoV

Distribution Type

Case (a) Case (b)

X1 1 0.25 0.25 Normal Lognormal
X2 5 0.25 0.05 Normal Lognormal
X3 4 0.80 0.20 Normal Lognormal

Using the first-order reliability analysis based on the first-order Taylor series, the fol-
lowing can be obtained from Equations 4.3 through 4.5:

 µ − =Z ≅ × − =1 5 4 5 2 3

 

σ ≅ + + −

+ +

Z 5 0 25 1 0 25 0 5 4 0 8

1 5625 0 0625 0 04

2 2 2 2 2 2( . ) ( . ) ( . / ) ( . )

. . .= = 11 2903.

 
β

µ
σ

=≅ =Z

Z

3
1 2903

2 325
.

.

These estimates are applicable to both cases (a) and (b). Using advanced second-moment 
reliability analysis, the following solutions can be developed for cases (a) and (b).

CASE (a)

Case (a): Iteration 1

Random Variable
Failure Point Set at the 

Mean Values
∂∂
∂∂

σσ
Z
X

Xi
i Directional Cosines (α)

X1 1.000E+00 1.250E+00 9.687E−01
X2 5.000E+00 2.500E−01 1.937E−01
X3 4.000E+00 −2.000E−01 −1.550E−01

The derivatives in the above table are evaluated at the failure point. The failure point 
in the first iteration is assumed to be the mean values of the random variables. The 
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reliability index can be determined by solving for the root according to Equation 4.12a 
for the limit state of this example as follows:

 
Z X X X X X X= µ − α βσ µ − α βσ µ α βσ =( )( )1 1 2 2 3 31 2 3 0− −

Therefore, solving for the root produces β = 2.37735 for this iteration that is used to 
update the failure point using Equation 4.11 as provided in the table below. Once the 
failure point is updated, the derivatives and directional cosines are updated, and a new 
root, that is, β, is determined.

Case (a): Iteration 2

Random Variable
Updated Failure Point 

per Equation 4.11
∂∂
∂∂

σσ
Z
Xi

Xi Directional Cosines (α)

X1 4.242E−01 1.221E+00 9.841E−01
X2 4.885E+00 1.061E−01 8.547E−02
X3 4.295E+00 −1.930E−01 −1.555E−01

Therefore, the second iteration produces β = 2.3628.

Case (a): Iteration 3

Random Variable
Updated Failure Point 

per Equation 4.11

∂∂
∂∂

σσ
Z
Xi

Xi
Directional Cosines (α)

X1 4.187E−01 1.237E+00 9.846E−01
X2 4.950E+00 1.047E−01 8.329E−02
X3 4.294E+00 −1.930E−01 −1.536E−01

The process is repeated again to produce a third estimate of β = 2.3628, which indicates 
that β has converged to 2.3628. The failure probability is 1 − Φ(β) = 0.009068. The partial 
safety factors can be computed using Equation 4.13 as follows:

Random Variable Updated Failure Point per Equation 4.13 Partial Safety Factors

X1 0.418378 0.418378
X2 4.950849 0.99017
X3 4.290389 1.072597

CASE (b)

The parameters of the lognormal distribution can be computed for the three random 
variables based on their respective means (μ) and deviations (σ) using Equations A.66 
and A.67 as follows:

 

σ +
σ
µ

Y
X

2 1=






















ln X
2

 and µ = µ σY ln( )X Y−
1
2

2

The results of these computations are summarized as follows:

Random Variable Distribution Type First Parameter (μY) Second Parameter (σY)

X1 Lognormal −0.03031231 0.24622068
X2 Lognormal 1.608189472 0.04996879
X3 Lognormal 1.366684005 0.20
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Case (b): Iteration 1

Random 
Variable

Failure Point Set at 
the Mean Values

Equivalent Normal

∂∂
∂∂

σσ
Z
Xi

X
N
i Directional Cosines (α)

Standard 
Deviation Mean Value

X1 1.000E+00 2.462E−01 9.697E−01 1.231E+00 9.681E−01
X2 5.000E+00 2.498E−01 4.994E+00 2.498E−01 1.965E−01
X3 4.000E+00 7.922E−01 3.922E+00 −1.980E−01 −1.557E−01

The derivatives in the above table are evaluated at the failure point. The failure point 
in the first iteration is assumed to be the mean values of the random variables. The reli-
ability index can be determined by solving for the root according to Equation 4.12b for 
the limit state of this example using the following equation:

 
Z = µ − α βσ µ α βσ − µ α βσ =( ) ( )X

N
X
N

X
N

X
N

X
N

X
N

1 1 2 2 3 31 2 3− − 0

Therefore, β = 2.30530 for this iteration that is used to update the failure point using 
Equation 4.11 as provided in the table below. Once the failure point is updated, the 
derivatives and directional cosines are updated, and a new root, that is, β, is determined.

Case (b): Iteration 2

Random 
Variable

Updated Failure Point 
per Equation (4.11)

Equivalent Normal

∂∂
∂∂

σσ
Z
Xi

X
N
i

Directional 
Cosines (α)

Standard 
Deviation Mean Value

X1 4.202E−01 1.035E−01 7.718E−01 5.050E−01 9.118E−01
X2 4.881E+00 2.439E−01 4.992E+00 1.025E−01 1.850E−01
X3 4.206E+00 8.330E−01 3.912E+00 −2.031E−01 −3.667E−01

Therefore, the second iteration produces β = 3.3224.

Case (b): Iteration 3

Random 
Variable

Updated Failure Point 
per Equation 4.11

Equivalent Normal

∂∂
∂∂

σσ
Z
Xi

X
N
i

Directional 
Cosines (α)

Standard 
Deviation Mean Value

X1 4.584E−01 1.129E−01 8.020E−01 5.465E−01 9.118E−01
X2 4.843E+00 2.420E−01 4.991E+00 1.109E−01 1.850E−01
X3 4.927E+00 9.758E−01 3.803E+00 −2.198E–01 −3.667E−01

The process is repeated again to produce a third estimate of β = 3.3126.

Case (b): Iteration 4

Random 
Variable

Updated Failure Point 
per Equation 4.11

Equivalent Normal

∂∂
∂∂

σσ
Z
Xi

X
N
i

Directional 
Cosines (α)

Standard 
Deviation Mean Value

X1 4.612E−01 1.136E−01 8.041E−01 5.499E−01 9.118E−01
X2 4.843E+00 2.420E−01 4.991E+00 1.116E−01 1.850E−01
X3 4.989E+00 9.880E−01 3.789E+00 −2.212E−01 −3.667E−01

The process is repeated again to produce a fourth estimate of β = 3.3125.
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Case (b): Iteration 5

Random 
Variable

Updated Failure Point 
per Equation 4.11

Equivalent Normal

∂∂
∂∂

σσ
Z
Xi

X
N
i

Directional 
Cosines (α)

Standard 
Deviation Mean Value

X2 4.843E+00 2.420E−01 4.991E+00 1.116E−01 1.850E−01
X1 4.612E−01 1.136E−01 8.041E−01 5.500E−01 9.118E−01
X3 4.989E+00 9.880E−01 3.789E+00 −2.212E−01 −3.667E−01

The process is repeated again to produce a fifth estimate of β = 3.3125, which indicates 
that β has converged to 3.3125. The failure probability is 1 − Φ(β) = 0.0004619. The partial 
safety factors can be computed using Equation 4.13 as follows:

Random Variable
Updated Failure Point 

per Equation 4.13 Partial Safety Factors

X1 0.461189 0.461189
X2 4.843135 0.968627
X3 4.988968 1.247242

It is evident from this example that selecting the distribution type can have a significant 
effect on the resulting failure probabilities.

4.2.3 Monte Carlo Simulation Methods

Monte Carlo Simulation (MCS) techniques are basically sampling processes that are used 
to estimate the failure probability of a component or system. The basic random variables 
in Equation 4.1 are randomly generated and substituted into Equation 4.1, and then the 
fraction of cases that resulted in failure are determined and used to estimate the failure 
probability. Three methods are described in this section: the direct MCS (DMCS), the CE 
method, and the IS variance reduction method.

4.2.3.1 Direct Monte Carlo Simulation Method

In the direct simulation method (also called simply MCS or brute force MCS), samples of 
the basic noncorrelated or correlated variables are randomly drawn according to their cor-
responding probabilistic characteristics and fed into the performance function Z as given 
by Equation 4.1. Assuming that Nf is the number of simulation cycles (called also trials, 
repeats, or iterations) for which Z < 0 in N simulation cycles, an estimate of the failure 
probability can be expressed as:

 P
N
N

f
f=  (4.23)

The estimated failure (or unsatisfactory performance) probability Pf should approach the 
true value when N approaches infinity. The variance of the estimated failure probability 
can be approximately computed using the variance expression for a binomial distribution 
as follows (see Appendix A):

 
 Var f

f f( )
( )

P
P P

N
≈

1 −
 

(4.24)
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Therefore, an estimate of the COV of the estimate failure probability is

 COV f
f

f f( )
( )

P
P

P P
N

≈
−1 1  (4.25)

These equations show that direct simulation can be computationally inefficient in some 
cases, especially for small failure probabilities, by observing that the smaller the failure 
probability, the greater the average number of cycles needed to result in a failure. In sub-
sequent sections, other methods are described for the purpose of increasing the efficiency 
of simulation methods.

4.2.3.2 Conditional Expectation Simulation Method

The Conditional Expectation (CE) simulation method can be used to estimate the failure 
probability according to the performance function Z as described in Equation 4.1. The CE 
method requires generating all the basic random variables in Equation 4.1 except a random 
variable with high variability (i.e., high COV or large standard deviation) or that offers com-
putational advantages, called a control variable, Xk. Sometimes the control variable is selected 
on the basis of being able to reduce the performance function to an analytically manageable 
form as required by the CE method. The CE is computed as the CDF of the control variable 
evaluated at the generated values of the remaining variables based on the condition Z < 0. 
The resulting CE is an estimate of the failure probability in each simulation cycle.

For the following fundamental performance function, two cases of control variables are 
examined concurrently:

 Z S= − L  (4.26)

For a randomly generated value of L or S, the failure probability for each cycle is given, 
respectively, for the two cases of control variables, by the following equation:

 P F li S if = ( )  (4.27)

or
 P Fi Lf = 1 − (si )  (4.28)

In Equations 4.27 and 4.28, S and L are the control variables, respectively. The failure prob-
ability, Pf, can be estimated by the following equation for either case:

 
P

P

N

i

i

N

f

f

= =
∑

1

 
(4.29)

where:
N is the number of simulation cycles

The accuracy of Equation 4.29 can be estimated by the variance and the COV as given by 
the following equations:

 
Var f

f f

( )

( )

( )
P

P P

N N

i

i

N

=

−

−

2

1

1
=
∑

 
(4.30)
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and

 COV( )
( )

P
P

P
f

f

f

Var=  (4.31)

For the general performance function of Equation 4.1, the conditional failure probability 
based on a control variable Xk is given by

 P P X z

F z

i i

k i

k k

X k

f = <( )

( )=

 
(4.32)

where FXk is the CDF of Xk and zki is the rearranged performance function of Equation 4.1 
such that the failure domain is redefined from Z < 0 to X Zk k<  and the generated values 
are substituted in Zk.

According to the generalized CE (GCE), this CE concept can be extended by having more 
than one carefully selected control variables in order to produce a simpler expression of 
the performance function by treating the remaining, randomly generated variables as con-
stants in the simulation cycles. For example, the failure probability based on a nonlinear 
performance function, such as

 Z = −X X X X1 2 3 4  (4.33)

with four normally distributed uncorrelated random variables, can be assessed by ran-
domly generating X2 and X3, and computing the conditional probability based on the fun-
damental concept covered in Equations 4.5, 4.6, and 4.7a as follows:

 

P

x x

x x

i

i i

i i

i

X X

X X

f = − β

µ µ

σ − σ

1

1 2 4

2
2 2

4
2 2

1 3

1 3

Φ

Φ

( )

( ) ( )
= −

−











 

(4.34)

where a lower case x is a generated value of the corresponding random variable X that is 
treated in the computations as a constant, a real value.

4.2.3.3 Importance Sampling

The probability of failure of a structure according to the performance function of 
Equation 4.1 is provided by the integral of Equation 4.2. In evaluating this integral with 
direct simulation, the efficiency of the simulation process depends on the magnitude of the 
probability of unsatisfactory performance (i.e., the location of the most likely failure point 
or design point). The larger the margin of safety (Z) and the smaller its variance, the larger 
the simulation effort required to obtain sufficient simulation runs with unsatisfactory per-
formances; in other words, smaller failure probabilities require larger numbers of simula-
tion cycles. This deficiency can be addressed by using IS. In this method, the basic random 
variables are generated according to some carefully selected probability distributions [the 
importance density function, hX(x)] with mean values that are closer to the design point than 
their original (actual) probability distributions. It should be noted that the design point is 
not known in advance. The analyst can only guess such that simulation runs with failures 
are obtained more frequently and the simulation efficiency is increased. To compensate 
for the change in the probability distributions to hX(x), the results of the simulation cycles 
should be corrected. The fundamental equation for this method is given by
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(4.35)

where:
N is the number of simulation cycles
fX (x1i, x2i, . . . , xni) is the original joint density function of the basic random variables 

 evaluated at the ith generated values of the basic random variables
hX  (x1i, x2i, . . . , xni) is the selected joint density function of the basic random variables 

 evaluated at the ith generated value of the basic random variables
If is the performance indicator function that takes values of either 0 for failure and 1 for 

survival

For noncorrelated basic random variables, the joint density function fX(x1i, x2i,  . . . , xni) can be 
replaced by the product of the density functions of the individual random variables. Similarly, 
the joint density function hX(x1i, x2i, . . . , xni) can be replaced by the product of the correspond-
ing importance density functions. In Equation 4.35, hX(x) is the sampling (or  weighting) 
density function or the importance function. Efficiency (and thus the required number of 
simulation cycles) depends on the choice of this sampling density function. The COV of the 
estimate failure probability can be based on the variance of a sample mean as follows:

 
COV
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(4.36)

4.2.3.4 Correlated Random Variables

In this section, correlation between pairs of random variables is treated for simulation 
 purposes. Correlated random variables are assumed to be normally distributed, as non- 
normal and correlated random variables require additional information such as marginal 
probability distribution for their unique and full definition. Such information is commonly 
not available and is difficult to obtain. A correlated (and normal) pair of random variables 
X1 and X2 with a correlation coefficient ρ can be transformed using linear regression as 
follows:

 X2 0 1 1= + + εb b X  (4.37)

where:
b0 is the intercept of a regression line between X1 and X2

b1 is the slope of the regression line
ε is the random (standard) error with a mean of zero and a standard deviation as given 

in Equation 4.38c

These regression model parameters can be determined in terms of the probabilistic char-
acteristics of X1 and X2 as follows:

 
b1

2

1

= ρσ
σ

X

X  
(4.38a)

 b bX X0 = µ − µ2 11  (4.38b)

 σ σ − ρε = X2 1 2  (4.38c)
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The simulation procedure for a correlated pair of random variables (X1 and X2) can then be 
summarized as follows:

 1. Compute the intercept (b0) of a regression line between X1 and X2, the slope of the 
regression line (b1), and the standard deviation of the random (standard) error (ε) 
using Equation 4.38a–c.

 2. Generate a random (standard) error using a zero mean and a standard deviation 
as given by Equation 4.38c.

 3. Generate a random value for X1 using its probabilistic characteristics (i.e., mean 
and variance).

 4. Compute the corresponding value of X2 as follows (based on Equation 4.37):

 x2 0 1 1= + + εb b x  (4.39)

where:
b0 and b1 are computed in step 1
ε is the generated random (standard) error from step 2
x1 is the generated value from step 3

 5. Use the resulting random (but correlated) values of x1 and x2 in the simulation-
based reliability assessment methods.

The above procedure is applicable for both the direct simulation method and the IS method. 
In the case of IS, correlated random variables should not be selected for defining the sampling 
(or importance) density function (hX) in order to keep the method valid in its present form.

Example 4.2:  Simulation-based Reliability Assessment Using 
a Nonlinear Performance Function

This example uses the same performance function of Example 4.1 and demonstrates the 
application of simulation methods for case (a) of the example that deals with normally 
distributed random variables. Table 4.1 show 30 simulation cycles of random numbers 
(u) in three columns followed by generated random variables (x) in three columns com-
puted as x = uσ + μ for each cycle and each random variable.

The DMC results are shown in two columns of a performance function evaluation 
(z) and a binary value of a failure indicator (If) function that takes a value of either 
0 in case of failure (z < 0) or 1 in case of survival (z ≥ 0). In the 30 simulation cycles, no 
failure was observed, that is, the failure probability estimate in this DMC case is 0.

The IS method was implemented by using an importance function (h) based on chang-
ing the mean value of X3 to 6 and retaining the same standard deviation and distribution 
type for it. The generated values of x3 were updated as shown in Table 4.1 using the 
same random numbers of u3. The performance value (z) was reevaluated as shown in 
the IS columns. For all failure cases, that is, z < 0, I f x h xi i iX Xf [ ( ) ( )]3 33 3/  was computed per 
Equation 4.35 at the respectively generated x3 value. The table shows only one cycle with 
z < 0 at i = 30 where Ifi = 1, f xX i3 3( ) = 0.006475806 and h xX i3 3( ) = 0.45116395 producing 
I f x h xi i iX Xf [ ( ) ( )]3 33 3/  = 0.014354.

As for the CE method, three cases were examined using one at a time the three ran-
dom variables X1, X2, and X3 as control variables, and computing the respective prob-
abilities in each cycle as follows:

•	 P x xfi i iFX= 1 3( )/ 2  for X1 as a control variable
•	 Pfi i iF x xX= 2 3 1( / )  for X2 as a control variable
•	 Pfi i iF x xX= −1 3 1 2

2( )  for X3 as a control variable
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In this case, each simulation cycle produces a failure probability and an estimate of the 
failure probability can be obtained per Equation 4.29.

Figure 4.5 compares the estimates of the DMC and IS as the number of simulation 
cycles is incrementally increased to 2000 cycles. The DMC shows the first failure at 
i = 166. The failure probability was estimated in Example 4.1 case (a) to be 0.009068 
that can be assumed to be close to the true value. We can observe that the DMC con-
verges at about 1250 cycles, whereas the IS requires more than 2000 cycles. The IS 
was explored further by changing the assumed mean value of X3 in the importance 
function as shown in Figure 4.6 in terms of a ratio of the estimated failure probability 
and the true value of 0.009068. The results in Figure 4.6 are based on 100 simulation 
cycles and show that the trends are greatly affected by the choice of the importance 
function (h).
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Figure 4.7 compares the estimates of the CE using the three control variables of 
X1, X2, and X3. It shows that the CE simulation converges to the true value at about 
1250 simulation cycles regardless of the control variable selected; however, X2 shows 
the poorest trend.

We can observe from these comparisons that the CE method offers the best perfor-
mance and reliability in this example.

4.2.4 Time-Dependent Reliability Analysis

Several methods for analytical time-dependent reliability assessment are available. In 
these methods, significant loads as a sequence of pulses can be described by a Poisson pro-
cess with mean occurrence rate λ, random intensity L, and duration ΔT. The performance 
function (Z) of a component or system at any instant of time (t) can be defined as

 Z t S t L t( ) ( ) ( )= −  (4.40)

where:
S(t) is the strength at time t
L(t) is the load at time t

The instantaneous probability of failure at time t can then be defined as the probability of 
S(t) less than L(t); however, this instantaneous probability treatment does not recognize what 
has previously happened to the component or system from the start of its life to the present 
represented by time t. We are usually interested in the first occurrence of L exceeding S, not 
the instantaneous occurrence, requiring the imposition of a condition on L exceeding S for 
the first time in its life. Such a conditional probability concept is the basis for computing 
what is termed time-dependent reliability and estimated using the reliability function R(t).

The reliability function, R(t), is defined as the probability that a component or a system 
survives during an interval of time (0, t] based on a performance function Z. Assuming the 
load events (pulses) to follow a Poisson process with a rate λ means that the time to a first load 
occurrence (or time between successive occurrences) is exponentially distributed. We are, how-
ever, seeking to characterize the time to failure, that is, not only the time to load occurrence, 
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Effects of control variable selection on failure probability estimated using conditional expectation (CE).
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and recognize that some load occurrences may lead to failure; therefore, we can make the 
 following expressions based on the exponential distribution as covered in Appendix A:

 R t p tL( ) exp( )= λ−  (4.41)

where λpL is the product of load rate (λ) and a function (pL) that estimates the fraction of 
loads that produce failure over the time period (0, t] in order to account for any degrada-
tion of the strength (S) over this period. The strength degradation, for example, due to 
 corrosion of a structural member, can be modeled by a function 0 ≤ c(t) ≤ 1 and used as 
a multiplier to an initial strength (S0 at t = 0). This probability, pL, is taken as the average 
value over the period (0, t] as follows:

 

p
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P Z
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t t
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(4.42)

where Z = S0 − L as an example performance function, with S0 being the initial strength at 
t = 0. Substituting Equation 4.42 into Equation 4.41 and accounting for the uncertainty in 
the initial strength produce the following expression:
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(4.43a)

where f sS0 ( ) is the PDF of the initial strength (S0). Noting that the expression P(c(τ)s > L) in 
Equation 4.43a is the CDF of L evaluated at c(τ)s, the reliability function can be written as
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(4.43b)

Equation 4.43a results in the expected value of the reliability function based on uncertainties 
associated with the time-dependent degradation of the strength. Someone can also compute 
the reliability function based on averaged material degradation at the same time as follows:
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(4.43c)

Engineers are interested in R(t) estimated by Equation 4.43b rather than Equation 4.43c. The 
reliability can be expressed in terms of the failure rate or hazard function, h(t) as follows:

 
h

t
R t( ) ln[ ( )]t = − d

d  
(4.44a)

The functions R(t) and h(t) are related as follows:
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 (4.44b)
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and

 h
f

F t
( )

( )
( )

t
t=

−1  (4.44c)

The concept of the hazard function is discussed in detail in Section 4.3.5. The reliability 
R(t) is based on complete survival during the service life interval (0, t]. It means the prob-
ability of successful performance during the service life interval (0, t]. Therefore, the prob-
ability of failure, Pf(t) or F(t), can be computed as the probability of the  complementary 
event, Pf(t)  =  1  −  R(t), not being equivalent to P[S(t)  <  L(t)], the  latter  being just an 
instantaneous failure at time t without regard to previous performance.

Example 4.3:  Time-Dependent Reliability Assessment with Corrosion

This example uses a fundamental performance function of Z = c(t)S − L to demonstrate 
a computational procedure for estimating R(t) according to Equation 4.43b. The random 
variables S and L are assumed to be normally distributed with mean values of 6 and 4, and 
standard deviations of 0.5 and 1, respectively. A load rate (λ) is assumed to be 1. A funda-
mental corrosion model is used as c(t) = 1 − atb, with the parameter a being varied incre-
mentally to facilitate parametric analysis from 0, 0.01, 0.02, 0.03, 0.05, to 0.10; the parameters 
b = 1, t > tp, tp = coating life taken as 0 in this example; and the condition 0 < atb < 1.

The reliability function R(t) can be evaluated according to the following computa-
tional procedure:

•	 In the ith simulation cycle, randomly generate S as si based on a random num-
ber ui as provided in columns 2 and 3 of Table 4.2 that shows demonstrative 
computations for 10 simulations cycles.

•	 Evaluate Ri(t) using Equation 4.43b for all the t values of interest, t = 1, 2, 3, . . . , 10 
years, for example, for each simulation cycle as follows:
•	 For t = 1:

 Evaluate 1 0

1
/ [ ( ) ]t F c sL i∫ =

=

τ

τ
τ τd  using trapezoidal rule based on, say, 100 incre-

ments. Table 4.2 shows the use of the  trapezoidal  rule  (with  a   uniform 
grid) to calculate the  integral for one increment as ∫ 0

1 F c sL i[ ( ) ]τ τ ≈d
[ / ( )]{ [ ( ) ] [ ( ) ]}1 0 2 1 0 1− +F c s F c sL i L i  and then compute R ti( ) exp[= −1 = λt  
(1 1 0

1
− ∫ =

=
{ / [ ( ) ] })]t τ

τ
τ τF c sL i d  as shown in columns 4–7.

•	 For t = 2:
 Evaluate 1 0

2
/ [ ( ) ]t ∫ =

=
τ
τ

τ τF c sL i d  using trapezoidal rule for two increments as 
∫ 0

2
2 0 2 2 0 2 1 2F c s F c s F c s F c sL i L i L i L[ ( ) ] [ / ( )]{ [ ( ) ] [ ( ) ] [ ( )τ τ ≈ − + +d ii ]} and compute 

R t t t F c si L i( ) exp[ ( { [ ( ) ]= = − − ∫ =
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2 1 1 0
1

λ τ ττ
τ

/ })]d  as shown in columns 8–10.
•	 For t = 3:

 Evaluate 1/t F c sL i∫ =
=
τ τ τ0

3τ
[ ( ) ]d  using trapezoidal rule for three incre ments 

as  ∫ ≈0
3 3 0 2 3 0 2 1 2 2F c s F c s F c s F cL i L i L i L[ ( ) ] [ / ( )]{ [ ( ) ] [ ( ) ] [ ( )τ τ − + +d ss F c si L i] [ ( ) ]}+ 3  

and compute R ti L it t F c s( ) exp[ ( { / [ ( ) ]= = λ τ ττ3 1 1 0

3
− − ∫ =

=τ
d })] as shown in 

columns 11–13.
•	 Repeat the process until t = 10.

•	 Repeat the previous step for the next simulation cycle i + 1 to obtain Ri+1(t) for 
t = 1, 2, . . . , 10 and until i = N cycles.

•	 For each t, compute the statistics of R(t) and check for convergence as follows:
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where:
N is the number of simulation cycles
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The accuracy of this estimate can be evaluated through the variance and the COV as 
given by
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In this example, we used N = 100 cycles and the corrosion parameter varied from 0 to 0.1 
in increments as shown in Figures 4.8 and 4.9. The figures show the reliability trend as 
a function of time and associated statistical uncertainty in the estimates. Also, these fig-
ures show the effects of corrosion rate on life estimates and the associated uncertainties.
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FIGURE 4.9
Effects of corrosion rate on sampling uncertainty in reliability estimates. COV, coefficient of variation.
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4.2.5 Resilience

Resilience is defined in Chapter 2 according to the Presidential Policy Directive (PPD)-21 
(2013) as the ability to prepare for and adapt to changing conditions and withstand and 
recover rapidly from disruptions. Resilience includes the ability to withstand and recover 
from disturbances of the deliberate attack types, accidents, or naturally occurring threats 
or incidents. Additionally, measuring the resilience of a system’s function can be based on 
the persistence of a corresponding functional performance under uncertainty in the face of 
disturbances (Ayyub 2013). This definition is consistent with the International Organization 
for Standardization (ISO 2009a) risk definition of the “effect of uncertainty on objectives.” 
In this section, the focus is on the methods used for measuring resilience and associated 
metrics.

Ayyub (2013) provided resilience metrics as illustrated in Figure 4.10 that shows a sche-
matic representation of a system performance (Z) with aging effects and an incident occur-
rence with a rate (λ) according to a Poisson process. At time ti, it might lead to a failure 
event with a duration ΔTf. The failure event concludes at time tf. The failure event is fol-
lowed by a recovery event with a duration ΔTv. The recovery event concludes at time tv. 
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The total disruption (D) has a duration of ΔTd = ΔTf + ΔTv. The figure shows for illustration 
purposes three failure events—brittle ( f1), ductile ( f2), and graceful ( f3)—and six recov-
ery events—expeditious recovery to better than new (v1), expeditious recovery to as good 
as new (v2), expeditious recovery to better than old (v3), expeditious recovery to as good as 
new (v4), recovery to as good as old (v5), and recovery to worse than old (v6). These events 
define various rates of change of performance of the system. The figure also shows the 
aging performance trajectory and the estimated trajectory after recovery. The proposed 
model to measure resilience is
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where for any failure event ( f) as illustrated in Figure 4.10, the corresponding failure profile 
(F) is measured as follows:
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Similarly, for any recovery event (v) as illustrated in Figure 4.10, the corresponding recovery 
profile (V) is measured as follows:
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The failure profile value (F) can be considered as a measure of robustness and redundancy, 
whereas the recovery profile value (V) can be considered as a measure of resourcefulness 
and rapidity. The time to failure (Tf) can be characterized by its PDF computed as follows:
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(4.45d)

where Z is defined as the system’s performance in terms of its strength (S) minus the cor-
responding load effect (L) in consistent units, that is, Z = S − L. Both L and S are treated as 
random variables, with FL being the cumulative probability distribution function of L, and 
fS being the PDF of S. The aging effects are considered in this model by the term α(t) repre-
senting a degradation mechanism as a function of time t. It should be noted that the term 
α(t) can also represent improvement to the system. Equation 4.45d is based on a Poisson 
process with an incident occurrence, such as loading, rate of λ, and is based on Ellingwood 
and Mori (1993). The PDF of Tf as shown in Equation 4.45d is the negative of the derivative 
of the reliability function.
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The units of performance at the system level vary depending on the system type and the 
objectives of the analysis. Examples of performance types and units of measurement for 
selected systems for demonstration purposes are as follows:

•	 For buildings, space availability might be treated as the performance attribute of 
interest measured using the units of area per day.

•	 For highway bridges, throughput traffic might be treated as the performance attri-
bute of interest measured using the units of traffic count per day.

•	 For water treatment plants, available water production capacity might be treated 
as the performance attribute of interest measured using the units of water volume 
per day.

•	 For electric power distribution systems, power delivered might be treated as the 
performance attribute of interest measured using the units of power delivered 
per day.

•	 For communities, economic output might be treated as the performance attribute 
of interest measured using the units of dollars.

The resilience model of Equation 4.45 can be used for systems, such as buildings, other 
structures, facilities, infrastructure, networks, and communities. The primary basis for 
evaluating Equation 4.45 is the definition of performance (Z) at the system level with 
meaningful and appropriate units, followed by the development of an appropriate break-
down for this performance, using what is termed herein as performance segregation. 
The performance segregation should be based on some system-level logic that relates 
the components of the performance breakdown to the overall performance at the system 
level as the basis for a system model. This model can be used to aggregate the perfor-
mance of components to assess the system-level performance. Such performance segre-
gation and aggregation analysis are essential for examining the resilience of systems for 
buildings, other structures, facilities, infrastructure, networks, and communities. The 
uncertainties associated with the performance components can be modeled as random 
variables with any necessary performance events in order to use Boolean algebra and the 
mathematics of probability to characterize the performance Z in Equation 4.45. System 
analysis for reliability quantification as presented in Section 4.4 may offer a basis. The 
development of such a system-level model relating components’ performances to a sys-
tem performance is beyond the scope of this book. Such a model is domain specific; how-
ever, future studies should set meta-methodological requirements for the development 
of such models. Figure 4.11 shows an example plot for the case of two identical resilience 
metrics, that is, resilience components, for the entire range of values of Rei aggregated 
using the following model:
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The figure also shows the effect of increasing the number of components from 1 to 10. The 
downward intensification is attributed to the independence assumptions.

Figure 4.10 also shows the economic valuation of resilience. Chapter 5 provides addi-
tional information on economic valuation. The figure demonstrates potential direct and 
indirect losses, and cost of recovery.
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4.3 Empirical Reliability Analysis Using Life Data

4.3.1 Failure and Repair

The basic notion of reliability analysis based on life data is time to failure. The useful life of a 
product can be measured in terms of its time to failure. The time to failure can also be viewed 
as an exposure measure for the product. In addition to time, other possible exposure measures 
include the number of cycles to failure of mechanical, electrical, temperature, or  humidity; the 
number of demands for standing-by systems; and the number of travel miles. Without loss of 
generality, the time to failure is mainly used as a measure of exposure in this book. The treat-
ment using other exposure measures is almost identical to the time to failure case.

Products based on the same design and produced by the same production process are 
expected to have different times to failure due to uncertainties associated with materials 
used in product manufacturing, uncertainties in manufacturing processes, and variability 
in exposure and environment during product utilization. Therefore, the time to failure for 
a product should be treated as a random variable, probabilistically modeled, and statisti-
cally characterized.

If the failed product is subject to repair or replacement, it is repairable (as opposed to 
nonrepairable). The respective repair or replacement requires some time to get done and is 
referred to as time to repair/replace. The time to repair is another random variable widely 
used in reliability analysis of repairable systems.

Generally speaking, the time to failure is used for the nonrepairable components or sys-
tems. For repairable products, another important characteristic is time between failures. This 
is another random variable or a set of random variables. For example, it can be assumed 
that the time to the first failure is the same random variable as the time between the first 
and second failures, the time between the second and third failures, and so on. These times 
might be the same random variable in the case of perfect repair/replacement. But if the 
repair/replacement or any maintenance action is not perfect, these times might not be the 
same, and one needs to consider these times between failures as different random variables.
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4.3.2 Types of Data

Reliability estimation requires the respective life (time to failure, time between failures, 
and/ or time to repair) data. Failure data often contain not only times to failure (the so-called 
distinct failures), but also times in use (or exposure length of time) that do not terminate with 
 failures. Such exposure time intervals terminating with nonfailure are times to censoring 
(TTCs). Therefore, life data of equipment can be classified into two types: complete and cen-
sored data. Complete life data are commonly based on equipment tested to failure or times to 
failure based on equipment use (i.e., field data). Complete life data consist of available times 
to failure for the equipment based on these tests or field information. Censored life data include 
some observation results that represent only lower or upper limits on observations of times to 
failure. For example, if a piece of equipment has not failed at some time t and the equipment 
is removed from service, then t is considered to be a lower limit on the time to failure and can 
be used for estimation. The equipment data that produce lower limit values on times to failure 
are right-censored data. In some engineering applications, left-censored data with upper limit val-
ues on times to failure might also take place. For example, for hydropower equipment, com-
plete data or right-censored data are commonly encountered. In warranty data, left-censored 
data can be encountered in cases of detecting noncritical failure of components during major 
inspections of systems per warranty terms, such as for automobiles. Other types of data are 
possible, such as interval censoring (e.g., in the case of grouped data).

Censored data can be further classified into type I or type II data. Type I data are based 
on observations of a life test, which for economical or other reasons must be terminated at 
specified time t0. As a result, only the lifetimes of those units that have failed before t0 are 
known exactly. If, during the time interval (0, t0], s out of n sample units failed, then the infor-
mation in the dataset obtained consists of s observed, ordered times to failure as follows:

 t t ts1 2< < <  (4.46)

as well as the information that (n − s) units have survived for time t0. The last portion of 
this information is important and must be used for the reliability and hazard rate function 
(HRF) estimation. It should be noted that in the case of type I censoring, the number of 
observed failures (s) is random.

In some life data testing, testing is continued until a specified number of failures (r) is 
achieved, that is, the respective test or observation is terminated at the rth failure. In this 
case, r is not random. This type of testing (observation or field data collection) results in 
type II censoring. The information obtained is similar to the case of type I censoring and 
includes r observed, ordered times to failure:

 t t tr1 2< <<  (4.47)

as well as the information that (n − r) units have survived for time tr. But, as opposed to 
type I censoring, the test or observation duration tr is random, which should be taken into 
account during the respective statistical estimation procedures.

In reliability engineering, type I right-censored data are commonly encountered. Figure 4.12 
shows a summary of these data types. Other types of data are possible, such as random 
 censoring. A typical situation where one deals with random censoring is the presence of sev-
eral failure modes (FMs), such as strength mode of failure (FM1) and fatigue mode of failure 
(FM2) for structural components, and the problem is to estimate the reliability and/or hazard 
functions for each FM separately. For instance, if one is interested in estimating the hazard 
functions for FM1, all times to FM2 must be treated as TTC, which are obviously random.

In engineering, life data of interest are commonly based on failures that result in 
equipment replacement or major repair or rehabilitation that renders it new; therefore, 
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such data can be treated just as for nonrepairable equipment. Examples 4.4 through 4.6 
provide samples of complete time to failure data, right-censored data, and data based 
on random censoring, respectively.

Example 4.4: Data of Distinct Failures

The following array provides an example of complete data. In this example, the follow-
ing sample of 19 times to failure for a structural component given in years to failure is 
provided for illustration purposes:

 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 42 43 50 56, , , , , , , , , , , , , , , , , ,

The time to failure in this case is a random variable because the 19 components show 
variability in their failure times in spite of being produced based on the same design 
and manufacturing processes. The same array can be used as an example of a sample of 
times to repair, if the times are given in, say, hours.

Example 4.5: Right-Censored Data

In this example, tests of equipment are used for demonstration purposes to produce 
observations in the form of life data as given in Table 4.3. The data in the table provide 
an example of type I censored data (the sample size is 12), with time to censoring equal 
to 51 years. If the data collection was assumed to terminate just after the eighth failure, 
the data would represent a sample of type II right-censored data with the same sample 
size of 12. The respective data are given in Table 4.4.

Life data

Censored

Complete

Left

Right

Other

Type I

Type II

Other types

FIGURE 4.12
Types of life data.

TABLE 4.3

Example of Type I Right-Censored Data (in Years) for Equipment

Time order number 1 2 3 4 5 6 7 8 9 10 11 12
Time (years) 7 14 15 18 31 37 40 46 51 51 51 51
TTF or TTC TTF TTF TTF TTF TTF TTF TTF TTF TTC TTC TTC TTC

Note: TTC, time to censoring; TTF, time to failure.

TABLE 4.4

Example of Type II Right-Censored Data (in Years) for Equipment

Time order number 1 2 3 4 5 6 7 8 9 10 11 12
Time (years) 7 14 15 18 31 37 40 46 46 46 46 46
TTF or TTC TTF TTF TTF TTF TTF TTF TTF TTF TTC TTC TTC TTC

Note: TTC, time to censoring; TTF, time to failure.
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Example 4.6: Random Censoring

Table 4.5 contains time to failure data in which two FMs were observed in a structural 
member. The data in this example were generated using MCS. A simulation cycle is termi-
nated once a failure occurs according to one of the modes at time t, making this time t for 
the other mode as a time to censoring, and the next simulation cycle repeats the process 
from the start of life (1984) of the structural member. The simulation process is terminated 
at the end of 1999 in case of no failure. The table shows data for 20,000 simulations and 
reported as counts of failure by mode in each calendar year based on these repetitions.

4.3.3 Availability

The sum of time to failure and time to repair/replacement including time for any main-
tenance action resulting in restoration of a failed product to a functioning state can be 
combined in one measure of probability to find a given product in a functioning state. If 
the time to failure is characterized by its mean, mean time to failure (MTTF), and the time 
to repair is characterized by its mean, mean time to repair (MTTR), a definition of this 
probability of finding a given product in a functioning state can be given by the following 
ratio for availability (A):

 A =
+

MTTF
MTTF MTTR

 (4.48)

The above ratio, the availability of the product, is widely used in reliability and risk 
assessment.

TABLE 4.5

20,000 Simulation Cycles for the Two Failure Modes (FMs) of Strength and 
Fatigue for a Structural Member

Year Time to Failure (Years)

Number of occurrences of a Given FM

Strength (FM1) Fatigue (FM2)

1984 1 0 0
1985 2 7 0
1986 3 6 0
1987 4 3 0
1988 5 0 0
1989 6 1 7
1990 7 1 12
1991 8 0 20
1992 9 1 36
1993 10 1 47
1994 11 5 61
1995 12 3 33
1996 13 1 74
1997 14 2 65
1998 15 2 58
1999 16 2 44

FM1, strength mode of failure; FM2, fatigue mode of failure.
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4.3.4 Reliability, Failure Rates, and Hazard Functions

As a random variable, the time to failure (TTF, or T for short) is completely defined by 
its reliability function, R(t), which is traditionally defined as the probability that a unit or 
a component does not fail in time interval (0, t] or, equivalently, the probability that the 
unit or the component survives the time interval (0, t] under a specified environment, 
such as stress conditions (e.g., mechanical and/or electrical load, temperature, humidity). 
For each product, the allowable stress conditions, as commonly given in the technical 
specifications, are based on analyzing the uncertainty associated with this time to failure. 
The probability part of this definition of the TTF can be expressed using the reliability 
function R(t) as follows:

 R t( ) ( )= >P T t  (4.49)

where:
P is probability
T is time to failure
t is any time period

The reliability function is also called the survivor (or survivorship) function.
Another function that can completely define any random variable (TTF as well as TTR) 

is the CDF, F(t), which is related to the respective reliability function as follows:

 F t R t P( ) ( ) ( )= − = ≤1 T t  (4.50)

The CDF is the probability that the product does not survive the time interval (0, t].
Assuming the TTF to be a random variable, continuous, and positively defined, and F(t) 

to be differentiable, the CDF can be written as follows:

 

F t f x x t
t

( ) ( )= ∫ d for
0

> 0

 

(4.51)

where the function f(t) is the so-called PDF, or unconditional density function of the TTF, 
which is different from the hazard (or failure) rate function, considered as a conditional PDF. 
The hazard (or failure) rate function is introduced in Section 4.3.5.

Some examples of commonly used distributions of the TTF for engineering products 
emphasizing their reliability functions are briefly discussed in Sections 4.3.4.1 through 4.3.4.3. 
Appendix A provides a summary coverage of these distributions.

4.3.4.1 Exponential Distribution

The exponential distribution has a reliability function R(t) as given by

 R t( ) ( )= exp −λt  (4.52)

where its parameter λ is the failure rate. The failure rate as a general notion is discussed in 
a Section 4.3.5. The exponential distribution is characterized by time-invariant failure rate; 
that is, λ is constant.
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4.3.4.2 Weibull Distribution

The reliability function of the two-parameter Weibull distribution is

 
R t( ) = − β

α
exp t








 
(4.53)

where:
α is the scale parameter
β is the shape parameter

Comparing Equations 4.52 and 4.53 reveals that the exponential distribution is a specific 
case of the Weibull distribution, with β = 1 and λ = 1/α.

4.3.4.3 Lognormal Distribution

Another widely used probability model for the TTF is the lognormal distribution. This 
distribution is closely related to the normal distribution because a random variable (T) that 
is lognormally distributed must have a normally distributed ln(T). The reliability function 
of the lognormal distribution is given by
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where μ and σ are parameters of the lognormal distribution (denoted μY and σY in 
Equation A.65 and related to the mean and standard deviation in Equation A.66), called 
the log mean and log standard deviation, respectively, and
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(4.55)

is the standard normal CDF, that is, for the normal distribution that has a mean of 0 and a 
standard deviation of 1.

4.3.5 Hazard Functions

The conditional probability P(t < T ≤ t + Δt |T > t) is the failure probability of a product 
unit in the time interval (t, t + Δt], with the condition that the unit is functioning at time t, 
for small Δt as Δt → 0. This conditional probability can be used as a basis for defining the 
hazard function for the unit by expressing the conditional probability as follows:
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The function

 h t
f t
R t

( )
( )
( )

=  (4.57)

is the hazard (or failure) rate function (HRF).
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The difference between the PDF, f(t), and the HRF, h(t), is clarified using two example 
situations. The first example situation is based on a new unit that was put to service at time 
t = 0. At time t = t, what is the probability that the unit will fail in the interval (t, t + Δt] using 
a small Δt? According to Equation 4.36, this probability is approximately equal to f(t) at time 
t multiplied by the length of the interval Δt, that is, f(t) Δt. The second situation deals with 
an identical unit that has survived until time t. What is the probability that the unit will fail 
in the next small interval (t, t + Δt]? This conditional probability is approximately equal to 
the hazard rate h(t) at time t multiplied by the length of the small interval Δt, that is, h(t) Δt.

The CDF, F(t), for the time to failure, T, and the reliability function, R(t), can always be 
expressed in terms of the so-called cumulative hazard rate function (CHRF), H(t), as follows:

 F t H t( ) ( )[ ]= − −1 exp  (4.58)

and

 R t H t( ) [ ( )]= −exp  (4.59)

Based on Equation 4.59, the CHRF can be expressed through the respective reliability 
function as

 H t R t( ) [ ( )]= − ln  (4.60)

It can be shown that the CHRF and the hazard (failure) rate function are related to each 
other as

 
h t

H t
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d  
(4.61)

The CHRF and its estimates must satisfy the following conditions:

 H( )0 = 0  (4.62a)
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where H(t) is a nondecreasing function that can be expressed as follows:
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For the reliability functions introduced for the exponential, Weibull, and lognormal distri-
butions, the respective hazard functions are given below. For the exponential distribution, 
the hazard (failure) rate function is constant and is given by

 h( )t = λ  (4.64)

and the exponential CHRF is

 H t( )t = λ  (4.65)

The Weibull hazard (failure) rate function is a power law function, which can be written as

 h( )t
t= β

α α

β







−1

 (4.66)
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The corresponding Weibull CHRF is

 
H t

t
( ) =

α
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(4.67)

For the lognormal distribution, the cumulative hazard (failure) rate function can be 
obtained, using Equations 4.60 and 4.54, as
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for which the function Φ and parameters μ and σ were introduced in a Section 4.3.4.3. 
The lognormal hazard (failure) rate function can be obtained as the derivative of the cor-
responding CHRF:
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4.3.6 Selection and Fitting of Reliability Models

In reliability and risk assessment problems, one generally deals with two types of proba-
bilistic models to represent failure and repair time distributions and random processes. In 
this section, the selection and fitting of distribution functions are introduced.

The best lifetime distribution for a given product is one based on the probabilistic 
physical model of the product; unfortunately, such models might not be available. 
Nevertheless, the choice of the appropriate distribution should not be absolutely arbi-
trary, and at least some physical requirements must be satisfied. For example, the dis-
tributions to model time to failure or time to repair must be positively defined. In other 
words, the probability to observe a negative value of time to failure must be 0. The 
lognormal, Weibull, and exponential distributions are examples of such distributions. 
As another example, modeling aging products requires a time to failure distribution 
having an increasing failure rate, for example, the Weibull distribution has a shape 
 parameter >1.

In some applications or problems, the assessment can be of only the reliability or CDF 
without parametric estimation based on the chosen distribution function. In such situa-
tions, the so-called nonparametric estimation of distribution is sufficient.

4.3.6.1 Complete Data without Censoring

In order to estimate the CHRF and the HRF, as provided in Equations 4.60 and 4.61, 
respectively, an empirical reliability (survivor) function is needed. The empirical reliabil-
ity function can be used for parametric fitting of an analytical reliability function. Finally, 
using Equations 4.60 and 4.61, the hazard functions are evaluated for the time interval of 
interest.
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If the available data are complete (i.e., without censoring), the following empirical 
 reliability (survivor) function (i.e., estimate of the reliability function) can be used:
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(4.70)

where:
ti is the ith failure time denoted according to their ordered values (order statistics) as 

t1 ≤ t2 ≤ ⋯ ≤ tk, where k is the number of failures
n is the sample size

In the case of complete data with distinct failures, k = n. The estimate can also be applied 
to the type I and II right-censored data. In the case of type I censoring, the time interval of 
Sn(t) estimation is (0, T], where T = t0 is the test (or observation) duration. In the case of type 
II censoring, the respective time interval is (0, tr], where tr is the largest observed failure 
time. This commonly used estimate Sn(t) is the empirical survivor function.

Based on Equation 4.70, an estimate of the CDF of TTF can be obtained as follows:

 F t S tn n( ) ( )= −1  (4.71)

where:
Fn(t) is an estimate of the CDF of time to failure

Example 4.7: Single-Failure-Mode, Small-Sample Data without Censoring

The single-failure-mode, noncensored data presented in Example 4.4 are used to illus-
trate the estimation of an empirical reliability function using Equation 4.70. The sample 
size n in this case is 19. The TTFs and the results of calculations of the empirical survi-
vor function Sn(t) are given in Table 4.6. The results are plotted in Figure 4.13 as points, 
although sometimes they are plotted as a step function with continuity to the left of the 
point.

Example 4.8: Single-Failure-Mode, Small-Sample, Type I, Right-Censored Data

Equation 4.70 can be applied to type I and II right-censored data, as noted earlier and 
which is illustrated in this example. The data for this example are given in Table 4.3, 
based on single-failure-mode, type I, right-censored data. The TTFs and the calculation 
results of the empirical survivor function based on Equation 4.70 are given in Table 4.7. 
The sample size n is 12. Censoring was performed at the end (i.e., without any censoring 
between failures). The empirical survivor function in the case of right censoring does 
not reach the 0 value on the right (i.e., at the longest TTF observed). The results are plot-
ted in Figure 4.14 as individual points.

Example 4.9: Single-Failure-Mode, Large-Sample Data

Examples 4.7 and 4.8 illustrated similar treatments for estimating the reliability func-
tion for samples with right censoring and samples without censoring. For both cases, 
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TABLE 4.7

Empirical Survivor Function Sn(t) Based on Data Given in Table 4.3

Time order Number Time to Failure (Years) Time to Censoring (Years) Empirical Survivor Function

0 0 – 1.000000
1 7 – 0.916667
2 14 – 0.833333
3 15 – 0.750000
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FIGURE 4.13
Survivorship function for single failure mode (FM) without censoring (Example 4.7).

TABLE 4.6

Empirical Survivor Function Sn(t) Based on Data of Example 4.4

Time order Number TTF (Years) Empirical Survivor Function

0 0 19/19 = 1
1 26 18/19 = 0.947368
2 27 17/19 = 0.894737
3 28 16/19 = 0.842105
4 29 15/19 = 0.789474
5 30 14/19 = 140.736842
6 31 13/19 = 0.684211
7 32 12/19 = 0.631579
8 33 11/19 = 0.578947
9 34 10/19 = 0.526316

10 35 9/19 = 0.473684
11 36 8/19 = 0.421053
12 37 7/19 = 0.368421
13 38 6/19 = 0.315789
14 39 5/19 = 0.263158
15 40 4/19 = 0.210526
16 42 3/19 = 0.157895
17 43 2/19 = 0.105263
18 50 1/19 = 0.052632
19 56 0/19 = 0

TTF, time to failure.

(Continued)
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an empirical survivor function was assessed based on Equation 4.70. The data in this 
example are based on MCS. The TTFs and the estimation results of the empirical sur-
vivor function based on Equation 4.70 are given in Table 4.8. The table shows only a 
portion of data because the simulation process was carried out for 20,000 simulation 
cycles. The complete dataset covers the years from 1937 to 2060. For example, the sur-
vivorship value in the year 1974 is computed as (20,000  −  5)/20,000  =  0.999750. The 
empirical survivorship values are shown in Figure 4.15. Also, the figure shows the 
fitted reliability function using loglinear transformation and regression as discussed 
in Example 4.12.

TABLE 4.7

(Continued) Empirical Survivor Function Sn(t) Based on Data Given in Table 4.3

Time order Number Time to Failure (Years) Time to Censoring (Years) Empirical Survivor Function

4 18 – 0.666667
5 31 – 0.583333
6 37 – 0.500000
7 40 – 0.416667
8 46 – 0.333333
9 – 51 0.333333

10 – 51 0.333333
11 – 51 0.333333
12 – 51 0.333333

(Continued)
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FIGURE 4.14
Survivorship function for single failure mode (FM) with censoring (Example 4.8).

TABLE 4.8

Example 4.9 Data and Respective Empirical Survivor Function Sn(t)

Year Time to Failure (Years) Number of Failures Survivor Function

1937 0 0 1.000000
⫶ ⫶ ⫶ ⫶

1973 36 0 1.000000
1974 37 5 0.999750
1975 38 14 0.999050
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TABLE 4.8

(Continued) Example 4.9 Data and Respective Empirical Survivor 
Function Sn(t)

Year Time to Failure (Years) Number of Failures Survivor Function

1976 39 17 0.998200
1977 40 21 0.997150
1978 41 26 0.995850
1979 42 31 0.994300
1980 43 36 0.992500
1981 44 43 0.990350
1982 45 48 0.987950
1983 46 55 0.985200
1984 47 63 0.982050
1985 48 69 0.978600
1986 49 77 0.974750
1987 50 84 0.970550
1988 51 91 0.966000
1989 52 99 0.961050
1990 53 106 0.955750
1991 54 113 0.950100
1992 55 118 0.944200
1993 56 127 0.937850
1994 57 133 0.931200
1995 58 140 0.924200
1996 59 144 0.917000
1997 60 151 0.909450
1998 61 155 0.901700
1999 62 161 0.893650
2000 63 165 0.885400
2001 64 170 0.876900
2002 65 172 0.868300
2003 66 177 0.859450
2004 67 179 0.850500
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FIGURE 4.15
Empirical survivor function (Example 4.9) and fitted reliability function using loglinear transformation and 
regression (Example 4.12).
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4.3.6.2 Samples with Censoring

In the case of censored data, the Kaplan–Meier (or product limit) estimation procedure can 
be applied to obtain the survivor function that accounts for both TTFs and TTCs. The 
Kaplan–Meier estimation procedure is based on a sample of n items, among which only 
k values are distinct failure times with r observed failures. Therefore, (r  −  k) repeated 
(nondistinct) failure times exist. The failure times are denoted similar to Equations 4.46 
and 4.47, according to their ordered values: t t tk1 2≤ ≤ ≤…  and t0 = 0. The number of items 
under observation (censoring) just before tj is denoted by nj . The number of failures at tj is 
denoted by dj . Then, the following relationship holds:

 n n dj j j+1 = −  (4.72)

Under these conditions, the product limit estimate of the reliability function, Sn( )t , is given by
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(4.73)

where:
t is the time to failure for a component

For cases where dj = 1, (i.e., one failure at time tj), Equation 4.73 becomes
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(4.74)

For uncensored (complete) samples with dj = 1, the product limit estimate coincides with 
the empirical S tn( ) given by Equation 4.70 as follows:

 

For

For

i

i

= =
−

=
− −

1
1 1 1

1

: ( )S t
n

n
n

n
n

n
n

j

jj

















 = 








=
∏

1

== =
− − −

−
−

2
1 1 2

1
2

1

2

: ( )S t
n

n
n

n
n
n

n
n

j

jj









 =
















 = 

=
∏ n














 =









−




=
∏For i

n
= =

− −
−

3
1 1 2

1
1

3

: ( )S t
n

n
n n

n
n

j

jj













 =









n
n

n
n

S t
n

n
j

−
−

−

=
−

3
2

3

1

  

Therefore, for any :i ( )
nn

n i

jj

i 

















=
∏

1

=
−
n

 



275Failure Probability Assessment

Example 4.10: A Small Sample with Two Failure Modes

This example illustrates estimating the reliability function based on randomly censored 
data. In this example, life data consist of times to failure related to multiple FMs. The 
reliability function corresponding to each FM is estimated using Equation 4.73. For 
example, two FMs, FM1 and FM2, are considered here. Such a TTF sample can be rep-
resented as follows:

 t t t t tk1 2 3 41 1 2 1 2( ) ( ) ( ) ( ) ( )FM FM FM FM FM≤ ≤ ≤ ≤ ≤

If the reliability function related to only FM1 needs to be estimated, all TTFs having 
the FM2 must be treated as TTCs. For cases involving more than two FMs in a sample, 
the reliability function for a specific FMi can be estimated by treating the TTFs associ-
ated with FMs other than FMi as TTCs. It should be noted that censoring means that 
an item survived up to the time of censoring and the item was removed from testing 
or service.

A sample of 12 TTFs associated with two FMs, FM1 and FM2, is shown in Table 4.9. 
The calculations of the empirical survivor function based on Equation 4.73 are given in 
the table. The computational details of the empirical survivorship values for FM1 are 
provided in Table 4.10, where sample size n is 12 and cj is the number of items censored 
at time j. At time order 7 in Tables 4.9 and 4.10, Sn(16.2) = 1 − 1/6 = 0.8333. Similarly, at 
time order number 9 in these tables, Sn(49.6) = (1 − 1/6)(1 − 1/4) = 0.625. Other values in 
the table can be computed in a similar manner.

Example 4.11: Large Sample with Two Failure Modes

The data given in this example were generated by the US Army Corps of Engineers 
(USACE) for lock and dam gates for the purpose of demonstration. Two FMs, 
FM1 and FM2, are simulated in this example. A portion of these data related to 

TABLE 4.9

Small-Sample Data of Example 4.10 and Respective Empirical Survivor Function 
for FM1 Sn(t)

Time order 
Number

Time to Failure 
(Years)

Number of occurrences of a 
Given FM

Empirical Survivor Function 
for M1 (Strength)

Strength 
(FM1)

Failure 
(FM2)

0 0 – – 1.000000
1 0.1 0 1 1.000000
2 1.1 0 1 1.000000
3 1.9 0 1 1.000000
4 6.2 0 1 1.000000
5 9.0 0 1 1.000000
6 11.7 0 1 1.000000
7 16.2 1 0 0.833333
8 21.3 0 1 0.833333
9 49.6 1 0 0.625000

10 51.0 1 0 0.416667
11 51.7 1 0 0.208333
12 68.3 1 0 0.000000

FM, failure mode; FM1, strength mode of failure; FM2, fatigue mode of failure.
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one component is examined here. The full sample size is 20,000. The TTFs and the 
results of calculations of the empirical survivor function based on Equation 4.73 
are given in Table 4.11. The complete dataset covers years from 1984 until 2060. The 
results are plotted in Figure 4.16 as a step function. The figure also shows the fitted 
reliability function using loglinear transformation and regression (as discussed in 
Example 4.13).

TABLE 4.10

Computational Details of Empirical Survivor Function for FM1 Sn(t) (Example 4.10)

Time order 
Number (j)

Time to Failure 
(tj) (Years)

Number of 
Failures for 

FM1 (dj)

Number of 
Censorings for 

FM1 (cj) nj = nj−1 − dj−1 − cj−1 (1 − dj/nj)

Empirical 
Survivor 

Function for 
FM1

0 0 – – – – 1.000000
1 0.1 0 1 12 – 1.000000
2 1.1 0 1 11 – 1.000000
3 1.9 0 1 10 – 1.000000
4 6.2 0 1 9 – 1.000000
5 9.0 0 1 8 – 1.000000
6 11.7 0 1 7 – 1.000000
7 16.2 1 0 6 1 − 1/6 0.833333
8 21.3 0 1 5 – 0.833333
9 49.6 1 0 4 1 − 1/4 0.625000

10 51.0 1 0 3 1 − 1/3 0.416667
11 51.7 1 0 2 1 − 1/2 0.208333
12 68.3 1 0 1 0 0.000000

FM1, strength mode of failure.

TABLE 4.11

Example 4.11 Data and Empirical Survivor Function for FM1 Sn(t)

Year Time to Failure (Years)

Number of occurrences of a Given FM
Survivor Function for 

FM1 (Strength)Strength (FM1) Fatigue (FM2)

1984 0 0 0 1.000000
1985 1 7 0 0.999650
1986 2 6 0 0.999350
1987 3 3 0 0.999200
1988 4 0 0 0.999200
1989 5 1 7 0.999150
1990 6 1 12 0.999100
1991 7 0 20 0.999100
1992 8 1 36 0.999050
1993 9 1 47 0.999000
1994 10 5 61 0.998748
1995 11 3 33 0.998597
1996 12 1 74 0.998546
1997 13 2 65 0.998445
1998 14 2 58 0.998343

(Continued)
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4.3.6.3 Parametric Reliability Functions

Besides the traditional distribution estimation methods, such as the method of moments 
and maximum likelihood described in Appendix A, the empirical survivor functions can 
be used to fit analytical reliability functions. After evaluating an empirical reliability func-
tion, analytical parametric HRFs, such as those given by Equation 4.59, can be fitted using 
the empirical survivorship function obtained from life data. The Weibull reliability func-
tion was used in studies performed for the USACE as provided in Equation 4.53, including 
the exponential reliability function as its specific case (Ayyub and Kaminskiy 2001). Also, 
the reliability function having a polynomial CHRF was used as follows:

 R t H t( ) ( )[ ]= exp −  (4.75)

where

 H t a a t a t( ) = + +0 1 2
2

 (4.76)

Therefore, the hazard function is given by

 h t a a t( ) = +1 22  (4.77)

For the special case where the parameters a0 and a2 equal 0, Equation 4.76 reduces to the 
exponential distribution. For the special case where the parameters a0 and a1 equal  0, 

TABLE 4.11

(Continued) Example 4.11 Data and Empirical Survivor Function for FM1 Sn(t)

Year Time to Failure (Years)

Number of occurrences of a Given FM
Survivor Function for 

FM1 (Strength)Strength (FM1) Fatigue (FM2)

1999 15 2 44 0.998241
2000 16 1 55 0.998190
2001 17 2 64 0.998087
2002 18 1 73 0.998036
2003 19 1 67 0.997984

FM, failure mode; FM1, strength mode of failure; FM2, fatigue mode of failure.
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FIGURE 4.16
Empirical survivor function (Example 4.11) and fitted reliability function using loglinear regression and trans-
formation (Example 4.13).
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Equation 4.76 reduces to the specific case of the Weibull distribution with the shape parameter 
of 2. This specific case is known as the Rayleigh distribution. The estimation of the parameters 
in these models can be based on linear or nonlinear curve fitting. Methods involving curve 
fitting are described in Sections 4.3.6.4 and 4.3.6.5.

4.3.6.4 Parameter Estimation Using Loglinear Transformation

Equations 4.75 through 4.77 provide exponential models with parameters a0, a1, and a2. The 
logarithmic transformation of a linear and a quadratic polynomial CHRF reliability func-
tion leads to the following respective expressions:

 − = +ln[ ]( )R t a a t0 1  (4.78)

 − = + +ln[ ]( )R t a a t a t0 1 2
2

 (4.79)

This loglinear transformation permits the use of linear regression methods to solve for the 
unknown parameters, a0, a1, and a2, using the least-squares method. Using y to denote the left 
side of these equations, y = −ln[R(t)], the following solutions can be obtained for the param-
eters according to Equation 4.78:
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where all summations are performed over all the empirical values of the survivorship 
function. The parameters of Equation 4.79 can be obtained by solving the following simul-
taneous equations that can be derived from least-squares optimization:
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The estimated parameters based on this method are approximate, because applying stan-
dard normal linear regression techniques results in violation of some linear regression 
assumptions, such as the additive normally distributed errors. The violation results from 
transforming R(t) to ln[R(t)], producing parameter estimates that are based on the least 
squares in the ln[R(t)] space, not the R(t) space. This shortcoming can be alleviated by 
performing the least-squares estimation using the nonlinear model for R(t) as given in 
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Equation 4.75 that requires applying numerical optimization methods, as discussed and 
illustrated in Example 4.14.

Example 4.12:  Loglinear Transformation for Parameter Estimation 
of Example 4.9 Data

The data of Example 4.9 are used to illustrate the use of the loglinear model of Equation 4.79 
for parameter estimation as provided in Table 4.12. For Example 4.9 data, the loglinear least-
squares estimation gives the following values of the parameter estimates: a0 = 0.263018, 
a1 = −0.013930 (1/year), and a2 = 0.000185 (1/year2). All the model parameter estimates 

TABLE 4.12

Empirical Survivor Function, Sn(t), and Fitted Reliability Function Using Loglinear Transformation 
and Regression (Example 4.12)

Year Time to Failure (Years) Number of Failures Survivor Function Fitted Reliability Function

1937 0 0 1.000000 –
⫶ ⫶ ⫶ ⫶ ⫶

1973 36 0 1.000000 –
1974 37 5 0.999750 0.999127
1975 38 14 0.999050 0.999182
1976 39 17 0.998200 0.998868
1977 40 21 0.997150 0.998184
1978 41 26 0.995850 0.997131
1979 42 31 0.994300 0.995711
1980 43 36 0.992500 0.993926
1981 44 43 0.990350 0.991776
1982 45 48 0.987950 0.989265
1983 46 55 0.985200 0.986395
1984 47 63 0.982050 0.983170
1985 48 69 0.978600 0.979593
1986 49 77 0.974750 0.975668
1987 50 84 0.970550 0.971399
1988 51 91 0.966000 0.966791
1989 52 99 0.961050 0.961849
1990 53 106 0.955750 0.956578
1991 54 113 0.950100 0.950984
1992 55 118 0.944200 0.945073
1993 56 127 0.937850 0.938851
1994 57 133 0.931200 0.932326
1995 58 140 0.924200 0.925503
1996 59 144 0.917000 0.918390
1997 60 151 0.909450 0.910995
1998 61 155 0.901700 0.903325
1999 62 161 0.893650 0.895388
2000 63 165 0.885400 0.887193
2001 64 170 0.876900 0.878747
2002 65 172 0.868300 0.870060
2003 66 177 0.859450 0.861140
2004 67 179 0.850500 0.851996
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are of high statistical significance. The multiple adjusted correlation coefficient squared 
(R2) is 0.999, indicating a good fit. The fitted values of the reliability function and the 
respective empirical survivor function are given in Table 4.12 and Figure 4.15.

Example 4.13:  Loglinear Transformation for Parameter Estimation 
of Example 4.11 Data

In this example, the reliability function is fitted in a manner similar to that for Example 
4.11 for FM1, which corresponds to the strength FM. The loglinear least-squares esti-
mation produced the following values as parameter estimates: a0  =  0.000414, and 
a1 = 0.000079 (1/year). The parameter a2 turns out to be statistically insignificant; there-
fore, this parameter was excluded from the model. The multiple adjusted correlation 
coefficient squared (R2) = 0.971, which shows a sufficiently good fit. The fitted values 
of reliability function and the empirical survivor function are given in Table 4.13 and 
Figure 4.16.

4.3.6.5 Nonlinear Model Estimation

With three parameters, the model provided by Equations 4.75 through 4.77 is nonlinear 
with respect to time. The parameters can be estimated and the errors analyzed using 

TABLE 4.13

Empirical Survivor Function, Sn(t), and Fitted Reliability Function Using Loglinear Regression and 
Transformation (Example 4.13)

Year Time to Failure (Years)
Number of occurrences 

of FM1 (Strength)
Survivor Function for FM1 

(Strength)
Fitted Reliability 

Function

1984 0 0 1.000000 –
1985 1 7 0.999650 0.999507
1986 2 6 0.999350 0.999428
1987 3 3 0.999200 0.999349
1988 4 0 0.999200 0.999270
1989 5 1 0.999150 0.999191
1990 6 1 0.999100 0.999112
1991 7 0 0.999100 0.999033
1992 8 1 0.999050 0.998955
1993 9 1 0.999000 0.998876
1994 10 5 0.998748 0.998797
1995 11 3 0.998597 0.998718
1996 12 1 0.998546 0.998639
1997 13 2 0.998445 0.998560
1998 14 2 0.998343 0.998481
1999 15 2 0.998241 0.998402
2000 16 1 0.998190 0.998323
2001 17 2 0.998087 0.998245
2002 18 1 0.998036 0.998166
2003 19 1 0.997984 0.998087
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nonlinear regression analysis procedures. The estimation of nonlinear model parameters 
can be essentially based on using numerical optimization methods. For this reason, the 
same dataset treated by different nonlinear estimation procedures might yield different 
results. The procedure recommended and used in this section is minimization of the sum 
of the error squared. Most nonlinear estimation procedures require some initial estimates 
of the parameters in order to start their iterative solution procedures. In the case of loglin-
ear models, or other models that can be transformed to linear ones, the estimates obtained 
using loglinear transformation can serve as good initial estimates. The examples in this 
section illustrate a nonlinear estimation procedure.

Example 4.14: Fitting a Nonlinear Model for the Data of Example 4.9

In this example, the nonlinear model of Equations 4.75 through 4.77 is used and its 
parameters are estimated using nonlinear fitting. For the data of Example 4.9, the non-
linear least-squares estimation gives the following values of the parameter estimates: 
a0 = 0.262649, a1 = −0.013915 (1/year), and a2 = 0.000185 (1/year2). These estimates were 
obtained using the quasi-Newton method of optimization to minimize the sum of 
the errors, that is, residuals, squared. A numerical algorithm is advised for this pur-
pose, or commercially available software can be used. Such optimization methods 
require an initial estimate of the solution. The estimates obtained using loglinear 
estimation from Example 4.12 were used as initial estimates. The estimates obtained 
using the nonlinear estimation are very close to those obtained using loglinear esti-
mation, with the estimates of a2 being equal. Both approaches result in good fit, as 
shown in Table 4.14. Nevertheless, the nonlinear estimates provide better fit based on 
the sums of the squared residuals; the sum of the squared residuals for the nonlinear 
model fit is 0.0000046, whereas it is only 0.000962 for the model obtained by loglinear 
estimation. The fitted reliability function and the empirical survivor function are 
given in Table 4.14.

TABLE 4.14

Empirical Survivor Function, Sn(t), and Fitted Reliability Function Using Loglinear Regression and 
Nonlinear Regression (Example 4.14)

Year
Time to Failure 

(Years)
Number of 

Failures
Empirical Survivor 

Function

Fitted Reliability Function

Loglinear Regression Nonlinear Regression

1937 0 0 1.000000 – –
⫶ ⫶ ⫶ ⫶ ⫶ ⫶

1973 36 0 1.000000 – –
1974 37 5 0.999750 0.999127 0.998533
1975 38 14 0.999050 0.999182 0.998551
1976 39 17 0.998200 0.998868 0.998199
1977 40 21 0.997150 0.998184 0.997478
1978 41 26 0.995850 0.997131 0.996388
1979 42 31 0.994300 0.995711 0.994930
1980 43 36 0.992500 0.993926 0.993106
1981 44 43 0.990350 0.991776 0.990918
1982 45 48 0.987950 0.989265 0.988369
1983 46 55 0.985200 0.986395 0.985461

(Continued)
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Example 4.15: Fitting a Nonlinear Model for the Data of Example 4.11

This example illustrates the fitting of the reliability function similar to Example 4.14 for 
the strength FM1 described in Example 4.11. The nonlinear least-squares estimation gives 
the following values of the parameter estimates: a0 = 0.000414, and a1 = 0.000086 (1/year). 
Similar to the previous example, the estimates obtained using the nonlinear estimation 
are very close to the respective estimates obtained using loglinear estimation, with the 
estimates of a0 being equal. Both approaches result in a good fit, as shown in Table 4.15. 
Similar to Example 4.14, the nonlinear estimates provide a slightly better fit than the loglin-
ear estimation; the sum of the squared residuals for the nonlinear model fit is 0.000000128, 
whereas it is 0.000000238 for the model obtained by loglinear estimation in Example 4.13.

4.3.6.6 Probability Plotting

Probability plots are visual representations that show reliability data and preliminary esti-
mation of assumed TTF distribution parameters by graphing the transformed values of an 
empirical survivor function (or CDF) versus the time (or the transformed time) on a specially 
constructed probability paper. Reliability data that follow the underlying distribution of a 
probability paper type will fall on a straight line. Commercial probability papers are avail-
able for all the typical life distribution models (e.g., refer to the 2000 Engineering Statistics 
Handbook of the National Institute of Standards and Technology). The example that follows 
illustrates the use of probability plotting of reliability data applied to the Weibull distribution.

TABLE 4.14

(Continued) Empirical Survivor Function, Sn(t), and Fitted Reliability Function Using Loglinear 
Regression and Nonlinear Regression (Example 4.14)

Year
Time to Failure 

(Years)
Number of 

Failures
Empirical Survivor 

Function

Fitted Reliability Function

Loglinear Regression Nonlinear Regression

1984 47 63 0.982050 0.983170 0.982198
1985 48 69 0.978600 0.979593 0.978582
1986 49 77 0.974750 0.975668 0.974619
1987 50 84 0.970550 0.971399 0.970312
1988 51 91 0.966000 0.966791 0.965667
1989 52 99 0.961050 0.961849 0.960687
1990 53 106 0.955750 0.956578 0.955379
1991 54 113 0.950100 0.950984 0.949748
1992 55 118 0.944200 0.945073 0.943801
1993 56 127 0.937850 0.938851 0.937544
1994 57 133 0.931200 0.932326 0.930983
1995 58 140 0.924200 0.925503 0.924125
1996 59 144 0.917000 0.918390 0.916978
1997 60 151 0.909450 0.910995 0.909549
1998 61 155 0.901700 0.903325 0.901846
1999 62 161 0.893650 0.895388 0.893877
2000 63 165 0.885400 0.887193 0.885650
2001 64 170 0.876900 0.878747 0.877174
2002 65 172 0.868300 0.870060 0.868457
2003 66 177 0.859450 0.861140 0.859508
2004 67 179 0.850500 0.851996 0.850336
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Example 4.16:  Probability Plotting of Weibull Distribution for the Data 
of Example 4.10

A transformation of the reliability Weibull function can be developed by taking the 
logarithm of the reliability function of Equation 4.53 twice as follows:
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= β − β α

 
(4.82)

By denoting y = ln{ln[1/R(t)]} and x = ln(t), y is therefore linear in x with a slope of β. 
Replacing R(t) by the respective empirical survivor function, Sn(t), a linear regression 
procedure can be used to fit the following line to the transformed data: y(x) = bx + a. The 
distribution parameters can be estimated as follows: β = b and α = exp(−a/β).

The values of these estimates for the data of Example 4.10 are as follows: β = 0.5554, 
α  =  1543246.1, and a  =  −7.91411. The fitted reliability function and the respective 
empirical survivor function are given in Table 4.16. The respective probability plot 
is given in Figure 4.17. The sum of the squared residuals for the Weibull distribution 
fitted using the probability paper is 0.000000271, which is worse than 0.000000128 
based on the nonlinear estimation in Example 4.15 and 0.000000238 for the model 
obtained by loglinear estimation in Example 4.13 for the same data. Nevertheless, 
the probability paper estimates can be used as initial estimates for the nonlinear 
estimation.

TABLE 4.15

Empirical Survivor Function, Sn(t), and Fitted Reliability Function Using Loglinear 
Regression and Nonlinear Regression (Example 4.15)

Year
Time to Failure 

(Years)

Number of 
occurrences of 
FM1 (Strength)

Empirical Survivor 
Function for FM1 

(Strength)

Fitted Reliability Function

Loglinear 
Regression

Nonlinear 
Regression

1984 0 0 1.000000 – –
1985 1 7 0.999650 0.999507 0.999500
1986 2 6 0.999350 0.999428 0.999414
1987 3 3 0.999200 0.999349 0.999329
1988 4 0 0.999200 0.999270 0.999243
1989 5 1 0.999150 0.999191 0.999158
1990 6 1 0.999100 0.999112 0.999072
1991 7 0 0.999100 0.999033 0.998986
1992 8 1 0.999050 0.998955 0.998901
1993 9 1 0.999000 0.998876 0.998815
1994 10 5 0.998748 0.998797 0.998730
1995 11 3 0.998597 0.998718 0.998644
1996 12 1 0.998546 0.998639 0.998559
1997 13 2 0.998445 0.998560 0.998473
1998 14 2 0.998343 0.998481 0.998387
1999 15 2 0.998241 0.998402 0.998302
2000 16 1 0.998190 0.998323 0.998216
2001 17 2 0.998087 0.998245 0.998131
2002 18 1 0.998036 0.998166 0.998045
2003 19 1 0.997984 0.998087 0.997960

FM1, strength mode of failure.
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4.3.6.7 Assessment of Hazard Functions

Once the parameters of the underlying life distributions are known (i.e., estimated), 
the assessment of the CHRF and hazard (failure) rate function is reduced to applying 
Equations 4.60 and 4.61, respectively. In this section, two examples of the hazard function 
calculations are provided for demonstration purposes. The first example is based on the 
reliability function with a polynomial CHRF, as provided by Equations 4.75 through 4.77 

TABLE 4.16

Empirical Survivor Function, Sn(t), and Fitted Weibull Reliability Function Using Probability Paper 
(Example 4.16)

Year
Time to Failure 

(Years)
Number of occurrences of 

FM1 (Strength)
Survivor Function for FM1 

(Strength)
Probability Paper Fitted 

Reliability Function

1984 0 0 1.000000 –
1985 1 7 0.999650 0.999635
1986 2 6 0.999350 0.999463
1987 3 3 0.999200 0.999327
1988 4 0 0.999200 0.999211
1989 5 1 0.999150 0.999107
1990 6 1 0.999100 0.999012
1991 7 0 0.999100 0.998923
1992 8 1 0.999050 0.998841
1993 9 1 0.999000 0.998762
1994 10 5 0.998748 0.998688
1995 11 3 0.998597 0.998616
1996 12 1 0.998546 0.998548
1997 13 2 0.998445 0.998482
1998 14 2 0.998343 0.998418
1999 15 2 0.998241 0.998356
2000 16 1 0.998190 0.998297
2001 17 2 0.998087 0.998238
2002 18 1 0.998036 0.998181
2003 19 1 0.997984 0.998126

FM1, strength mode of failure.
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FIGURE 4.17
Weibull probability paper plotting (Example 4.16).
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and developed in Example 4.14. The second example is based on the Weibull reliability 
function from Example 4.16.

Example 4.17.  Hazard Function Assessment from a Polynomial Cumulative 
Hazard Function

Example 4.14 demonstrated the development of a polynomial cumulative hazard func-
tion from reliability data. The resulting reliability function, expressed according to 
Equation 4.75 and using the estimated parameters, is

 R t t t( ) ( ). . .= − + −exp 0 2 0 013915 0 000185 262649

Using Equation 4.76, the CHRF is

 H t t t( ) . . .= − +0 262649 0 013915 0 000185 2

where:
t is the time in years

The respective hazard (failure) rate function is the derivative of H(t), as provided by 
Equation 4.77, which can be written as

 h t t( ) . .= − +0 013915 0 000370

The results of these calculations are given in Table 4.17 and Figure 4.18. Taking into 
account that the HRFs are used for projections, the table covers the years from 1990 to 
2010. It can be observed from the figure that the hazard (failure) rate function increases 
with time, which indicates the aging of the equipment.

TABLE 4.17

Hazard Rate Function (HRF) and Cumulative Hazard Rate Function (CHRF) for Reliability 
Function with a Polynomial CHRF (Example 4.14 Data and Example 4.17 Computations)

Year Time to Failure (Years) HRF CHRF

1980 43 0.001995 0.006369
1981 44 0.002365 0.008549
1982 45 0.002735 0.011099
1983 46 0.003105 0.014019
1984 47 0.003475 0.017309
1985 48 0.003845 0.020969
1986 49 0.004215 0.024999
1987 50 0.004585 0.029399
1988 51 0.004955 0.034169
1989 52 0.005325 0.039309
1990 53 0.005695 0.044819
1991 54 0.006065 0.050699
1992 55 0.006435 0.056949
1993 56 0.006805 0.063569
1994 57 0.007175 0.070559
1995 58 0.007545 0.077919
1996 59 0.007915 0.085649
1997 60 0.008285 0.093749

(Continued)
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Example 4.18:  Assessing the Hazard Function for the Weibull Distribution

This example is based on the Weibull reliability function obtained using the probability 
plotting from Example 4.16. The Weibull CHRF H(t) is given by Equation 4.67 and the 
respective hazard (failure) rate function h(t) by Equation 4.66. Using these equations and 
the estimates of the distribution parameters from Example 4.16, the following expres-
sions for H(t) and h(t) can be obtained:
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TABLE 4.17

(Continued) Hazard Rate Function (HRF) and Cumulative Hazard Rate Function (CHRF) 
for Reliability Function with a Polynomial CHRF (Example 4.14 Data and Example 4.17 
Computations)

Year Time to Failure (Years) HRF CHRF

1998 61 0.008655 0.102219
1999 62 0.009025 0.111059
2000 63 0.009395 0.120269
2001 64 0.009765 0.129849
2002 65 0.010135 0.139799
2003 66 0.010505 0.150119
2004 67 0.010875 0.160809
2005 68 0.011245 0.171869
2006 69 0.011615 0.183299
2007 70 0.011985 0.195099
2008 71 0.012355 0.207269
2009 72 0.012725 0.219809
2010 73 0.013095 0.232719
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FIGURE 4.18
Cumulative hazard rate function (CHRF) and hazard rate function (HRF) (Example 4.17).
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The resulting hazard functions are given in Table 4.18. The table covers the years from 
1985 to 2010 that includes predictions beyond the data covering the years 2004 to 2010. 
Contrary to the previous example, the hazard (failure) rate function in this case is 
decreasing in time, which shows that the given unit is improving with respect to FM1, 
which might not be realistic, in which case a different probability distribution should 
be considered.

4.3.7 Case Study: Reliability Data Analysis of Hydropower Equipment

This case study provides a summary of a small portion of a reliability rehabilitation 
project carried out by the USACE in 1996. The reliability rehabilitation project con-
sisted of structural and mechanical work on USACE-operated facilities, such as locks, 
dams, and hydropower plants. The objective of reliability rehabilitation projects is to 
estimate the capital expenditure required to replace features of structural and non-
structural components and systems in a cost-effective manner. Hydropower equipment 
and plants are included with major rehabilitation programs that are funded by spe-
cific US Congressional appropriations. A justification for rehabilitation should include 
rigorous technical and economic analyses in order to compete successfully for limited 

TABLE 4.18

Hazard Rate Function (HRF) and Cumulative Hazard Rate Function (CHRF) for 
Weibull Reliability Function (Example 4.16 Data and Example 4.18 Computations)

Year Time to Failure (Years) HRF CHRF

1985 1 0.000203025 0.000366
1986 2 0.000149180 0.000537
1987 3 0.000124572 0.000673
1988 4 0.000109616 0.000789
1989 5 9.92629E−05 0.000894
1990 6 9.15341E−05 0.000989
1991 7 8.54709E−05 0.001077
1992 8 8.05444E−05 0.00116
1993 9 7.64351E−05 0.001239
1994 10 7.29372E−05 0.001313
1995 11 6.99110E−05 0.001385
1996 12 6.72582E−05 0.001453
1997 13 6.49067E−05 0.001519
1998 14 6.28030E−05 0.001583
1999 15 6.09058E−05 0.001645
2000 16 5.91830E−05 0.001705
2001 17 5.76091E−05 0.001763
2002 18 5.61636E−05 0.00182
2003 19 5.48296E−05 0.001876
2004 20 (prediction) 5.35934E−05 0.00193
2005 21 (prediction) 5.24433E−05 0.001983
2006 22 (prediction) 5.13698E−05 0.002035
2007 23 (prediction) 5.03645E−05 0.002086
2008 24 (prediction) 4.94205E−05 0.002136
2009 25 (prediction) 4.85316E−05 0.002185
2010 26 (prediction) 4.76927E−05 0.002233
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appropriation funds, and technical analysis for hydropower equipment, such as genera-
tors, must include reliability analysis of equipment. Although the discussion in this sec-
tion is limited to hydropower generators, approaches used were applied to other types 
of hydropower equipment. The general objective of this case study is to illustrate the 
assessment methods of the time-dependent reliability and hazard functions of hydro-
power generators.

4.3.7.1 Reliability Data

The data used in this study were taken from the 1993 inventory by the USACE of hydro-
power equipment. The inventory was obtained from the USACE in the form of a database 
of records for 785 hydropower generators. The inventory was limited to generators with 
power (P) of more than 5 MW and plant-on-line (POL) dates after 1930. Table 4.19 contains 
a fragment of the records available in the database. Each record is related to one generator 
and consists of the following fields: (1) plant name, (2) unit number, (3) POL date, (4) power 
(kW), (5) rewind date, (6) rewind rating (kW), (7) rewind reason, (8) age at failure (years), 
and (9) age or exposure time (years).

Analyzing the data, one can conclude that lifetime data are right randomly censored 
data. In other words, the age of a generator is either the time to failure (for equip-
ment that was repaired or replaced) or the time to censoring (for equipment that was 
not repaired or replaced). Because the database included equipment that was installed 
between 1930 and 1993, the generators installed in the 1930s are based on technologies 
and materials that might be significantly different than those used, for example, in the 
1950s or 1990s. Therefore, the POL date (T) was used to stratify the population of gener-
ators into groups as follows: (1) 1970 < T ≤ 1993, (2) 1960 < T ≤ 1970, (3) 1950 < T ≤ 1960, 
and (4) 1930 < T ≤ 1950. Each group spans 10 years, except the first group, which spans 
23 years because no failures were reported for generators with T > 1980. Combining 
the last 23 years in one group produces some failure records within this time span to 
be used for analysis purposes. An implied assumption in this group breakdown is that 
technologies and materials used in manufacturing generators are strongly correlated 

TABLE 4.19

Fragment of Records in Generator Database

Plant Name
Unit 

Number PoL Date Power (kW) Rewind Date
Rewind 
Rating

Age at 
Failure 
(Years) Age (Years)

Norris 1 September 1, 1936 50,400 November 1, 1990 55,620 54 54
Wheeler 1 November 1, 1936 32,400 September 1, 1984 35,100 48 48
Wheeler 2 April 1, 1937 32,400 June 1, 1986 35,100 49 49
Ontario 
Power

9 January 1, 1938 8,776 – – 0 55

Pickwick 2 June 1, 1938 36,000 December 1, 1986 40,400 49 49
Bonneville 2 June 6, 1938 43,200 January 1, 1975 54,200 37 37
Bonneville 1 July 18, 1938 43,200 – – 0 55
Pickwick 1 August 1, 1938 36,000 May 1, 1986 40,400 48 48
Guntersville 1 August 1, 1939 24,300 October 1, 1978 28,800 39 39
Guntersville 2 October 1, 1939 24,300 July 1, 1979 28,800 40 40

POL, plant-on-line.
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with T; therefore, the variable T can be used to reflect this effect. The second factor 
used for the stratification is the power rating of generators, P. A histogram of the power 
ratings of the hydropower generators is shown in Figure 4.19. The data were divided 
into the following groups based on power capacity P (in megawatts): (1) low power, 
P  ≤  30  MW; (2) medium power, 30  <  P  ≤  50  MW; and (3) high power, P  >  50  MW. 
The simultaneous stratification of the generators population by T and P resulted in 
12 groups of low, medium, and high power for each of the four time periods for POL. 
The number of units in these groups and the fractions of surviving units in each group 
are provided in Table 4.20.

4.3.7.2 Fitting Reliability Models

The development of reliability assessment models is based on both variables (T and P). If 
one of them is determined to be insignificant, it can be dropped from the model and the 
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FIGURE 4.19
Power rating of hydropower generators.

TABLE 4.20

Definition of Groups of Hydropower Generators

Group 
Designation PoL Interval (Years) Power Capacity (P) (MW)

Number (n) of 
Units/Number (r) 

of Failures
Fraction of Surviving 
Equipment [(n – r)/n]

4.1 1930 < T ≤ 1950 Low power (P ≤ 30) 63/38 0.396
4.2 1930 < T ≤ 1950 Medium power (30 < P ≤ 50) 43/37 0.140
4.3 1930 < T ≤ 1950 High power (P > 50) 17/11 0.353
3.1 1950 < T ≤ 1960 Low power (P ≤ 30) 84/17 0.798
3.2 1950 < T ≤ 1960 Medium power (30 < P ≤ 50) 62/17 0.726
3.3 1950 < T ≤ 1960 High power (P > 50) 86/29 0.663
2.1 1960 < T ≤ 1970 Low power (P ≤ 30) 32/1 0.969
2.2 1960 < T ≤ 1970 Medium power (30 < P ≤ 50) 50/9 0.820
2.3 1960 < T ≤ 1970 High power (P > 50) 65/15 0.769
1.1 1970 < T ≤ 1993 Low power (P ≤ 30) 85/0 1.000
1.2 1970 < T ≤ 1993 Medium power (30 < P ≤ 50) 74/2 0.973
1.3 1970 < T ≤ 1993 High power (P > 50) 124/4 0.968

POL, plant-on-line.
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model revised accordingly. The following possible model development scenarios can be 
considered:

•	 Both variables—power rating P and POL date T—are significant. The result in this case 
consists of 12 reliability models, 1 model for each combination of P and T. Alternatively, 
one multivariable reliability model can be developed as a function of both P and T.

•	 Either P or T is significant. The result in this case is three or four reliability models, 
respectively. Each model in this case is for the different values of the significant 
variable (P or T). Alternatively, one multivariable reliability model can be devel-
oped as a function of either P or T.

•	 Both P and T are insignificant. The result in this case is one model that is indepen-
dent of P and T.

4.3.7.2.1 Individual Univariate Models for the 12 POL and Power Combinations

Analyzing Table 4.20, one can notice that one of the 12 groups of POL and power combina-
tions (group 1.1) has no failures. This group without failures was treated using confidence 
interval estimation for the exponential distribution as discussed at the end of this section. 
For each of the remaining 11 groups, the reliability model fitting started with constructing 
the product limit estimates, Sn(t), of the respective reliability functions using Equation 4.74. 
For example, the reliability function estimates, Sn(t), for group 3 are given in Table 4.21. 
Then, the following second-order polynomial exponential reliability function defined by 
Equations 4.75 through 4.77 was fitted to each respective estimate Sn(t):

 R t a a t a t( ) exp[ ( )]= − + +0 1 2
2

 (4.83)

where:
t is TTF in years

(Continued)

TABLE 4.21

Reliability Function Estimate Sn(t) for Groups 3.1–3.3

Years to Failure Average Power (kW) PoL Year Sn(t)

Group 3.1
      0 18,334.6 1955 1.00000
      5 18,334.6 1955 0.98809
    22 18,334.6 1955 0.96428
    23 18,334.6 1955 0.95238
    24 18,334.6 1955 0.94048
    25 18,334.6 1955 0.92857
    26 18,334.6 1955 0.91667
    28 18,334.6 1955 0.90476
    30 18,334.6 1955 0.88095
    32 18,334.6 1955 0.86904
    34 18,334.6 1955 0.85681
    38 18,334.6 1955 0.81287
    39 18,334.6 1955 0.78665
    40 18,334.6 1955 0.75751
    41 18,334.6 1955 0.70701
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The least-squares estimates of the model parameters were obtained using quasi-Newton and 
simplex minimization methods. Initial estimates of the model parameters were obtained 
using loglinear transformation as described in Section 4.3.6.4. The final estimates of model 
parameters and adjusted squared multiple correlation coefficient R2 (or multiple R for linear 
first-order cases) for each group are given in Table 4.22.

For group 1.1, in which no failures were observed, the exponential distribution was used 
as the model for time to failure distribution. The only possible way to get a rough estimate 
of the exponential distribution parameter is to construct the following upper confidence 
limit on the hazard rate parameter a1 as defined in Equation 4.77 with a0 = 0 and a2 = 0:
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(4.84)

where:
a1u is the upper confidence limit on the hazard rate parameter a1

χα ,2
2  is the lower percentile of the chi-squared distribution at the α level with 2 degrees 

of freedom
Ts is the total censoring time (i.e., time in service), as given by

TABLE 4.21

(Continued) Reliability Function Estimate Sn(t) for Groups 3.1–3.3

Years to Failure Average Power (kW) PoL Year Sn(t)

Group 3.2
      0 40,327.8 1954 1.00000
    14 40,327.8 1954 0.98387
    19 40,327.8 1954 0.96774
    21 40,327.8 1954 0.93548
    27 40,327.8 1954 0.91935
    29 40,327.8 1954 0.90323
    30 40,327.8 1954 0.85484
    31 40,327.8 1954 0.79032
    33 40,327.8 1954 0.75806
    34 40,327.8 1954 0.74159
    36 40,327.8 1954 0.72393
Group 3.3
      0 68,929.1 1957 1.00000
    16 68,929.1 1957 0.97674
    18 68,929.1 1957 0.96512
    22 68,929.1 1957 0.94186
    25 68,929.1 1957 0.93023
    27 68,929.1 1957 0.88372
    28 68,929.1 1957 0.84884
    29 68,929.1 1957 0.80233
    30 68,929.1 1957 0.74419
    31 68,929.1 1957 0.68605
    32 68,929.1 1957 0.67442
    34 68,929.1 1957 0.66169

POL, plant-on-line.
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where tsi is the censoring time for the ith equipment unit for i = 1, 2, . . . , n. Using α = 0.5 
for group 1.1 where Ts = 1134 years and n = 85, χα ,2

2  was obtained from the tabulated chi-
squared distribution tail areas (Ayyub and McCuen 2011) as 1.3863; a1u was calculated as 
0.00061124 per year. The resulting a1u for group 1.1 looks reasonable in comparison with 
other groups, such as group 2.1 in Table 4.22.

4.3.7.2.2 Bivariate Models Using POL Years

In order to study the significance of the power capacity, the following model was fitted for 
each POL group using the respective average power (P) values in megawatts, as illustrated 
in Table 4.21:

 R t P a a t a t b P b tP( , ) exp[ ( )]= − + + + +0 1 2
2

1 2  (4.86)

where:
b1 and b2 are power-related model parameters

TABLE 4.22

Final Estimates of Model Parameters

Group Model Type
Number of 

Distinct Failures a0 a1 (year−1) a2 (year−2)
R2 Value or 
Adjusted R2

4.1 Nonlinear 
(second-order)

17 −1.71776 0.1113 −0.00091 0.98379

4.2 Nonlinear 
(second-order)

25 0.02563 −0.01068 0.001028 0.99095

4.3 Nonlinear 
(second-order)

10 −0.0472 0.015172 −1.3E − 05 0.96907

3.1 Nonlinear 
(second-order)

14 0.04129 −0.00708 0.000323 0.96884

3.2 Nonlinear 
(second-order)

10 0.27943 −0.03042 0.000895 0.93594

3.3 Nonlinear 
(second-order)

11 0.71266 −0.0738 0.001965 0.95459

2.1 Loglinear 
(first-order)

2 0 0.002268 0 1.00000

2.2 Nonlinear 
(second-order)

5 −0.00049 −0.004 0.00062 0.96568

2.3 Nonlinear 
(second-order)

9 0.000716 −0.00995 0.000931 0.99464

1.1 Lower limit 
using the 
exponential 
distribution

0 0 0.00061124 0 Not available

1.2 Loglinear 
(first-order)

2 0 0.001938 0 1.00000

1.3 Loglinear 
(second-order)

3 0 −0.00062 0.001066 1.00000
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The significance of each factor included in Equation 4.86 was studied using stepwise 
regression. The estimated model parameters and adjusted R2 for each group are given in 
Table 4.23. Model parameters with zero estimated values are parameters that were deter-
mined not to be significant according to stepwise regression. The models in Table 4.23 are 
less accurate than those in Table 4.22 based on their adjusted R2. Therefore, the models in 
Table 4.22 were selected as the final ones. It should be noted that the lower accuracy of the 
bivariate models can be attributed to the fact that the four bivariate models are based on the 
same volume of data used for fitting the 12 univariate models of Table 4.22. The bivariate 
model for group 1 shows that the power capacity might be a significant factor of the equip-
ment aging process.

4.3.7.2.3 Trivariate Model Using Average Power and POL Years

By using stepwise regression, the following model was fitted to the entire dataset, using 
average power values and POL year in the form of two digits, for example, the year 1963 
has a T value of 63:

 R t P T a a t a t b P b T b PT b Pt b PTt( , , ) exp[ ( )]= + + + + + + +− 0 1 2
2

1 2 3 4 5  (4.87)

where T is the POL year (in years, counting from 1900) for each average power capacity 
group (P in megawatts) for each power capacity group. The following factors were deter-
mined to be significant: t, t2, and interaction Pt. Thus, the following model was obtained:

 R t P t t( , ) exp[ ( . . . .= − + +− 0 030706679 0 012733166 0 000593775 0 00002 551563Pt)]  (4.88)

The adjusted R2 value for this model is 0.765. Thus, again the model of Equation 4.88 turns 
out to be less accurate than those in Table 4.22 based on their adjusted R2. Nevertheless, 
similar to the bivariate model of Equation 4.86, this model of Equation 4.88 shows that the 
power capacity P is the second (after the unit age t) significant factor of the equipment 
aging process.

4.4 Software Reliability

Using the reliability definition that was introduced in Section 4.1 as a basis, software reli-
ability can be consistently defined as its ability to provide failure-free operation for a speci-
fied time in a specified environment, and this reliability can be consistently quantified as 

TABLE 4.23

Bivariate Models Using Average Plant-on-Line (POL) Dates: R(t, P)

Group a0 a1 (year−1) a2 (year−2) b1 (MW−1) b2 (year−1 MW−1) Adjusted R2

4 0.02244285 0 0.000484044 0 0 0.561
3 0.09401995 −0.01428786 0.000431951 −0.002186 0.000177 0.878
2 0.00107225 −0.00872835 0.000865890 0 0 0.975
1 −0.00067435 0 0 0 0.00059541 0.981
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the probability of failure-free operation for a specified time in a specified environment. 
Three major classes of software reliability analysis methods can be identified:

 1. Black-box reliability analysis entails estimating the software reliability based on 
failure observations from testing or operation of software as a black box without 
considering or even knowing the internal details or working of the software.

 2. Software metric-based reliability analysis focuses on evaluating the software based 
on its configuration and development process, for example, lines of code, number 
of statements and/or complexity, or its development process and conditions, such 
as developer and programmer experience and testing methods used.

 3. Architecture-based reliability analysis evaluates the reliability of software as a 
system from its component reliabilities and the system’s architecture, for exam-
ple, the way the system is constructed from its components. Such approaches are 
sometimes called component-based reliability estimation, or gray or white-box 
approaches.

Most software reliability concepts presently in use are adapted from concepts covered in 
Sections 4.2 and 4.3 for hardware reliability. Adapting and applying hardware reliability 
concepts to estimate and characterize software reliability should recognize some funda-
mental differences in the underlying failure processers and nature of hardware compared 
to software such as the following:

•	 Hardware failures are generally attributable to physical wearout, deteriora-
tion, or degradation, whereas software failures are not generally driven by such 
mechanisms.

•	 The so-called independence assumption in modeling hardware failures holds 
well in the case of physical faults by reducing the complexity of the reliability 
models and making the use of redundancy very effective for designing hard-
ware with fault tolerance, for example, the use of active redundancy in combina-
tion with voting, or standby redundancy through reconfiguration upon failure 
detection. Therefore, it is feasible to design systems with high hardware reli-
abilities. These concepts do not generally apply or hold for the case of software 
reliability.

•	 The root causes of software failure are sometimes design faults, that is, human 
error in the development process or maintenance. Such design faults would 
cause a failure under certain circumstances. The probability of the activation of 
a design fault is typically usage dependent and time independent. Such software 
faults could lead to hardware failure, making software and hardware reliability 
interconnected and interdependent. With an increasing complexity of hardware 
and software systems, design faults resulting from such an integrated hardware/
software system become a difficult-to-predict concern, and the division between 
hardware and software reliability is somewhat artificial.

•	 Software failures are generally caused by design faults. In contrast to hardware, 
software can be perfect, that is, fault-free codes; however, developing complex 
fault-free software is unfortunately infeasible. Formal software reliability meth-
ods can enhance the correctness of software and enables predicting residual 
errors using reliability growth models, where correctness is a statement in the 
context of meeting a set of specifications that implicitly presumes such a set to 
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be correct, that is, correctness does not ensure reliability because the specifications 
might be faulty. Unfortunately, formal software verification techniques are not 
effective for large software systems, such as consumer operation systems or word 
processors. The infeasibility of developing complex, fault-free software systems 
and the inability of guaranteeing the absence of faults make the assessment of 
software reliability a necessity to fulfill high-dependability requirements for 
complex systems.

•	 Software copies are completely dependent; therefore, many hardware fault toler-
ance principles ineffective or unsuitable for enhancing software reliability. For 
example, instead of using redundant copies, software reliability can be improved 
by using design diversity, for example, using what is termed N-version program-
ming for enhancing software reliability.

•	 Software faults become active and cause failures depending on the usage profile, 
that is, they depend on the input sequence and operation conditions. The usage 
profile cannot be predicted with a reasonable degree of certainty since it is driven 
by the behavior of users, although software is expected to fail in the same way for 
the same operational conditions and same parameters. Such uncertainty justifies 
the use of a probabilistic framework.

•	 User profiles and operation profiles are commonly used in software reliability 
analysis and measurement. These profiles are used to estimate weight factors for 
assessing software reliability.

Studies have shown that for complex systems, a significant number of failures are typically 
caused by software faults.

The concepts of reliability R(t), failure probability F(t), failure density f(t), and hazard 
rate h(t) are used in software reliability analysis in the same manner as was introduced in 
Sections 4.2 and 4.3 (see, e.g., Equations 4.57 through 4.63), where t means the execution 
time that is approximated by the clock time. Additionally, M(t) is introduced as a random 
process of the number of failures experienced by time t with the mean value function 
μ(t) = E[M(t)] and the failure intensity function λ(t) = dμ(t)/dt, that is, the derivative of 
the mean value function μ(t). The term failure intensity rate is used herein instead of the 
failure rate in order to make a distinction between the two rates. Other hardware-related 
reliability concepts are adopted for use in software reliability including probability of 
failure per demand taken as 1 − R(t), where R is the reliability of a single execution, and 
availability concepts for combined hardware and software such as downtime, uptime, 
and reboot time.

Software testing can be used to collect data on the number of faults as a function of time. 
The resulting empirically constructed cumulative fault count as a function of time can be 
used to fit a model. This model enables predicting future reliability with additional test-
ing or predicting remaining faults. A suitable model for this purpose that offers the added 
property of simplicity is

 M t c( ) [ exp( )]= − λ1 t  (4.89a)

where:
c is the initial number of faults that is commonly unknown and should be estimated 

from curve fitting
λ(t) is the time-variant failure intensity rate introduced earlier
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Such a model produces a Poisson process for M(t) characterized as

 
P M t m

cF
m

cF t
m

[ ( ) ]
[ ( )]

!
exp[ ( )]= = −t

 
(4.89b)

This model is based on the assumption that all faults have the same failure intensity func-
tion λ(t) = dμ(t)/dt = f(t)/[1 − F(t)]. The failure probability function can be determined by 
integrating the failure intensity function λ(t). Other alternate models exist, such as the 
binomial model and S-shaped model that are not covered herein.

This introductory coverage of software reliability can be enhanced by representing usage 
profiles that might be different than the testing profiles, accounting for the noninstan-
taneous removal of faults in actual usage, and including active-standby or cold-standby 
redundancies if existent. Lyu (1996) and Pham (1999) provide additional information on 
software reliability.

4.5 Bayesian Methods

The procedures discussed in Section 4.3 are related to the so-called statistical inference. 
Applying any of such procedures is usually associated with some assumptions, for example, 
a sample is composed of uncorrelated identically distributed random variables. The identically 
distributed property can be stated according to a specific distribution (e.g., the exponen-
tial or Weibull distribution). Such an assumption sometimes is checked using appropriate 
hypothesis testing procedures. Nevertheless, even if the corresponding hypothesis is not 
rejected, these characteristics cannot be taken with absolute certainty. In the framework of 
statistics, data result from observations, tests, measurements, polls, and so on. These data 
can be viewed as objective information.

Bayesian statistical inference is based not only on objective information but also on the 
so-called subjective information. The subjective information includes sources such as 
expert opinions, experience based on previously solved problems that are similar to the 
one under consideration, intuition, and so on. This information is usually used as so-called 
prior information, as opposed to posterior information (estimate) regarding the parameters of 
interest, which is based on the prior information as well as regular statistical samples 
(objective information). In order to use the prior (subjective) information in Bayesian statis-
tical inference, the subjective information must be expressed in a  probabilistic form, which 
is discussed in Section 4.5.1.

Bayesian statistics is based on Bayes’ theorem, which, generally speaking, can be expressed 
in continuous, discrete, or mixed forms. For the applications considered in this book, the 
continuous form given below is quite sufficient.

4.5.1 Bayes’ Theorem

Bayes’ theorem forms the basis for Bayesian methods, as described in Appendix A. 
Reliability assessment involves estimation of parameters (θ), such as a moment or a prob-
ability distribution parameter. It can be any parameter—time to failure or time to repair—or 
any reliability index, such as the mean time between failures and hazard or failure rate. It is 
assumed that the parameter θ is a continuous random variable so that the prior and posterior 
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distributions of θ can be represented in the form of continuous PDFs. The continuous prior 
PDF of θ is denoted h(θ), and a likelihood function l(θ|t) can be constructed based on sample 
data, denoted by t. The likelihood function l(θ|t) provides an assessment of the occurrence 
likelihood of the new information given t or as a function of the parameter θ. According to 
Bayes’ theorem, the posterior PDF of θ is given by

 

f |t =
h  l |t

h  l |t  
 

( )
( ) ( )

( ) ( )

θ θ θ

θ θ θ
−∞

∞

∫ d

 

(4.90)

The posterior (Bayes’) point estimate of the parameter of interest θ can be computed using 
the so-called loss function. The loss function is a measure of discrepancy between the true 
value of the parameter θ and its estimate θ. Several possible loss functions are available; 
the most popular one is the squared error loss function, which is given by

 L( , ) ( )θ θ θ θ = − 2

 (4.91a)

If the likelihood function of Equation 4.91a is used, the corresponding Bayes’ point esti-
mate of the posterior mean of θ is

 

θ = θ θ θ

posterior df t( )
−∞

∞

∫
 

(4.91b)

The prior point estimate of θ is

 

θ θ θ θ
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prior d=  h
−
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(4.91c)

The Bayes’ analog of the classical confidence interval is Bayes’ probability interval. For 
constructing the 100(1 − α)% Bayes’ probability interval (θl, θu), the following relationship 
based on the posterior distribution can be used:

 
P < f t =l u

l

( ) ( )θ θ θ = θ θ − α
θ

θ

≤ ∫ d
u

1
 

(4.92)

In reliability and risk analysis, the Bayesian technique is most often applied in estimation 
of the binomial and exponential (or Poisson) distributions. The respective procedures are 
briefly discussed in the following sections.

4.5.2 Estimating Binomial Distribution

The binomial distribution plays an important role in reliability and risk analysis. For exam-
ple, if for a redundant unit, two failures are observed per 12 demands, the probability 
of failure per demand can be modeled by a binomial probability, and an estimate of this 
probability is P = 1/6. Another example is a situation when n identical units are simultane-
ously placed in service and observed during a specified time t. The r units failed were not 
replaced or repaired. In this case, the number of failures, r, can be considered as a discrete 
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random variable having the binomial distribution with parameters n and p(t), where p(t) is 
the probability of failure of a single unit during time t. The function p(t) is the time to fail-
ure CDF, whereas [1 − p(t)] is the reliability or survivor function. An estimate of the failure 
probability ( ) isp p r/n,  =  which is also the maximum likelihood estimate.

To obtain the Bayesian estimate for probability p, we can use a binomial test in which the 
number of units (n) tested is fixed in advance. The probability distribution of the number 
of failed units (r) during the test is given by the binomial distribution PDF with parameters 
n and r as follows:

 f r n p
n r r

p n r( ; , )
( )! !

( )=
−

− −n
pr!

 
1  (4.93)

where:
f is the binomial probability mass function
r is the random variable
n and p are the binomial distribution parameters

The corresponding likelihood function is given by

 l( ) ( )p r cp pr n r= − −1  (4.94)

where c is a constant that does not depend on the parameter of interest, p, and can be 
assigned a value of 1 because constant c drops out from the posterior prediction equation. 
For any continuous prior distribution of parameter p with PDF h(p), the corresponding 
posterior PDF can be written as

 f p r
p p h p

p p p p
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To better understand the difference between statistical inference and Bayes’ estimation, 
the following case of the uniform prior distribution is discussed. The prior distribution in 
this case is the standard uniform distribution, which is given by

  p   
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 (4.96)

Based on Equation 4.95, the respective posterior distribution can be written as
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(4.97)

The posterior PDF of Equation 4.97 is the PDF of the beta distribution that is introduced 
in Example 4.19. The mean value of this distribution, which is Bayes’ estimate of interest 
pposterior, is given by
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Example 4.19: Shooting a Target

Assessing the effectiveness of a new weapon system requires life testing. Experience 
shows that the success rate is ~50%; therefore, a simple test of tossing a coin can be viewed 
as an accurate representation of this war asset. Tossing a coin three times (n = 3) with one 
success (r = 1; e.g., tails up) is considered here. Bayes’ estimate of the probability of suc-
cess according to Equation 4.98 is pposterior = 2/5, which is less than the respective classical 
estimate (pC) of r/n, which is equal to 1/3, in this case. The prior and posterior distributions 
are provided in Figure 4.20. The flat prior distribution used in this example represents, 
in a sense, a state of equally likely likelihood allocation due to lack of knowledge. As the 
sample size increases, the classical and Bayes’ estimates get closer to each other.

The most widely used prior distribution for parameter p of the binomial distribution 
is the beta distribution. The PDF of the distribution can be written in the following form:
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where n0 > x0 ≥ 0, and Γ(α) is the gamma function in terms of α, which is given by
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(4.100)

The mean and the variance (var) of the beta distribution (pprior) are given, respectively, by
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The mean of Equation 4.101 is the prior mean, if the beta distribution is used as the 
prior distribution. In the following application, the COV (k) of this distribution is 
needed:
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FIGURE 4.20
Prior and posterior personal density functions (PDFs) (Example 4.19).
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The PDF of the beta distribution provides a variety of different shapes depending on 
the values of the distribution parameters. The standard uniform (flat) distribution, used 
in Example 4.19, is a special case of the beta distribution.

The popularity of the beta distribution, as a prior distribution in estimating the 
parameter of binomial distribution used as a reliability or survivor function at a given 
time, stems from having a resulting posterior distribution from the same family of beta 
distributions. The beta prior distribution belongs to the so-called conjugate prior dis-
tributions, because, generally speaking, a prior distribution that results in a posterior 
distribution from the same family as the prior one is referred to as a conjugate prior 
distribution.

Using Bayes’ theorem from Equation 4.99 with the binomial likelihood function of 
Equation 4.94 and the beta prior PDF in the form of Equation 4.99, the posterior PDF can 
be obtained in the following form:
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(4.104)

which is of course the beta PDF. Therefore, Bayes’ point estimate (i.e., the mean of the 
posterior distribution) is given by
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(4.105)

An interpretation of the parameters of prior distribution sometimes is needed. The 
parameter n0 can be interpreted as a number of fictitious binomial trials resulting in x0 
fictitious successes. In a reliability context, the same parameters could be interpreted as 
a number of failures (x0) observed in a test (or in the field) of n0 identical units during a 
fixed time. Assessment of the parameters of the prior distribution is discussed later in 
this section. The prior distribution parameters can also be estimated based on the real 
prior data—data collected on similar equipment or data collected on a predecessor of the 
currently manufactured product, using the respective sample size n0 and the number of 
failures observed x0.

Based on Equation 4.92 and the posterior PDF given by Equation 4.104, the corre-
sponding 100(1 − α)% two-sided Bayesian probability interval for p can be obtained as 
the simultaneous solutions of the following equations with respect to the respective 
lower and upper values, pl and pu:

 P p p I r x n n r xl pl( ) ( , )< = + =
α

0 0 0
2

+ − −  (4.106a)
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where Ix(k, m) is the incomplete beta function as given by
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A practical approach of choosing the parameters of the prior distribution is based on 
assessing its moments (mean and variance). For example, an expert can provide an 
estimate of the prior probability pprior of Equation 4.101 and a measure of uncertainty 
related to this estimate in the form of standard error: the square root of the variance 
of Equation 4.102 or the COV according to Equation 4.103. Having these estimates 
and solving a system of two equations, the parameters of interest, n0 and x0, can be 
evaluated.
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Example 4.20:  Reliability Analysis of Life Rafts

This example illustrates Bayes’ reliability estimation process based on the prior subjective 
information in the form of expert opinion. Life rafts on boats are required for certain 
types of vessels. An expert has assessed the prior mean (i.e., point estimate) of the reli-
ability function as pprior = x0/n0 = 0.9. Selecting the parameters x0 and n0 can be based on 
the value of the COV used as a measure of uncertainty, or accuracy, of the prior point 
estimate pprior. Some values of the COV and the corresponding values of the parameters 
x0 and n0 obtained as the solutions of Equations 4.101 and 4.103 for pprior = x0/n0 = 0.9 are 
given in Table 4.24.

Example 4.21:  Reliability of a New Product

A design engineer assesses the reliability of a new component at the end of its useful 
life (T = 10,000 hours) as 0.75 with a standard deviation of 0.19. A sample of 100 new 
components has been tested using an accelerated life technique for 10,000 hours, and 
29 failures have been recorded. Given the test results, one needs to find the posterior 
mean and the 90% Bayesian probability interval for the component reliability. The 
prior distribution of the component reliability is assumed to have a beta distribution.

The prior mean is subjectively assessed as 0.75 and the COV is 0.19/0.75 = 0.25. Using 
Equations 4.101 and 4.103, the parameters of the prior distribution are evaluated as 
x0 = 3.15 and n0 = 4.19. Thus, according to Equation 4.105, the posterior point estimate 
of the new component reliability is R(10,000) = (3.15 + 71)/(4.19 + 100) = 0.712. Applying 
Equation 4.106, the 90% lower and upper confidence limits are found to be 0.637 and 
0.782, respectively. Figure 4.21 depicts the respective prior and posterior distributions 
of estimates of the reliability function at 10,000 hours.

TABLE 4.24

Selection of Parameters for Reliability 
Estimation of Life Rafts

x0 n0 CoV 

0.9 1 0.236
9 10 0.100
90 100 0.033
900 1000 0.001

COV, coefficient of variance.
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FIGURE 4.21
Prior and posterior personal density functions (PDFs) (Example 4.21).
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4.5.3 Parameter Estimation for the Exponential Distribution

In this section, a Bayesian approach for estimation of the parameter λ of the exponential 
distribution is described. The same approach can be applied to the estimation of the occur-
rence rate of failures for the homogeneous Poisson process, as well as for the Poisson dis-
tribution itself.

A sample of n failure times from the exponential distribution, among which only r are 
distinct times to failure (t1 < t2 < ⋯ < tr) and n − r are TTC [tc1, tc2, . . . , tc(n − r)], so that the so-
called total time on test, T, is given by

 T ti
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=

−

=
∑ ∑

1 1

t
j

n r

 (4.108)

Based on these data, one needs to estimate the parameter λ for the exponential distribution 
using Bayes’ approach.

Using the gamma distribution as the prior distribution of parameter λ, it is conve-
nient to write the probability density of gamma distribution as a function of λ in the 
following form:

 
h λ δ ρ

δ
ρ λδ δ− −ρλ; ,

( )
( ) = 1
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1e

 
(4.109)

where the parameters λ > 0, ρ ≤ 0, and δ ≤ 0. These parameters can be interpreted as 
having δ fictitious failures in p total time, leading to λ = δ/p. Selection of the distribution 
parameters is discussed later, but for the time being, these parameters are assumed to 
be known. Also, it is assumed that the quadratic likelihood function of Equation 4.91a 
is used.

For the exponential time-to-failure data, the likelihood function can be written as

 l(λ∣t) = f(t1) f(t2) … f(tr) R(tc,1) R(tc,2) … R(tc,n–r)  (4.110a)

where:
f(ti) is the PDF at the time to failure ti

R(tc,i) is the reliability value at the time to censoring tc,i

Therefore, the following likelihood function can be obtained:

 

l t t

i

r
t

j

n r
i cj( )λ = λ

λ

−λ

=

−λ

−λ

e

e

1 1
∏ ∏

=

−

=

e

r T

 

(4.110b)

where:
T is the total time on test as given by Equation 4.108.

Using Bayes’ theorem with the prior distribution given by Equation 4.109 and the 
 likelihood function of Equation 4.100, one can find the posterior density function of the 
parameter, λ, as
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Recalling the definition of the gamma function of Equation 4.80, the integral in the denom-
inator of Equation 4.111 is
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Finally, the posterior PDF of λ can be written as
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(4.112)

Comparing the above function with the prior one of Equation 4.109 reveals that the poste-
rior distribution is also a gamma distribution with parameters ρ′ = r + δ and λ′ = T + ρ. In 
other words, the chosen prior gamma distribution turns out to be conjugate one in this case.

Because a quadratic loss function is assumed, the point Bayesian estimate of λ is the mean 
of the posterior gamma distribution with parameters ρ′ and λ′. Therefore, the point Bayesian 
estimate, λposterior, can be obtained as

 
posteriorλ
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(4.113)

The corresponding probability intervals can be obtained using Equation 4.92. 
For example, the 100(1  −  α)% level, upper, one-sided Bayes’ probability interval for 
λ can be obtained from the following equation based on the posterior distribution 
(Equation 4.112):

 P( )λ < λ = − αu 1  (4.114)

The same upper one-sided probability interval for λ can be expressed in a more convenient 
form similar to the classical confidence interval (i.e., in terms of the chi-squared distribu-
tion) as follows:

 P + < r ={ ( ) [ ( )]}2 2 11
2λ ρ χ δ + − α−αT  (4.115)

such that
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Contrary to classical estimation, the number of degrees of freedom, 2(δ  +  r), for Bayes’ 
probability limits is not necessarily integer. The chi-squared value in Equation 4.116 can be 
obtained from the tables of the chi-squared probability distribution available in probability 
and statistics textbooks (e.g., Ayyub and McCuen 2011).

Similar to the case of the beta prior distribution, the gamma distribution was selected 
herein as the prior distribution for illustration purposes. The reliability interpretation of 
Bayes’ estimation of λ can be based on the estimate λposterior of Equation 4.113. The param-
eter δ can be considered as a prior (fictitious) number of failures observed during a prior 
(fictitious) test, having ρ as the total time on test. Therefore, one would intuitively choose 
the prior estimate of λ as the ratio δ/ρ, which coincides with the mean value of the prior 
gamma distribution of Equation 4.109. The respective real-world situation is commonly 
quite an opposite one. Usually, one has a prior estimate of λ, while the parameters δ and 
ρ are needed and must be obtained. Having the prior point estimate λprior, one can only 
estimate the ratio δ/ρ = λprior. For estimating these parameters separately, some additional 
 information about the degree of belief or accuracy of this prior estimate is required. Because 
variance of the gamma distribution is δ/ρ2, the COV of the prior distribution is 1/δ1/2 as 
the ratio of standard deviation to mean. Similar to the case of the beta prior distribution in 
estimation of binomial probability, the COV can be used as a measure of relative accuracy 
of the prior point estimate of λprior. Thus, having an assessment of the prior point estimate, 
λprior, and the relative error of this estimate, one can estimate the corresponding parameters 
of the prior gamma distribution. In order to demonstrate the scale of these errors, the fol-
lowing numerical example is constructed based on a prior point estimate λprior of 0.01 (in 
some arbitrary units). The corresponding values of the COV for different values of the 
parameters δ and ρ, are given in Table 4.25.

Example 4.22:  Exponential and Gamma Distributions for Reliability 
Modeling of Computer Chips

A sample of identical computer chips was tested. Six failures were observed during the 
test. The total time on the test is 1440 hours. The time-to-failure distribution is assumed 
to be exponential. The gamma distribution with the mean of 0.01 hour–1 and with a COV 
of 30% was selected as a prior distribution to represent the parameter of interest, λ. The 
posterior point estimate and the upper 90% probability limit for λ are needed.

Based on the prior mean and COV, the respective parameters of the prior distribution 
are found as δ = 11.1 and ρ = 1100 hours from Table 4.25. Using Equation 4.113, the point 
posterior estimate of the mean of the hazard rate is evaluated as

 
λ =

+
+

= ×posterior hour
11 1 6

1110 1440
6 71 10 3 1.
. − −

TABLE 4.25

Relating the Coefficient of Variance (COV) to Prior Shape and 
Scale Parameters for the Gamma Distribution

Shape Parameter (δ) as a 
Prior Number of Failures

Scale Parameter (ρ) as a 
Prior Total Time on Test CoV

1 100 1.00
5 500 0.45

10 1,000 0.32
100 10,000 0.10
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Using Equation 4.116, the 90% upper limit of the one-sided Bayes probability interval for 
λ can be computed as follows using χ0 9 17 1

2
. , .  = 9.435 based on α = 0.10 and 17.1 degrees of 

freedom:
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χ
≈ × − −

u
0 9 17 1
2

3

2 2550
1 85 10. , .

( )
. hour 1

Figure 4.22 shows the prior and posterior PDFs in this case.

4.6 Reliability Analysis of Systems

The objective of this section is to provide, develop, and demonstrate the methods needed 
for assessing the hazard functions of the most widely used system models. Systems are 
assumed to be composed of components that have statistically independent failure events; 
the reliability functions for these components are defined based on the techniques discussed 
in the preceding sections of this chapter. Topics involving correlation, ductility, redundancy, 
and load shedding and redistribution within a system are not discussed in this book.

4.6.1 System Failure Definition

Generally speaking, the problem of assessing system hazard functions can be reduced to 
the problem of system reliability estimation. As soon as the reliability function of a system 
is found, the respective hazard functions can be evaluated in the same way as in the case of 
components. The reliability of a system can be defined based on understanding and mod-
eling the failure of the system. Some systems behave like chains of connected components 
because a system of this type fails upon the failure of any of the links of its chain-like com-
ponents. These systems are viewed as being in series with respect to their component con-
nectivity and are termed weakest link systems. In parallel systems, the components provide 
redundancy to each other. A parallel system fails when all its components fail. Redundant 
systems can be load sharing or nonload sharing. Generally, systems are mixtures of many 
subsystems, some in series and some in parallel, and can be of a complex nature in terms 
of connectivity of components and their associated FMs. An analyst must clearly define the 
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FIGURE 4.22
Prior and posterior personal density functions (PDFs) (Example 4.22).
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failure of a system in the context of failing its components and their associated FMs before 
computing the reliability and hazard functions of the system.

The so-called reliability block diagram (RBD) can be used to represent the structure of a 
system. An RBD is a success-oriented network describing the function of the system. For 
most systems considered below, the reliability functions can be evaluated based on their 
RBD. Reliability assessment at the system starts with fundamental system modeling (i.e., 
series and parallel systems) and proceeds to more complex systems. Additional informa-
tion on functional modeling and system definition is provided in Chapter 3.

4.6.2 Series Systems

A series system composed of n components functions if and only if all of its n components 
are functioning. Figure 4.23 depicts an example of the RBD of a series system consisting of 
three components. The reliability function of a series system composed of n components, 
Rs(t), is given by

 R ts i( ) ( )=
=

R t
i

n

1
∏  (4.117)

where:
Ri(t) is the reliability function of the ith component

If a series system is composed of identical components with reliability functions, Rc(t), 
Equation 4.117 is reduced to

 Rs( ) ( )[ ]t R tc
n=  (4.118)

Applying the relationship between a reliability function and its CHRF (i.e., Equations 4.58 
and 4.59) to Equation 4.117, the following relationship between the system CHRF, Hs(t), and 
the CHRFs of its components, Hi(t), can be written as

 H t H ts i

i

n

( ) ( )=
=
∑

1

 (4.119a)

By taking the derivative of Hs(t) and applying Equation 4.61, the following relationship 
between the system hazard (failure) rate function, hs(t), and the hazard rates of its compo-
nents, hi(t), can be obtained:

 h t h ts i

i

n

( ) ( )=
=
∑

1

 (4.119b)

For the case of the series system composed of identical components with CHRFs Hc(t) and 
hazard rates hc(t), Equation 4.119a and 4.119b is reduced, respectively, to

 H t n H ts c( ) ( )=  (4.120a)

1 2 3

FIGURE 4.23
Series system composed of three components.
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 h t n h ts c( ) ( )=  (4.120b)

Thus, the hazard functions for a series system can be easily evaluated based on the hazard 
functions of the components of the system.

An examination of Equations 4.119 and 4.120 reveals that the series system composed 
of components having increasing hazard (failure) rates has an increasing failure rate, as 
illustrated in Example 4.23.

Example 4.23:  Assessing the Hazard Function of a Series System 
of Three Identical Components

In this example, three identical components with the same hazard function are used 
to develop the system hazard function. The component hazard functions are given by

 H t tc( ) . . .t = − +0 262649 0 013915 0 000185 2

and

 h t tc( ) . .= − +0 013915 0 000370

where:
t is the time in years

Applying Equation 4.119a and 4.119b with n = 3, the following expressions for the cumu-
lative hazard functions of the series system composed of three identical components 
with the above given hazard functions can be obtained:

 H t t ts( ) . . .= − +0 787947 0 041745 0 000555 2

and

 h t ts( ) . .= − +0 041745 0 001110

The resulting hazard functions are given in Table 4.26 and Figures 4.24 and 4.25.

TABLE 4.26

Hazard Rate Function (HRF) and Cumulative Hazard Rate Function (CHRF) for a 
Series System of Three Identical Components (Example 4.23)

Year Time to Failure (Years) System HRF System CHRF

1980 43 0.005985 0.019107
1981 44 0.007095 0.025647
1982 45 0.008205 0.033297
1983 46 0.009315 0.042057
1984 47 0.010425 0.051927
1985 48 0.011535 0.062907
1986 49 0.012645 0.074997
1987 50 0.013755 0.088197
1988 51 0.014865 0.102507
1989 52 0.015975 0.117927
1990 53 0.017085 0.134457
1991 54 0.018195 0.152097
1992 55 0.019305 0.170847
1993 56 0.020415 0.190707
1994 57 0.021525 0.211677

(Continued)
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FIGURE 4.24
Hazard rate function (HRF) for a series system of three identical components (Example 4.23).
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FIGURE 4.25
Cumulative hazard rate function (CHRF) for a series system of three identical components (Example 4.23).

TABLE 4.26

(Continued) Hazard Rate Function (HRF) and Cumulative Hazard Rate Function 
(CHRF) for a Series System of Three Identical Components (Example 4.23)

Year Time to Failure (Years) System HRF System CHRF

1995 58 0.022635 0.233757
1996 59 0.023745 0.256947
1997 60 0.024855 0.281247
1998 61 0.025965 0.306657
1999 62 0.027075 0.333177
2000 63 0.028185 0.360807
2001 64 0.029295 0.389547
2002 65 0.030405 0.419397
2003 66 0.031515 0.450357
2004 67 0.032625 0.482427
2005 68 0.033735 0.515607
2006 69 0.034845 0.549897
2007 70 0.035955 0.585297
2008 71 0.037065 0.621807
2009 72 0.038175 0.659427
2010 73 0.039285 0.698157
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Example 4.24:  Assessing the Hazard Functions of a Series System 
of Four Different Components

The HRFs for one component of this system are from Example 4.23. Additional HRFs 
for three components are assumed in a similar manner. The failure data and survivor 
functions for these components are given in Tables 4.27 through 4.29. The parameters of 
the HRFs based on Equations 4.76 and 4.77 are given in Table 4.30. The parameters 
of the HRFs of the series system composed of these components were obtained using 
Equation 4.119a and 4.119b as given in Table 4.30.

TABLE 4.27

Example 4.24 Data and Empirical Survivor Function, Sn(t), for Component 2

Year Time to Failure (Years) Number of Failures Survivor Function

1937 0 0 1.000000
⋮ ⋮ ⋮ ⋮

1972 35 0 1.000000
1973 36 11 0.999450
1974 37 15 0.998700
1975 38 19 0.997750
1976 39 24 0.996550
1977 40 30 0.995050
1978 41 35 0.993300
1979 42 42 0.991200
1980 43 47 0.988850
1981 44 56 0.986050
1982 45 62 0.982950
1983 46 71 0.979400
1984 47 77 0.975550
1985 48 86 0.971250
1986 49 94 0.966550
1987 50 102 0.961450
1988 51 109 0.956000
1989 52 118 0.950100
1990 53 123 0.943950
1991 54 132 0.937350
1992 55 139 0.930400
1993 56 145 0.923150
1994 57 151 0.915600
1995 58 158 0.907700
1996 59 164 0.899500
1997 60 167 0.891150
1998 61 173 0.882500
1999 62 178 0.873600
2000 63 181 0.864550
2001 64 184 0.855350
2002 65 189 0.845900
2003 66 190 0.836400
2004 67 193 0.826750

 



310 Risk Analysis in Engineering and Economics

(Continued)

TABLE 4.28

Example 4.24 Data and Empirical Survivor Function, Sn(t), for Component 3

Year Time to Failure (Years) Number of Failures Survivor Function

1937 0 0 1.000000
⋮ ⋮ ⋮ ⋮

1973 36 0 1.000000
1974 37 9 0.999550
1975 38 16 0.998750
1976 39 18 0.997850
1977 40 24 0.996650
1978 41 27 0.995300
1979 42 33 0.993650
1980 43 40 0.991650
1981 44 45 0.989400
1982 45 52 0.986800
1983 46 58 0.983900
1984 47 67 0.980550
1985 48 73 0.976900
1986 49 80 0.972900
1987 50 89 0.968450
1988 51 95 0.963700
1989 52 103 0.958550
1990 53 110 0.953050
1991 54 118 0.947150
1992 55 124 0.940950
1993 56 131 0.934400
1994 57 137 0.927550
1995 58 144 0.920350
1996 59 150 0.912850
1997 60 155 0.905100
1998 61 159 0.897150
1999 62 165 0.888900
2000 63 169 0.880450
2001 64 174 0.871750
2002 65 176 0.862950
2003 66 181 0.853900
2004 67 182 0.844800

TABLE 4.29

Example 4.24 Data and Empirical Survivor Function, Sn(t), for Component 4

Year Time to Failure (Years) Number of Failures Survivor Function

1937 0 0 1.000000
⋮ ⋮ ⋮ ⋮

1972 35 0 1.000000
1973 36 12 0.999400
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TABLE 4.29

(Continued) Example 4.24 Data and Empirical Survivor Function, Sn(t), for 
Component 4

Year Time to Failure (Years) Number of Failures Survivor Function

1974 37 17 0.998550
1975 38 19 0.997600
1976 39 25 0.996350
1977 40 31 0.994800
1978 41 35 0.993050
1979 42 44 0.990850
1980 43 49 0.988400
1981 44 59 0.985450
1982 45 66 0.982150
1983 46 77 0.978300
1984 47 83 0.974150
1985 48 92 0.969550
1986 49 99 0.964600
1987 50 106 0.959300
1988 51 115 0.953550
1989 52 126 0.947250
1990 53 127 0.940900
1991 54 140 0.933900
1992 55 150 0.926400
1993 56 155 0.918650
1994 57 161 0.910600
1995 58 168 0.902200
1996 59 173 0.893550
1997 60 177 0.884700
1998 61 184 0.875500
1999 62 185 0.866250
2000 63 193 0.856600
2001 64 195 0.846850
2002 65 198 0.836950
2003 66 202 0.826850
2004 67 209 0.816400

TABLE 4.30

Parameters of Hazard Rate Functions (HRFs) for Four Components and a Series System (Example 4.24)

Component Number or System Parameter a0 Parameter a1 (1/year) Parameter a2 (1/year2)

Component 1 0.262649 −0.013915 0.000185
Component 2 0.261022 −0.014371 0.000199
Component 3 0.264099 −0.014097 0.000189
Component 4 0.281940 −0.015469 0.000213
Series system 1.069710 −0.057852 0.000786
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Based on the parameter estimates for the series system, and applying Equations 4.119 
and 4.120, the HRFs can be estimated by algebraically summing up the component haz-
ard functions. The resulting system functions are

 H t t ts( ) . . .= − +1 069710 0 057852 0 000786 2

and

 h t ts( ) . .= − +0 057852 0 001572

Figures 4.26 and 4.27 show the respective HRFs.

4.6.3 Parallel Systems

A parallel system composed of n components can be defined as a system that functions 
or survives if at least one of its n components functions or survives. Figure 4.28 depicts an 
example of the RBD for a parallel system consisting of three components.

The reliability function of a parallel system composed of n components, Rs(t), is given by
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FIGURE 4.26
Hazard rate functions (HRFs) for series system of four different components (Example 4.24).
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Cumulative hazard rate functions (CHRFs) for series system of four different components (Example 4.24).
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where:
Ri(t) is the reliability function of the ith component

If a parallel system is composed of identical components with reliability functions, Rc(t), 
Equation 4.121 is reduced to

 R t R ts c
n( ) ( )[ ]= − −1 1  (4.122)

Compared with a series system composed of the same components, the respective par-
allel system is always more reliable. A parallel system is an example of a redundant 
system.

Applying the relationship between a reliability function and its CHRF, as provided by 
Equation 4.60, the following relationship between the parallel system CHRF, Hs(t), and the 
reliability functions of its components, Ri(t), can be written as
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(4.123a)

By taking the derivative of Hs(t) and using Equation 4.61, the relationship between the 
system hazard (failure) rate function, hs(t), and the reliability functions of its components, 
Ri(t), can be obtained as follows:
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FIGURE 4.28
Parallel system composed of three components.
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where Rs(t) is given by Equation 4.121. For example, for n = 3, Equation 4.123b takes on the 
following form:
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For practical problems, it might be easier to numerically differentiate Equation 4.123a 
instead of directly using Equation 4.123b.

For the case of a parallel system composed of identical components with reliability func-
tions Rc(t), Equation 4.123a and 4.123b are reduced to

 H t R ts c
n( ) ln{ [ ( )] }= − −1 1−  (4.124a)
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(4.124b)

Example 4.25:  Assessing the Hazard Function of a Parallel System 
of Three Identical Components

A parallel system composed of the same identical components as used in Example 4.23 
is used to demonstrate the assessment of the system hazard functions. Thus, for each 
component, the hazard functions are

 H t t tc( ) . . .= − +0 262649 0 013915 0 000185 2

and

 h t tc( ) . .= − +0 013915 0 000370

where:
t is the time in years

Applying Equation 4.59, the component reliability function is given by

 R t t tc( ) [ ( )]. . .= − − +exp 0 262649 0 013915 0 000185 2

To calculate the system CHRF, Hs(t), Equation 4.124a can be used with n = 3. For calculat-
ing the respective system hazard (failure) rate function, hs(t), Equation 4.124a requires 
the derivative dRc(t)/dt which is given by

 

d
d
R
t

R t h tc
c c= −[ ( )] ( )

The resulting hazard functions are given in Table 4.31 and illustrated in Figures 4.29 
and 4.30.

Example 4.26:  Assessing the Hazard Functions of a Parallel System 
of Four Different Components

The parallel system composed of the four different components of Example 4.24 
(shown in Table 4.30) is used in this example to demonstrate the case of components in 
parallel. The system CHRF, Hs(t), can be evaluated using Equation 4.123a and 4.123b. 
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The reliability functions of the components of the system, Ri(t), can be determined 
using Equation 4.59. Instead of using Equation 4.123b, the hazard (failure) rate function 
can be calculated using the following numerical approximation for the derivative of 
Equation 4.61:

 h t
H t H t

t t
s i

s i s i

i i
( )

( ) ( )
=

−
−

−

−

1

1

where ti (i = 1, 2,  . . .  , n) are successive times at which Hs is evaluated. For the data used 
in the report, the difference (ti − ti−1) is equal to 1 year. The resulting hazard functions 
are given in Table 4.32 and shown in Figures 4.31 and 4.32.

TABLE 4.31

Hazard Rate Functions (HRFs) for Parallel System Composed of 
Three Identical Components (Example 4.25)

Year Time to Failure (Years) System HRF System CHRF

1975 38 3.41962E−10 1.05647E−09
1976 39 2.61345E−09 2.44995E−09
1977 40 1.06621E−08 8.57613E−09
1978 41 3.53837E−08 3.02005E−08
1979 42 9.82423E−08 9.41109E−08
1980 43 2.35499E−07 2.55898E−07
1981 44 5.02210E−07 6.16852E−07
1982 45 9.75927E−07 1.34471E−06
1983 46 1.76005E−06 2.69792E−06
1984 47 2.98677E−06 5.05310E−06
1985 48 4.81957E−06 8.93509E−06
1986 49 7.45518E−06 1.50494E−05
1987 50 1.11251E−05 2.43163E−05
1988 51 1.60965E−05 3.79061E−05
1989 52 2.26724E−05 5.72750E−05
1990 53 3.11919E−05 8.42009E−05
1991 54 4.20287E−05 0.000120819
1992 55 5.55903E−05 0.000169657
1993 56 7.23158E−05 0.000233666
1994 57 9.26734E−05 0.000316250
1995 58 0.000117158 0.000421300
1996 59 0.000146286 0.000553210
1997 60 0.000180596 0.000716903
1998 61 0.000220639 0.00091785
1999 62 0.000266978 0.001162076
2000 63 0.000320181 0.001456177
2001 64 0.000380821 0.001807317
2002 65 0.000449465 0.002223232
2003 66 0.000526673 0.002712222
2004 67 0.000612993 0.003283142

CHRF, cumulative hazard rate function.
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FIGURE 4.30
Cumulative hazard rate function (CHRF) for parallel system of three identical components (Example 4.25).

TABLE 4.32

Hazard Rate Functions (HRFs) for a Parallel System Composed of 
Four Different Components (Example 4.26)

Year Time to Failure (Years) System HRF System CHRF

1975 38 2.50140E−12 5.20173E−12
1976 39 1.51126E−11 2.03143E−11
1977 40 7.69030E−11 9.72173E−11
1978 41 3.34621E−10 4.31839E−10
1979 42 1.21663E−09 1.64847E−09
1980 43 3.75753E−09 5.40599E−09
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FIGURE 4.29
Hazard rate function (HRF) for parallel system of three identical components (Example 4.25).

(Continued)
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FIGURE 4.31
Hazard rate function (HRF) for parallel system with four different components (Example 4.26).

TABLE 4.32

(Continued) Hazard Rate Functions (HRFs) for a Parallel System 
Composed of Four Different Components (Example 4.26)

Year Time to Failure (Years) System HRF System CHRF

1981 44 1.01204E−08 1.55264E−08
1982 45 2.43575E−08 3.98839E−08
1983 46 5.34422E−08 9.33261E−08
1984 47 1.08593E−07 2.01919E−07
1985 48 2.06904E−07 4.08823E−07
1986 49 3.73273E−07 7.82096E−07
1987 50 6.42629E−07 1.42473E−06
1988 51 1.06242E−06 2.48714E−06
1989 52 1.69531E−06 4.18245E−06
1990 53 2.62210E−06 6.80455E−06
1991 54 3.94474E−06 1.07493E−05
1992 55 5.78936E−06 1.65386E−05
1993 56 8.30935E−06 2.48480E−05
1994 57 1.16883E−05 3.65363E−05
1995 58 1.61427E−05 5.26790E−05
1996 59 2.19246E−05 7.46036E−05
1997 60 2.93234E−05 1.03927E−04
1998 61 3.86680E−05 1.42595E−04
1999 62 5.03275E−05 1.92923E−04
2000 63 6.47123E−05 2.57635E−04
2001 64 8.22737E−05 3.39908E−04
2002 65 1.03504E−04 4.43412E−04
2003 66 1.28933E−04 5.72345E−04
2004 67 1.59129E−04 7.31474E−04

CHRF, cumulative hazard rate function.
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4.6.4 Series–Parallel Systems

Some systems, from the reliability standpoint, can be represented as a series structure of k 
 parallel structures. Figure 4.33 depicts an example RBD of such a system, which is referred 
to as a series–parallel system. These systems are redundant and have alternate loads (or 
demand) paths.

A series–parallel system similar to the system shown in Figure 4.33 can be analyzed as a 
simpler system of the composing components. For example, the system in Figure 4.33 can 
be represented as a series system of two subsystems, called subsystem 1 and subsystem 2. 
Subsystem 1 is composed of components 1 and 2, connected in parallel, and subsystem 2 is 
composed of components 3–5, also connected in parallel. Hence, the equivalent structure 
of the system considered can be represented by the RBD in Figure 4.34.

3

4

5

1

2

FIGURE 4.33
Series structure of two parallel structures.

Subsystem 1 Subsystem 2

FIGURE 4.34
A system of components equivalent to the system in Figures 4.31 and 4.32.
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FIGURE 4.32
Cumulative hazard rate function (CHRF) for parallel system with four different components (Example 4.26). 
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The following steps can be followed to compute the reliability and hazard functions of 
the system:

 1. Calculate the reliability functions of subsystems 1 and 2 using Equation 4.121 (for 
parallel systems).

 2. Based on the results from the first step, calculate the reliability function of the 
series system composed of subsystems 1 and 2 using Equation 4.117 (for series 
systems).

 3. Using basic relationships between the reliability function and the hazard func-
tions (Equations 4.59 and 4.61), calculate the CHRF and the hazard (failure) rate 
function for the system of interest represented in Figure 4.33.

If one is interested in assessing the hazard functions only, the problem can be solved as 
follows:

 1. Calculate the hazard functions for each subsystem as described in Section 4.6.3 for 
parallel systems.

 2. Calculate the system HRF as the HRFs of the series system composed of the sub-
systems as components of the series system.

Example 4.27: Assessing the Hazard Functions of a Series–Parallel System

In this example, a series–parallel system consisting of two identical subsystems is consid-
ered. Each subsystem is composed of the four components connected in parallel, which 
were considered in Example 4.26. The hazard functions of each subsystem are exactly 
the same as the respective hazard functions Hs(t) and hs(t) obtained in Example  4.26. 
According to Equations 4.119 and 4.120, the hazard function for the series– parallel system 
can be based on the hazard functions Hs(t) and hs(t) from Example 4.26. The values of these 
functions are given in Table 4.33 and depicted in Figures 4.35 and 4.36.

TABLE 4.33

Assessing the Hazard Functions of a Series–Parallel System (Example 4.27)

Year Time to Failure (Years) System HRF System CHRF

1975 38 5.00289E−12 1.040346E−11
1976 39 3.02252E−11 4.062861E−11
1977 40 1.53806E−10 1.944347E−10
1978 41 6.69243E−10 8.636776E−10
1979 42 2.43326E−09 3.296935E−09
1980 43 7.51505E−09 1.081199E−08
1981 44 2.02408E−08 3.105274E−08
1982 45 4.87150E−08 7.976779E−08
1983 46 1.06884E−07 1.866522E−07
1984 47 2.17186E−07 4.038387E−07
1985 48 4.13807E−07 8.176461E−07
1986 49 7.46546E−07 1.564192E−06
1987 50 1.28526E−06 2.849450E−06
1988 51 2.12483E−06 4.974282E−06

(Continued)
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TABLE 4.33

(Continued) Assessing the Hazard Functions of a Series–Parallel System (Example 4.27)

Year Time to Failure (Years) System HRF System CHRF

1989 52 3.39061E−06 8.364897E−06
1990 53 5.24420E−06 1.360910E−05
1991 54 7.88948E−06 2.149858E−05
1992 55 1.15787E−05 3.307729E−05
1993 56 1.66187E−05 4.969599E−05
1994 57 2.33766E−05 7.307258E−05
1995 58 3.22855E−05 1.053580E−04
1996 59 4.38492E−05 1.492072E−04
1997 60 5.86468E−05 2.078541E−04
1998 61 7.73360E−05 2.851900E−04
1999 62 1.00655E−04 3.858450E−04
2000 63 1.29425E−04 5.152696E−04
2001 64 1.64547E−04 6.798169E−04
2002 65 2.07007E−04 8.868240E−04
2003 66 2.57865E−04 1.144689E−03
2004 67 3.18258E−04 1.462947E−03

CHRF, cumulative hazard rate function; HRF, hazard rate function.
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FIGURE 4.35
Hazard rate function (HRF) for a series–parallel system (Example 4.27).
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FIGURE 4.36
Cumulative hazard rate function (CHRF) for a series–parallel system (Example 4.27).
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4.6.5 k-out-of-n Systems

Another widely used type of redundant systems is k-out-of-n systems. Such a system has n 
parallel components; however, at least k components must be functioning if the system is to 
continue operating. An example of this type of redundant system is the cables for a bridge, 
where a certain minimum number of cables are necessary to support the structure. Another 
example of k-out-of-n systems is a three-engine airplane, which can stay in the air if and only 
if at least two of its three engines are functioning, that is, the plane can be modeled by a two-
out-of-three system. The RBD for the two-out-of-three system is given in Figure 4.37. The 
RBD of Figure 4.37 has more components than the real system, which is why the techniques 
of system reliability evaluation considered in Sections 4.6.1 through 4.6.4 are not applicable 
to k-out-of-n systems.

In engineering practice, parallel systems and k-out-of-n systems are usually  composed 
of identical components; therefore, this section focuses on k-out-of-n  systems com-
posed of identical components. The reliability function of the k-out-of-n system, Rs, is 
given by

 R t
n
i

R t R ts

i k

n

c
i

c
n i( ) [ ( )] [ ( )]= − −








=
∑ 1  (4.125)

Applying the basic relationship between the reliability function and its CHRF (i.e., 
Equation 4.60 applied to Equation 4.125), the following relationship between the k-out-of-n 
system CHRF, Hs(t), and the reliability function of its (identical) components, Rc(t), can be 
written as

 H t
n
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R t R ts

i k
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c
i

c
n i( ) ln [ ( )] [ ( )]= − − −


















=
∑ 1  (4.126)

In order to assess the respective system hazard (failure) rate function, hs(t), the basic 
 relationship (i.e., Equation 4.61) between the hazard (failure) rate function and the CHRF 
in the form of Equation 4.126 needs to be applied. Due to the rather complex form of 
Equation 4.126, numerical differentiation is recommended for practical problems.

1 2

1 3

2 3

FIGURE 4.37
Two-out-of-three system.
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Example 4.28:  Assessing the Hazard Functions of a Two- out-of- Three System 
of Identical Components

A two-out-of-three system composed of identical components having a reliability func-
tion as given by:

 R t t tc( ) ( ). . .= − + −exp 0 262649 0 013915 0 000185 2

where:
time, t, is given in years

Equation 4.126 can be used to assess the two-out-of-three system CHRF, Hs(t), which 
takes the form:

 H t
i

R t R ts

i

c
i

c
n i( ) ln [ ( )] [ ( )]= − − −3

1
2
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=
∑

The above equation can be calculated using the function BINOMDIST in Microsoft’s 
Excel. For this example, the hazard (failure) rate function can be calculated using the 
same approximation as in Example 4.27. The results of the hazard functions calculations 
are given in Table 4.34 and in Figures 4.38 and 4.39.

TABLE 4.34

Hazard Rate Function (HRF) and Cumulative Hazard Rate Function 
(CHRF) for a Two-out-of-Three System (Example 4.28)

Year Time to Failure (Years) System HRF System CHRF

1980 43 5.85E−05 1.20E−04
1981 44 9.58E−05 2.16E−04
1982 45 1.47E−04 3.63E−04
1983 46 2.13E−04 5.76E−04
1984 47 2.98E−04 8.74E−04
1985 48 4.01E−04 1.27E−03
1986 49 5.25E−04 1.80E−03
1987 50 6.72E−04 2.47E−03
1988 51 8.43E−04 3.31E−03
1989 52 1.04E−03 4.35E−03
1990 53 1.26E−03 5.61E−03
1991 54 1.50E−03 7.12E−03
1992 55 1.78E−03 8.89E−03
1993 56 2.08E−03 1.10E−02
1994 57 2.41E−03 1.34E−02
1995 58 2.76E−03 1.61E−02
1996 59 3.15E−03 1.93E−02
1997 60 3.56E−03 2.29E−02
1998 61 4.00E−03 2.68E−02
1999 62 4.46E−03 3.13E−02
2000 63 4.95E−03 3.63E−02
2001 64 5.47E−03 4.17E−02
2002 65 6.01E−03 4.77E−02
2003 66 6.58E−03 5.43E−02
2004 67 7.17E−03 6.15E−02

(Continued)
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Example 4.29:  Three-Component Series System as a Three-out-of-Three System 
and Three-Component Parallel System as a one-out-of-Three System

The difference between the two-out-of-three system and the parallel and series  systems 
composed of the same three identical components is explored in this  example. The series 
system can be treated as a three-out-of-three system, and the parallel  system can be 
treated as a one-out-of-three system. The respective hazard functions for these systems 
are shown in Figures 4.40 and 4.41. The figures clearly show that the series (three-out-
of-three) system is the least reliable, the parallel (one-out-of-three) system is the most 
reliable, and the HRFs of the three-out-of-three system is somewhere between the HRFs 
of the series (three-out-of-three) system and the parallel (one-out-of-three) system.

TABLE 4.34

(Continued) Hazard Rate Function (HRF) and Cumulative Hazard Rate 
Function (CHRF) for a Two-out-of-Three System (Example 4.28)

Year Time to Failure (Years) System HRF System CHRF

2005 68 7.78E−03 6.93E−02
2006 69 8.42E−03 7.77E−02
2007 70 9.07E−03 8.68E−02
2008 71 9.75E−03 9.65E−02
2009 72 1.04E−02 1.07E−01
2010 73 1.12E−02 1.18E−01
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FIGURE 4.38
Hazard rate function (HRF) of a two-out-of-three system of identical components (Example 4.28).
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FIGURE 4.39
Cumulative hazard rate function (CHRF) of a two-out-of-three system of identical components (Example 4.28).
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4.7 Exercise Problems

Problem 4.1 For the following performance function, determine the safety index (β) 
and the failure probability (Pf) using

 a. First-order reliability method
 b. Advanced second-moment method
 Z X X= − −1 2 32 X

 The noncorrelated random variables are assumed to have the following probabi-
listic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

X1 10 0.25 Normal
X2 4 0.20 Normal
X3 3 0.40 Normal
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FIGURE 4.40
Hazard rate function (HRF) of a two-out-of-three system, a parallel system, and a series system composed of 
three identical components (Example 4.29).
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FIGURE 4.41
Cumulative hazard rate function (CHRF) of a two-out-of-three system, a parallel system, and a series system 
composed of three identical components (Example 4.29).
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Problem 4.2 For the performance function of Problem 4.1, determine the safety 
index (β) and the failure probability (Pf) using

 a. First-order reliability method
 b. Advanced second-moment method

 The noncorrelated random variables are assumed to have the following probabi-
listic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

X1 10 0.25 Lognormal
X2 4 0.20 Lognormal
X3 3 0.40 Lognormal

Problem 4.3 For the following performance function, determine the safety index (β) 
and the failure probability (Pf) using

 a. First-order reliability method
 b. Advanced second-moment method

 Z X X X= −1 2 3/

 The noncorrelated random variables are assumed to have the following probabi-
listic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

X1 5 0.25 Normal
X2 8 0.40 Normal
X3 2 0.80 Normal

Problem 4.4 For the performance function of Problem 4.3, determine the safety index 
(β) and the failure probability (Pf) using

 1. First-order reliability method
 2. Advanced second-moment method

 The noncorrelated random variables are assumed to have the following probabi-
listic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

X1 5 0.25 Lognormal
X2 8 0.40 Lognormal
X3 2 0.80 Lognormal

Problem 4.5 For the performance function of Problem 4.3, determine the safety 
index (β) and the failure probability (Pf) using

 1. First-order reliability method
 2. Advanced second-moment method

 The noncorrelated random variables are assumed to have the following probabi-
listic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

X1 5 0.2 Normal
X2 8 1.0 Exponential
X3 2 0.5 Lognormal
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Problem 4.6 A project schedule network has two paths of tasks needed to compute the 
total time to complete the project. They are either T1 or T2, as shown by the follow-
ing time functions:

 T t t1 1 2 5= + + t

 T t t t2 3 4 5= + +

 Compute the probability of T1 > T2 by calculating the reliability index (β) and the 
failure probability (Pf) using

 a. First-order reliability method
 b. Advanced second-moment method

 The noncorrelated random variables are assumed to have the following probabi-
listic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

t1 1 0.25 Normal
t2 5 0.50 Normal
t3 4 0.05 Normal
t4 3 0.20 Normal
t5 10 0.25 Normal

Problem 4.7 The planning department of a city is considering two structural alter-
natives to cross a major river in the city by comparing the economics of the two 
alternatives. The alternatives are to construct either a bridge (B) or a tunnel (T). 
They estimated the benefit (B)-to-cost (C) ratio Ri = Bi/Ci for each alternative of 
i = B or T as follows:

 
R

B
C

B
B

T
=

 
R

B
C

T
T

T
=

 Compute the probability that R < 1 for each alternative by calculating its reliability 
index (β) and the failure probability (Pf) using

 a. First-order reliability method
 b. Advanced second-moment method

 What would you recommend to the planning department? The noncorrelated ran-
dom variables are assumed to have the following probabilistic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

BB 4 0.35 Normal
CB 3 0.45 Normal
BT 5 0.25 Normal
CT 2 0.05 Normal

Problem 4.8 The planning department of a city is considering two structural alternatives 
to cross a major river in the city by comparing the economics of the two alternatives. 
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The alternatives are to construct either a bridge (B) or a tunnel (T). They estimated 
the benefit (B) to cost (C) ratio Ri = Bi/Ci for each alternative of i = B or T as follows:

 
R

B
C

B
B

T
=

 
R

B
C

T
T

T
=

 Compute the probability that R < 1 for each alternative by calculating its reliability 
index (β) and the failure probability (Pf) using

 a. First-order reliability method
 b. Advanced second-moment method

 What would you recommend to the planning department? The noncorrelated ran-
dom variables are assumed to have the following probabilistic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

BB 4 0.35 Lognormal
CB 3 0.45 Lognormal
BT 5 0.25 Lognormal
CT 2 0.05 Lognormal

Problem 4.9 The profit from product sales can be computed from the following func-
tion of revenue-and-cost relationship, where R represents the revenue, M the man-
ufacturing cost, A the assembly cost, and T the transportation cost:

 P R M A= − + +( )T

 Determine the reliability index (β) and the failure probability (Pf), that is, the cost 
exceeding revenue, using

 a. First-order reliability method
 b. Advanced second-moment method

 The noncorrelated random variables are assumed to have the following probabi-
listic characteristics:

Random Variable Mean Value Coefficient of Variance (CoV) Distribution Type

R 18 0.15 Normal
M 4 0.50 Normal
A 6 0.25 Normal
T 5 0.30 Normal

Problem 4.10 Estimate the failure probability for the performance function and ran-
dom variables defined in Problem 4.1 using the following methods:

 a. DMCS
 b. CE by trying each variable in the problem as a control variable

 Examine the trends using N = 100, 1000, 2000, and 5000 cycles.
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Problem 4.11 Estimate the failure probability for the performance function and 
 random variables defined in Problem 4.2 using the following methods:

 a. DMCS
 b. CE by trying each variable in the problem as a control variable

 Examine the trends using N = 100, 1000, 2000, and 5000 cycles.

Problem 4.12 Estimate the failure probability for the performance function and 
 random variables defined in Problem 4.3 using the following methods:

 a. DMCS
 b. CE by trying each variable in the problem as a control variable

 Examine the trends using N = 100, 1000, 2000, and 5000 cycles.

Problem 4.13 Estimate the failure probability for the performance function and 
 random variables defined in Problem 4.4 using the following methods:

 a. DMCS
 b. CE by trying each variable in the problem as a control variable

 Examine the trends using N = 100, 1000, 2000, and 5000 cycles.

Problem 4.14 Estimate the failure probability for the performance function and 
 random variables defined in Problem 4.5 using the following methods:

 a. DMCS
 b. CE by trying each variable in the problem as a control variable

 Examine the trends using N = 100, 1000, 2000, and 5000 cycles.

Problem 4.15 Estimate the reliability function R(t) according to Equation 4.43b for 
the performance function and random variables defined in Problem 4.1 using a 
 corrosion model c(t) = 1 − at expressed as follows:

 Z c t X X X= − −( ) 1 2 32

 Examine the trends using t = 1, 2, . . . , 20 and N = 100, 1000, 2000, and 5000 cycles 
for a = 0, 0.01, 0.02, 0.05, and 0.1 (Hint: see Example 4.2).

Problem 4.16 Estimate the reliability function R(t) according to Equation 4.43b for 
the performance function and random variables defined in Problem 4.2 using a 
 corrosion model c(t) = 1 − at expressed as follows:

 Z c t X X= − −( ) 1 2 32 X

 Examine the trends using t = 1, 2, . . . , 20 and N = 100, 1000, 2000, and 5000 cycles 
for a = 0, 0.01, 0.02, 0.05, and 0.1 (Hint: see Example 4.2).

Problem 4.17 Estimate the reliability function R(t) according to Equation 4.43b for 
the performance function and random variables defined in Problem 4.3 using a 
 corrosion model c(t) = 1 − at expressed as follows:

 Z = −c t X
X
X

( ) 1
2

3

 Examine the trends using t = 1, 2, . . . , 20 and N = 100, 1000, 2000, and 5000 cycles 
for a = 0, 0.01, 0.02, 0.05, and 0.1 (Hint: see Example 4.2).
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Problem 4.18 Estimate the reliability function R(t) according to Equation 4.43b for the 
performance function and random variables defined in Problem 4.4 using a corro-
sion model c(t) = 1 – at expressed as follows:

 Z c t X
X
X

= −( ) 1
2

3

 Examine the trends using t = 1, 2, . . . , 20, and N = 100, 1000, 2000, and 5000 cycles 
for a = 0, 0.01, 0.02, 0.05, and 0.1 (Hint: see Example 4.2).

Problem 4.19 Estimate the reliability function R(t) according to Equation 4.43b for the 
performance function and random variables defined in Problem 4.5 using a corro-
sion model c(t) = 1 – at expressed as follows:

 Z c t X
X
X

= −( ) 1
2

3

 Examine the trends using t = 1, 2, . . . , 20 and N = 100, 1000, 2000, and 5000 cycles 
for a = 0, 0.01, 0.02, 0.05, and 0.1 (Hint: see Example 4.2).

Problem 4.20 Give three examples of type I right-censored data.
Problem 4.21 The following tests of identical items were performed:
  Test 1: Five items were tested for 10 hours; one failure was observed at 4 hours.
  Test 2:  20 items were tested for 40 hours; 5 failures were observed at 3, 7, 11, 15, 

and 35 hours.
 Combine the two datasets into one sample using the following table format:

order Number Time to Failure Time to Censoring

⋮ ⋮ ⋮
⋮ ⋮ ⋮

 Compute the survivorship function and write the equation for the likeli-
hood  function for the combined sample, assuming the exponential failure time 
distribution.

Problem 4.22 The following array provides an example of a sample of 10 data points 
that failed at different years. Classify the values as either TTF or TTC. What is the 
type of data in this array?

Time order number 1 2 3 4 5 6 7 8 9 10
Time (years) 14 18 37 46 55 56 56 56 56 56
TTF or TTC?

Problem 4.23 The following array provides an example of a sample of 10 data points 
that failed at different years. Classify the values as either TTF or TTC. If the data 
collection was assumed to terminate just after the seventh failure, what is the type 
of data in this array?

Time order number 1 2 3 4 5 6 7 8 9 10
Time (years) 28 36 54 60 64 68 72 72 72 72
TTF or TTC?
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Problem 4.24 Using Equation 4.70, calculate the survivor function for the noncensored 
sample data of size 10 given as follows:

Time order Number Time to Failure (Years) Provide Survivor Function Value

0 0
1 28
2 36
3 54
4 60
5 68
6 72
7 75
8 78
9 92

10 95

Problem 4.25 Use Equation 4.70, calculate the survivor function for the data provided 
in Problem 4.22 for a sample of size 10 as follows:

Time order Number Time to Failure (Years) Provide Survivor Function Value

0 0
1 14
2 18
3 37
4 46
5 55
6 56
7 56
8 56
9 56

10 56

Problem 4.26 Show that the product limit (Kaplan–Meier) estimate reduces to the empir-
ical distribution function for a complete dataset when the failure times are distinct.

Problem 4.27 Use the data provided in Example 4.10 to compute the survivor func-
tion for FM2 (fatigue).

Problem 4.28 Use the data provided in Example 4.11 to show the details of comput-
ing the survivorship function for FM1, that is, strength, as provided in Table 4.11.

Problem 4.29 Show how the exponential distribution is a specific case of the Weibull 
distribution presented in Equation 4.53.

Problem 4.30 Use linear regression and logarithmic transformation to determine the 
coefficients of the following model fitted to the survivor function of Problem 4.24:

 R t H t( ) ( )[ ]= −exp

 H t a a t( ) = 0 1+
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Problem 4.31 Use linear regression and logarithmic transformation to determine the 
coefficients of the following model fitted to the survivor function of Problem 4.24:

 R t H t( ) ( )[ ]= −exp

 H t a a t a t( ) = + +0 1 2
2

Problem 4.32 Use linear regression and logarithmic transformation to determine the 
coefficients of the following model fitted to the survivor function of Problem 4.25:

 R t H t( ) ( )[ ]= −exp

 H t a a t( ) = 0 1+

Problem 4.33 Use linear regression and logarithmic transformation to determine the 
coefficients of the following model fitted to the survivor function of Problem 4.25:

 R t H t( ) [ ( )]= −exp

 H t a a t a t( ) = 0 1 2
2+ +

Problem 4.34 Use linear regression and logarithmic transformation to determine the 
coefficients of the following model fitted to the survivor function of Problem 4.27:

 R t H t( ) ( )[ ]= −exp

 H t a a t a t( ) = +0 1 2
2+

Problem 4.35 Use linear regression and logarithmic transformation to determine the 
coefficients of the following model fitted to the survivor function of Problem 4.28:

 R H t( ) ( )[ ]t = −exp

 H t a a t a t( ) = +0 1 2
2+

Problem 4.36 Use nonlinear regression to determine the coefficients of the following 
model fitted to the survivor function of Problem 4.27:

 R t H t( ) ( )[ ]= −exp

 H t a a t a t( ) = + +0 1 2
2

Problem 4.37 Use nonlinear regression to determine the coefficients of the following 
model fitted to the survivor function of Problem 4.28:

 R( ) ( )[ ]t H t= −exp

 H t a a t a t( ) = +0 1 2
2+

Problem 4.38 The failure rate functions of two components with independent failure 
events are r1(t) = 10–4 hour–1, and r2(t) = 2 × 10−4 hour−1. Find the reliability and 
failure rate functions for the system when they are arranged (a) in series and (b) in 
parallel.
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Problem 4.39 The probability that an item will survive a 1000-hour mission is 0.4. If 
the item is operating 800 hours into the mission, the probability of surviving the 
remaining 200 hours of the mission is 0.85. What is the probability that the item 
survives the initial 800 hours of the mission?

Problem 4.40 For N identical units observed during 10,000 hours, x failures were 
observed. Assuming that the number of failures, x, follows a binomial distribu-
tion with the probability of failure p, find the mean value and the variance of the 
statistic (x − Np)/[Np(1 − p)]0.5.

Problem 4.41 In assessing the effectiveness of a new brake system for newly 
designed buses, design engineers have to perform reliability testing to deter-
mine the failure probability of the brake system. Since prior information is not 
available, a uniform distribution for the failure probability is assumed. Using 
simulation for 500 times, the engineers observed 20 failures. Compute the Bayes 
mean failure probability.

Problem 4.42 A computer hardware engineer is in the process of assessing the reli-
ability of a new component for a computer system. He found that the reliability of 
this component at the end of its useful life (T = 20,000 hours) is given as 0.80 ± 0.20 
(mean ± standard deviation). A sample of 150 new components has been tested 
using an accelerated life technique for 20,000 hours, and 25 failures have been 
recorded. Given the test results, find the posterior mean and 90% Bayesian prob-
ability interval for the component reliability. The prior distribution of the compo-
nent reliability is assumed to have a beta distribution.

Problem 4.43 Eight failures were observed during the accelerated life test of a sam-
ple of identical computer chips. The total time on test is 1500 hours. The time to 
failure distribution is assumed to be exponential. The gamma distribution with 
the mean of 0.02 hour–1 and with the COV of 40% was selected as a prior distribu-
tion to represent the prior information about the failure rate parameter of inter-
est λ. Estimate the posterior estimate (mean) of λ and the upper 95% probability 
limit on λ.

Problem 4.44 Activities A–H associated with the operation of a system are illustrated 
using the arrow diagram below.

1

2

3

A

B

C
4

6

5

D

E

F

G

7 8H

 For example, the diagram shows that activity C cannot be started until the com-
pletion of either activity A or B. After completing activity C, both D and E can 
be started. Convert the arrow diagram into an RBD showing series and parallel 
connections. (Hint: A block can replace every arrow. Dotted arrows are dummy 
activities, which might not appear in the block diagram.) If the timely completion 
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probability of each activity is given in the following table, compute the timely 
completion probability of the project assuming independent failure events for the 
activities:

Activity Reliability

A 0.90
B 0.85
C 0.95
D 0.90
E 0.95
F 0.80
G 0.95
H 0.90

Problem 4.45 Activities A–G associated with the operation of a system are illustrated 
using the arrow diagram below.

1

2

3

A

B

C 4 6

5D

E G 7

F

 For example, the diagram shows that activity E cannot be started until the com-
pletion of either activity B or C. Activity G requires the completion of either 
E or F. Convert the arrow diagram into a block diagram showing series and 
parallel connections. (Hint: A block can replace every arrow. Dotted arrows are 
dummy activities, which might not appear in the block diagram.) If the failure 
probability for each activity is given in the following table, compute the fail-
ure probability of the operation assuming independent failure events for the 
activities:

Activity Failure

A 0.20
B 0.15
C 0.05
D 0.10
E 0.15
F 0.25
G 0.05

Problem 4.46 The system of computers shown in the figure below consists of four 
components, connected in a series and parallel arrangement, that is, C1 and C2 
that are in series are connected to C3 and C4 that are in parallel.

 



334 Risk Analysis in Engineering and Economics

C1

C2

C4C3

 Convert this diagram into a block diagram showing series–parallel  connections. 
If the failure probability for each component is given in the following table, com-
pute the failure probability of the system assuming independent failure events for 
the components:

Component Failure

C1 0.10
C2 0.05
C3 0.15
C4 0.20

Problem 4.47 Assuming five identical components connected in series, compute hc(t), 
hs(t), and Hs(t) functions for a system in series. The component cumulative hazard 
function is given by the following equation:

 H t t tc( ) . . .= − +0 3 0 02 0 0002 2

Problem 4.48 Assuming five identical components connected in parallel, compute 
hc(t), hs(t), and Hs(t) functions for a system in parallel. The component cumulative 
hazard function is given by the following equation:

 H t t tc( ) . . .= − +0 3 0 02 0 0002 2

Problem 4.49 Use the data of Problem 4.46 to compute hc(t), hs(t), and Hs(t) func-
tions for this series–parallel system using the following functions for each 
component:

Component Hazard Function Hc(t)

C1 0.3 − 0.02t + 0.002t2

C2 0.2t
C3 0.3 − 0.02t + 0.0002t2

C4 0.3 − 0.02t + 0.0002t2
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Problem 4.50 Use the data of Problem 4.46 to compute hc(t), hs(t), and Hs(t) functions 
for (1) the case where C1, C2, C3, and C4 are all connected in series, and (2) the case 
where C1, C2, C3, and C4 are all connected in parallel. Use the following functions 
for each component:

Component Hazard Function Hc(t)

C1 0.3 − 0.02t + 0.002t2

C2 0.2t
C3 0.3 − 0.02t + 0.0002t2

C4 0.3 − 0.02t + 0.0002t2
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5
Failure Consequences and Valuations

Risk analysis entails the assessment of event consequences. This chapter starts with 
 analytical methods for consequence assessment, such as cause–consequence diagrams, 
and follows them with separate sections on valuation including economic valuation, prop-
erty damage, and human life loss as the primary focus. The chapter also briefly intro-
duces other consequence types such as valuation of disability, health and injuries, tort and 
professional liability, indirect losses, public health and ecological impacts, dispersion and 
spread of consequences, and time-delayed consequences.
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5.1 Introduction

The failure of an engineering system could lead to consequences, creating a need to develop 
and use prediction methods of such potential failure consequences and evaluating their 
severities. The assessment methods can be based on analytical models or data collection 
from sources that include accident reports or both. In assessing consequences and severi-
ties, uncertainties can be modeled using random variables with probability distribution 
functions and their parameters or moments.

Consequence is the immediate, short-term, and long-term effects of an event affecting 
the objectives, for example, an explosion of a chlorine storage tank. These effects may 
include human and property losses, environmental damages, loss of lifelines, and so on. 
Broadly stated, events may include successes, and the favorable consequences in this case 
can be defined as the degree of reward or return or benefits from a success. Such an event 
could have, for example, beneficial economic outcomes or environmental effects. Failure 
consequences are the direct outcomes of the action or process of failure. They are the out-
comes or effects of failure as a logical result or conclusion. A consequence in this case can be 
defined as the result of a failure (e.g., gas cloud, fire, explosion, evacuations, injuries, deaths, 
public and employee health effects, environment damages, or damage to the facility).

Failure or consequence severity is the quality, condition, strictness, impact, harshness, 
gravity, or intensity of the failure or the consequence. The amount of damage that is (or that 
may be) inflicted by a loss or catastrophe is a measure of the severity. The severity cannot be 
assessed with certainty, but it is preferable to try to estimate it with the uncertainty quanti-
fied using monetary terms where possible. The uncertain nature of severity necessitates 
its assessment in probabilistic terms. Failure severity is an assessment of potential losses 
that could include losses of property, people, wildlife, environment, capability to produce 
a product, and so on. These losses should also be defined, that is, valuated, in monetary or 
utility loss terms.

For example, a scenario of events in a chemical plant that lead to release of a chemical has 
consequences that can be measured, in part, by the amount of chemicals released with the 
associated uncertainty. As for severity, this chemical release could become a public health 
hazard as a result of human exposure to the chemicals. Another example is the failure of a 
dam that produces flooding as a consequence. For example, this flooding leads to a water 
level at a specific location of, say, average of 5 feet and a standard deviation of 1 foot. The 
severity of such flooding depends on the interactions of property, humans, and/or the envi-
ronment with this consequence of the dam failure. For example, the damage to a house at 
the 5-foot water level can be assessed as a severity in monetary terms in regard to partial 
loss of the structure and its content.

Severity uncertainty has been recognized in the insurance industry and treated using ran-
dom variable or stochastic process representations. Measures such as the maximum  possible 
loss (MPL) and the probable maximum loss (PML) are used to assess, respectively, the worst loss 
that could occur based on the worst possible combination of circumstances and the loss that is 

5.9 Public Health and Ecological Damages .......................................................................... 387
5.9.1 Toxicity Assessment .............................................................................................. 390
5.9.2 Frequency–Population Curves ............................................................................. 391

5.10 Exercise Problems .............................................................................................................. 391
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likely based on the most likely combination of circumstances. For example, in the case of fire 
in a 10-story building, complete loss of the building can be considered as the MPL, whereas 
a fraction of this total loss can be considered the PML. Since fires are commonly discovered 
in their incipient stages due to alarms and losses are controlled by systems such as sprin-
kler systems, the use of PML might meet the needs of an insurance underwriter, especially 
because an underwriter commonly insures many similar buildings. Also we might be inter-
ested to know the exposure that is defined as the extent to which an organization’s and/or 
stakeholder’s concerns are subject to an event, and defined by things at risk that might include 
population at risk (PAR), property at risk, and ecological and environmental concerns at risk.

Two of the most difficult consequences to quantify are the loss of human life and the 
damage to the environment. One way to quantify these consequences is to place different 
levels of loss in different categories. For example, any event that results in the loss of one 
to two lives might be labeled as a category 4 loss, three to four lives would be a category 
3 loss, five to six lives would be a category 2 loss, and seven or more lives would be a 
category 1 loss as discussed in Chapter 2. Such approaches are attempts to quantify the 
consequences that do not easily convert to dollar amounts. It should be noted that different 
consequence levels can be judged by different groups of people to have different levels of 
importance. Appropriate valuation should be used as discussed in Section 5.3.

5.2 Analytical Consequence and Severity Assessment

This section presents two methods that are of general applicability to assessing differ-
ent consequence types: cause–consequence (CS) diagrams and functional modeling. The 
remaining sections of the chapter provide specific discussions and methods for various 
consequence types, such as for property loss and life loss.

5.2.1 Cause–Consequence Diagrams

Failure consequences and severities can be assessed using CS diagrams. These diagrams 
were developed for the purpose of assessing and propagating the conditional effects of a 
failure using a tree representation to a sufficient level of detail to assess severities as losses. 
The analysis according to CS starts with selecting a critical event, which is commonly selected 
as a convenient starting point for the purpose of developing a CS diagram. For a given criti-
cal event, the consequences are traced using logic trees with event chains and branches. The 
logic works both backward (similar to fault trees) and forward (similar to event trees). The 
procedure for developing a CS diagram can be based on answering a set of questions at any 
stage of the analysis. The questions can include, for example, the following:

•	 Can this event lead to other failure events?
•	 What conditions are necessary for this event to lead to other events?
•	 What are the other components affected by this event?
•	 What are the other events caused by this event?
•	 What are the consequences associated with the other (subsequent) events?
•	 What are the occurrence probabilities of subsequent events or failure probabilities 

of the components?
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Each event in the CS diagram can be analyzed using a fault tree for the purposes of 
 identifying underlying basic events or assessing its probability. Data can be used to assess 
the probabilities of these events in cases where data are available.

Example 5.1: Failure of Structural Components

In this example, failure scenarios are developed based on the initiating event of buckling 
of an unstiffened side shell panel of a naval vessel cargo space; these scenarios are used 
to demonstrate the process of developing CS diagrams. These failure scenarios are clas-
sified into two groups: (1) failure scenarios related to the failure of ship systems other 
than structural failure and (2) failure scenarios involving the ship structural system 
failure. In this example, only failure scenarios associated with the impact of this fail-
ure on the structural system are considered. CS diagrams can be developed based on 
the procedure shown in Figure 5.1 that presents the sequence of events that should be 
considered for development of the CS diagram. The consequences associated with the 
failure scenarios can be grouped as follows:

•	 Crew—possible injuries and deaths as a result of an overall hull girder failure 
(hull collapse)

•	 Cargo—possible loss of cargo, in case of hull failure
•	 Environment—possible contamination by fuel, lubricant oil, or cargo, in case 

of hull collapse
•	 Noncrew—none
•	 Structure—extensive hull damage, considering the failure of a primary struc-

tural member
•	 Ship—possible loss of ship in case of hull failure
•	 Other costs—cost of inspection and possible cost of repairs if buckling is 

detected

The cause–consequence diagram associated with this initiating event is presented 
in Figure 5.2. The consequences of the possible failure scenarios associated with 
the  buckling of an inner side shell unstiffened panel in the cargo space are pre-
sented in Table 5.1. The logic in Figure 5.2 can be followed starting with the left box, 
buckling of an inner side shell unstiffened panel. The six fault trees shown in Figure 5.2 
next to each event are provided to demonstrate how to evaluate the probabilities 
of the respective events; however, these trees are not used in the rest of the exam-
ple. An explanation of the five-character failure scenarios defined in Table 5.1 is as 
follows:

Buckling of an inner side
shell unstiffened panel

Buckling
detected

Buckled panel
repair

Failure of a
primary structural

member

Hull
collapse

Harbor area

Open sea

FIGURE 5.1
Buckling of an unstiffened side shell panel and its consequences.
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_XXXX: The first character corresponds to the detection of the buckling.
X_XXX: The second character corresponds to the repair of the buckled panel.
XX_XX: The third character corresponds to the failure of a primary structural 

member.
XXX_X: The fourth character corresponds to the hull collapse.
XXXX_: The fifth character corresponds to the geographical location of the hull 

failure.

The consequence rating is provided in Table 5.1 using an ordinal scale of 1–5, where 1 is the 
smallest consequence level and 5 is the greatest consequence level.

5.2.2 Functional Modeling

Assessing the impact of the failure of a system on other systems can be a difficult task. For 
example, the impact of structural damage on other systems can be assessed using special 
logic trees and approximate reasoning, pattern recognition, and expert systems based on 
functional modeling. Prediction of the structural response of the structural components or 
systems of a ship could require the use of nonlinear structural analysis; therefore, failure 
definitions must be expressed using deformations rather than forces or stresses. In addition, 
the recognition and proper classification of failures based on a structural response within the 
simulation process should be performed based on deformation responses. The process of fail-
ure classification and recognition should be automated in order to facilitate its use in simula-
tion algorithms. Failure classification is based on matching a deformation or stress field with 
a record within a knowledge base of response and failure classes. In cases of no match, a list 
of approximate matches is provided, with assessed applicability factors. The user can then be 
prompted to make any changes to the approximate matches and their applicability factors.

TABLE 5.1

Structural Consequences Associated with the Buckling of an Unstiffened Panel

Failure 
Scenario Severities

Definition Crew Cargo Environment Noncrew
Structural 

System
Inspection 
and Repair Rating

YYUUU None None None None None Cost of 
inspection 
and repair

1

YNYYO
NUYYO

Injuries 
and 
deaths

Loss of 
cargo

Contamination 
with oil (fuel 
and lubricant) 
and cargo

None Loss of ship Cost of 
inspection

5

YNYYH
NUYYH

Injuries 
and 
deaths

Loss of 
cargo

Contamination 
with oil (fuel 
and lubricant) 
and cargo, death 
of marine animals 
and plants

Financial 
problems due to 
loss of economic 
activities, health 
problems due to 
sea pollution

Loss of ship Cost of 
inspection

5

YNYNU
NUYNU

None Damage to 
containers

None None Extensive 
damage

Cost of 
inspection

3

YNNUU
NUNUU

None None None None Local damage 2

H, harbor vicinity; N, no; O, open seas; U, not applicable; Y, yes.
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Example 5.2: Failure Definition Based on Functional Modeling

Prediction of the structural response of a complex system, such as a floating marine 
system, could require the use of nonlinear structural analysis. In such cases, failure defi-
nitions need to be expressed using deformations rather than forces or stresses. Also, 
recognition and proper classification of failures based on a structural response within 
a simulation process should be performed based on deformations. Two failure analy-
sis processes are needed: (1) failure recognition and (2) failure classification. The failure 
recognition process establishes failure classes based on failure impacts on various ship 
systems and the failure classification process places the simulation results of a particular 
simulation cycle expressed as a deformation field in one of the existing classes. The pro-
cesses of failure classification and recognition should be automated in order to facilitate 
its use in a simulation algorithm for structural reliability assessment. Figure 5.3 shows 
a procedure for an automated failure recognition that can be implemented for reliabil-
ity assessment. Figure 5.4 shows that the failure classification process utilizes match-
ing a deformation or stress field with records within a knowledge base of response and 
failure classes. In cases of no match, a list of approximate matches is provided, with 
assessed applicability factors. The user can then be prompted for making any changes 
to the approximate matches and their applicability factors. In case of poor matches, 
the user can have the option of activating the failure recognition algorithm shown in 

Structural response due to
extreme combined loads

Global deformations Stress fields Local deformations

Experts in ship
performance

Experts in ship
performance

Importance factors of
impact components

Aggregated impact on
ship performance

Establish failure classes

Impact on hydrodynamic
performance

Impact on
combat
systemsImpact on

propulsion and
power systems

Impact on
other systems

Repair
criticality

Impact on stability

Impact on strength
performance

Impact of structural response on
ship performance

Impact components

FIGURE 5.3
Failure recognition process for establishing failure classes.
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Figure 5.3 to establish a new failure class in the knowledge base. The adaptive nature 
of this algorithm allows the updating of the knowledge base based on the new failure 
class. The failure recognition and classification procedure shown in the figures evaluates 
the impact of the computed deformation or stress field on several systems of a ship. The 
severity assessment includes evaluating the remaining strength, stability, repair critical-
ity, propulsion and power systems, combat systems, and hydrodynamic performance. 
The input of experts in ship performance is necessary to make these evaluations using 
either numeric or linguistic measures. Then, the assessed impacts are aggregated and 
combined to obtain overall failure recognition and classification within the established 
failure classes. The result of this process is then used to update the knowledge base.

A prototype computational methodology for reliability assessment of continuum 
structures using finite-element analysis with instability failure modes can be developed. 
A crude simulation procedure can be applied to compare the response with a specified 
failure definition, and failures can then be counted. By repeating the simulation pro-
cedure several times, the failure probability according to the specified failure classes 

Start the ith
simulation cycle

Structural response due to extreme
combined loads

Global deformations Stress fields

Approximately match response with
failure classes in knowledge base

Provide a list of
approximate matches No YesIs there a

match?
Failure

classification

Start a new
simulation cycleApproximately assess

applicability factors of
matches

Prompt the experts for activation
of a failure recognition process

per Figure 5.3

Failure recognition
process

Creating a new
failure class

Update the
knowledge base

Knowledge base
of responses and

failure classes
(see Figure 5.3)

Experts in ship
performance

Local deformations

FIGURE 5.4
Failure classification process in simulation.
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is estimated as the failure fraction of simulation repetitions. Alternatively,  conditional 
expectation can be used to estimate the failure probability in each simulation cycle, and 
the average failure probability and its statistical error can then be computed.

5.3 Fundamentals of Economic Valuation

5.3.1 Values and Their Distinctions

Risk studies examine the loss of things that we value, such as goods, property, assets, 
 people, and service, for decision-making purposes. Many decision analysis frameworks 
require their valuations in economic or monetary terms. Approaching broadly from 
philosophy and particularly from ethics, we can make distinctions among values as 
(1)  instrumental and  intrinsic values, (2) anthropocentric and biocentric (or ecocentric) 
values, (3)  existence value, and (4) utilitarian and deontological values (Callicott 2004; 
NRC 2004). The focus of this section is on economic valuation; however, it is necessary to 
introduce and discuss these distinctions. An ecosystem is used as an example to discuss 
these distinctions.

For an ecosystem, the instrumental value is derived from its role as a means toward an end 
other than itself, that is, its value is derived from its usefulness in achieving a goal. In con-
trast, intrinsic value, also called noninstrumental value, is its existence independently of any 
such contribution defined by usefulness. For example, if an animal population provides 
a source of food for either humans or other species, it has instrumental value that stems 
from its contribution or usefulness to the goal of sustaining the consuming population. If it 
continues to have value even if it were no longer useful to these populations, for example, 
if an alternative, preferred food source were discovered, such a remaining value would be 
its intrinsic value. For example, a national park, such as the Grand Canyon, has an intrinsic 
value component that exists unrelated or independent of direct or indirect use by humans 
for recreation or investigation. Such an intrinsic value can also stem from cultural sources, 
such as monuments and burial grounds (NRC 2004).

An anthropocentric value system considers humankind as the central focus or final goal of 
the universe and human beings as the only thing with intrinsic value, and the instrumen-
tal value of everything else is derived from its usefulness in meeting human goals. A bio-
centric value system, that is, nonanthropocentric, assigns intrinsic value to all individual 
living systems, including but not limited to humans, and assumes that all living systems 
have value even its usefulness to human beings cannot be determined or can be harmful 
to human beings.

Existence value reflects the desire of human beings to preserve and ensure the continued 
existence of certain species or environments to provide for humankind welfare, making it 
an anthropocentric and utilitarian concept of value and within the domain of instrumen-
tal value system. Therefore, utilitarian values are instrumental in that they are viewed as 
a means toward the end result of increased human welfare as defined by human prefer-
ences, without any value judgment about these preferences. The value of certain species 
or environments comes from generating welfare to human beings, rather than from the 
intrinsic value of these nonhuman species. This definition permits the potential for 
substitution or replacement of this source of welfare with an alternative source, that is, the 
possibility of a welfare-neutral trade-off between continued existence of species or envi-
ronments and other things that also provide the same utility.
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The deontological value system is based on an ethical doctrine which holds that the worth 
of an action is determined by its conformity to some binding rule rather than by its con-
sequences. In this case, deontological value system implies a set of rights that include the 
right of existence. Something with intrinsic value is irreplaceable and its loss cannot be 
offset by having more of something else. For example, the death of person is a loss of an 
intrinsic value because it cannot be offset or compensated by that person having more of 
something else. The contentious issue is whether this concept should be extended to non-
human species, for example, animals, either individual animals or species, or all biological 
creatures, that is, all plant and animal lives, collectively called the biota. In the context 
of ecosystem valuation, the modern notion of intrinsic value extends the rights beyond 
human beings. Utilitarian values are based on providing utilities.

This chapter recommends the use of a valuation approach with the following 
characteristics:

•	 Anthropocentric in nature based on utilitarian principles
•	 Consideration of all instrumental values, including existence value
•	 Its utilitarian basis to permit the potential for substitutability among different 

sources of values that contribute to human welfare
•	 Individual’s preferences or marginal willingness to trade one good or service for 

another that can be influenced by culture, income level, and information, making 
it time and context specific

•	 Societal values as the aggregation of individual values

This approach is consistent with NRC (2004) and does not capture nonanthropocentric 
values, for example, biocentric values and intrinsic values as they are related to rights. In 
some decisions including environmental policy and law, biocentric intrinsic values should 
be included as was done previously, for example, the Endangered Species Act of 1973.

5.3.2 Total Economic Value

A total economic value (TEV) framework can be constructed based on the characteristics 
defined in Section 5.3.1 and using individual preferences and values. The TEV frame-
work is necessary to ensure that all components of value are recognized and included 
while avoiding double counting of values (Bishop et al. 1987; Randall 1991). Figure 5.5 
provides a classification of TEVs for aquatic ecosystem services with examples (Barbier 
1994; NRC 2004).

5.3.3 Economic Valuation

Economic valuation is defined as the worth of a good or service as determined by the mar-
ket, and used in decision analysis as discussed in Chapters 6 and 7. Economists have dealt 
with this concept initially by estimating the value of a good to an individual alone, and 
then extend it broadly as it relates to markets for exchange between buyers and sellers for 
wealth maximization as discussed in Chapter 6.

Traditionally, the value of a good or service is linked to its price in an open and  competitive 
market determined primarily by the demand relative to supply. Therefore, goods, prop-
erty, assets, safety of people, service, and so on are treated as commodities, and if there is 
no market to set the price of a commodity, then it has no economic value. Therefore, the 
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value refers to the market worth of a commodity, which is determined by the equilibrium 
at which two commodities are exchanged. The limitation herein is in its inability to set a 
value to things that are not exchanged in markets.

In the labor theory of value, a good or service is associated with the amount of discomfort 
or labor saved through the consumption or use of it. According to this theory, the exchange 
value is recognized without making it equivalent to an economic value, that is, price and 
value are considered as two different concepts. Accordingly, a value is determined based 
on the exchange price that does not necessarily represent its true economic value.

An economic measure of the value of a good or the benefit from a service can be defined 
as the maximum amount a person is willing to pay for this good or service. The concept of 
willingness to pay (WTP) is central to economic valuation. An alternate measure is the will-
ingness to accept (WTA) of an amount by the person to forgo taking possession of the good 
or receiving the service. WTP and WTA produce amounts that are expected to be close; 
however, generally WTA-generated amounts are greater than WTP-generated amounts 
due primarily to income levels and affordability factors.

The economic concept of value, including its exchange value, can be criticized as being 
stripped from moral and ethical considerations. For example, having an exchange value 
for a good or a service that is harmful in nature, for example, markets of illegal drugs or 
gambling or prostitution or weaponry, have value in some open markets and in some 
underground markets, and no value in others. Contrarily not having an exchange value 
for a good or a service that is good in nature, for example, volunteer work, might not have 
a market values but this does not necessarily make it without any value. Accounting for 
such moral and ethical considerations in economic models can be contentious, and com-
monly such goods or services are ignored. If needed, the concept of TEV should be used in 
such cases as illustrated in Figure 5.5.

Total economic
value

Use values
Nonuse values

(existence and bequest)

IndirectDirect

Consumptive

Commercial and recreational fishing
Aquaculture
Wild resources
Potable water
Genetic materials

Nutrient retention and cycling

Cultural heritage
Resources for future generations
Existence of charismatic species
Existence of wild places

Flood control
Storm protection
Habitat function
Shoreline and river bank stabilization

Transportation
Recreation
Scientific and educational activities

Nonconsumptive

FIGURE 5.5
Classification of total economic value (TEV) for aquatic ecosystem services with examples. [Adapted from 
Barbier, E.B., Land Economics, 70, 155–173, 1994 and National Research Council (NRC), Valuing Ecosystem Services: 
Toward Better Environmental Decision-Making, National Academies Press, Washington, DC, 2004.]
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5.4 Real Property Damage

The assessment of real property damage as a result of failure can be quantified in mon-
etary terms using an appropriate mixture of analytical cost estimation models, empirical 
models, and judgment using expert opinions. The structure and working of the analyti-
cal cost estimation models depend on the hazard and properties being investigated. The 
primary concepts that can be used for assessing property damage are presented in this 
section using water flooding as a hazard and residential structures and vehicles as the 
property. Three formulations are provided based on (1) cost estimation models; (2) empiri-
cal evidence, data, and simulation; and (3) expert opinion elicitation. In these formulations, 
damage to residential property as a result of flooding is discussed. Other types of hazard 
and property might require adaptation or entirely different formulations.

The failure severity in terms of property loss can be assessed as the current  replacement 
value minus depreciation to obtain the actual cash value of a property. Sometimes replacement 
cost is used to assess the loss, where replacement cost is defined as the cost of reconstruct-
ing the property with like kind and quality. A primary difference between the actual cash 
value and the replacement cost value is depreciation. The replacement cost is required for 
both approaches. The replacement cost can be estimated using a work breakdown structure 
with material and labor estimates, rates, and aggregations. In addition, construction cost 
indexes can be used to adjust for time and location. Alternatively, the rates per square foot 
can be used to obtain coarse or rough estimates of the replacement cost. Sometimes size 
and shape modifiers are used to account for unique variations that are out of the ordinary.

Assessing the content loss of a residential structure can be based on a detailed break-
down of content into structure size, quality, and functions of various spaces in the property. 
The content loss for each room can then be estimated and aggregated for the entire structure. 
As for businesses, property loss could include machinery and equipment, furnishings, 
raw materials, and inventories. Computer programs are commercially available to aid in 
this type of estimation for both residential and commercial structures. Some aspects of 
these estimation methods are illustrated in this section.

5.4.1 Analytical Cost Estimation Models

This class of methods is introduced using an example model. The model was developed 
in 2001 to organize floodplain inventory data and estimate the residential structure and 
content damage for various depths of flooding on a structure-by-structure basis. This US 
Army Corps of Engineers (USACE) Floodplain Inventory Tool (CEFIT) estimates residen-
tial content values as a function of floodwater depth by factoring in the typical number of 
rooms, items generally kept in homes of various quality levels, and placement of those items 
relative to the first floor. CEFIT builds on estimates provided by commercially available 
software called Residential Estimator (RE), developed and marketed by Marshall and Swift, 
Los Angeles, CA, USA. CEFIT predicts flood damage by assuming that each component or 
assembly would be cleaned, repaired, replaced, or reset at each given flooding depth. This 
methodology is depicted in Figure 5.6, which shows how CEFIT uses the RE methodology 
to estimate the structure costs combined with flood–stage (i.e., water-level) data contained 
in the CEFIT database to provide outputs in the form of flood–damage, that is, flood–stage, 
relationships for further analysis by engineers or economists.

When a component or assembly is replaced, its full-depreciated replacement costs, as esti-
mated from the RE, are accrued as part of the flood damage. When a component or assembly 
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is cleaned or repaired, fractions of the replacement cost are accrued. Thus, the estimated dam-
age at any depth of flooding relies on the assumed response to flooding (clean, repair, replace, 
or reset) and on the assumed fraction of the replacement cost. CEFIT uses the RE to calculate 
the replacement cost and applies the technique of aggregating lower level cost information (or 
component costs) against a listing of quantities, or bill of quantity. This modeling technique 
consists of compiling all the estimates for all the variations of building configurations defined 
in building the methodology, with all the bills of quantity being a function of the living area. 
Bills of quantities for 960 building configurations are detailed in the CEFIT database.

Steps for providing key user-defined inputs are given in Figure 5.7. The library of 960 
models covers all combinations of key user-defined parameters (eight styles, three building 
material types, two age periods, five infrastructure types, and four quality types). The user 
interface of CEFIT permits defining the dwelling type from selections made by the user from 
pull-down menus. User input data include house configuration, material type, infrastruc-
ture type, location, living area, and vertical footage at which water reaches the first floor 
level. CEFIT selects the model that best fits the user input from the library of 960 models and 
defines the number of rooms, their size, and location (i.e., which story) in the house.

Next, CEFIT selects the flood level that corresponds to the user input. The model esti-
mates flood damage, including building repair and replacement costs, based on extrapo-
lating to the specified total floor area and updating the remove, clean, replace, and reset 
operations to the systems and components depending on the predefined flood level. The 
predefined flood level is accessible for 16 increments of flooding. The flood damage esti-
mate is localized at the price level for any given zip code within the United States.

Example 5.3: Property Loss due to Flooding, Part 1

To illustrate the loss estimation used by CEFIT, a 2000-square-foot home with an 
 effective age of 0 years, located in zip code 22222 (Arlington, VA) was used for illustra-
tion  purposes. The house has the following characteristics that are needed by CEFIT 
as input: number of stories  =  1, foundation type  =  slab, construction  =  standard, 
style  =  ranch, quality  =  average, condition  =  average, exterior wall  =  frame, wood 
siding, and roofing = wood shingle. Table 5.2 shows losses for this residence at flood 
depths from 1 to 10 feet, as calculated by CEFIT, as a percentage of the RE replacement 
cost of US$104,747 in 2001. The results are also shown in Figure 5.8.
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FIGURE 5.6
Corps of Engineers Floodplain Inventory Tool (CEFIT) methodology for computing flood–stage relationships. 
RE, residential estimator; USACE, US Army Corps of Engineers.
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5.4.2 Empirical Models and Simulation

Loss and claim data can be used as a basis for constructing regression models. For example, 
damage survey teams can be assembled and tasked to collect loss and damage data after 
floods or earthquakes. After flood events, claims are commonly filed with flood insurance 
programs. Such claims can be analyzed and used to fit regression models. The resulting 
models can be used for prediction and planning purposes.

TABLE 5.2

Losses as a Function of Water Depth

Water Level (ft) Damage ($) Total Replacement Cost (%)

1 24,406 23
2 33,624 32
3 42,004 40
4 49,336 47
5 55,725 53
6 61,382 59
7 66,200 63
8 70,390 67
9 73,847 71

10 76,675 73

Step 5: User specifies workmanship quality.

Step 4: User defines infrastructure type.

Step 3: User specifies age.

Step 2: User defines building material.

Step 1: User defines number 
of stories and style.

Ranch 1 story
Cape cod 1½ story
Colonial 2 stories
Victorian 2½ stories
Townhouse 1 story
Townhouse 1½ story
Townhouse 2 stories
Townhouse 2½ stories

1 story
1½ story
2 stories
2½ stories

Wood frame
Masonry

Brick veneer

Pre-1940
Post-1940

Slab
Basement: finished

Basement: unfinished
Crawl space

Piers

Economy
Average

Good
Luxury

FIGURE 5.7
Steps in providing key Corps of Engineers Floodplain Inventory Tool (CEFIT) user-defined inputs.

 



351Failure Consequences and Valuations

Researchers frequently examine empirical evidence of historical events or recent events 
and infer from the evidence floodwater heights, wind speeds, impact energy, and so on. 
Also, researchers compute statistics of event rates and losses, and compare them to 
long-term trends (Clark 2011). Once the hazards are estimated, they are used in simulation 
to predict potential losses for planning and decision-making purposes.

Simulation is often used to assess the potential losses by examining the impacts of 
selected scenarios, either analytically constructed or based on actual historic events, an 
asset, a region, or an inventory of assets. For example, a damaging hurricane that hit a city 
in the beginning of the previous century can be assumed to impact the same city with 
its current inventory of assets, and the damages are reassessed and compared to the esti-
mates based on other prediction methods. Such an analysis helps owners, city planners, 
and insurance companies to evaluate the suitability of first-response capabilities, resource 
capacity to honor claims, or medical facilities and methods to handle casualties.

The US National Hurricane Center maintains the datasets that provide historical hurri-
cane track information for the Atlantic and Gulf of Mexico. For each hurricane, it generally 
provides information such as the storm track, central pressure, and wind speed at 6-hour 
intervals along the track. This information can be used to construct scenarios for loss pre-
dictions using current and projected asset inventories.

Example 5.4: Losses due to Hurricanes in the Atlantic

Three modeling companies, AIR Worldwide, EQECAT, and Risk Management Solutions 
(RMS), developed and used near-term Atlantic hurricane prediction models from 
2006 to 2010 to predict the number of hurricanes and losses during this time period 
(Tables  5.3  through 5.5). AIR modified its near-term model in 2007 to reduce loss 
 predictions  relative to the long-term model to ~16%. RMS introduced a modification 
to its near-term model in 2009 following its annual elicitation of expert opinions that 
resulted in a reduction in the near-term loss estimates; however, the model still implied 
a level of loss activity 25% above the long-term historical average. EQECAT made rela-
tively minor adjustments to its near-term model estimates. It should be noted that ret-
rospectively these models initially projected hurricane loss levels at least 35% above the 
long-term average for the 5-year period (Clark 2011).

Tables 5.3 and 5.4 compare the observed, that is, actual, values with implied  projections 
based on the three near-term models (Clark 2011). For the 5-year period, the aggregate 
of the actual numbers of hurricanes is greater than that of the values based on the long-
term average, but smaller than that of the values based on the near-term models. As for 
the insured losses in the United States, the three models substantially overpredicted the 
losses compared to the observed values. Table 5.5 shows hurricane landfall counts and 
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FIGURE 5.8
Damage to a residential structure due to flooding.
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losses for the first decade of the twenty-first century. We can observe the  approximate 
agreement between the long-term average and the decade average.

5.4.3 Expert Opinions

Expert opinion elicitation can be used to assess property damage. In this section, water 
flooding is used to illustrate the method. Chapter 8 formally introduces the methods for 
eliciting expert opinions, which can be defined as a heuristic process of gathering informa-
tion and data or answering questions on issues or problems of concern.

TABLE 5.3

Number of Atlantic Hurricanes (Number of US Landfalls)

Year
Long-term 

Average
observed 
(Actual)

AIR 
Predictions

EQECAT 
Predictions

RMS 
Prediction

2006 5.9 (1.7) 5 (0) 8.4 (2.4) 8.0 (2.3) 8.4 (2.4)
2007 5.9 (1.7) 6 (1) 6.8 (2.0) 8.0 (2.3) 8.4 (2.4)
2008 5.9 (1.7) 8 (3) 6.8 (2.0) 8.1 (2.3) 8.4 (2.4)
2009 5.9 (1.7) 3 (0) 6.8 (2.0) 8.1 (2.3) 7.6 (2.2)
2010 5.9 (1.7) 12 (0) 6.8 (2.0) 8.1 (2.3) 7.6 (2.2)
Total 29.5 (8.5) 34 (4) 35.6 (10.4) 40.3 (11.5) 40.4 (11.6)

TABLE 5.4

US Insured Losses from Atlantic Hurricanes (2007 US$ in Billion)

Year
Long-term 

Average
observed 
(Actual)

AIR 
Predictions

EQECAT 
Predictions

RMS 
Prediction

2006 10 0 14.0 13.6 14.0
2007 10 0 11.6 13.5 14.0
2008 10 15.2 11.6 13.7 14.0
2009 10 0 11.6 13.7 12.6
2010 10 0 11.6 13.7 12.6
Total 50 15.2 60.4 68.2 67.2

TABLE 5.5

US Hurricane Landfalls and Losses

Year Number of Landfalls Losses (2007 US$ in Billion)

2001 0 –
2002 1 0.5
2003 2 2.0
2004 5 25.1
2005 5 61.9
2006 0 –
2007 1 –
2008 3 15.2
2009 0 –
2010 0 –
Decade average 1.7 10.5
Long-term average 1.7 10.0

 



353Failure Consequences and Valuations

Example 5.5: Property Loss due to Flooding, Part 2

Expert opinion elicitation is used in this example to illustrate the development of 
structural and content depth–damage relationships for single-family, one-story homes 
without basements; residential content-to-structure value ratios (CSVRs); and vehicle 
depth–damage relationships in a river basin. These damage functions consider the 
exterior building materials such as brick, brick veneer, wood frame, and metal siding. 
The resulting consequences can be used in risk studies and in performing risk-based 
decision making. The expert elicitation was assumed to occur during a face-to-face 
meeting of members of an expert panel assembled specifically for the issues under 
consideration. It was further assumed that the meeting of the expert panel was con-
ducted after communicating to the experts in advance of the meeting the background 
information, objectives, list of issues, and anticipated outcomes from the meeting.

LEVEE FAILURE AND CoNSEQUENT FLooDING

In January 1997, the eastern levee of a river failed, causing major flooding near a town. 
Floodwaters inundated ~12,000 acres and caused damage to over 700 structures. 
Although the area was primarily agricultural, ~600 residential structures were affected 
by flooding. This area had a wide range of flooding depths, ranging from maximum 
depths of about 20 feet (structures totally covered) in the south near the levee break to 
minimal depths. Residential damage from the flooding was documented. The popula-
tion of homes within the January 1997 floodplain defines the study area of interest.

FLooD CHARACTERISTICS

The January 1997 flooding resulted from a trio of subtropical storms. Over a three-day 
period, warm moist winds from the southwest of the town poured more than 30 inches 
of rain onto watersheds that were already saturated by one of the wettest Decembers 
on record. The first of the storms hit on December 29, 1996, with less-than-expected 
precipitation totals. Only a 0.24-inch rainfall was reported. On December 30, the second 
storm arrived. The third and most severe storm hit late December 31, 1996, and lasted 
through January 2, 1997.

Precipitation totals at lower elevations in the central valley were not unusually 
high, in contrast to the extreme rainfall in the upper watersheds. Downtown, for 
example, received 3.7 inches of rain from December 26, 1996, through January 2, 1997. 
However, other locations (elevation 5000 feet) received >30 inches of rainfall, resulting 
in an orographic ratio of 8:1. A typical storm for this region would yield an orographic 
ratio of 3:4 between these two locations.

In addition to the trio of subtropical storms, snowmelt also contributed to the already 
large runoff volumes. Several days before Christmas 1996, a cold storm from the north 
brought snow to low elevations in foothills. For example, some locations had a snow-
pack with 5 inches of water content. The snowpack, as well as the snowpack at lower 
elevations, melted when the trio of warmer storms hit. Not much snowpack loss was 
observed, however, at snow sensors over 6000 feet in elevation. The effect of the snow-
melt was estimated to contribute ~15% to the runoff totals.

Prior to the late December storms, rainfall was already well above the normal in the 
river basin. In the northern area, the total December precipitation exceeded 28 inches, the 
second wettest December on record, exceeded only by the 30.8 inches in December 1955.

The available storage in a reservoir was >200% of flood management reservation space 
on December 1, 1996. By the end of the storm, the available space was ~1% of the flood pool. 
Another reservoir began in December with just >100% flood management reservation 
space. At the completion of the storms in early January, ~27% space remained available.

The hydrologic conditions of the January 1997 flooding of the river basin were used 
as the basis for developing depth–damage relationships and CSVRs. These hydrologic 
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conditions resulted in high-velocity flooding coming from an intense rainfall and a 
levee failure. This scenario and the flood characteristics were defined and used in the 
study to assess losses.

BUILDING CHARACTERISTICS

Most of the residential properties affected by the January 1997 flooding were single-
story, single-family structures with no basements. The primary construction materials 
were wood and stucco. Few properties in the study area were two stories, and nearly 
none had basements. It may be useful to differentiate one story on slab from one story 
on raised foundations. The study is limited to residential structural types without base-
ments as follows: (1) one story on slab, (2) one story on piers and beams (i.e., raised foun-
dations), and (3) mobile homes.

VEHICLE CHARACTERISTICS

Vehicle classes included in the study are (1) sedans; (2) pickup trucks, sport utility vehi-
cles, and vans; and (3) motorcycles.

STRUCTURAL DEPTH–DAMAGE RELATIoNSHIPS

The hydrologic conditions of the January 1997 flooding described earlier were used as 
the basis for developing these relationships. These hydrologic conditions produced high-
velocity flooding due to an intense rainfall and a levee failure. The issues presented to the 
experts for consideration were (1) the best estimates of the median percentage damage 
values as a function of flood depth for residential structures of all types and (2) the con-
fidence level for the opinion of the expert (low, medium, or high). The study was limited 
to residential structural types as follows: (1) type 1, one story on slab without basement; 
(2) type 2, one story on piers and beams (raised foundation); and (3) type 3, mobile homes.

The experts discussed the issues that produced the assumptions provided in 
Table 5.6. In this study, structural depth–damage relationships were developed based 
on expert opinions, and a sample of the results is provided in Table 5.7. The experts 
provided their best estimates of the median value for percentage damage and their 
levels of confidence in their estimates. Sample revised depth–damage relationships are 
shown in Figures 5.9 and 5.10.

TABLE 5.6

Summary of Supportive Reasoning and Assumptions by Experts for Structure Value (2001 US$)

Type 1 and 2 Houses Type 3 Houses

The median house size is 1400 square feet.
Houses are wood frame.
The median house value is $90,000 with land.
The median land value is $20,000.
The median price without land is about $50 per square foot.
The median house age is eight years.
Heating,Ventilation and Air Conditioning (HVAC) and sewer 
lines are below finished floor for type 2 houses.

Percentages are of depreciated replacement value of houses.
Flood without flow velocity was considered.
Flood duration was of several days.
Flood water was not contaminated but had sediment 
without large debris.

No septic field damages are included.
Allowances were made for cleanup costs.

The median size is 24 × 60 feet (1200 square feet).
Houses are wood frame.
The median house value is $30,000 without land.
The median house age is 8 years.
Finished floor is 3 feet above ground level.
Ceiling height is eight feet.
HVAC and sewer lines are below finished floor.
Percentages are of depreciated replacement value 
of houses.

Flood without flow velocity was considered.
Flood duration was of several days.
Flood water was not contaminated but had 
sediment without large debris.

No septic field damages are included.
Allowances were made for cleanup costs.
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CoNTENT DEPTH–DAMAGE RELATIoNSHIPS

The hydrologic conditions of the January 1997 flooding described earlier were used 
as the basis for developing these relationships. These hydrologic conditions produced 
high-velocity flooding due to an intense rainfall and a levee failure. The issues pre-
sented to the experts for consideration were (1) the best estimates of the median 

TABLE 5.7

Percentage of Damage to a Type 1 Residential Structure (One Story on Slab without Basement)

Depth

Initial Estimate: Damage by Expert (%) Aggregated opinions as Percentiles

1 2 3 4 5 6 7 Minimum 25% 50% 75% Maximum

−1.0 4.0 0.0 3.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.5 4.0
−0.5 4.0 0.0 5.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 5.0

0.0 5.0 0.0 10.0 5.0 0.0 10.0 0.0 0.0 0.0 5.0 7.5 10.0
0.5 10.0 40.0 12.0 7.0 10.0 13.0 45.0 7.0 10.0 12.0 26.5 45.0
1.0 15.0 40.0 25.0 9.0 20.0 15.0 55.0 9.0 15.0 20.0 32.5 55.0
1.5 20.0 40.0 28.0 11.0 30.0 20.0 55.0 11.0 20.0 28.0 35.0 55.0
2.0 30.0 40.0 35.0 13.0 30.0 20.0 60.0 13.0 25.0 30.0 37.5 60.0
3.0 40.0 40.0 35.0 15.0 40.0 30.0 60.0 15.0 32.5 40.0 40.0 60.0
4.0 48.0 40.0 40.0 25.0 70.0 50.0 65.0 25.0 40.0 48.0 57.5 70.0
5.0 53.0 65.0 40.0 40.0 70.0 85.0 70.0 40.0 46.5 65.0 70.0 85.0
6.0 65.0 65.0 45.0 50.0 70.0 85.0 75.0 45.0 57.5 65.0 72.5 85.0
7.0 68.0 70.0 75.0 70.0 80.0 90.0 75.0 68.0 70.0 75.0 77.5 90.0
8.0 70.0 75.0 80.0 90.0 80.0 90.0 75.0 70.0 75.0 80.0 85.0 90.0
9.0 73.0 85.0 95.0 100.0 95.0 90.0 75.0 73.0 80.0 90.0 95.0 100.0

10.0 80.0 85.0 100.0 100.0 100.0 100.0 80.0 80.0 82.5 100.0 100.0 100.0
11.0 83.0 85.0 100.0 100.0 100.0 100.0 80.0 80.0 84.0 100.0 100.0 100.0
12.0 85.0 85.0 100.0 100.0 100.0 100.0 80.0 80.0 85.0 100.0 100.0 100.0

Depth

Revised Estimate: Damage by Expert (%) Aggregated opinions as Percentiles

1 2 3 4 5 6 7 Minimum 25% 50% 75% Maximum

−1.0 1.0 0.0 3.0 0.0 0.0 0.0 5.0 0.0 0.0 0.0 2.0 5.0
−0.5 1.0 0.0 5.0 0.0 0.0 0.0 10.0 0.0 0.0 0.0 3.0 10.0

0.0 10.0 15.0 10.0 5.0 5.0 15.0 35.0 5.0 7.5 10.0 15.0 35.0
0.5 10.0 40.0 25.0 40.0 20.0 45.0 45.0 10.0 22.5 40.0 42.5 45.0
1.0 25.0 40.0 30.0 40.0 20.0 45.0 45.0 20.0 27.5 40.0 42.5 45.0
1.5 25.0 40.0 40.0 40.0 30.0 45.0 45.0 25.0 35.0 40.0 42.5 45.0
2.0 35.0 40.0 45.0 40.0 30.0 45.0 45.0 30.0 37.5 40.0 45.0 45.0
3.0 40.0 40.0 45.0 40.0 40.0 70.0 45.0 40.0 40.0 40.0 45.0 70.0
4.0 48.0 40.0 55.0 40.0 70.0 80.0 55.0 40.0 44.0 55.0 62.5 80.0
5.0 53.0 65.0 55.0 50.0 70.0 85.0 60.0 50.0 54.0 60.0 67.5 85.0
6.0 65.0 65.0 70.0 60.0 70.0 85.0 65.0 60.0 65.0 65.0 70.0 85.0
7.0 68.0 65.0 75.0 85.0 80.0 95.0 75.0 65.0 71.5 75.0 82.5 95.0
8.0 70.0 65.0 80.0 85.0 85.0 95.0 75.0 65.0 72.5 80.0 85.0 95.0
9.0 73.0 85.0 95.0 85.0 85.0 95.0 75.0 73.0 80.0 85.0 90.0 95.0

10.0 80.0 85.0 100.0 85.0 85.0 95.0 80.0 80.0 82.5 85.0 90.0 100.0
11.0 83.0 85.0 100.0 85.0 85.0 95.0 80.0 80.0 84.0 85.0 90.0 100.0
12.0 85.0 85.0 100.0 85.0 85.0 95.0 80.0 80.0 85.0 85.0 90.0 100.0
Confidence High High High High High High High
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percentage damage values as a function of flood depth for residential structures of all 
types and (2) the confidence level for the opinion of the expert (low, medium, or high). 
The study was limited to residential structural types as follows: (1) types 1 and 2, one 
story on slab without basement or one story on piers and beams (raised foundation); and 
(2) type 3, mobile homes. The experts discussed the issues that produced the assump-
tions provided in Table 5.8. In this study, content depth–damage relationships were 
developed based on expert opinions (see the sample provided in Table 5.9). Sample 
revised depth–damage relationships are shown in Figures 5.11 and 5.12.

CoNTENT-To-STRUCTURE VALUE RATIoS

The hydrologic conditions of the January 1997 flooding described earlier were used 
as the basis for developing these relationships. These hydrologic conditions pro-
duced high-velocity flooding due to an intense rainfall and a levee failure. The 
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FIGURE 5.9
Percentage of damage to a type 1 residential structure (one story on slab without basement).
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FIGURE 5.10
Aggregated (as percentiles) percentage of damage to a type 1 residential structure (one story on slab without 
basement).
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issues presented to the experts were (1) the best estimates of the median values of a 
 residential structure, its content, and their content-to-structure-value ratios (CSVRs) 
for all types and (2) the confidence level for the opinion of the expert (low, medium, 
or high). The study was limited to residential structural types as follows: (1) types 1 
and 2, one story on slab without basement or one story on piers and beams (raised 
foundation) and (2) type 3, mobile homes. The experts discussed the issues that pro-
duced the assumptions provided in Table 5.10. In this study, the best estimates of the 
median value of structures, the median value of contents, and the ratio of content to 
structure value were developed based on the expert opinions, a sample of which is 
provided in Table 5.11. The table provides the initial and revised expert opinions of 
median structure value, median content value, and the CVSR. Each expert provided 
best estimate value, low value estimate, and high value estimate. Also, the experts 
provided an assessment of their individual confidence levels for their opinions. Sample 
CVSRs are shown in Figure 5.13.

VEHICLE DEPTH–DAMAGE RELATIoNSHIPS

The hydrologic conditions of the January 1997 flooding described earlier were used 
as the basis for developing these relationships. These hydrologic conditions produced 
high-velocity flooding due to an intense rainfall and a levee failure. The issues pre-
sented to the experts were (1) the best estimates of the median percentage damage val-
ues as a function of flood depth for vehicles of all types and (2) the confidence level 
for the opinion of the expert (low, medium, or high). The study was limited to residen-
tial vehicle classes as follows: (1) type 1, sedans; (2) type 2, pickup trucks, sport utility 
vehicles, and vans; and (3) type 3, motorcycles. The experts discussed the issues that 
produced the assumptions provided in Table 5.12. In this study, the best estimates of the 
median value of vehicle depth–damage relationships were developed based on expert 
opinions, a sample of which is provided in Table 5.13. Sample relationships are shown in 
Figures 5.14 and 5.15.

Example 5.6: Property Loss due to the 1906 San Francisco Earthquake

This earthquake of April 18, 1906, ranks as one of the most significant earthquakes of 
all time according to the US Geological Survey (USGS). The rupture of the northern-
most 296 miles (477 km) of the San Andreas fault from northwest of San Juan Bautista 
to the triple junction at Cape Mendocino resulted in this large earthquake in terms of 
 horizontal displacements and great rupture length.

TABLE 5.8

Summary of Supportive Reasoning and Assumptions by Experts for Content Value

Houses Types 1–3 (2001 US$)

As a guide, the insurance industry uses 70% ratio of the content to structure value.
The median house value is $90,000 with land.
The median land value is $20,000.
Garage or shed contents are included.
The median content age is eight years.
Percentages are of depreciated replacement value of contents.
Flood without flow velocity was considered.
Flood duration was for several days.
Flood water is not contaminated but has sediment without large debris.
Allowance is made for cleanup costs.
Insufficient time was allowed to remove (or protect) contents.
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TABLE 5.9

Percentage of Damage to Contents of Type 1 and 2 Residential Structures (One Story on Slab or 
One Story on Piers and Beams)

Depth

Initial Estimate: Damage by Expert (%) Aggregated opinions as Percentiles

1 2 3 4 5 6 7 Minimum 25% 50% 75% Maximum

−1.0 0.5 0.0 3.0 0.0 0.0 10.0 0.0 0.0 0.0 0.0 1.8 10.0
−0.5 0.5 0.0 5.0 0.0 0.0 20.0 0.0 0.0 0.0 0.0 2.8 20.0

0.0 2.0 30.0 15.0 0.0 0.0 40.0 5.0 0.0 1.0 5.0 22.5 40.0
0.5 2.0 40.0 35.0 20.0 50.0 40.0 10.0 2.0 15.0 35.0 40.0 50.0
1.0 15.0 50.0 35.0 40.0 50.0 40.0 20.0 15.0 27.5 40.0 45.0 50.0
1.5 27.0 60.0 40.0 50.0 60.0 40.0 20.0 20.0 33.5 40.0 55.0 60.0
2.0 35.0 70.0 40.0 60.0 70.0 60.0 40.0 35.0 40.0 60.0 65.0 70.0
3.0 47.0 80.0 70.0 70.0 80.0 80.0 40.0 40.0 85.5 70.0 80.0 80.0
4.0 55.0 80.0 70.0 80.0 80.0 90.0 60.0 55.0 65.0 80.0 80.0 90.0
5.0 80.0 80.0 70.0 90.0 90.0 90.0 60.0 60.0 75.0 80.0 90.0 90.0
6.0 90.0 80.0 70.0 100.0 100.0 90.0 85.0 70.0 82.5 90.0 95.0 100.0
7.0 90.0 80.0 75.0 100.0 100.0 95.0 95.0 75.0 85.0 95.0 97.5 100.0
8.0 90.0 85.0 85.0 100.0 100.0 100.0 100.0 85.0 87.5 100.0 100.0 100.0
9.0 90.0 85.0 90.0 100.0 100.0 100.0 100.0 85.0 90.0 100.0 100.0 100.0

10.0 90.0 85.0 90.0 100.0 100.0 100.0 100.0 85.0 90.0 100.0 100.0 100.0
11.0 90.0 85.0 90.0 100.0 100.0 100.0 100.0 85.0 90.0 100.0 100.0 100.0
12.0 90.0 90.0 90.0 100.0 100.0 100.0 100.0 90.0 90.0 100.0 100.0 100.0

Depth

Revised Estimate: Damage by Expert (%) Aggregated opinions as Percentiles

1 2 3 4 5 6 7 Minimum 25% 50% 75% Maximum

−1.0 2.0 0.0 3.0 0.0 0.0 2.0 0.0 0.0 0.0 0.0 2.0 3.0
−0.5 2.0 0.0 5.0 5.0 0.0 5.0 0.0 0.0 0.0 2.0 5.0 5.0

0.0 15.0 20.0 15.0 10.0 10.0 30.0 5.0 5.0 10.0 15.0 17.5 30.0
0.5 20.0 30.0 35.0 20.0 30.0 40.0 20.0 20.0 20.0 30.0 32.5 40.0
1.0 25.0 50.0 35.0 40.0 45.0 40.0 20.0 20.0 30.0 40.0 42.5 50.0
1.5 25.0 60.0 40.0 50.0 60.0 40.0 30.0 25.0 35.0 40.0 55.0 60.0
2.0 30.0 70.0 40.0 60.0 70.0 60.0 40.0 30.0 40.0 60.0 65.0 70.0
3.0 40.0 80.0 70.0 70.0 75.0 80.0 40.0 40.0 55.0 70.0 77.5 80.0
4.0 50.0 80.0 70.0 80.0 80.0 90.0 60.0 50.0 65.0 80.0 80.0 90.0
5.0 50.0 80.0 70.0 90.0 90.0 90.0 60.0 50.0 65.0 80.0 90.0 90.0
6.0 85.0 80.0 70.0 95.0 90.0 90.0 70.0 70.0 75.0 85.0 90.0 95.0
7.0 90.0 80.0 75.0 95.0 90.0 95.0 100.0 75.0 85.0 90.0 95.0 100.0
8.0 90.0 85.0 85.0 95.0 90.0 95.0 100.0 85.0 87.5 90.0 95.0 100.0
9.0 90.0 85.0 90.0 95.0 90.0 95.0 100.0 85.0 90.0 90.0 95.0 100.0

10.0 90.0 85.0 90.0 95.0 90.0 95.0 100.0 85.0 90.0 90.0 95.0 100.0
11.0 90.0 85.0 90.0 95.0 90.0 95.0 100.0 85.0 90.0 90.0 95.0 100.0
12.0 90.0 85.0 90.0 95.0 90.0 95.0 100.0 85.0 90.0 90.0 95.0 100.0
Confidence High High High High High High High
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FIGURE 5.11
Percentage of damage to contents of type 1 and 2 residential structures (one story on slab or one story on piers 
and beams).
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FIGURE 5.12
Aggregated (as percentiles) percentage of damage to contents of types 1 and 2 residential structures (one story 
on slab or one story on piers and beams).

TABLE 5.10

Summary of Supportive Reasoning and Assumptions by Experts for 
Content-to-Structure Value Ratio (CSVR)

Type 1–3 Houses (2001 US$)

As a guide, the insurance industry uses 70% for the CSVR.
The median house value is $90,000 with land.
The median land value is $20,000.
Garage or shed contents are included.
The median content age is eight years.
Depreciated replacement value of structure and contents was used.
Insufficient time was allowed to remove (or protect) contents.

 



360 Risk Analysis in Engineering and Economics

The earthquake resulted in >3,000 direct and indirect deaths from the 1906 San 
Francisco population of ~400,000, with 225,000 being homeless. It also destroyed 28,000 
buildings of the city’s 1906 inventory and caused monetary loss of >$400 million in 
1906 from earthquake and fire, with $80 million from the earthquake alone (http://
earthquake.usgs.gov). Figure 5.16 shows damage to buildings.

TABLE 5.11

Value of Residential Structures, Contents, and Their Ratios for Type 1 and 2 Houses (One Story 
on Slab or One Story on Piers and Beams)

Issue

Initial Estimate: Damage by Expert (%) Aggregated opinions as Percentiles

1 2 3 4 5 6 7 Minimum 25% 50% 75% Maximum

Median structure 
(1000$)

    Low 70.0 70.0 65.0 50.0 60.0 50.0 40.0 40.0 50.0 60.0 67.5 70.0
    Best 90.0 110.0 106.0 70.0 70.0 60.0 70.0 60.0 70.0 70.0 98.0 110.0
    High 110.0 250.0 175.0 90.0 80.0 80.0 90.0 80.0 85.0 90.0 142.5 250.0
Median content 
(1000$)

    Low 35.0 49.0 35.0 25.0 35.0 15.0 10.0 10.0 20.0 35.0 35.0 49.0
    Best 50.0 77.0 41.0 50.0 40.0 20.0 20.0 20.0 30.0 41.0 50.0 77.0
    High 65.0 175.0 70.0 80.0 45.0 25.0 25.0 25.0 35.0 65.0 75.0 175.0
Content-to-
structure-values 
ratio (CSVR)

    Low 0.50 0.70 0.54 0.50 0.58 0.30 0.25 0.25 0.40 0.58 0.52 0.70
    Best 0.56 0.70 0.39 0.71 0.57 0.33 0.29 0.33 0.43 0.59 0.51 0.70
    High 0.59 0.70 0.40 0.89 0.56 0.31 0.28 0.31 0.41 0.72 0.53 0.70

Depth

Revised Estimate: Damage by Expert (%) Aggregated opinions as Percentiles

1 2 3 4 5 6 7 Minimum 25% 50% 75% Maximum

Median structure 
(1000$)

    Low 70.0 70.0 77.0 50.0 60.0 50.0 50.0 50.0 50.0 60.0 70.0 77.0
    Best 90.0 80.0 82.0 70.0 70.0 60.0 70.0 60.0 70.0 70.0 81.0 90.0
    High 110.0 90.0 94.0 90.0 80.0 75.0 90.0 75.0 85.0 90.0 92.0 110.0
Median content 
(1000$)

    Low 35.0 79.0 40.0 25.0 35.0 15.0 10.0 10.0 20.0 35.0 37.5 49.0
    Best 50.0 50.0 42.0 50.0 40.0 20.0 20.0 20.0 30.0 42.0 50.0 50.0
    High 65.0 51.0 50.0 80.0 45.0 25.0 30.0 25.0 37.5 50.0 58.0 80.0
Content-to-
structure-values 
ratio (CSVR)

    Low 0.50 0.70 0.52 0.50 0.58 0.30 0.20 0.20 0.40 0.50 0.55 0.70
    Best 0.56 0.63 0.51 0.71 0.57 0.33 0.29 0.29 0.42 0.56 0.60 0.71
    High 0.59 0.57 0.53 0.89 0.56 0.33 0.33 0.33 0.43 0.56 0.58 0.89
Confidence High High Medium High High High High
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5.5 Loss of Human Life

Generally, the well-being of a person comprises the quantity and quality of life (QOL). 
Valuing human life requires the definition of a unit of measurement for human life. 
Suitable measurement units are counts of individual life lost or counts of life years of 
these individuals. The latter permits to account for injuries and the QOL as discussed in 
Section 5.6.

Public policy decisions commonly involve risks to human health and safety. In such 
policy-related deliberations, we commonly find two competing sides of industry represen-
tatives and public interest groups trying to influence policy makers. For example, industry 
representatives in the occupational safety area might claim that their industry exposure 
standards are too stringent to levels exceeding any rational limits determined from rea-
sonable cost–benefit analysis. However, public interest groups might claim that the cost–
benefit analysis is fundamentally biased and is intended to further the ends of industry to 
the detriment of workers health and safety. The valuation of human life is central to this 
debate, although some claim that the value of human life cannot be expressed in monetary 
terms; however, the competing demands on scarce public funds make it a necessity. Refusal 
to place an explicit value on life merely forces us to implicitly value it through decisions to 
fund or not to fund public projects or decisions to take some regulatory actions. Since fail-
ures sometimes lead to deaths and designing systems often require trade-off analyses to 
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FIGURE 5.13
Content-to-structure-values ratios (CSVRs) for type 1 and 2 houses (one story on slab or one story on piers and 
beams).

TABLE 5.12

Summary of Supportive Reasoning and Assumptions by Experts for Vehicle Damage

Vehicle Types 1 and 2

The median vehicle age is five years.
Percentages are of the depreciated replacement values of vehicles.
Flood without flow velocity was considered.
Flood duration was for several days.
Flood water is not contaminated but has sediment without large debris.
Allowance was made for cleanup costs.
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maximize the benefits to society, including reducing the likelihood of fatalities, the value 
of life enters in these analyses, often in an implicit manner. If implicitly done, it under-
mines consistency among designs, projects, disciplines, and decision makers.

The value of life can be viewed in two different perspectives as either the value of a 
 particular life (VL) or the value of statistical life (VSL). The difference between the VL 
and the VSL is that the former provides an assessment of a particular life, for example, 
John Smith’s life as an identified person, using methods for determining the limits on life 
insurance; whereas the latter is based on assessing the implicit value of life using data from 
compensation premiums paid to workers for risky occupations and for insurance purposes. 
Figure 5.17 shows a hierarchal listing of these methods. To adjust for the age of affected 
population, sometimes the VSL year (VSLY) or life years saved (LYS) is considered.

Most economists agree that a conceptually appropriate method to value human life in 
cost–benefit analyses should be consistent with other economic concepts and should be 
based on individuals’ WTP (or on individuals’ WTA compensation) for small changes 
in their probability of survival. Despite this agreement, however, controversy continues 
on the appropriate technique for actually producing estimates for valuing life. Efforts to 
assess the value of human life have been based on WTP concepts, earning potential, and 
assessments of the implicit values in currently accepted and used regulations.

The value of life is sometimes used as an anchor concept or a basis for other estimates 
relating to health such as injuries and illness. These linkages highlight its importance.

TABLE 5.13

Percent Damage to a Type 1 Vehicle (Sedans)

Depth

Initial Estimate: Damage by Expert (%) Aggregated opinions as Percentiles

1 2 3 4 5 6 7 Minimum 25% 50% 75% Maximum

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 5.0 0.0 5.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.5 5.0
1.0 20.0 0.0 30.0 10.0 25.0 5.0 10.0 0.0 7.5 10.0 22.5 30.0
1.5 25.0 0.0 30.0 10.0 25.0 5.0 10.0 0.0 15.0 25.0 37.5 50.0
2.0 35.0 30.0 80.0 20.0 30.0 20.0 60.0 20.0 25.0 30.0 47.5 80.0
2.5 50.0 35.0 100.0 40.0 70.0 40.0 70.0 35.0 40.0 50.0 70.0 100.0
3.0 60.0 40.0 100.0 50.0 70.0 60.0 90.0 40.0 55.0 60.0 80.0 100.0
4.0 100.0 40.0 100.0 100.0 80.0 80.0 100.0 40.0 80.0 100.0 100.0 100.0
5.0 100.0 50.0 100.0 100.0 95.0 80.0 100.0 50.0 87.5 100.0 100.0 100.0

Depth

Revised Estimate: Damage by Expert (%) Aggregated opinions as Percentiles

1 2 3 4 5 6 7 Minimum 25% 50% 75% Maximum

0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 10.0 0.0 5.0 0.0 0.0 2.0 0.0 0.0 0.0 0.0 3.5 10.0
1.0 25.0 10.0 20.0 20.0 20.0 10.0 20.0 10.0 15.0 20.0 20.0 25.0
1.5 35.0 30.0 50.0 25.0 25.0 40.0 30.0 25.0 27.5 30.0 37.5 50.0
2.0 40.0 40.0 80.0 30.0 30.0 50.0 50.0 30.0 35.0 40.0 50.0 80.0
2.5 50.0 50.0 100.0 40.0 60.0 60.0 70.0 40.0 50.0 60.0 65.0 100.0
3.0 60.0 100.0 100.0 50.0 70.0 80.0 80.0 50.0 65.0 80.0 90.0 100.0
4.0 100.0 100.0 100.0 100.0 100.0 80.0 100.0 80.0 100.0 100.0 100.0 100.0
5.0 100.0 100.0 100.0 100.0 100.0 80.0 100.0 80.0 100.0 100.0 100.0 100.0
Confidence High High High High High High High
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This section focuses on two classes of methods for assessing the value of life and provides 
examples: the WTP method and the human capital (HC) method.

5.5.1 Willingness to Pay Method

The concept of Willingness to Pay (WTP) for assessing the VSL can be examined based on 
several human behavior types to serve different analytical purposes of which the follow-
ing are most relevant (Figure 5.17; Viscusi and Aldy 2002):

•	 WTP based on labor markets for goods and services
•	 WTP based on consumption markets for goods and services
•	 WTP based on policy and regulatory decisions

These methods vary in the extent of the direct involvement of individuals in related trans-
actions and the role of groups of individuals in such decisions.
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(a)

(b)

FIGURE 5.16
Damage to buildings resulting from the 1906 San Francisco Earthquake (http://earthquake.usgs.gov): 
(a) Stanford University 1906 Earthquake Damage and (b) financial district.
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Smith (1776) noted “the wages of labor vary with the ease or hardship, the cleanliness or 
dirtiness, the honorableness or dishonorableness of the employment” that has challenged 
economists pursuing valuation of labor and examining trade-offs between wages and 
risks. A logically consistent basis for the valuation of life in safety decisions should be the 
same criterion used by welfare economists in other areas of cost–benefit analysis, namely, 
the potential Pareto improvement principle (Mishan 1971). A potential Pareto improvement 
exists when individuals who gain from a social change are able to compensate those who 

(c)

FIGURE 5.16
(Continued) Damage to buildings resulting from the 1906 San Francisco Earthquake (http://earthquake.usgs.
gov): (c) City Hall.
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FIGURE 5.17
The value of human life.
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stand to lose from the change and still leave a net gain. Thus, we can conclude that the 
 relevant question can be stated as what individuals are willing to pay (or willing to accept as 
compensation) for a change that will affect the loss of life (LOL). Most public safety deci-
sions do not entail the value of an identified individual’s life, rather the value of a reduc-
tion in the probability of death for a given population, that is, it is the aggregate value a 
PAR places on programs that save statistical lives or the sum of the amounts individuals are 
willing to pay ex ante to buy small reductions in the probability of their death (Landfeeld 
and Seskin 1982). It is compatible with the notion that, if there were a market for “buying” 
safety, this approach would yield the price that consumers would be willing to pay. It pro-
duces a VSL based on a social welfare maximization notion.

Two approaches are commonly followed to quantify the VSL using the WTP methods: 
(1) analyses of direct survey responses by individuals and (2) statistical estimation of indi-
viduals’ revealed preferences. Each approach has problems associated with it. Landfeeld 
and Seskin (1982) provide the results of survey estimates of individuals’ WTP for reduc-
tions in risk of death (1977 US$). It was observed that the question statement could influ-
ence the outcome. For example, asking individuals open-ended questions about their WTP 
for a coronary care unit that would reduce risk of death from heart attack by 0.002 pro-
duced an average WTP of $76 for the unit. The aggregate WTP in this case for a community 
of N such individuals would be $76N/0.002N = $38,000 per statistical life saved. Surveys 
concerning safety and airline travel, employing similar methods, found a value per sta-
tistical life of $8.4 million and another survey on the WTP for reducing cancer mortality 
calculated a value of $1.2 million per statistical life saved. For example, if a population of 
100,000 persons was willing to pay an average of $50 each to reduce deaths from 4 per 
100,000 to 2 per 100,000, the total WTP can be computed as $5 million and the value per 
statistical life is estimated to be $2.5 million, since two lives could be saved. The WTP 
approach yields a substantially higher value than do other approaches. The WTP method 
does recognize an individual’s desire to live longer. Moreover, the WTP has no actuarial 
base, and someone could argue that it is based on dubious logic since subjects do not 
have an appropriate appreciation to small-risk values and effects particularly in the case 
of workers at jobs with greater risks using a  wage-risk approach. For example, two jobs, A 
and B, are similar except that A has one more job-related death per year for every 10,000 
workers than does B. The workers in job A earn $500 more per year than those in job B, or 
$5 million for the 10,000 workers. The value of life of workers in job B who are willing to 
forgo the money for the lower risk is $5  million. This inferred value is based on perhaps a 
simplistic understanding of the issues by the  workers, their perceptions, biases, and some-
times youth and enthusiasm.

We can observe widespread in the outcomes of such surveys. Moreover, what individuals 
say that they will do may vary considerably from what they will actually do when con-
fronted with a true case of the situation. Furthermore, the belief in public good might drive 
some of the answers. Interestingly, social psychologists raised questions about the ability 
of individuals to respond rationally and consistently to abstract and complex questions 
involving a hypothetical risk expressed in small numbers, and whether the risk change is 
communicated as an absolute difference or as a percentage of the starting basis. Finally, the 
answers of respondents could depend on how the compensation differentials are stated, 
for example, in labor market terms (e.g., compensation increases) or consumption activ-
ity terms (e.g., outfitting a house with smoke detector or a car with lane-keeping sensors). 
Generally, labor market terms result in greater spreads in the VSL compared to the VSL 
generated from consumption activity terms. The primary reasons of the wider spreads 
are lack of information of responders, self-selection, that is, those who work in risky jobs 
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exhibit less risk aversion than the population as a whole, difficulty to separate the risk of 
death from risk of injury, and so on.

For cases involving public policy regulatory decisions, the maximum WTP can be 
estimated for individual stakeholders and averaged over all the people involved. These 
decisions provide a logical information source for estimating the VSL using the concept 
of WTP by a society represented by its policy makers and regulators. Viscusi and Aldy 
(2002) examined and summarized the VSL in the United States starting with the Reagan 
Administration’s executive orders that vested the US Office of Management and Budget 
(OMB) with the responsibility of overseeing and coordinating the review of regulatory 
impact analyses. OMB recommended as best practices the use of a VSL to monetize the 
benefits associated with rules that change the population’s mortality risk. Until then it 
was the practice to use the HC method because it was viewed that life is sacred to value. 
OMB rejected regulations on the HC basis by arguing that the costs exceeded the ben-
efits. The adoption of the VSL methodology resulted in boosting benefits by roughly an 
order of magnitude, improving the attractiveness of agencies’ regulatory efforts. OMB 
does not specify VSLs in order to provide flexibility to the US agencies in choosing a 
VSL appropriate to the population affected by their specific rules. Such flexibility has 
resulted in significant variations in the selected VSL both across agencies and through 
time (Viscusi and Aldy 2002). In addition, some regulatory impact analyses have included 
the age of the affected population by using a VSL adjusted by the number of life-years 
saved [e.g., the Food and Drug Administration (FDA) rule restricting tobacco sales to 
children, 61 FR 44396, and the Environmental Protection Agency (EPA) rule regulating 
the sulfur content of gasoline, 65 FR 6698]. The EPA guidelines, as an example, recom-
mend a VSL of $6.2 million (2000 US$). The Federal Aviation Administration (FAA) rec-
ommends a VSL of $3 million in its 2002 economic analyses of regulations that is smaller 
than the EPA value due in part to an anchoring effect based on the earlier Department 
of Transportation (DOT) valuation work using HC lost earnings, and therefore has about 
closed this gap.

Leung (2009) reported on efforts at the New Zealand Ministry of Transport to set its VSL by 
surveying the worldwide values as shown in Table 5.14. The ratio of VSL to the gross domes-
tic product (GDP) per capita is quite revealing in that VSL is on the average 85 times the 
GDP per capita with a range of 37–123 and the United States has the highest ratio. The data 
in Table 5.14 can be combined with other predictor variables of interest to develop regression 
models to help set values of VSL for other countries or populations. McMahon and Dahdah 
(2008) examined the effects of GDP per capita on WTP-based VSL and developed the follow-
ing relationship:

 ln VSL  ln GDP per capita( ) ( )= +3 015 1 125. .  (5.1)

This logarithmic regression model was based on the data adjusted for purchasing power 
parity expressed in 2004 US$. This model is plotted in Figure 5.18.

Other considerations relating to VSL that are noteworthy are the trade-offs made by 
 individuals among risks and benefits based on the following:

 1. Risk–income (i.e., risk–wage) trade-offs
 2. Risk–benefit trade-offs
 3. Risk–time trade-off
 4. Risk–risk trade-offs
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The first and second items are discussed earlier. As for the third item, individuals tend to 
value the effects of delayed risks less than the immediate ones, posing a challenge for mod-
eling discounting and interest rate effects, whereas the fourth item addresses individual 
or in this case group preferences in replacing a risk type by another as also discussed in 
Chapter 2. The third item also brings in the need to consider the age of the population 
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FIGURE 5.18
A model of gross domestic product (GDP) and the value of statistical life (VSL).

TABLE 5.14

International Comparison of Value of Statistical Life (VSL) in Domestic Currency

Country (Year Currency) VSL (million) VSL-to-GDP per Capita Ratio

Austria (2006 Euros) 2.68 87
Belgium (2006 Euros) 5.60 (estimated) 186
Canada (2007 CAD$) 4.60 99
Denmark (2009 DKK kr) 12.20 –
France (2000 Euros) 1.00 42
Germany (2004 Euros) 1.16 –
Netherlands (2003 Euros) 2.40 82
New Zealand (2008 NZ$) 3.35 –
Norway (2005 NOK) 26.50 63
Singapore (2008 SG$) 1.87 37
Sweden (2006 SEK kr) 21.00 66
UK (2007 GBP) 1.64 71
USA (2008 US$) 5.80 123
Average 85.6
Standard deviation 43.5

Source: Adapter from Leung, J., Understanding transport costs and charges: Phase 2—Value 
of statistical life: A meta analysis, is the current value of safety for New Zealand too 
low? Technical Report, Financial and Economic Analysis Team, New Zealand Ministry 
of Transport, 2009.
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affected as discussed earlier. The fourth item manifests itself in the following example 
forms (Viscusi and Aldy 2002):

•	 Policies may reduce risks of one type while increasing risks of another type, for 
example, banning saccharin, the artificial sweetener, in response to an animal 
study finding that it may be a potential human carcinogen that could result in 
increasing the risks associated with obesity.

•	 Policies may reduce risks and create incentives for individuals to undertake less 
individual effort to reduce their exposure to risks, for example, drivers of safer cars 
drove more recklessly than before, as discussed in Chapter 7.

•	 Risk reduction policies may result in regulatory expenditures that directly 
increase fatalities, for example, policies to remove asbestos from buildings may 
increase the exposure of asbestos by workers.

•	 The costs of risk reduction policies decrease income available to finance other 
health and safety expenditures, for example, the costs of risk reduction policies 
reduce national income, some of which would otherwise be used to promote 
health and safety with a negative net impact on life.

Section 5.5.3 provides an example VSL generated using the WTP method.

5.5.2 Human Capital Method

The Human Capital (HC) method assumes that a society values an individual’s life by 
future production potential and is usually calculated as the discounted present value of 
expected labor earnings. It uses the discounted present value of a worker’s future earnings 
as a proxy for the cost of premature death, injury, or illness to a society. Basically, it treats 
humans as a labor source and an input to the production process. The society’s incen-
tive of preventing an incident is the saving in potential output or productivity  capacity. 
Some analysts have employed expected earnings minus consumption, based on the 
notion that the death of an individual leads to not only cessation of productive contribu-
tion but also cessation of claims on future consumption. Whether the gross approach or 
the net approach is employed, each is implicitly based on the same notion of maximiza-
tion of society’s present and future production. Labor earnings are evaluated before taxes 
as representing the actual component of the GDP. In addition, nonlabor income, such as 
investment income from stocks, is excluded since individual capital holdings (and associ-
ated earnings) are not materially affected by the death of the individual. Moreover, the 
method assigns a zero value for persons without labor income such as retired individuals 
with only investment or pension income and ignores other dimensions that may be more 
important to an individual than economic loss such as health, being alive, happiness, and 
nonmarket activities. The only adjustment for nonmarket activities is the value for house-
keeping activities based on relevant market values of such household activities. The use 
of this method requires the selection of a discount rate (i) to account for the time value of 
money as discussed in Chapter 6. The selection of the discount rate can be difficult and 
challenging with a great impact on any results from risk studies or benefit–cost analyses.

The results of this method are age specific, and many economists consider it to be based 
on dubious logic because it ignores an individual’s desire to live. The HC of a society val-
ues safety because of their aversion to death and injury, not because they want to save 
productive resources and enhance the GDP. Some ad hoc methods have been suggested 
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to deal with this criticism by multiplying the present value of future outputs by a factor 
that takes into account pain, grief, and suffering.

Life insurance utilizes methods that are founded in the HC concepts to determine the 
maximum life insurance amount for a person. This maximum amount is taken as the 
larger of (1) the total asset value of the person or (2) the earning potential of the person. 
The earning potential is a function of the age of the person and is capped in order to limit 
the insurance premium to a prescribed percentage of the annual income of the person for 
affordability reasons. The earning potential is computed as the annual income (x) times an 
income multiplier as demonstrated in Table 5.15. The affordability caps are typically on a 
sliding scale of about 5% for incomes from $80,000 to $120,000 that grows to about 8% for 
incomes up to $250,000 and about 10% for incomes >$250,000.

Despite the conceptual problems associated with the HC approach, the technique is 
widely used out of the perceived relative ease in computation using the objective numbers 
based on life expectancy, labor force participation, and projected earnings (Landfeeld and 
Seskin 1982).

A variation of the HC method is called the frictional approach that is used in situations 
of high unemployment or in short-term situations to estimate only the production lost 
(or additional costs incurred) between when a worker leaves a job due to an accident and 
returns or is replaced by another worker or, alternatively, for the time period required 
to restore production to its preincident state. Moreover, some calculations truncate the 
income stream at an average retirement age, and other calculations estimate the probabil-
ity of employment each year and multiply it by the expected income stream in employ-
ment in each year (Leung 2009).

5.5.3 Comparison the Willingness to Pay and Human Capital Methods

The HC method offers simplicity and straightforwardness by estimating the discounted 
present value of future output. But the WTP method offers a conceptually compatible 
and complete economic measure by assessing the premium that people place on pain, 
grief, and suffering rather than merely evaluating the lost output or income. The WTP 
method enables analysts to ask those directly affected by a problem what they consider 
to be the value of safety. In asking such questions, analysts might be faced with the dif-
ficulty of ensuring that both the scope and the content of the questions are understand-
able. Comparing the advantages and disadvantages of each method does not produce a 
preferred one, although in recent years the WTP method has gained popularity among 
risk analysts and economists.

TABLE 5.15

Example Earning Potential Multipliers as a Function of Age

Age Range (Years) Income Multiplier to Annual Income (x)

20–35 30
35–40 20
41–45 14
46–50 12
51–59 10
60–65 7
>66 5
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Example 5.7: Life Loss due to Earthquakes

Earthquakes can result in significant life loss. The life loss varies as a result of earth-
quake intensity, regional building practices, first-response preparedness and practices, 
and other factors. Tables 5.16 and 5.17 list earthquakes resulting in deaths in the Unites 
States and worldwide. Table 5.17 lists the earthquakes in ascending order by deaths.

5.5.4 War Fatality and Other Compensations

The September 11, 2001, attack on the United States by four planes commanded by 19 hijack-
ers resulted in the death of 2974 people, not including the hijackers, with an additional 24 
people missing, and presumed to be dead. The US government created the September 11 
Victims Compensation Fund of 2001 to reach an agreement with the families of the victims 
not to sue the airlines involved. Three elements of compensation were applicable to each 
victim as follows (Feinberg 2001):

•	 Economic-based compensation varied for each victim based on annual income, 
remaining years in work life expectancy, benefits received from the employer or 
insurance settlements, victim’s effective tax rate, and the household size of the victim.

•	 Non-economic-based compensation has less variation compared to economic-
based compensation and account for the trauma. This element is roughly equiva-
lent to the amounts received under existing federal programs by public safety 
officers who were killed while on duty.

•	 Additional amounts dispensed on an individual basis for medical expenses or 
burial and memorial costs.

The summation of the three compensation elements were checked against a $300,000 
minimum for a single, deceased victim before subtracting the amounts from other 

TABLE 5.16

Earthquakes in the United States Leading to 10 Deaths or More (http://earthquake.usgs.gov/)

Year Earthquake Deaths Comments

1812 San Juan Capistrano, California 40
1868 Hawaii Island, Hawaii 77 Landslides: 31, tsunami: 46
1868 Hayward, California 30
1872 Owens Valley, California 27
1886 Charleston, South Carolina 60
1906 San Francisco, California 3000 Deaths (approximate) from earthquake and fire 
1933 Long Beach, California 115
1946 Aleutian Islands, Alaska 165 Tsunami: 159 Hawaii, 5 Alaska, 1 California 
1952 Kern County, California 12
1959 Hebgen Lake, Montana 28
1960 Chile, South America 61 Tsunami in Hawaii 
1964 Prince William Sound, Alaska 128 Tsunami: 98 Alaska, 11 California, 4 Oregon

Earthquake: 15 Alaska
1971 San Fernando, California 65
1989 Santa Cruz County, California 63
1994 Northridge, California 60
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sources, or a $500,000 minimum for a married victim or a victim with dependants 
before subtracting the amounts from other sources. The other sources include govern-
ment programs or life insurance, and the benefits received from charities are not con-
sidered to be other sources. The 2,880 claims made by families of the victims resulted 
in compensation totaling $5,996,261,002.08 (2001 US$). The average deceased victim’s 
award, after deductions, was $2,082,128, and the median deceased victim’s award was 
$1,677,633 with the minimum and maximum payments made $250,000 and $7.1 million, 
respectively.

According to the news reports, the families of US soldiers killed in action or in accidents 
during the war are eligible for death benefits that could range from $250,000 to >$800,000 
(http://articles.latimes.com/2003/apr/05/news/war-benefits5). As for compensation for 
the deaths of non-Americans, condolence payments were extended to families of Iraqi and 
Afghani victims as a fixed lump sum of $2000 each (2003 US$).

5.5.5 Typical Values of Statistical Life

The results of studies estimating the VSL based on decisions by policy makers have var-
ied greatly, depending on the data sources, the methodologies used, and the assumptions 
made. A compilation of the data in 1990 US$ resulted in the following values ($  million) 
based on WTP concepts: 0.8, 0.9, 1.4, 1.5, 1.6, 1.6, 2, 2.4, 2.4, 2.6, 2.6, 2.8, 2.9, 3, 4.1, 4.6, 5.2, 
6.5, 9.7, and 10.3. The median is $2.6 million. A histogram of the value of life based on 

TABLE 5.17

Earthquakes Worldwide Leading to 50,000 Deaths or More (http://earthquake.usgs.gov/)

Year Country Deaths Magnitude

1556 Shaanxi (Shensi), China 830,000 8
2010 Haiti region 316,000 7.0
1976 Tangshan, China 242,769 7.5
1138 Syria, Aleppo 230,000
2004 Sumatra 227,898 9.1
856 Damghan, Iran 200,000
1920 Haiyuan, Ningxia (Ning-hsia), China 200,000 7.8
893 Ardabil, Iran 150,000
1923 Kanto (Kwanto), Japan 142,800 7.9
1948 Ashgabat (Ashkhabad), Turkmenistan (Turkmeniya, USSR) 110,000 7.3
1290 Chihli, China 100,000
2008 Eastern Sichuan, China 87,587 7.9
2005 Pakistan 86,000 7.6
1667 Caucasia, Shemakha 80,000
1727 Tabriz, Iran 77,000
1908 Messina, Italy 72,000 7.2
1970 Chimbote, Peru 70,000 7.9
1755 Portugal, Lisbon 70,000 8.7
1693 Sicily, Italy 60,000 7.5
1268 Asia Minor, Cilicia 60,000
1990 Western Iran 50,000 7.4
1783 Italy, Calabria 50,000
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these 20 values is shown in Figure 5.19. The following examples are based on specific 
regulatory agencies:

•	 The DOT regulates and sets overall national transportation policy including rail-
roads, aviation, and safety of waterways, ports, highways, and oil and gas pipelines. 
VSLs converted to 1990 US$ ranged from $50,000 to $29,000,000, with a median 
of $312,000. Transportation studies have used $1,400,000 (1990 US$). Another 
similar plot is provided in Figure 5.19 based on the DOT data. The 2001 Office of 
the Secretary of Transportation (OST) guidance establishes a minimum value of 
$3   million per fatality averted. This value and the injury values based on it pre-
sented in Section 5.5.6 were used in all FAA analyses until updated in future years.

•	 The Consumer Product Safety Commission (CPSC) is an independent federal reg-
ulatory agency established by the Consumer Product Safety Act. CPSC data on the 
VSL for various items ranged from $80,000 to $1,400,000 (1990 US$). The median 
value is not reliable (Figure 5.20).

•	 The Department of Labor Occupational Safety and Health Administration (OSHA) 
data on the VSL for various items ranged from $130,000 to $91 billion (1990 US$). 
The median value might not be reliable at $6.7 million. Other OSHA data were 
examined and analyzed and the VSL values ranged from $12,000 to $85 million 
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FIGURE 5.19
Value of statistical life (VSL) in wage-risk studies based on the willingness to pay (WTP) method.
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(1990 US$). The median value in this case, which might not be reliable, was $265,000. 
Analyzing VSL for five OSHA regulations (relating to asbestos, coke ovens, ben-
zene, arsenic, and acrylnitrile) produced VSL ranging from $200,000 to $20 million 
(1985 US$) per death avoided.

•	 The EPA data on the VSL ranged from $9000 to $4.4 billion (1990 US$). The 
median value, which might not be reliable, was $21.5 million. Analyzing one 
EPA regulation (relating to benzene) produced VSL of $100 million (1985 US$) 
for the EPA. Environmental studies on the risks from residential radon expo-
sures resulted in the estimated fatalities from radon and the costs of measures 
to minimize radon seeping into homes. The computed values of life ranged 
from $400,000 to $7,000,000 (1989 US$). Spending $4000 (1989 US$) for a pico-
curie/liter reduction (using a $400,000 VSL) was considered to be cost effective 
over a 50-year period.

•	 When various VSLs directly relevant to various governmental agencies were 
examined and analyzed, the VSL values ranged from $300,000 to $6.5 million 
(1990 US$). The median value, which might not be reliable, was $1.4 million.

The US agencies have flexibility in choosing a VSL appropriate to the population affected 
by their specific rules, and therefore, this flexibility has resulted in significant variations 
in the selected VSL both across agencies and through time as shown in Table 5.18 (Viscusi 
and Aldy 2002).

5.5.6 Human Life Loss due to Floods Resulting from Dam Failure

5.5.6.1 Introduction

This section focuses on loss of human life resulting from the failure of dams. Dam fail-
ure can have various consequences, some of which can be significant, such as LOL. Each 
system failure that can arise has consequences. This section deals with the definition of 
floodplains, PAR, dam breach inundation, and fatality rates.

5.5.6.2 Floodplains

A floodplain is defined by the American Geological Institute as the portion of a river val-
ley adjacent to the river channel that is built of sediments during the current regimen of 
the stream and covered with water when the river overflows its banks at flood stages. 
The  floodplain is a level area near the river channel. Clearly, the floodplain is an inte-
gral and necessary component of the river system. If a climate change or land-use change 
occurs, then the existing floodplain may be abandoned and new floodplain construc-
tion begins. Sediment is deposited when the stream flow overtops the banks; this occurs 
approximately every 1.5–2 years in stable streams. The floodplain extends to the valley 
walls. In engineering, floodplains are often defined by the water surface elevation for a 
design flood, such as a 100- or 200-year flood.

Changes in the natural floodplain development are caused by changes in sediment 
loads or water discharge. Increases in both the sediment and the water discharge are often 
caused by land-use changes, typically urbanization. Other causes include changes to the 
channel itself, such as straightening or relocating. Climatic changes can cause the current 
floodplain to be abandoned; however, this is seldom a concern for engineering, as the time 
scale is geologic.
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5.5.6.3 Demographics

The number of people at risk in the event of capacity exceedance or other uncontrolled 
release depends on the population within the inundation area and the conditions of 
release. The planning team defines a variety of scenarios to represent a range of modes 
of failure, given overtopping and other potential conditions of breaching. For each sce-
nario, specific characteristics of the release are defined, and quantitative characteris-
tics of downstream effects are estimated for economic cost and LOL. Probabilities are 
associated with each scenario based on reliability analyses of the type discussed in 

TABLE 5.18

Values of Statistical Life Used by US Regulatory Agencies, 1985–2000

Year Agency Regulation
VSL (in millions of 

2000 US$)

1985 FAA Protective Breathing Equipment (50 FR 41452) 1.0
EPA Regulation of Fuels and Fuel Additives; Gasoline Lead 

Content (50 FR 9400)
1.7

1988 FAA Improved Survival Equipment for Inadvertent Water 
Landings (53 FR 24890)

1.5

EPA Protection of Stratospheric Ozone (53 FR 30566) 4.8
1990 FAA Proposed Establishment of the Harlingen Airport Radar 

Service Area, TX (55 FR 32064)
2.0

1994 Food and Nutrition 
Service (USDA)

National School Lunch Program and School Breakfast 
Program (59 FR 30218)

1.7, 3.5

1995 CPSC Multiple Tube Mine and Shell Fireworks Devices 
(60 FR 34922)

5.6

1996 Food Safety Inspection 
Service (USDA)

Pathogen Reduction; Hazard Analysis and Critical 
Control Point Systems (61 FR 38806)

1.9

FDA Regulations Restricting the Sale and Distribution of 
Cigarettes and Smokeless Tobacco to Protect Children 
and Adolescents (61 FR 44396)

2.7

FAA Aircraft Flight Simulator Use in Pilot Training, Testing, 
and Checking and at Training Centers (61 FR 34508)

3.0

EPA Requirements for Lead-Based Paint Activities in Target 
Housing and Child-Occupied Facilities (61 FR 45778)

6.3

FDA Medical Devices; Current Good Manufacturing Practice 
Final Rule; Quality System Regulation (61 FR 52602)

5.5

1997 EPA National Ambient Air Quality Standards for Ozone 
(62 FR 38856)

6.3

1999 EPA Radon in Drinking Water Health Risk Reduction 
and Cost Analysis (64 FR 9560)

6.3

EPA Control of Air Pollution from New Motor Vehicles: 
Tier 2 Motor Vehicle Emissions Standards and 
Gasoline Sulfur Control Requirements (65 FR 6698)

3.9, 6.3

2000 CPSC Portable Bed Rails; Advance Notice of Proposed 
Rulemaking (65 FR 58968)

5.0

CPSC, Consumer Product Safety Commission; EPA, Environmental Protection Agency; FAA, Federal Aviation 
Administration; FR, Federal Register; USDA, US Department of Agriculture.
Source: Adapted from Viscusi, W.K. and Aldy, J.E., 2002. The value of a statistical life: A critical review of market 

estimates throughout the world, John M. Olin Center for Law, Economics, and Business at Harvard Law 
School Discussion Paper Series. Paper No. 392, http://lsr.nellco.org/harvard_olin/392.
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Chapter  4, and the resulting probability–consequence combinations are used as the 
basis for risk assessment.

For estimating the characteristics of downstream effects, a fluvial hydraulics model possibly 
combined with a dam breach analysis is used to forecast depths and extents of  flooding. 
With this information, the economic effect on structures and facilities can be estimated, as 
can the environmental effect on downstream ecosystems. The number of people at risk, 
however, depends on additional considerations. These include the time of the day and the 
season of the year at which the release occurs, the rate of water rise, the available warning 
time (WT) and the effectiveness of evacuation plans, and the changes in downstream land 
use. An empirical review of uncontrolled releases at other dams and of levee overtoppings 
provides an initial basis for estimating the PAR under the various scenarios. Nevertheless, 
the quantitative historical record of dam failures is small, and any particular project will 
have characteristics that differ in important ways from those of the database.

A quantitative expression for estimating LOL in dam failures, based on statistical analysis 
of empirical data related to severe flooding, can be expressed as follows (Ayyub et al. 1998c):

 LOL
PAR

PAR WT Force WT
=

+ − +1 13 277 0 750 3 790 2 2230 44. ( )exp . ( ) . ( ) . (. ))( )Force[ ]
 (5.2)

where:
LOL is the potential LOL
PAR is the PAR
WT is the warning time in hours
Force is the forcefulness of the flood water (1 for high force, 0 for low force)

The PAR is defined as the number of people within 3 hours’ travel time of the flood wave 
and includes not just those exposed to treacherous flood waters but all at risk of getting 
their feet wet. The empirical equation is statistically valid only for PARs <100,000. An 
example calculation is shown in Figure 5.21. For this example dam, the following values 
are assumed: PAR = 100,000, WT = 1 hour, and Force = 0 and 1. The resulting values for 
LOL are 0.3 and 5 persons, respectively, for Force = 0 and 1.
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FIGURE 5.21
Example calculation of potential loss of life (LOL) for a warning time (WT) of one hour.
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The US Bureau of Reclamation (USBR) suggested in 1989 estimating the PAR by  applying 
an annual exposure factor to the number of residents in the floodplain. The annual expo-
sure factor is the fraction of the year a typical individual spends at home. This factor ranges 
from about 0.6 to 0.8. The number of residents in the floodplain is estimated from census 
data, interviews with local planning officials, the number of homes in the area multiplied 
by the average number of residents per home, planning or cadastral maps, and house-to-
house surveys. In most cases, the analysis must be augmented by considering facilities 
other than homes, such as schools, factories, and shopping centers.

The WT in Equation 5.2 depends on the existing warning system. This is the time in 
hours before the arrival of flooding by which the “first individuals for each PAR are being 
warned to evacuate,” according to the USBR. As a lower bound, the WT is sometimes taken 
as just the flood travel time (i.e., no warning is issued prior to loss of containment). This 
seems to be appropriate for events such as earthquake-induced failures but conservative 
for hydrologically caused failures. The effect of the WT on LOL also depends on the warn-
ing procedure (e.g., telephone chain calls vs. siren) and on the evacuation plan. Neither of 
these factors enters the above equation.

The forcefulness of floodwaters in the above equation is treated as a dichotomous vari-
able with a value of 1 for high force and 0 for low force. High force means that waters are 
swift and very deep, typical of narrow valleys; low force means that waters are slow and 
shallow, typical of broad plains. For cases in which the population resides in both topog-
raphies, the PAR is subdivided. The PAR should not be divided into any more than two 
subgroups because nonlinearity in the above equation causes overestimation of LOL when 
the PAR is subdivided.

5.5.6.4 Simulating Dam Breach Inundation

A number of mathematical models simulate a dam breach of an earthen dam by overtop-
ping. Simulation of a breach requires flow over the dam, flow through the breach, and flow 
down the dam face. The flow over the dam is typically modeled as weir flow. The breach 
shape is assumed in all models, either as a regular geometric shape or as the most efficient 
breach channel shape where the hydraulic radius of the breach channel is maximized 
similar to stable channel design. The initial breach grows due to collapse of the breach 
slopes, gravity and hydrodynamic forces, and erosion of the soil, typically modeled using 
sediment transport equations developed for alluvial river channels (Wahl 1997).

The 1984 National Weather Service breach simulation model uses breach shape and ero-
sion rate as inputs. The increase in erosion of the breach is assumed to be linear. The errors 
encountered in handling breach morphology in such a simplistic way are quickly over-
shadowed as the flood wave moves downstream. A more rigorous simulation of the breach 
morphology can be based on including both gradual erosion of the breach and sudden 
enlargement. The breach shape can be approximated by a triangle or trapezoid, although 
many other shapes are possible. Failure time is selected as a small value to maximize out-
flow. For earthen dams, this should be less than about two hours; for concrete dams, the 
failure time should be on the order of 0.5 hour.

The outflow from a breach can be modeled based on an implicit finite difference solu-
tion of the complete one-dimensional unsteady flow equations. The flow downstream from 
a breached or breaching dam is modeled using one-dimensional, unsteady St. Venant’s 
equations with proper treatment of parameter uncertainty. The length of the river down-
stream of the dam can be divided into at least three reaches to differentiate between dif-
ferent flow types. The flow is modeled over the entire downstream river reach at 1-km 
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increments. In addition, the model accounts for bridges and other structures failing as the 
breach outflow travels downstream.

Inundation mapping is generally carried out by determining the extent of the flooding 
over the current topography. The water surface elevation or stage, as determined by breach 
outflow modeling, is extended to all topographic points with the same elevation to deter-
mine the extent of inundation. The most effective way to develop these maps is to use a 
geographic information system (GIS) based on reliable topographic maps, such as the US 
Geological Survey quadrangle series for the United States.

5.5.6.5 Dam Failure and Flood Fatalities

Evidence from ancient Babylonia, Egypt, India, Persia, and the Far East shows that dams 
have served the public for at least 5000 years. The total number of dams in the world that 
represent a hazard in the event of failure may exceed 150,000. Since the twelfth century, 
~2000 dams have failed, although most of these failures were not major dams. About 200 
reservoirs in the world failed in the twentieth century, and >8000 people died in these res-
ervoir failures. The reasons behind these numbers of failures and fatalities should be used 
to improve the safety of dams.

Table 5.19 shows the calculated failure rates for dams based on failure. An estimated fail-
ure rate for dams based on this table is 10−4, without an indication of fatality rates for the 
associated failures. The rate is provided as the number of failures per dam per year, that is, 
per dam-year. Consequences of notable failure dams in the United States for the 1963–1983 
period are summarized in Table 5.20.

To calculate the estimated fatality rates for US dam incidents, historical data were collected 
from a variety of sources including but not limited to the US Committee on Large Dams 
(USCOLD 1988), the International Commission on Large Dams (ICOLD 1974, 1983), Engineering 
News Record and American Society for Civil Engineers Journal articles, the National Performance of 
Dams Program (NPDP) files and records, the National Inventory of Dams (NID) database, the 
National Program of Inspection of Dams (USACE 1975), and other sources. Information was 
collected on the following items: (1) name or names of the dam; (2) state in which it is located; 
(3) year of completion; (4) year incident occurred; (5) age at time of incident, usually calculated 
from year of completion minus the incident year; (6) height of dam, in both meters and feet; (7) 
type of incident from the USCOLD records; (8) number of fatalities; (9) PAR, if available; (10) 
structure type, classified primarily as earth, gravity, rockfill, timber crib, masonry, arch, or but-
tress or miscellaneous, cofferdams, and tailing dams; (11) reference source; and (12) additional 

TABLE 5.19

Referenced Dam Failure Rates

Area Failures Total Dams Period (Years) Rate per Dam-Year

United States 33 1764 41 4.5 × 10−4

12 3100 14 2.8 × 10−4

74 4974 23 6.5 × 10−4

1 (dam-year = 4500) 2.2 × 10−4

World 125 7500 40 4.2 × 10−4

9 7833 6 1.9 × 10−4

Japan 1046 276,971 16 2.4 × 10−4

Spain 150 1620 145 6.6 × 10−4

Great Britain 20 2000 150 0.7 × 10−4
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notes, such as owner, NID number, and data differences between sources. This information 
was collected for 1337 dam incidents occurring from the late 1880s to 1997. Although the NPDP 
houses the most extensive collection of the US dam incident information at a single location, 
it is worthwhile to note the scarcity of available dam information, particularly with respect to 
the number of fatalities. Additional dam records, even those that contained fatality informa-
tion, that could not be verified were not included in the database.

The NID data, consisting of records for 75,187 dams existing from 1995 to 1996, were ana-
lyzed to compute the age of each dam in 1997 and record its structural type and purpose. 
Total dam-years and the incident rate were calculated as follows:

 
Total dam-years NID age computed values

age values fro

=

+

∑( )

( mm incident file)∑
 (5.3)

 Incident rate  
Total number of incidents occurring

Total d
=

aam-years
 (5.4)

TABLE 5.20

Dam Failure Consequences from Notable US Dam Failures, 1963–1983

Name and Location of Dam Failure Date Fatalities Property Damages

Mohegan Park, Connecticut March 1963 6 Three million dollars
Little Deer Creek, Utah June 1963 1 Summer cabins damaged
Baldwin Hills, California December 1963 5 Forty-one houses destroyed; 986 houses damaged; 

100 apartment buildings damaged
Swift, Montana June 1964 19 Unknown
Lower Two Medicine, Montana June 1968 9 Unknown
Lee Lake, Massachusetts March 1968 2 Six houses destroyed; 20 houses damaged; 

1 manufacturing plant partially destroyed
Buffalo Creek, West Virginia February 1972 125 Five hundred and forty-six houses destroyed; 538 

houses damaged
Lake ’O Hills, Arkansas April 1972 1 Unknown
Canyon Lake, South Dakota June 1972 33 Unable to assess damage; dam failure accompanied 

by damage caused by natural flooding
Bear Wallow, North Carolina February 1976 4 One house destroyed
Teton, Idaho June 1976 11 Seven hundred and seventy-one houses 

destroyed; 19 houses damaged
Laurel Run, Pennsylvania July 1977 39 Six houses destroyed; 19 houses damaged
Sandy Run and five others in 
Pennsylvania

July 1977 5 Unknown

Kelly Barnes, Georgia November 1977 39 Nine houses, 18 house trailers, and several (but 
unknown number) college buildings destroyed; 
6 houses and 5 college buildings damaged

Swimming Pool, New York 1979 4 Unknown
About 20 dams in Connecticut June 1982 0 Unknown
Lawn Lake, Colorado July 1982 3 Eighteen bridges destroyed; 117 businesses and 

108 houses damaged; campgrounds, fisheries, 
and power plant damaged

DMAD, Utah June 1983 1 Unknown
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The number of incidents at which fatalities occurred and the total number of fatalities for 
these incidents were also recorded for the purpose of calculating the number of fatalities 
per incident and used to compute a fatality rate as follows:

 Fatality rate
Number of fatalities

Number of incidents with
 =

  fatalities
incident rate×  (5.5)

A dam incident with no LOL was recorded as a fatality number of 0. Where the description 
of the incident appears to be one in which no LOL would have occurred, but this fact could 
not be verified, these incidents were recorded as probable 0 fatalities and were separately 
included in the final results.

After the 1928 St. Francis dam failure and with the development of modern soil mechan-
ics, dam design and construction underwent a dramatic revision. Prior to this time, most 
dams were not designed or supervised during construction by engineers. To account for 
these technological changes in dam design and construction, incidents occurring at dams 
completed after 1940 were additionally analyzed separately. Tables 5.21 and 5.22 show the 
calculated results for cases where sufficient and significant data are available. The tables 
show the numbers of accidents and fatalities that occurred in dam-years (defined as the 
cumulative sum of numbers of dams multiplied by respective years in service) and the 
corresponding rates.

Approximately 56% of the incidents occurred during the first 5 years after completion 
of the structure. If dam survival age is plotted, the resulting curve displays the typical 
hazard rate curve as a bathtub-shaped curve, with high failure rates early, then a uniform 
rate, and a higher rate again as age increases. Therefore, computations are made for dams 
over 5 years of age.

Earthen dams account for over 67% of the dam incidents; therefore, the data were sub-
divided by structural type. Data for earthen dams both with and without the inclusion 
of tailing dams are shown. Although rockfill dams completed after 1940 had 16 incidents 
( incident rate = 1.8 × 10−3), no known fatalities occurred at this type of structure. In  addition, 
no known fatalities were reported for the 35 incidents (incident rate = 1.9 × 10−3) at timber 
crib dams or for 12 buttress dam incidents (incident rate = 6.2 × 10−4). Only one known 
fatality occurred during an arch dam incident (in 1984). Arch dams accounted for 26 inci-
dents (incident rate = 1.1 × 10−3), with 5 occurring in post-1940 completed dams.

Dams >15 m are classified by the ICOLD as large dams; therefore, data were calcu-
lated for both large and small dams using height as the classifying factor. Most of the 
small dam incidents occurred at earthen structures. The 1889 incident at Johnstown, 
with 2209 fatalities, raises the fatality rate for large dams, earthen dams, and dams 
over 5 years of age. When these situations are eliminated, most of the fatality rates for 
dams are in the 10−4 range, which is less than those for the two major disease categories 
of cardiovascular and cancer, but higher than those for other US natural disasters as 
 provided in Chapter 2.

When modeling LOL, additional factors should be taken into consideration. The number 
of fatalities depends on the amount of time the PAR has to evacuate. This was demon-
strated in the 1976 Teton Dam incident, where seven fatalities occurred in a PAR of 2000 
with <1.5 hours of warning, but only four fatalities occurred in a PAR of 23,000 with >1.5 
hours of warning. Another example is Hurricane Georges, which hit the Mississippi Gulf 
Coast. Emergency operations officials attributed the lack of area fatalities to the fact that 
the PAR heeded the evacuation warning, which was not the case when Hurricane Camille 
hit the same area in 1969. The cost of expensive structural changes should be balanced 
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with the cost of an upgraded warning system if a long WT will be available and evacuation 
can reasonably be accomplished.

The depth and velocity of the floodwaters can also be included with proper consider-
ation of the structural type in the path of the floodwaters. A flood fatality model similar to 
the following model for fatalities from an earthquake can be developed:

 Log( ( )) ( ) ( )N D a D b D M= +  (5.6)

where:
N is the number of casualties as a function of the magnitude (M)
D is the population density in the area affected
a and b are regression parameters that depend on density ranges

5.6 Disability, Illness, and Injury

Life loss and longevity is not the only aspect valued in life. The QOL is also valued by 
assessing the health states of individuals as a result of an event. Two methods are com-
monly used: the Abbreviated Injury Scale (AIS) and the Quality Adjusted Life Year (QALY) 
where quality accounts for disabilities. The World Health Organization (www.who.int) 
 provides death estimates and the Disability-Adjusted Life Year (DALY) provides estimates 
of member states. The DALY is similar to the QALY concept.

The QALY concept assigns a unit value for a year of perfect health, that is, 1, and a year 
of less than perfect health as less than unity with death assigned a zero value. This concept 
provides a standard unit for measuring health gain across diseases, disabilities and popu-
lation groups. In the case of illness, the concept of utility can be used to measure quality 
degradation on a cardinal scale to represent the strength of an individual’s preferences 
for specific health states under conditions of uncertainty with primary limitations that 
include subjectivity and emotional factors by individuals affected by these health states 
(ASCC 2008). In the case of disability, the QALY is treated as the sum of two components: 
premature mortality, that is, years of life lost, and morbidity, equivalent years of life lost 
due to disability depending on the disability significance that is subjectively assessed.

The AIS is an anatomical scoring system first introduced in 1969 that since then has 
been revised and updated against survival so that it now provides a reasonably accurate 
ranking of the severity of injury. The AIS is monitored by scaling committees, such as the 
scaling committee of the Association for the Advancement of Automotive Medicine, and 
updated as needed.

Injuries are ranked on a scale of 1–6, with 1 being minor, 5 severe, and 6 unsurvivable. 
This scale represents the threat to life associated with an injury and is not meant to rep-
resent a comprehensive measure of severity. The AIS is not an arithmetic injury scale, in 
that the difference between the AIS levels 1 and 2 is not the same as that between the AIS 
levels 4 and 5, that is, it is on an ordinal scale. This scale has many similarities with other 
injury scales, such as the Organ Injury Scale of the American Association for the Surgery 
of Trauma.

Table 5.23 shows the relationship between the AIS and a fraction of the WTP value, for 
example, $3,000,000 based on the FAA guidance documents. These percentages reflect the 
loss of quality and quantity of life resulting from an injury typical of that level.
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In addition to the WTP values, the DOT identifies other costs associated with fatalities 
and injuries related to transportation, including the costs of emergency services, medi-
cal care, and legal and court services, such as the cost of carrying out the court proceed-
ings but not the cost of settlements. Because medical and legal costs of separate injuries 
to the same victim are not necessarily additive, the Office of Aviation Policy and Plans 
(APO) advises that medical and legal costs be valued on a per-victim basis, as provided in 
Table 5.24. The table provides direct per victim medical and legal costs classified  according 

TABLE 5.23

Abbreviated Injury Scale and Willingness to Pay Value (2001 US$)

Abbreviated 
Injury Scale Code Injury Severity Definition Multiplier (%)

Willingness to 
Pay Value ($)

1 Minor Superficial abrasion or laceration of 
skin; digit sprain; first-degree burn; 
head trauma with headache or 
dizziness (no other neurological 
signs)

0.2 6000

2 Moderate Major abrasion or laceration of skin; 
cerebral concussion (unconscious 
<15 minutes); finger or toe crush/
amputation; closed pelvic fracture 
with or without dislocation

1.55 46,400

3 Serious Major nerve laceration; multiple rib 
fracture (but without flail chest); 
abdominal organ contusion; hand, 
foot, or arm crush/amputation

5.75 172,500

4 Severe Spleen rupture; leg crush; chest wall 
perforation; cerebral concussion 
with other neurological signs 
(unconscious <24 hours)

18.75 562,500

5 Critical Spinal cord injury (with cord 
transection); extensive second- or 
third-degree burns; cerebral 
concussion with severe 
neurological signs 
(unconscious >24 hours)

76.25 2,287,500

6 Fatal Injuries that, although not fatal 
within the first 30 days after an 
accident, ultimately result in death

100.00 3,000,000

TABLE 5.24

Per-Victim Medical and Legal Costs Associated with Injuries (2001 US$)

Abbreviated Injury Scale 
Code (see Table 5.20) Injury Severity ($)

Emergency and 
Medical ($) Legal and Court ($) Total Direct Cost ($)

1 Minor 600 1900 2500
2 Moderate 4600 3100 7700
3 Serious 16,500 4700 21,200
4 Severe 72,500 39,100 111,600
5 Critical 219,900 80,100 300,000
6 Fatal 52,600 80,100 132,700
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to the worst AIS injury sustained by each aviation accident victim. The values in Table 5.24 
should be added only once to the aggregated sum of the WTP values for injuries suffered 
by any particular individual.

5.7 Tort and Professional Liability

Liability refers to an entity bringing a claim against one of the parties or more as a result 
of an exchange based on a contract or otherwise as a result of the claimant’s assertion 
of damages resulting from this exchange. An entity can be a person or a group or an 
organization. In addition, a claim can be of the tort type that enables a victim with some 
injury to seek compensation. Criminal cases are initiated and managed by governments, 
whereas tort cases are initiated by the victim or the victim’s survivors. A successful lia-
bility case results not in a sentence of punishment but in a judgment that entitles the 
plaintiffs’ financial compensations from defendants. An award of compensatory dam-
ages principally shifts all of the plaintiffs’ legally cognizable costs to the defendants. On 
rare occasions, a plaintiff may also be awarded punitive damages, defined as damages in 
excess of compensatory relief, and in other cases, a plaintiff may obtain an injunction, that 
is, a court order preventing the defendant from injuring the plaintiff or from invading 
property rights. In the tort cases, the claimant can be one of the parties of the exchange.

In this section, these two types are briefly discussed. The valuation of liability is beyond 
the scope of this chapter although some of the general principles covered under valuation 
and WTP apply.

5.7.1 Tort Liability

Tort stems from the claim of faults and duties, and distinguishes between two  general 
classes of duties (Coleman and Mendlow 2010): (1) duties not to injure full stop and (2) duties 
not to injure negligently, recklessly, or intentionally. Engaging in an activity the law 
regards as extremely hazardous, for example, blasting with dynamite, a duty of the first 
sort, that is, a duty not to injure full stop, comes with it; however, engaging in an activity of 
ordinary risk level, for example, driving a car, duty of the second sort, that is, a duty not to 
injure negligently, recklessly, or intentionally, comes with it.

According to the strict liability, absent some prior agreement, an entity causing damage 
or harm is responsible for the damages and outcomes of the harm, not the affected entity. 
According to the fault liability, an entity is expected to reasonably take the interests of 
 others into account and moderate behavior accordingly by particularly taking precautions 
not to injure and to avoid being careless with respect to the interests of others including not 
injuring or causing damages intentionally.

It should be noted that strict liability is not defeasible by excuse, for example, the blasting 
activity traditionally governed by strict liability with the blaster having a duty not to injure 
by blasting, which means that regardless of the care level the blaster cannot discharge his 
duty in case of an injury. On the other hand, fault liability is defeasible in cases of a reason-
able person of ordinary prudence acting reasonably or justifiably, for example, driving a 
car as an activity traditionally governed by fault liability with the driver having a duty not 
to injure by driving faultily, which means that the driver cannot discharge his duty only 
in cases of injures from negligence, recklessness, or intentional acts.
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For particular activities, the cost of any actions needed to manage tort liability risk 
requires defining the legal duty of parties as a basis to allocate the costs to the activities. 
Suppose a construction company is developing a site in the center of a city that might 
affect the adjacent properties, causing the adjacent dwellers financial loss. There is a need 
to protect, clean, and accommodate the activities of the dwellers. Is it a cost of construc-
tion or a cost to the dwellers? Answering this question requires determining whether the 
company owes the dwellers a duty to prevent impacts to the dwellers, then any cost of 
protection or damage thereof is a cost of construction. But if the company has no such legal 
duty, it is the dwellers’ responsibility.

Relevant liability-related questions to risk studies are as follows: (1) how much to 
spend on precautions and (2) what hazards that can be justifiably forgone. Economists 
offer an answer to the first question based on the notion that a precaution is reasonable 
when it is rational; a precaution is rational when it is cost justified; and a precaution 
is cost justified when the cost of the precaution is less than the expected injury cost 
defined as the cost of the anticipated injury discounted by the probability of the injury’s 
occurrence (Coleman and Mendlow 2010). As for the second question, the same logic 
can be used by examining the cost of taking precautions, and if found costlier than 
the expected injury cost, not having these precautions is rational and hence not negli-
gent; in this case, these hazards can be justifiably forgone on this basis. Therefore, this 
logic induces all rational persons including both injurers and victims alike to take all 
and only cost-justified precautions. If potential injurers behave rationally, losses will 
always lie where they fall, that is, with victims. Similarly, rational victims will there-
fore approach all accidents, assuming that they would have to bear the costs, and will 
take all and only cost-justified precautions. As a result, fault liability is economically 
efficient by producing an optimal level of risk taking by both injurers and victims. This 
principle also applies to strict liability producing efficient outcomes. Under ideal condi-
tions, efficiency requires that individuals, both injurers and victims, take all and only 
cost-justified precautions, and as a result, strict and fault liability can both be efficient. 
The primary differences is in the cost allocation of precautions that (1) make the costs 
of the defendant’s conduct in strict liability higher than a rule of fault liability would 
and (2) make the costs of the plaintiff’s conduct higher by the rule of fault liability than 
a rule of strict liability would. The economic analysis of tort cases offers insights that 
are useful to risk analysts, but is lacking and incomplete, since the analysis does not 
account for legal duty, justice, and rights. These considerations are beyond the scope of 
this section and are provided by Coleman and Mendlow (2010).

5.7.2 Professional Liability

Statutory bases for liability commonly govern the profession of engineering; however, com-
pliance with them does not relieve a business organization of responsibility for the con-
duct of its agents, employees, or officers, and are subject to tort liability. On an individual 
basis, a professional is not relieved of responsibility for professional services performed by 
virtue of being employed with or a partner in or officer of a business organization, that is, 
the professional is personally accountable and liable only for misconduct, negligent acts, 
or wrongful acts committed by the person or by any person under his or her direct control 
and supervision. The business organization is liable up to the full value of its property. 
The liability can extend beyond the contract clauses governing the professional services, 
that is, the existence of a contract is not determinative of tort liability and will not neces-
sarily preclude an action in tort by a third party. The rationale in this case is that public 
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policy dictates that liability should not be limited to the terms of the contract. In the case of 
defects, the nature of the defect and the issue of control are key items to a determination of 
liability sometimes subject to statute of limitations on time after delivery and acceptance 
of professional services or goods.

The remainder of this section is used to focus on nuclear liability as an example and in 
light of the 2011 Fukushima nuclear disaster. This example illustrates the legal complexi-
ties associated with liability. It should be noted that even with the best risk-informed plan-
ning and guidelines, accidents at nuclear power plants (NPPs) could still occur. The 1990 
report from a US Presidential Commission estimates that the catastrophic nuclear accident 
probability in the United States (about 100 nuclear reactors) in the remaining lifetime of 
40 years per plant is 1 in 250,000 years. There are currently 438 NPP units worldwide 
(predicted to increase to 500); extrapolating the US figure with some uncertainty consid-
erations to obtain the worldwide average time to an accident yields an estimate of 1 in 
5000–50,000 years for remaining lifetimes. Given the possibility of another accident, in 
addition to strengthening safety measures, we should develop dependable liability cover-
age that can be tapped in an emergency.

In 1957, the United States enacted the Price–Anderson nuclear liability regime for man-
aging the risk of nuclear accidents. The legislation aimed to establish a mechanism for 
compensating the public for losses and to encourage the private development of nuclear 
power. With 104 operating reactors, the United States has a total of $11.975 billion in 
coverage (as of 2011) before congressional authorization for additional funding. The US 
Department of Energy provides similar liability coverage for its activities.

Internationally, three conventions are available with similar goals: the 1968 Convention 
on Third Party Liability in the Field of Nuclear Energy, called the Paris Convention; the 
1977 Vienna Convention on Civil Liability for Nuclear Damage; and the Convention on 
Supplementary Compensation (CSC) for Nuclear Damage, which will enter into force 
when ratified by at least five countries with at least 400 GW of installed nuclear capacity.

Estimates of the damage due to a catastrophic accident range from $110 billion to as 
much as $7 trillion (2011 US$). Accidents do not recognize political borders and could 
lead to disputes. Achieving adequate nuclear liability coverage requires an efficient and 
cost-effective system with adequate funds to pay damages. Starting with the premise of 
a worldwide need to mitigate the consequences of one catastrophic nuclear accident, each 
NPP unit can be assessed for a cost share secured by international legal instruments, 
subject to adjustments based on, among other metrics, a safety rating system to create 
the incentive to reduce accident rates. To succeed, financing will be essential, perhaps via 
securities and hedge funds.

5.8 Indirect Losses

Indirect losses, including consequential damage, are second order in that they are induced 
by the direct losses. They can be classified as time-independent or time-dependent losses. 
For example, the loss of a building includes the direct loss of its value and indirect losses 
such as loss of use of the building, which is time dependent. Time-independent losses 
include, for example, the loss in value of clothing due to a loss of part of the clothing. 
Indirect losses also include business interruptions due to shutdown or reduced opera-
tions. Such losses could include depreciation; an inability to pay mortgages and other 
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indebtedness, salaries of personnel, and maintenance, advertising, and utility expenses; 
and failure to meet subcontract obligations. The total loss also depends on the period 
of interruption. Some businesses must continue operation, leading to additional losses 
due to higher operating rates for space, people, and materials. Indirect losses could also 
include contingent business interruption due to other contributing properties that are 
not owned by the loss bearer but are essential for operations, such as an essential sup-
plier of materials. Still other indirect losses could include losing favorable lease terms 
as a result of loss of leased premises, criminal loss due to dishonesty of employees, and 
legal liability losses.

An important category of indirect losses as a result of contract breach is consequential 
damages defined as loss of profit or revenue if determined being reasonably foreseeable at 
the time of contract formation. Such a factual determination could lead to significant loss 
as a result of the contract breach. A similar concept is the loss of use or loss of function.

For example, the total loss of an uninsured automobile in a crash could entail not only 
the monetary amount to replace the car and losses associated with other impacted proper-
ties but also at least the monetary amount necessary to maintain the functionality during 
the period until the care is replaced by perhaps renting a car—this does not include any 
other altered opportunities and utilities as a result of the car loss and its replacement, not-
ing that the altered states might be favorable or adverse. It is common that risk analysts 
account only for direct property losses.

5.9 Public Health and Ecological Damages

Assessing health impact to the public requires performing exposure assessment. Failure 
consequences are used to determine, for example, the effects of varying levels of exposure 
to particular chemicals or biological agents of interest. People must come in contact with 
the chemicals in order to become at risk, but the amount of exposure depends greatly on 
how much of each chemical is present, who might be exposed, and how they are exposed. 
For instance, because children might play in a polluted stream or people might drink pol-
luted well water or eat polluted fish, these activities must be defined in order to identify 
everyone who could be exposed. The exposure assessment is followed by toxicity assess-
ment to determine which illnesses or other health effects may be caused by exposure to 
chemicals. It will also include determining the dose that can cause harmful health effects 
(i.e., how much of each chemical it takes to cause harm). Generally, the higher the dose, 
the more likely a chemical will cause harm. These harms need then to be translated into 
reduced longevity or equivalent life loss.

Ecological risk assessment evaluates the potential adverse effects that human activities 
have on the plants and animals that make up ecosystems or an environment. When risk 
assessment is conducted for a particular place such as a watershed, the ecological risk 
assessment process can be used to identify vulnerable and valued resources, prioritize data 
collection activity, and link human activities with their potential effects. The assessment 
of ecological impacts of an event is not treated explicitly in this section, but some of the 
concepts presented in previous sections can be used for this purpose. Some analytical and 
modeling methods are described in the remainder of this section. Ecological risk assess-
ment is a process by which scientific information is used to evaluate the likelihood that 
adverse ecological effects are occurring or may occur as a result of exposure to physical 
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(e.g., site cleanup activities) or chemical (e.g., release of hazardous substances) stressors at 
a site. These assessments often contain detailed information regarding the interaction of 
these stressors with the biological community at the site. Part of the assessment process 
includes creating exposure profiles that describe the sources and distribution of harm-
ful entities, identify sensitive organisms or populations, characterize potential exposure 
pathways, and estimate the intensity and extent of exposures at a site. For example, toxicity 
(i.e., effects data) and exposure estimates (i.e., environmental concentrations) are evaluated 
for the likelihood that the intended use of a pesticide will adversely affect terrestrial and 
aquatic wildlife, plants, and other organisms. Data required to conduct an ecological risk 
assessment may include the following:

•	 Toxicity to wildlife, aquatic organisms, plants, and nontarget insects
•	 Environmental changes
•	 Environmental transport
•	 Estimated environmental concentrations
•	 Where and how the pesticide will be used
•	 What animals and plants will be exposed

•	 Climatologic, metrologic, and soil information

In addition, ecological methods may be used for detecting the patterns of disease occur-
rence across space and time and relating the rates of disease frequency to environmental, 
behavioral, and constitutional factors. Several unique sources of bias in ecological data 
must be considered when designing studies and interpreting their findings. The risk 
assessment process involves multiple steps, beginning with an appraisal of toxicity and 
exposure and concluding with a characterization of risk. Risk characterization defines the 
likelihood that humans or wildlife will be exposed to hazardous concentrations. Thus, 
risk characterization describes the relationship between exposure and toxicity. Risk asses-
sors identify the species likely to be exposed, the probability of such exposure occurring, 
and the effects that might be expected. With the use of environmental modeling, scientists 
can evaluate the environmental and health consequences of operational and accidental 
chemical releases. The following modeling methods can be used depending on the situa-
tion and analysis objectives:

•	 Source modeling. Determining the quantity and the nature of a chemical release is 
the first step in modeling its transport, fate, human health, and ecological impacts.

•	 Emissions modeling. This modeling method can be used to estimate air emissions 
from point or area sources such as from waste management and wastewater treat-
ment operations.

•	 Air dispersion modeling. For chemicals that are emitted from sources such as industrial 
facilities or mobile sources, this modeling method determines both the air concen-
tration and the amount of chemical constituent deposited on surfaces at specified 
locations.

•	 Groundwater and surface water modeling. This modeling method enables effective 
and cost-saving management of groundwater resources. It helps decision mak-
ers to determine the optimal solutions for pollution control at local, regional, and 
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national levels. It uses a variety of water quality models and databases for many 
situations, including point and nonpoint sources and in-stream kinetics.

•	 Food web modeling. This modeling method predicts biological uptake and accumu-
lation of chemicals in aquatic and terrestrial food webs. It uses data and regression 
methods to estimate chemical concentrations in produce and animal products. 
The focus is on characterizing the variability in tissue concentration estimates 
associated with dietary preferences and chemical-specific behavior in biological 
systems.

•	 Ecological modeling. Risk assessors use a holistic approach to predict ecological risks 
associated with chemical releases in terrestrial, freshwater, and wetland habitats, 
recognizing the importance of characterizing the variability and uncertainty 
inherent in ecological simulations.

•	 Stochastic modeling. Environmental models often provide deterministic results, 
although the input data include both uncertainty and variability. This method 
provides a distribution of risks that reflect variability in the input parameters 
and can provide either a quantitative evaluation or a qualitative discussion of the 
uncertainty. A statistical method based on response surface methodology can also 
be used to determine the most sensitive input variables in a Monte Carlo analysis.

•	 GIS-based modeling. This modeling method allows scientists to develop com-
plex, interactive, and flexible applications using geospatial data to simulate and 
predict real-world events. They may be used to (1) predict the amounts and 
effects of nonpoint source runoff, (2) evaluate the effects and dangers of pol-
lutants as they travel through the environment, and (3) simulate the effects of 
environmental policies. Such capabilities provide flexibility to examine what-if 
scenarios to better understand environmental processes and the effects of envi-
ronmental policy.

•	 Life cycle modeling. This modeling method might be necessary to assess ecological 
risk. For example, life cycle emissions for the production and combustion of fuels 
to produce electricity using electrical energy distribution grids might require 
modeling many processes that consume fuel or electricity in order to calculate the 
trade-offs among alternative energy sources.

The Food Safety and Inspection Service (FSIS) of the US Department of Agriculture (USDA) 
relies greatly on risk assessments as a means of guiding food safety policy decisions. The 
agency has conducted risk assessments for Salmonella enteritidis in eggs and egg products 
and in ground beef and, with the FDA, it has developed a risk ranking for Listeria mono-
cytogenes in a variety of foods. Risk assessment has been used for determining the risks 
associated with any type of hazard, including biological, chemical, or physical. Having 
the objective of ensuring that the public is protected from health risks of unsafe foods, 
exposure assessment in this case must differentiate between short-term exposure for 
acute hazards and long-term exposure for chronic hazards. For acute hazards, such as 
pathogens, data on levels of pathogens causing illness in vulnerable population groups 
are important. For chronic hazards, such as chemicals that may cause cumulative damage, 
a lifetime averaged exposure is relevant.

The valuation of health and ecological impacts requires the use of concepts covered in 
Section 5.3.
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5.9.1 Toxicity Assessment

Toxicity assessment is frequently dealt with in environmental risk studies of toxins result-
ing from exposure to a range of environmental hazards on plants, animals, and humans. 
Toxicity assessment frequently entails performing the following steps (ISO 31010 2009):

•	 Problem formulation including defining objectives and the scope of the assess-
ment in terms of the range of target populations and hazard types of interest

•	 Hazard identification of all possible sources of harm to the target population from 
hazards identified in the previous step based on reviewing literature and expert 
opinions

•	 Hazard analysis to understand their nature most importantly in terms of inter-
acting with the target, for example, human exposure to chemical effects might 
include acute and chronic toxicity, the potential to damage DNA, or the potential 
to cause cancer or birth defects. For each effect identified, an observed response 
of a person and the associated dose with the response along with wherever pos-
sible the mechanism by which the effect is produced are noted. Two thresholds 
are of interest: (1) the no observable effect level (NOEL) threshold and (2) the no 
observable adverse effect level (NOAEL) threshold, for the purpose of defining 
criteria for acceptability of the risk associated with the hazard. Figure 5.22 shows 
a dose–response curve for the purpose of illustration with the two NOEL and 
NOAEL identified. Such curves are usually derived from tests on animals and 
from experimental systems based on cultured tissues or cells, or the effects of 
other hazards such as microorganisms or introduced species from field data and 
epidemiological studies.
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391Failure Consequences and Valuations

•	 Exposure analysis to examine how a hazardous substance or its residues might 
reach a susceptible target population and in what amount. Such analysis examines 
pathway analysis and examination of protection and barrier layers.

•	 Risk characterization to bring together the above elements to estimate the prob-
abilities of particular consequences when effects from all pathways are combined. 
The primary output is typically an indication of the level of risk from exposure of 
a particular target to a particular hazard in the context concerned.

An important attribute of this analysis is enhancing the understanding of the nature of the 
problem and the factors that increase risk by its pathway analysis, protection, and barriers. 
Moreover, the dose–response curves derived from exposing animals to high levels of a 
hazard can be extrapolated to estimate the effects of very low levels of a toxin to humans 
with applicability considerations.

5.9.2 Frequency–Population Curves

Frequency–population (FN) curves are a graphical representation of the probability 
expressed as a cumulative frequency (F) of events causing a particular level of harm to a 
specified population expressed in terms of the number of people affected (N) (ISO 31010 
2009). This method focuses the attention on high N values that may occur with a high fre-
quency F because they may be socially or politically unacceptable. Such FN curves can be 
constructed using observed data based on historical losses or calculated from simulation 
model estimates. Sometimes, a mixture of both is used.

FN curves are effective in communicating risk information to managers and policy mak-
ers for setting safety levels. They are also appropriate for comparing risks from similar sit-
uations to compensate for lack of data or new situations; however, they should not be used 
to compare risks of different types. A primary limitation not preserving or communicating 
the range of effects or outcomes of incidents other than the number of people impacted, 
how many ways a particular value of N is achieved.

A related concept is the as low as reasonably practicable (ALARP) in setting safety levels for 
safety-critical and safety-involved systems. The concept is used as a basis to define what is 
termed the ALARP principle by requiring a residual risk to be ALARP. This principle and 
the term are similar to stating so far as is reasonably practicable (SFAIRP) in the UK Health 
and Safety law. A basis for defining the ALARP risk threshold is to demonstrate that the 
cost involved in reducing the risk further would be grossly disproportionate to the benefit 
gained. The ALARP principle arises from the belief that infinite time, effort, and money 
could be spent to reduce a risk to zero.

5.10 Exercise Problems

Problem 5.1 Define failure consequences and severities. Describe the differences 
between them using your own examples.

Problem 5.2 Demonstrate the differences between failure consequences and severi-
ties using examples related to the following fields:

 a. Structure engineering

 b. Public health
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Problem 5.3 What do maximum possible loss (MPL) and probable maximum 
loss (PML) mean? Show the difference between them using examples from the 
 following fields:

 a. Nuclear engineering

 b. Environmental engineering

Problem 5.4 What is the purpose of cause–consequence (CS) diagrams and what are 
their uses?

Problem 5.5 Example 5.1 deals with consequences associated with the structural fail-
ure of a component of a ship structural system. Use the information provided in 
the example to perform the following:

 a. Define the sequence of events that can be used to develop the cause– 
consequence (CS) diagram for failure scenarios related to the failure of ship 
systems other than structural failure.

 b. Draw the cause–consequence (CS) diagram for failure scenarios related to the 
failure of ship systems other than structural failure. Limit the consequences to 
five items.

 c. Derive a consequence-rating table using the same five character notations and 
ordinal scale rating as used in Example 5.1.

Problem 5.6 A factory uses a power generator that is located in a generator room. Use 
the following sequence of events to construct and draw the cause–consequence 
(CS) diagram for the failure scenarios related to the initiating event of generator 
overheating:

 1. Generator overheating is sufficient to cause fire.

 2. Local fire in generator room occurs (or does not occur).

 3. Operator fails (or does not fail) to extinguish fire.

 4. Fire spreads (or does not spread) to the factory.

 5. Factory fire system fails (or does not fail) to extinguish fire.

 6. Fire alarm fails (or does not fail) to sound.

Problem 5.7 In the case of a fire in an apartment that is equipped with a smoke detec-
tor, the potential consequences of the fire to occupants may be analyzed using 
the CS diagram method. You may limit the scope of the cause–consequence (CS) 
diagram development to considering only the following events:

 a. The smoke detector operates (or fails to operate) during the fire.

 b. The occupants are able (or unable) to escape.

Construct and draw the cause–consequence (CS) diagram based on all pos-
sible event occurrences and nonoccurrences.

Problem 5.8 What are the distinctions of value? Define and provide examples.

Problem 5.9 Define the components of the total economic value (TEV) in the context of 
a dam facility. Make any necessary assumptions.

Problem 5.10 What are the types of formulations used in assessing real property dam-
age? What are the characteristics and differences between these types? Give exam-
ples for both types in the engineering field.
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Problem 5.11 Based on reviewing the literature, summarize the direct property 
damage estimate from the 2005 Hurricane Katrina that impacted the City of New 
Orleans area.

Problem 5.12 Based on reviewing the literature, summarize the impacts to infrastruc-
ture from the 2005 Hurricane Katrina that impacted the City of New Orleans area.

Problem 5.13 What are the methods normally used to assess the loss of human life? 
What are the differences between the methods?

Problem 5.14 If a group of 1000 employees working at a nuclear waste site are willing 
to pay an average amount of $70 each to reduce causes of deaths from 2 per 1000 to 
1 per 1000, what is the total willingness to pay (WTP) value and what is the value 
of statiscal life (VSL)?

Problem 5.15 If a group of 10,000 employees working in a chemical plant are willing 
to pay an average of $700 each to reduce causes of deaths from 3 per 10,000 to 1 
per 10,000, what is the total WTP value and what is the value of statiscal life (VSL)?

Problem 5.16 For Problem 5.12, the workers at the nuclear waste site were divided 
into two equal groups that correspond to two types of jobs, A and B. If job B has 
two more job-related deaths per year for every 1000 employees than does job A, 
and if the workers of job B earn $400 per year more than those of job A, use the HC 
method to calculate the value of life for workers in job A who are willing to forgo 
the additional money for a lower risk level.

Problem 5.17 For Problem 5.12, the workers at the nuclear waste site were divided 
into two equal groups that correspond to two types of jobs, A and B. If job A has 
three more job-related deaths per year for every 10,000 employees than does job B, 
and if the workers of job A earn $600 per year more than those of job B, use the HC 
method to calculate the value of life of workers in job B who are willing to forgo 
the additional money for a lower risk level.

Problem 5.18 Use Equation 5.1 and data from http://data.un.org/on GDP per capita to 
estimate the VSL for the following countries: the United States, the United Kingdom, 
Israel, Saudi Arabia, Uganda, Malaysia, Japan, China, India, Brazil, and Russia. 
Provide the results for 2004 and 2010. Discuss the reasonableness of your findings 
and provide observations.

Problem 5.19 A flood control dam, if overtopped, would lead to flooding without a 
floodwater force. The WT to the affected population is 6 hours. The size of the PAR 
is 100,000. Estimate the LOL for this situation as a result of flooding. Plot the trend 
of LOL as a function of WT.

Problem 5.20 A flood control dam, if overtopped, would lead to flooding without a 
floodwater force. The WT to the affected population is 4 hours. The size of the PAR 
is 90,000. Estimate the LOL for this situation as a result of flooding. Plot the trend 
of LOL as a function of size of the PAR.

Problem 5.21 An initiating event could lead to failure scenarios A and B that involve 
human injuries. The injuries are estimated for both scenarios as follows:

Scenario A Scenario B

One injury at AIS = 6 (fatality) Two injuries at AIS = 6 (fatality)
Ten injuries at AIS = 3 Twelve injuries at AIS = 2
Fifteen injuries at AIS = 4 Fifteen injuries at AIS = 5
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Determine the total costs, including medical and legal expenses, associated with 
each scenario in 2001 US$.

Problem 5.22 An initiating event could lead to failure scenarios A and B that involve 
human injuries. The injuries are estimated for both scenarios as follows:

Scenario A Scenario B

Two injuries at AIS = 6 (fatality) Four injuries at AIS = 6 (fatality)
Five injuries at AIS = 3 Thirty injuries at AIS = 2
Ten injuries at AIS = 4 One injury at AIS = 3

Determine the total costs, including medical and legal expenses, associated with 
each scenario in 2001 US$.

Problem 5.23 An initiating event could lead to failure scenarios A, B, and C that 
involve human injuries. The injuries are estimated for the scenarios as follows:

Scenario A Scenario B Scenario C

Three injuries at AIS = 6 (fatality) Two injuries at AIS = 6 (fatality) One injury at AIS = 6 (fatality)
Twenty injuries at AIS = 2 Ten injuries at AIS = 3 Five injuries at AIS = 3
Ten injuries at AIS = 4 Twelve injuries at AIS = 5 Twenty injuries at AIS = 5
Seven injuries at AIS = 1 Five injuries at AIS = 2 Three injuries at AIS = 2

Determine the total costs, including medical and legal expenses, associated with 
each scenario in 2001 US$.
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6
Engineering Economics and Finance

Decision analysis using results of risk studies commonly entails evaluating  alternatives 
with costs and effects spanning several years. Considering time and the time value of 
money in engineering economics and financial analysis is the focus of this chapter. 
Discount rates, cash flows, equivalence, and inflation indices are essential for rational 
decision making. This chapter covers and illustrates these concepts using practical 
examples.
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6.1 Introduction

6.1.1 Need for Economics

Present-day engineers are commonly faced with nontechnological, in addition to 
 technological, barriers that limit what can be done to solve a problem or meet a need. 
Technological barriers limit what engineers can do because they might simply lack the 
know-how or have not yet developed tools required to solve a problem. However, engineers 
commonly encounter barriers that are not technological; that is, in addition to designing 
and building systems, they must meet other constraints, such as budgets and regulations. 
For example, natural resources necessary to build systems are becoming scarcer and more 
expensive than ever before. This trend is expected to continue. Also, engineers and econo-
mists are aware of the potential negative side effects of engineering innovations, such 
as air pollution from automobiles. For these reasons, they are often asked to place their 
project ideas within the larger framework of the environment of a specific planet, country, 
or region. They must ask themselves if a particular project would offer some net ben-
efit to individuals or a society as a whole. The net benefit assessment requires consider-
ing the inherent benefits of the project, plus any negative side effects, including severities 
associated with failure consequences due to hazards, plus the cost of consuming natural 
resources, considering both the price that must be paid for them and the realization that 
once they are used for that project, they will no longer be available for other projects.

Risk analysis requires engineers and economists to work closely together to develop new 
systems, to solve problems that face society, and to meet the societal needs. They must 
decide if the benefits of a project exceed its costs and must make this comparison in a uni-
fied, systems framework. Results from risk assessment, therefore, should feed into  economic 
models, and economic models might drive technological innovations and  solutions. The 
development of such an economic framework is as important as the physical laws and sci-
ences defining technologies that determine what can be accomplished with engineering. 
Figure 6.1 shows how problem solving is composed of physical and economic components.

A systems framework is divided into physical and economic environments. The physi-
cal environment involves producing physical systems and services depending on physical 
laws such as Ohm’s and Newton’s laws. However, much less of a  quantitative nature is 
known about economic environments, as economics is involved more with the actions of 
people and the structure of organizations. Risk analysis draws from both environments.

Satisfying the sets of requirements for both the physical and economic environments is 
achieved by linking design and product- and service-producing processes. Engineers and 
economists need to manipulate systems to achieve a balance in attributes within both the 
physical and economic environments and within the constraints of limited resources.

This mix of engineering and economics is traditionally termed engineering economics. In 
this book, its use involves the added economics of risk. It plays a crucial and central role 
with diverse application potentials, such as selecting from design alternatives to increase the 
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capacity of a set of navigational locks and gates, choosing the best design for a high- efficiency 
gas furnace, selecting the most suitable robot for a welding operation on an automotive 
assembly line, making a recommendation about whether jet airplanes for an overnight deliv-
ery service should be purchased or leased, or considering the choice between reusable and 
disposable bottles for high-demand beverages. For the second and third examples in par-
ticular, engineering knowledge should provide sufficient means to determine a good design 
for a furnace or a suitable robot for an assembly line, but it is the economic evaluation that 
allows further definition of the best design or the most suitable robot.

Engineers and economists are concerned with two types of efficiency: (1) physical and 
(2) economic. Physical efficiency takes the following form:

 Physical efficiency
System output(s)
System input(s)

=  (6.1)

In the furnace example, the system outputs might be measured in units of heat energy and 
the inputs in units of electrical energy, and if these units are consistent, then physical effi-
ciency is measured as a ratio between 0 and 1. Certain laws of physics (e.g., conservation 
of energy) dictate that the output from a system can never exceed the input to a system, if 
it is measured in consistent units. A particular system can only change from one form of 
energy (e.g., electrical) to another (e.g., heat). Losses incurred along the way due to electri-
cal resistance, friction, and so on always yield efficiencies <1. In an automobile engine, for 
example, 10%–15% of the energy supplied by the fuel might be consumed simply to over-
come the internal friction of the engine. A perfectly efficient system would be the theoreti-
cal perpetual motion machine.

The other form of efficiency of interest here is economic efficiency, which takes the fol-
lowing form:

 Economic efficiency
System worth
System cost

=  (6.2)

This ratio is also commonly known as the benefit–cost ratio. Both terms of this ratio are 
assumed to be of monetary units, such as dollars. In contrast to physical efficiency, 
 economic efficiency can exceed unity, and in fact it should if a project is to be deemed 
 economically desirable or feasible. The most difficult part of determining economic 
 efficiency is accounting for all the factors that might be considered benefits or costs of 
a particular system and converting these benefits or costs into monetary equivalents. 

Technology and
engineering

System
analysis

Economics

Risk analysis

Produce products and
services depending on

physical laws
(e.g., Newton’s law)

Assess the worth of these
products or services in

economic terms

FIGURE 6.1
Systems framework for risk analysis.
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For  example, for a transportation construction project that promises to reduce people’s 
travel times to work, how do we place a value on that travel time savings? In addition, if 
this transportation project introduces new risks while eliminating others, what is the net 
benefit of these risk-related changes? A systems framework of analysis must provide a 
means for proper accounting of benefits and risks.

In the final evaluation of most ventures, economic efficiency takes precedence over phys-
ical efficiency because projects cannot be approved, regardless of their physical efficiency, 
if there is no conceived demand for them among the public, if they are economically infea-
sible, or if they do not constitute a wise use of those resources that they require.

Numerous examples can be cited of engineering systems that have an adequate physi-
cal design but little economic worth; that is, such designs may simply be too expensive 
to produce. For example, a proposal to purify water needed by a large city by boiling it 
and collecting it again through condensation is such a case. This type of a water purifica-
tion experiment is done in junior physical science laboratories every day, but at the scale 
required by a large city, it is simply too costly.

6.1.2 Role of Uncertainty and Risk in Engineering Economics

Engineering economic analyses might require, for simplicity, the assumption of knowing 
the benefits, costs, and physical quantities with a high degree of confidence. This degree of 
confidence is sometimes called assumed certainty. In virtually all situations, however, there 
was some doubt as to whether the ultimate values of various quantities exist. Both risk 
and uncertainty in decision-making activities are caused by a lack of precise knowledge, 
incomplete knowledge, or a fallacy in knowledge regarding future conditions, technologi-
cal developments, synergies among funded projects, and so on. Decisions under risk are 
decisions in which the analyst models the decision problem in terms of assumed pos-
sible future outcomes, or scenarios, whose probabilities of occurrence and severities can 
be estimated. This type of analysis builds on the concepts covered in Chapters 1 through 
4. Decisions under uncertainty, by contrast, could also include decision problems charac-
terized by several unknown outcomes or outcomes for which probabilities of occurrence 
cannot be estimated. Because engineering is concerned with actions to be taken in the 
future, an important part of the engineering process is improving the level of certainty of 
decisions with respect to satisfying the objectives of engineering applications. By present-
ing the concepts relating to ignorance and uncertainty, hierarchy, systems analysis, risk 
methods, and economics (see Chapters 1 through 6), analysts may combine them in many 
forms to obtain creative solutions to problems.

6.1.3 Engineering and Economic Studies

Engineering activities dealing with elements of the physical environment are intended 
to meet human needs that could arise in an economic setting. The engineering process 
employed from the time a particular need is recognized until it is satisfied may be divided 
into the following five phases: (1) determination of objectives, (2) identification of strategic 
factors, (3) determination of means (engineering proposals), (4) evaluation of engineer-
ing proposals, and (5) assistance in decision making. These elements of an engineering 
process are discussed in Chapter 3. These steps can also be presented within an economic 
framework. The creative step involves people with vision and initiative adopting the prem-
ise that better opportunities exist than do now. This leads to research, exploration, and 
investigation of potential opportunities. The definition step involves developing system 
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alternatives with specific economic and physical requirements for particular inputs and 
outputs. The conversion step involves converting the attributes of system alternatives to a 
common measure so that systems can be compared. Future cash flows are assigned to each 
alternative to account for the time value of money. The decision step involves evaluating the 
qualitative and quantitative inputs and outputs to and from each system as the basis for 
system comparison and decision making. Decisions among system alternatives should be 
made on the basis of their differences in regard to accounting for uncertainties and risks.

6.2 Fundamental Economic Concepts

Economics as a field can be defined as the science that deals with the production, 
 distribution, and consumption of wealth, and with the various related problems of labor, 
finance, and taxation. It is the study of how human beings allocate scarce resources to pro-
duce various commodities and how those commodities are  distributed for consumption 
among the people in a society. The essence of economics lies in the fact that resources are 
scarce, or at least limited, and that not all human needs and desires can be met. Economics 
deals with the behavior of people; as such,  economic concepts have an important qualita-
tive nature that might not be subject to  universal  interpretation. The principal concern of 
economists is how to distribute these resources in the most efficient and equitable way. 
The field of economics has undergone a  significant  expansion, as the world economy has 
grown increasingly large and  complex, and economists are  currently employed in large 
numbers in private industry,  government, and educational institutions. This section intro-
duces a number of  important economic concepts.

Utility is the power of a good or service to satisfy human needs. Value designates the 
worth that a person attaches to an object or service. It is also a measure or appraisal of 
utility in some medium of exchange and is not the same as cost or price. Consumer goods 
are the goods and services that directly satisfy human needs, for example, television sets, 
shoes, and houses. Producer goods are the goods and services that satisfy human needs 
indirectly as part of the production or construction processes, for example, factory equip-
ment and industrial chemicals and materials.

Economy of exchange occurs when two or more people exchange utilities, where consumers 
evaluate utilities subjectively in regard to their mutual benefit. Economy of organization can be 
attained more economically by labor savings and efficiency in manufacturing or capital use.

A key objective in engineering applications is the satisfaction of human needs, which 
nearly always implies a cost. Economic analyses may be based on a number of cost clas-
sifications. The first (or initial) cost is the cost to get an activity started, such as  property 
improvement, transportation, installation, and initial expenditures. Operation and mainte-
nance costs are experienced continuously over the useful life of an activity. Fixed costs arise 
from making preparations for the future and include costs associated with ongoing activi-
ties throughout the operational lifetime of that concern. Fixed costs are relatively constant 
and can be decoupled from the system input/output. Variable costs are related to the level 
of operational activity. For example, the cost of fuel for construction equipment is a func-
tion of the number of days of use. Incremental or marginal costs are the additional expenses 
incurred from increased output in one or more system units (i.e., production increase); 
they are determined from the variable costs. Sunk costs cannot be recovered or altered by 
future actions and are usually not considered a part of engineering economic analysis. 

 



400 Risk Analysis in Engineering and Economics

Finally, life cycle costs are the costs over the entire life cycle of a product, including feasibil-
ity, design, construction, operation, and disposal costs.

Economy of exchange is also greatly affected by supply and demand, which, respectively, 
express the available number of units in a market for meeting some utility or need and 
the number of units that a market demands of such units. The supply and demand can be 
expressed using curves. For example, a demand curve shows the number of units that peo-
ple are willing to buy and the cost per unit as a decreasing curve, whereas a supply curve 
shows the number of units that vendors will offer for sale and the unit price as an increas-
ing curve. The exchange price is defined by the intersection of the two curves. Elasticity 
of demand involves price changes and their effect on demand changes. It depends on 
whether the consumer product is a necessity or a luxury.

The law of diminishing returns for a process states that the process can be improved at a 
rate with a diminishing return, for example, the cost of inspection to reduce the costs of 
repair and lost production.

Interest is a rental amount, expressed on an annual basis and charged by financial insti-
tutions for the use of money. It is also called the rate of capital growth or the rate of gain 
received from an investment. For the lender, it consists, for convenience, of (1) risk of loss, 
(2) administrative expenses, and (3) profit or pure gain. For borrowers, it is the cost of using 
capital for immediately meeting their needs.

The time value of money reflects the relationship between interest and time; that is, money 
has time value because the purchasing power of a dollar changes with time. Figure 6.2 
illustrates the time value of money.

The earning power of money represents the funds borrowed for the prospect of gain. Often 
these funds will be exchanged for goods, services, or production tools, which in turn can 
be employed to generate an economic gain. The earning power of money involves prices of 
goods and services that can move upward or downward, where the purchasing power of 
money can change with time. Both price reductions and price increases can occur where 
reductions are caused by increases in productivity and availability of goods, and increases 
are caused by government policies, price support schemes, and deficit financing.

6.3 Cash Flow Diagrams

Cash flow diagrams are a means of visualizing and/or simplifying the flow of receipts 
and disbursements for the acquisition and operation of items in an enterprise. A cash flow 
diagram normally has a horizontal axis that is marked off in equal increments, one per 
period, up to the duration of the project. It also addresses revenues and disbursements, 
where revenues or receipts are represented by upward arrows and disbursements or pay-
ments are represented by downward arrows.

Now 1 2 3 4 n−1 n

Years

$
Money

$
Money + interest

FIGURE 6.2
Time value of money.
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All disbursements and receipts (i.e., cash flows) are assumed to take place at the end 
of the year in which they occur. This is known as the “end-of-year” convention. Arrow 
lengths are approximately proportional to the magnitude of the cash flow. Expenses 
incurred before time = 0 are sunk costs and are not relevant to the problem. Because there 
are two parties to every transaction, it is important to note that cash flow directions in 
cash flow diagrams depend on the point of view taken. A net cash flow is defined by the 
arithmetic sum of receipts (+) and disbursements (−) that occur at the same point in time.

Example 6.1: Cash Flow Diagrams

Figure 6.3 shows cash flow diagrams for a transaction spanning 5 years. The  transaction 
begins with a $1000 loan. For years 2, 3, and 4, the borrower pays the lender $120  interest. 
At year 5, the borrower pays the lender $120 interest plus the $1000 principal. The figures 
show two types of cash flow arrows. A cash flow over time is represented by an upward 
arrow, indicating a positive flow, whereas a downward arrow indicates a negative flow. 
Any cash flow diagram problem will have two cash flows: one for the borrower and the 
other for the lender.

6.4 Interest Formulae

Interest formulae play a central role in the economic evaluation of engineering  alternatives. 
The objective of this section is to introduce and demonstrate key interest formulae after 
discussing interest types.

6.4.1 Types of Interest

A payment that is due at the end of a time period in return for using a borrowed amount 
for this period is called simple interest. For fractions of a time period, the interest should be 
multiplied by the fraction. Simple interest (I) is calculated by the following formula:

 I = Pni  (6.3)

$1000

$120 $120

(a) (b)

$120 $120

$1120

$120 $120 $120 $120

$1000

$1120

FIGURE 6.3
Typical cash flow diagram: (a) borrower point of view; (b) lender point of view. 
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where:
P is the principal in dollars or other currency
i is the interest rate expressed as a fraction per unit time
n is the number of years or time periods, that is, consistent in units with the interest rate

The compound interest can be computed as

 I P i n= −( )+ 1 1  (6.4)

Compound interest is a type of interest that results from computing interest on an interest pay-
ment due at the end of a time period. If an interest payment is due at the end of a time period 
that has not been paid, this interest payment is treated as an additional borrowed amount over 
the next time period, producing an additional interest amount called compound interest.

Example 6.2: Simple Interest

A contractor borrows $50,000 to finance the purchase of a truck at a simple interest rate of 
8% per annum. At the end of 2 years, the interest owed would be

 I = × × =$ $50 000 0 08 2 8000, .

Example 6.3: Simple Interest over Multiple Years

A loan of $1000 is made at an interest rate of 12% for 5 years. The interest is due at the 
end of each year and the principal is due at the end of the fifth year. In this case, the 
principal (P) is $1000, the interest rate (i) is 0.12, and the number of years or periods (n) 
is 5. Table 6.1 shows the payment schedule based on using Equation 6.3. The amount at 
the start of each year is the same because, according to the terms of the loan, interest due 
is payable at the end of the year.

Example 6.4: Compound Interest

A loan of $1000 is made at an interest rate of 12% compounded annually for 5 years. 
The interest and the principal are due at the end of the fifth year. In this case, the 
principal (P) is $1000, the interest rate (i) is 0.12, and the number of years or periods 
(n) is 5. Table 6.2 shows the resulting payment schedule. The amount at the start of 
each year is not the same because, according to the terms of the loan, the interest 
due is added to the amount borrowed until the end of the 5 years, when the loan 
matures.

TABLE 6.1

Resulting Payment Schedule (Example 6.3)

Year
Amount at the 
Start of Year ($)

Interest at the 
End of Year ($)

Amount owed at 
the End of Year ($) Payment ($)

1 1000 120 1120 120
2 1000 120 1120 120
3 1000 120 1120 120
4 1000 120 1120 120
5 1000 120 1120 1120
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6.4.2 Discrete Compounding and Discrete Payments

Interest formulae presented in this section cover variations of computing various 
 interest types and payment schedules for a loan. The interest formulae are provided 
in the form of factors. For example, Equation 6.3 includes the factor (ni), which is used 
as a multiplier to obtain I from P. Seven factors are presented in this section as fol-
lows: (1) single- payment, compound-amount factor; (2) single-payment, present-worth 
 factor;  (3)  equal- payment-series, compound-amount factor; (4) equal-payment-series, 
sinking-fund factor;  (5)   equal-payment-series, capital-recovery factor; (6) equal-pay-
ment-series, present-worth factor; and (7) uniform-gradient-series factor. In presenting 
these formulae, the following notations are presented: i is the annual interest rate; n, 
the number of annual interest periods; P, a present principal sum; A, a single payment 
in a series of n equal payments made at the end of each annual interest period; and F, a 
future sum of n annual interest periods. Each case is illustrated with a computational 
example. Instead of using an annual period, other periods can be used, such as quar-
ters, months, or days; for other periods, the interest (i) should correspond to the period 
(i.e., interest for a quarter, month, or day). The compounding frequency is discussed in 
Section 6.4.3.

6.4.2.1 Single-Payment, Compound-Amount Factor

The single-payment, compound-amount factor is used to compute a future payment (F) 
for an amount borrowed at the present (P) for n years at an interest of i. The future sum is 
calculated by applying the following formula:

 F P i n= +( )1  (6.5)

Example 6.5: Single-Payment, Compound-Amount Factor

A loan of $1000 is made at an interest rate of 12% compounded annually for 4 years. The 
interest is due at the end of each year and the principal is due at the end of the fourth 
year. The principal (P) is $1000, the interest rate (i) is 0.12, and the number of years or 
periods (n) is 4. Therefore,

 F = + =$ $1000 1 0 12 1573 504( . ) .  (6.6)

Figure 6.4 shows the cash flow for the single present amount (P = $1000) and the single 
future amount (F = $1573.50).

TABLE 6.2

Resulting Payment Schedule (Example 6.4)

Year
Amount at the 
Start of Year ($)

Interest at the 
End of Year ($)

Amount owed at 
the End of Year ($) Payment ($)

1 1000.00 120.00 1120.00 0.00
2 1120.00 134.40 1254.40 0.00
3 1254.40 150.53 1404.93 0.00
4 1404.93 168.59 1573.52 0.00
5 1573.52 188.82 1762.34 1762.34
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6.4.2.2 Single-Payment, Present-Worth Factor

The single-payment, present-worth factor provides the present amount (P) for a future 
payment (F) for n periods at an interest rate i as follows:

 P
F

i n=
+( )1

 (6.7)

The factor 1 1( )+ i n is known as the single-payment, present-worth factor and may be used 
to find the present worth (P) of a future amount (F).

Example 6.6: Single-Payment, Present-Worth Factor for Construction Equipment

A construction company wants to set aside enough money today in an interest- bearing 
account in order to have $100,000 4 years from now for the purchase of a replacement 
piece of equipment. If the company can receive 12% interest on its investment, the 
 single-payment, present-worth factor is calculated as follows:

 P =
+

=
$ $100 000
1 0 12

63 5504

,
( . )

,  (6.8)

Example 6.7: Single-Payment, Present-Worth Factor for Software Purchase

A construction company wants to set aside enough money today in an interest-bearing 
account in order to have $1573.5 4 years from now for the purchase of a replacement 
piece of software. If the company can receive 12% interest on its investment, the single-
payment, present-worth factor is

 P =
+

=
$ $1573 5
1 0 12

10004

.
( . )

 (6.9)

Example 6.8: Single-Payment, Present-Worth Factor for Bridge Replacement

A town plans to replace an existing bridge that costs $5000 annually in operation and 
maintenance and has a remaining useful life of 20 years. The new bridge will cost 

4 Years1 2 3

F = $1573.50

P = $1000

FIGURE 6.4
Cash flow for single-payment compound amount from the perspective of a lender (Example 6.5).
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$500,000 for construction and an additional $2000 for annual operation and  maintenance. 
The new bridge is expected to have a useful life of 50 years, thus extending the life of the 
bridge 30 years (i.e., extending it from the 21st year to the 50th year). If the interest rate 
is 8%, the single-payment, present-worth factor for 20 years is

 
1

1
1

1 0 08
0 214520( ) ( . )

.
+

=
+

=
i n  (6.10)

This factor can be used to bring a future expense to its present value. For example, a main-
tenance payment ($2000) in the 20th year has a present value of 21.45% of $2000, or $429.

Example 6.9: Calculating the Interest Rate for Savings

A construction company wants to set aside $1000 today in an interest-bearing account 
in order to have $1200 4 years from now. The required interest rate must satisfy the 
 following condition:

 F i= + =$ $1000 1 12 04( ) 0  (6.11)

Solving for i produces the following:

 i = − =
$
$
1200
1000

1 0 0466354 .  (6.12)

The interest rate i needed is 0.046635, or ~4.7%.

Example 6.10: Calculating the Number of Years

A construction company wants to set aside $1000 today at an annual interest rate of 10% 
in order to have $1200. The number of years required to yield this amount can be com-
puted based on the following condition:

 F n= + =1000 1 0 1 1200( . )  (6.13)

Solving for n produces the following:

 ( . )
ln( . )
ln( . )

.1 0 1
1200
1000

1 2
1 1

1 9129285+ = = =n n  or   (6.14)

Therefore, the number of years n is ~2.

6.4.2.3 Equal-Payment-Series, Compound-Amount Factor

The equal-payment-series, compound amount factor is used in economic studies that require 
the computation of a single-factor value that accumulates from a series of payments occur-
ring at the end of succeeding interest periods. Figure 6.5 represents this cash flow scenario 
as a graph. At the end of year 1, a payment of $A begins the accumulation of interest at rate i 
for (n − 1) years. At the end of year 2, a payment of $A begins the accumulation of interest 
at rate i for (n − 2) years. End-of-year payments of $A continue until year n. The total accu-
mulation of funds at year n is simply the sum of $A payments multiplied by the appropriate 
single-payment, present-worth factors. The results are illustrated in Table 6.3.

The total compound amount is simply the sum of the compound amounts for years 1 
through n. This summation is a geometric series as follows:
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 F A A i A i A i n= + + + + + + + −( ) ( ) ( )1 1 12 1
  (6.15)

With some mathematical manipulation, it can be expressed as

 F A
i
i

n

= + −( )1 1
 (6.16)

Example 6.11: Equal-Payment-Series, Compound-Amount Factor for Total Savings

A contractor makes four equal annual deposits of $100 each into a bank account paying 
12% interest per year. The first deposit will be made 1 year from today. The money that 
can be withdrawn from the bank account immediately after the fourth deposit is

 F =
+ −







 =$ $100

1 0 12 1
0 12

477 9
4( . )

.
.  (6.17)

0
n

(years)1

A($) A($) A($) A($) A($) A($) A($) A($) A($) A($)

Sum of payments ($)

2 3 …

A($)

F ($)

A(1 + i)($)

A(1 + i)2($)

A(1 + i)(n − 1)($)

FIGURE 6.5
Equal-payment-series compound amounts.

TABLE 6.3

Total Accumulation of Funds

End of Year Compound Amount at the End of n Years

1 $A(1 + i)(n–1)

2 $A(1 + i)(n–2) 

3 $A(1 + i)(n–3) 

⋮ ⋮

n − 1 $A(1 + i)
n $A
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6.4.2.4 Equal-Payment-Series, Sinking-Fund Factor

For an annual interest rate i over n years, the equal end-of-year amount to accomplish a 
financial goal of having a future amount of F at the end of the nth year can be computed 
from Equation 6.16 as follows:

 A F
i
i n=

+ −




( )1 1

 (6.18)

where:
A is the required end-of-year payments to accumulate a future amount F

Example 6.12: Equal-Payment-Series, Sinking-Fund Factor for Future Savings

A student is planning to have personal savings totaling $1000 4 years from now. If the 
annual interest rate will average 12% over the next 4 years, the equal end-of-year amount 
to accomplish this goal is calculated as

 A =
+ −






=$ $1000

0 12
1 0 12 1

209 24

.
( . )

.  (6.19)

6.4.2.5 Equal-Payment-Series, Capital-Recovery Factor

The equal-payment-series, capital-recovery factor is defined based on a deposit of amount 
P that is made now at an interest rate i. The depositor wishes to withdraw the principal 
plus the earned interest in a series of year-end equal payments over n years such that when 
the last withdrawal is made, no funds should be left in the account. Figure 6.6 summarizes 
the flow of disbursements and receipts from the depositor’s point of view for this scenario. 
Equating the principal $P plus the accumulated interest of Equation 6.5 with the accumula-
tion of equal payments $A plus their corresponding interests of Equation 6.16 gives

 P i A
i
i

n
n

( )
( )

1
1 1+ = + −

 (6.20)

which can be rearranged to give

 A P
i i

i

n

n= +
+ −











( )
( )

1
1 1

 (6.21)

P ($)

1
0

2 3 ...

A($) A($) A($) A($) A($) A($) A($) A($) A($) A($)

n
(years)

FIGURE 6.6
Equal-payment-series capital recovery.
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Example 6.13: Equal-Payment-Series, Capital-Recovery Factor for a Loan

A contractor borrows $1000 and agrees to repay it in 4 years at an interest rate of 12% 
per year. The payment in four equal end-of-year payments is calculated by applying 
Equation 6.21 as follows:

 A =
+

+ −








 =$ $1000

0 12 1 0 12
1 0 12 1

329 2
4

4

. ( . )
( . )

.  (6.22)

6.4.2.6 Equal-Payment-Series, Present-Worth Factor

The present worth P of an equal-payment series A over n periods at an interest rate i is

 P A
i

i i

n

n=
+ −
+











( )
( )

1 1
1

 (6.23)

Example 6.14: Equal-Payment-Series, Present- Worth Factor 
for Investing in a Machine

If a certain machine undergoes a major overhaul now, its output can be increased by 5%, 
which translates into an additional cash flow of $100 at the end of each year for 4 years. 
If the annual interest rate is 12%, the amount that could be invested in order to overhaul 
this machine is calculated by applying Equation 6.23 as follows:

 P =
+ −

+








 =$ $100

1 0 12 1
0 12 1 0 12

303 7
4

4

( . )
. ( . )

.  (6.24)

Example 6.15: Present Worth of Annuity Factor for Bridge Replacement

In Example 6.8, a town was planning to replace an existing bridge that costs $5000 annu-
ally in operation and maintenance and has a remaining useful life of 20 years. The new 
bridge will cost $500,000 for construction and an additional $2,000 for annual operation 
and maintenance. The new bridge will have a useful life of 50 years, thus extending the 
life of the bridge by 30 years. If the interest rate is 8%, the present worth of annuity factor 
for 20 years, according to Equation 6.23, is

 
( )

( )
( . )
. ( . )

.
1 1

1
1 0 08 1

0 08 1 0 08
9 818

20

20

+ −
+

=
+ −

+
=

i
i i

n

n  (6.25)

and for 30 years is

 
( )

( )
( . )
. ( . )

.
1 1

1
1 0 08 1

0 08 1 0 08
11 258

30

30

+ −
+

=
+ −

+
=

i
i i

n

n  (6.26)

Example 6.16: Capital-Recovery Factor for Bridge Replacement

Examples 6.8 and 6.15 presented the case of a town replacing an existing bridge. For an 
interest rate of 8%, the capital recovery factor (to compute equal payments) for 50 years 
of the cost of the new bridge ($500,000) according to Equation 6.21 is

 
i i

i

n

n

( )
( )

. ( . )
( . )

.
1

1 1
0 08 1 0 08
1 0 08 1

0 08174
50

50

+
+ −

=
+

+ −
=  (6.27)

The annual cost of the new bridge can be taken as the total cost of the bridge multiplied 
by the capital recovery factor, producing the following amount:
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 Annual cost of new bridge = =( )$ $500 000 0 08174 40 900, . ,  (6.28)

6.4.2.7 Uniform-Gradient-Series Factor

Often periodic payments do not occur in equal amounts and may increase or decrease by 
constant amounts (e.g., $100, $120, $140, $160, $180, and $200). The uniform-gradient-series 
factor (G) is a value of (n − 1)G at the end of year n, that is, 0 at the end of year 1, G at the 
end of year 2, 2G at the end of year 3, and so on. An equivalent equal payment A can be 
computed as follows:

 A G
i

n
i n= −

+ −










1
1 1( )

 (6.29)

Example 6.17: Uniform-Gradient-Series Factor for Payments

If the uniform-gradient amount is $100 and the interest rate is 12%, the uniform annual 
equivalent value at the end of the fourth year is calculated by applying Equation 6.29 
as follows:

 A = −
+ −









 =$ $100

1
0 12

4
1 0 12 1

135 94. ( . )
.  (6.30)

Example 6.18: Computation of Bridge Replacement Benefits

Examples 6.8, 6.15, and 6.16 presented the case of a town replacing an existing bridge. 
The existing bridge has annual operation and maintenance costs of $5000 and has a 
remaining useful life of 20 years. The new bridge will cost $500,000 for construction and 
an additional $2,000 for annual operation and maintenance. The new bridge will have 
a useful life of 50 years, thus extending the life of the bridge by 30 years. The applicable 
interest rate is 8%.

This example demonstrates the computation of the annual benefit gained from replac-
ing the bridge. The benefits of the new bridge include the additional function avail-
ability for an additional 30 years and the reduction in operation and maintenance costs 
by $2000 per year over the next 20 years. This example does not analyze the costs of 
replacing the bridge; rather, the focus is only on the benefits. The values calculated in 
this example were rounded to the nearest $100.

The benefits credited to the bridge life extension can be assessed based on the annual 
amount the town is willing to pay for having this functionality available in the future. 
A willingness-to-pay approach is used here instead of direct benefit assessment, where 
benefits could be assessed based on the reduced travel time, convenience, increased 
safety, and so on. The willingness-to-pay approach equates the annual benefits to the 
annual payments the town would make in these future years as a result of replacing the 
bridge. The benefits in the 20th year credited to the extended life of the bridge are equal 
to the annual costs of the new bridge, as calculated in Equation 6.28, multiplied by the 
present worth of annuity factor for 30 years, as calculated in Equation 6.26. Therefore, 
the benefit is

 Benefits in the 20th year = =$ $40 900 11 258 460 500, ( . ) ,  (6.31)

The present worth for the first year of the extended bridge life is equal to the benefits 
in the 20th year, as calculated in Equation 6.31, multiplied by the single-payment, 
present-worth factor for 20 years, as calculated in Equation 6.10. Therefore, the pres-
ent worth is
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 Present worth in the first year = =$ $460 500 0 2145 98 800, ( . ) ,  (6.32)

The annual savings in operation and maintenance costs between the 1st and 20th years 
are equal to the difference in the operation and maintenance costs of the existing bridge 
and the new bridge. Therefore, the annual savings are

 Annual saving in operation and maintenance costs = $ $5000 20− 000 3000= $  (6.33)

The present worth for the first year of operation and maintenance savings is equal to 
the annual savings in operation and maintenance costs between the 1st and 20th years, 
as calculated in Equation 6.33, multiplied by the present worth of annuity factor for 
20 years, as calculated in Equation 6.25. Therefore, its present worth is

 Present worth in the first year = =$ $3000 9 818 29 500( . ) ,  (6.34)

The present worth of the total credit is the sum of the present worth in the first year of 
bridge extension, as calculated in Equation 6.32, and the present worth in the first year 
of operation and maintenance savings, as calculated in Equation 6.34. Therefore, the 
present worth of total credit is given by

 Present worth of total credit = + =$ $ $98 800 29 500 128 300, , ,  (6.35)

Finally, the average annual credit or benefit spread over 50 years is equal to the pres-
ent worth of the total credit, as calculated in Equation 6.35, multiplied by the capital 
recovery factor, as calculated in Equation 6.27. Therefore, the average annual credit, or 
benefit, is

 Average annual credit or benefit = =$ $128 300 0 08174 10 500, ( . ) ,  (6.36)

6.4.3 Compounding Frequency and Continuous Compounding

6.4.3.1 Compounding Frequency

The effective interest rate is defined as an interest rate that is compounded using a time 
period less than a year. The nominal interest rate is defined as the effective rate times the 
number of compounding periods in a year. The nominal interest rate is expressed on an 
annual basis, and financial institutions refer to this rate as the annual percentage rate 
(APR), also referred to as the nominal rate compounded at a period less than a year. For 
example, if the effective rate is 1% per month, it follows that the nominal rate is 12% com-
pounded monthly.

The effective interest rate (i) for any time interval (l), which can be different from the 
compounding period, is given by

 i
r
m

l m

= +





 −1 1

( )

 (6.37a)

where:
i is the effective interest rate in the time interval
r is the nominal interest rate per year
l is the length of the time interval (in years)
m is the reciprocal of the length of the compounding period (in years)
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Clearly, if l(m) = 1, then i =  r/m. The product l(m) is called c, which corresponds to the 
 number of compounding periods in the time interval l. It should be noted that c should 
be ≥1. For the special case of l = 1, the effective interest rate (i) for a year is given by

 i
r
m

m

= +





 −1 1  (6.37b)

6.4.3.2 Continuous Compounding

The limiting case for the effective rate is when compounding is performed infinite times 
in a year. Using l = 1, the following limit produces the continuously compounded interest 
rate (ia):

 i
r
m

a
m

m

= +





 −

→∞
lim 1 1  (6.38a)

This limit produces the following effective interest rate:

 ia
r= −e 1  (6.38b)

The concept of continuous compounding is illustrated in Table 6.4.
The presentation of continuous compounding is limited to the case of Equation 6.38a and 

6.38b. Extensions of these concepts, such as interest formulae for continuous  compounding 
and discrete payments and interest formulae for continuous compounding and  continuous 
payments, are beyond the scope of this chapter.

6.4.4 Summary of Interest Formulae

The following table provides a summary of the interest formulae presented in the previous 
sections.

To Find Given Multiply by Notation Factor Name

For single cash flows

    F P ( )1+ i n (F/P, i, n) Single-payment, compound amount

    P F 1
1( )+ i n

(P/F, i, n) Single-payment, present worth

(Continued)

TABLE 6.4

Example Illustrating the Concept of Continuous Compounding

Compounding Frequency Number of Periods
Effective Interest 

Rate per Period (%)
Effective Annual 
Interest Rate (%)

Annually 1.0 18 18
Semiannually 2.0 9 18.81
Quarterly 4.0 4.5 19.25186
Monthly 12.0 1.5 19.56182
Weekly 52.0 0.3462 19.68453
Daily 365.0 0.0493 19.71642
Continuously ∞ 0 19.72174
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To Find Given Multiply by Notation Factor Name

For uniform series (annuities)
    F A ( )1 1+ −i

i

n (F/A, i, n) Equal-payment-series, compound 
amount

    A F i
i n( )1 1+ −

(A/F, i, n) Equal-payment-series, sinking fund

    A P i i
i

n

n

( )
( )

1
1 1

+
+ −

(A/P, i, n) Capital recovery

    P A ( )
( )

1 1
1
+ −
+
i

i i

n

n

(P/A, i, n) Equal-payment-series, present worth

    A G 1
1 1i

n
i n−

+ −( )
(A/G, i, n) Uniform-gradient series

6.4.5 Choosing a Discount Rate

Choosing an appropriate discount rate in risk studies should be based on the situation 
under consideration. A discount rate to manage the risks associated with a highway  system 
might be different than that to a discount rate to manage the risks associated with growing 
the energy generation capacity with climate change considerations. In both example cases, 
benefit-cost analysis can be used and two different rates can be justified.

The discount rate is a fundamental assumption for estimating the value, for example, 
net present value, of developing and constructing highway systems, power plants, schools, 
environmental protections, and so on. Decision or policy makers must quantify the social 
marginal cost and the social marginal benefit for each project and compare these projects 
in order to allocate limited resources. The discount rate appears in both sides of a benefit-
cost analysis, that is, future costs such as maintenance and future benefits such as reduced 
pollution emissions. Generally, calculating the marginal cost is easier than measuring the 
marginal benefit. Also, the uncertainty is smaller in the former than in the latter. The 
examination of the effects including benefits require valuating time of people affected, 
human health and safety, ecological impacts, and so on that have differing time periods 
associated with the respective effects. A primary issue arises also in decisions spanning 
multigenerations creating many situations of mismatch between generations bearing the 
costs from generations reaping the benefits.

In risk studies that do not have significant social or society-wide impacts, economic effi-
ciency dictates the use of a discount rate representing the opportunity cost of what else 
an entity, for example, a decision maker, could accomplish with those same funds used to 
cover the costs of an alternative selected. For example, if the funds could be instead used 
to invest in the private sector yielding 3% as the next best alternative for using the funds, 
then 3% would be the discount rate.

In the case of social project funding, justifiably choosing the discount rates requires 
making ethically subtle choices about the benefits to others. For example, nowadays con-
sumptions could most likely impact future generations due to global change in temper-
ature. In this case, choosing a discount rate for the costs and benefits of reducing CO2 
emissions and other harmful greenhouse gases is very important and could drive alterna-
tive considered and decision made. The discount rate for benefit-cost analysis ranges from 
1.4 to about 3% based on various debates. The small discount rate is from the Stern Review 
on the Economics of Climate Change (http://www. webcitation .org/5nCeyEYJr). The US 
Office of Management and Budget (OMB) provides guidance on this matter and uses a 
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pretax discount rate of 7% as an example in its Circular No. A-94 for benefit–cost analysis 
of federal programs (http://www.whitehouse.gov/omb/circulars_a094).

6.5 Economic Equivalence Involving Interest

6.5.1 Meaning of Equivalence

Economic equivalence is commonly used in engineering to compare alternatives. In 
engineering economy, two things are said to be equivalent if they have the same effect. 
Unlike most individuals involved with personal finances, corporate and government 
decision makers using engineering economics might not be so much concerned with the 
timing of a project’s cash flows as with the profitability of the project. Therefore, analyti-
cal tools are needed to compare projects involving receipts and disbursements occurring 
at different times, with the goal of identifying an alternative having the largest eventual 
profitability.

6.5.2 Equivalence Calculations

Several equivalence calculations are presented in this section, for which the calculations 
involve the following: (1) cash flows, (2) interest rates, (3) bond prices, and (4) loans. Two 
cash flows have to be presented for the same time period using a similar format to facili-
tate comparison. When interest is earned, monetary amounts can be directly added only 
if they occur at the same point in time. Equivalent cash flows are those that have the same 
value. For loans, the effective interest rate for the loan, also called the internal rate of return 
(IRR), is defined as the rate that sets the receipts equal to the disbursements on an equiva-
lent basis. The equivalence of two cash flows can be assessed at any point in time, as illus-
trated in Example 6.19.

Example 6.19: Equivalence between Cash Flows

Two equivalent cash flows are presented in Table 6.5. The equivalence can be estab-
lished at any point in time for an interest rate of 12% compounded annually. For exam-
ple, if 8 years was selected, F = $1000(1 + 0.12)8 = $2475.96 for cash flow 1, whereas 
F = $1000(1 + 0.12)4 = $1573.50 for cash flow 2. It should be noted that two or more 
distinct cash flows are equivalent if they result in the same amount at the same point 
in time. In this case, the two cash flows are not equivalent.

Example 6.20: Internal Rate of Return

According to the equivalence principle, the actual interest rate earned on an investment 
can be defined as the interest rate that sets the equivalent receipts to the equivalent 
disbursements. This interest rate is called the IRR. In Table 6.6, the following equality 
can be set as:

 
$ $ $ $

$

1000 500 1 250 5 482 3 1+ +

+

=( / , , ) ( / , , ) ( / , , )( / , , )P F i P F i P A i P F i

4482 2 5( / , , )( / , , )P A i P F i
 (6.39)

 



414 Risk Analysis in Engineering and Economics

By trial and error, i = 10% makes the above equation valid. The equivalence can be made 
at any point of reference in time; it does not need to be the origin (time = 0) to produce 
the same answer.

If the receipts and disbursement of an investment cash flow are equivalent for some 
interest rate, the cash flows of any two portions of the investment have equal abso-
lute equivalent values at that interest rate; that is, the negative (−) of the equivalent 
amount of one cash flow portion is equal to the equivalent of the remaining por-
tion on the investment. For example, breaking up the above cash flow (Table 6.6) 
between years 4 and 5 and performing the equivalence at the fourth year produce 
the following:

 − − − −$ $ $ $1000 10 4 500 10 3 482 10 3 250( / , , ) ( / , , ) ( / , , ) ( ( /F P F P F A P F+ = ,, , )

( / , , )( / , , ))

10 1

482 10 2 10 1+ $ P A P F
or

 
− − − −$ $ $ $ $1000 1 464 500 1 331 482 3 310 250 0 9091 482( . ) ( . ) ( . ) ( . ) (+ = + 11 7355 0 9091

534 534

. )( . ) 
=− −$ $  (6.40)

Example 6.21: Bond Prices

A bond is bought for $900 and has a face value of $1000 with 6% annual interest that is 
paid semiannually. The bond matures in 7 years. The yield to maturity is defined as the 
rate of return on the investment unit its maturity date. Using equivalence, the following 
equality can be developed:

TABLE 6.5

Two Equivalent Cash Flows

Year Cash Flow 1 ($) Cash Flow 2 ($)

1 1000.00 0.00
2 0.00 0.00
3 0.00 0.00
4 0.00 1000.00
5 0.00 0.00
6 0.00 0.00
7 0.00 0.00
8 2475.96 1573.50

TABLE 6.6

Converting Cash Flow to Its Present Value 

Time (Year End) Receipts ($) Disbursements ($)

0 0 −1000
1 0 −500
2 482 0
3 482 0
4 482 0
5 0 −250
6 482 0
7 482 0
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 $ $ $900 30 14 1000 14= +( / , , ) ( / , , )P A i P F i  (6.41)

By trial and error, i = 3.94% per semiannual period. The nominal rate is 2(3.94) = 7.88%, 
whereas the effective rate is 8.04%.

Example 6.22: Equivalence Calculations for Loans

Suppose a 5-year loan of $10,000 (with interest of 16% compounded quarterly with quar-
terly payments) is to be paid off after the 13th payment. The quarterly payment is:

 $ $ $10 000 4 20 10 000 0 0736 736, ( / , , ) , ( . )A P = =  (6.42)

The balance can be based on the remaining payments as follows:

 $ $ $736 4 7 736 6 0021 4418( / , , ) ( . )P A = =  (6.43)

6.5.3 Amortization Schedule for Loans

For calculations involving principal and interest payments, the case of a loan with fixed 
rate (i) and constant payment A is considered. An amortization schedule for a loan is 
defined as a breakdown of each loan payment (A) into two portions: an interest payment 
(It) and a payment toward the principal balance (Bt). The following terms are defined: It is 
the interest payment of A at time t and Bt is the portion of payment of A to reduce the bal-
ance at time t. The payment can be expressed as follows:

 A I B t nt t= + = …, , , , for  1 2  (6.44)

The balance (Bt) at the end of t − 1 is given by

 B A P A i n tt = [ / , , ( )]− − 1  (6.45)

Therefore, the following relationships can be obtained:

 I A P A i n t it = [ / , , ( )]( )− − 1  (6.46)

and

 B A I A P A i n t it t= =− − − −{ [ / , , ]( )}( )1 1  (6.47)

from the following conditions:

 ( )/ , , / , ,P F i n P A i n i= 1 − ( )( )  (6.48)

and

 B A P F i n tt = +( / , , )− 1  (6.49)
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Example 6.23: Principal and Interest Payments

Suppose a 4-year loan of $1000 (at 15% interest compounded annually with annual 
 payments) is to be paid off. The payment is A = $1000(A/P, 15, 4) = $1000(0.3503) = $350.3. 
The results are illustrated in Table 6.7 based on Equation 6.49 and using It = A − Bt.

6.6 Economic Equivalence and Inflation

6.6.1 Price Indexes

For the purposes of calculating the effect of inflation on equivalence, price indexes are 
used. A price index is defined as the ratio between the current price of a commodity or 
service and the price at some earlier reference time.

Example 6.24: Economic Equivalence and Inflation

The base year, with an index of 100, is 1967 and the commodity price is $1.46/lb. If the 
price in 1993 is $5.74/lb, the 1993 index is ($5.74/1.46) × 100 = $3.9315. The actual con-
sumer price index (CPI) and the annual inflation rates are published and can be used 
for these computations.

6.6.2 Annual Inflation Rate

The annual inflation rate at t + 1 can be computed as

 Annual inflation rate at
CPI CPI

CPI
t t t

t
+ = −+1 1  (6.50)

The average inflation rate ( f ) can be computed based on the following condition:

 CPI CPIt
n

t nf( )1+ = +  (6.51)

Therefore, the average inflation rate is

 f t n

t

n= −+CPI
CPI

1  (6.52)

TABLE 6.7

Amortization Calculations for Example 6.23

Year End Loan Payment ($) Payment toward Principal (Bt) Interest Payment (It) ($)

1 350.265 $350.265(P/F, 15, 4) = $200.27 150.00
2 350.265 $350.265(P/F, 15, 3) = $230.30 119.97
3 350.265 $350.265(P/F, 15, 2) = $264.85 85.42
4 350.265 $350.265(P/F, 15, 1) = $304.58 45.69
Total 1401.06 $1000.00 401.06
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Example 6.25: Annual Inflation Rate

If the CPI for 1966 = 97.2 and the CPI for 1980 = 246.80, the average rate of inflation over 
the 14-year interval can be obtained by applying Equation 6.52 as follows:

 f = − = 





 − =

246 80
97 2

1
246 80
97 2

1 6 88214

1 14
.
.

.

.
. %

/

 (6.53)

6.6.3 Purchasing Power of Money

The purchasing power at time t in reference to time period t − n is defined as follows:

 Purchasing power at time
CPI
CPI

t t n

t
= −  (6.54)

Denoting the annual rate of loss in purchasing power as k, the average rate of loss of 
 purchasing power (k ) can be computed as follows:

 
CPI

CPI
CPI

CPI
base year base year

t

n

t n
k( )1− =

+
 (6.55)

Solving for CPIt produces the following:

 CPI CPIt
n

t nk= − +( )1  (6.56)

Therefore,

 ( )
( )

1
1

1
+ =

−
f

k
n

n  (6.57)

Equation 6.57 relates the average inflation rate ( f ) and the annual rate of loss in purchasing 
power (k).

6.6.4 Constant Dollars

The constant dollar is defined as follows:

 Constant dollars actual dollars)=
+
1

1( )
(

f n  (6.58)

When using actual dollars, the market interest rate (i) is used. When using constant  dollars, 
the inflation-free interest rate (i*) is used, which is defined as follows for 1 year:

 i
i
f

* = +
+

−1
1

1  (6.59)

For multiple years, it is defined as follows:

 i
i
f

n

n*
( )
( )

= +
+

−1
1

1  (6.60)
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6.7 Economic Analysis of Alternatives

6.7.1 Present-, Annual-, and Future-Worth Amounts

The present-worth amount is the difference between the equivalent receipts and the 
disbursements at present. If Ft is a net cash flow at time t, the present worth (PW) as a 
 function of i is as follows:

 PW( ) ( / , , ) ( )i F P F i t F it

t

n

t
t

t

n

= = +
=

−

=
∑ ∑

0 0

1  (6.61)

The net cash flow (Ft) is defined as the sum of all disbursements and receipts at time t. The 
annual equivalent amount is the annual equivalent receipts minus the annual equivalent 
disbursements of a cash flow. It is used for repeated cash flows per year and is calculated by 
applying the following equation:

 AE PW( ) ( )( / , , ) ( )
( )

( )
i i A P i n F i

i i
i

t
t

t

n n

n= = +












+
+ −

−

=
∑ 1

1
1 1

0









  (6.62)

The future-worth amount is the difference between the equivalent receipts and the 
 disbursements at some common point in the future:

 FW( ) ( / , , ) ( )i F F P i n t F it

t

n

t
n t

t

n

= − = +
=

−

=
∑ ∑

0 0

1  (6.63)

The amounts PW, AE, and FW differ in the point of time used to compare the equivalent 
amounts.

Example 6.26: Annual Equivalent Amount

The cash flow illustrated in Table 6.8 is used to compute the annual equivalent amount 
based on an interest rate of 10% for a segment of the cash flow that repeats as follows:

 AE(10) = + +[ / , , / , , ]( / , , )( ) ( )−$ $ $1000 400 10 1 900 10 2 10 2P F P F A P  (6.64)

or

 AE( )10 1000 400 0 9091 900 0 8265 0 5762 61 93= + + =[ ( . ) ( . )]( . ) .−$ $ $ $  (6.65)

TABLE 6.8

Cash Flow for Example 6.26

Year End Receipts ($) Disbursements ($)

0 0 −1000
1 400 0
2 900 −1000
3 400 0
4 900 −1000
⋮ ⋮ ⋮
n − 2 900 −1000
n − 1 400 0
N 900 0
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6.7.2 Internal Rate of Return

The IRR is the interest rate that causes the equivalent receipts of a cash flow to be equal to 
the equivalent disbursements of the cash flow. We can solve for i such that the following 
condition is satisfied:

 0 1
0

= = + −

=
∑PW( ) ( )i F it

t

t

n

 (6.66)

which represents the rate of return on the unrecovered balance of an investment (or loan). 
The following equation can be developed for loans:

 U U i Ft t t= + +−1 1( )  (6.67)

where:
U0 is the initial amount of loan or first cost of an asset (F0)
Ft is the amount received at the end of the period t
i is the IRR

For example, the following expressions can be provided:

 

U U i F

U U i F

1 0 1

2 1 2

= (1 + ) + 

= (1 + ) + 

etc.



The basic equation for i requires the solution of the roots of a nonlinear (polynomial) 
 function; therefore, more than one root might exist. The following three conditions can 
be used to obtain one root (i.e., single i) as needed: (1) F0 = 0 (the first nonzero cash flow is 
a disbursement), (2) one change in sign in the cash flow (from disbursements to receipts), 
and (3) PW(0) > 0 (the sum of all receipts is greater than the sum of all disbursements). 
In case of multiple IRRs, other methods should be used for economic analyses that are 
beyond the scope of this chapter.

Example 6.27: Internal Rate of Return

The cash flow illustrated in Table 6.9 is used to solve for i by trial and error using the net 
cash flow and Equation 6.66. The IRR was determined to be i* = 12.8%.

6.7.3 Payback Period

The payback period without interest is the length of time required to recover the first cost 
of an investment from the cash flow produced by the investment for an interest rate of 0. 
It can be computed as the smallest n that produces the following:

 Ft

t

n

=
∑ ≥

0

0  (6.68)
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The payback period with interest is the length of time required to recover the first cost of an 
investment from the cash flow produced by the investment for a given interest rate i. It can 
be computed as the smallest n that produces the following:

 F it

t

n
t

=

−∑ + ≥
0

1 0( )  (6.69)

Example 6.28: Payback Period

According to Table 6.9, the payback period for only the $1000 disbursement without 
interest is 3 years. The payback period for only the $1800 disbursement without interest 
is 5 years.

6.8 Exercise Problems

Problem 6.1 Define physical efficiency and economic efficiency. Describe the differ-
ences between them using your own examples for each.

Problem 6.2 What is engineering economics as a field of study? What is the role of 
uncertainty in engineering economics?

Problem 6.3 What are the types of costs associated with economic analyses? Classify 
them with simple examples using engineering applications.

Problem 6.4 What is meant by the time value of money? What is the meaning and 
use of cash flow diagrams?

Problem 6.5 A person purchased a car at year 2000 (consider it year 0) for $5000. The 
maintenance costs are $300 per year. The car is sold at the end of the fourth year for 
$2000. Draw the cash flow diagram for this car from the perspective of the purchaser.

Problem 6.6 In January 1996, a company purchased a used computer system for 
$10,000. No repair costs were incurred in 1997 and 1998; however, subsequent 
repair costs were incurred as follows: $1700 in 1999, $2600 in 2000, and $2800 in 
2001. The computer was sold in 2001 for $1000. Draw the cash flow diagram for this 
machine from the perspective of the purchaser.

Problem 6.7 If the amount to be deposited in a bank is $10,000, and the bank is offer-
ing 3% per year simple interest, compute the interest at the end of the first year 
payable by the bank.

TABLE 6.9

Cash Flow for Example 6.27

Year End Receipts ($) Disbursements ($)

0 0 −1000
1 0 −800
2 500 0
3 500 0
4 500 0
5 1200 0
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Problem 6.8 A contractor borrows $15,000 from a bank. If a simple interest loan for 
4 months yields $975 interest, what is the annual interest rate that the bank offers?

Problem 6.9 A construction company borrows a sum of $100,000 at a simple interest 
rate of 10% for 4 years. If the contract conditions state that the interest is due at the 
end of each year and the principal is due at the end of the fourth year, prepare a 
schedule of payments for this 4-year loan.

Problem 6.10 An investor borrows $100,000 from a bank for a 5-year period at a 
yearly interest rate of 14%. The investor signs a contract to make a simple interest 
payment each year and to repay the loan after 5 years. Prepare a schedule of pay-
ments for the investor for this 5-year loan period.

Problem 6.11 For Problem 6.9, if the interest is compounded and the conditions of the 
loan state that the interest due each year is added to the amount borrowed until 
the end of the 4 years, provide a revised schedule of payments to accommodate the 
new changes in the loan terms.

Problem 6.12 For Problem 6.10, if the interest is compounded and the conditions of 
the loan state that the interest due each year is added to the amount borrowed 
until the end of the five years, provide a revised schedule of payments to accom-
modate the changes in the loan terms.

Problem 6.13 A company wants to know the value of the future sum of money if they 
deposit the principal amount of $50,000 for 3 years in a bank at a yearly interest 
rate of 10%.

Problem 6.14 An investor deposits $200,000 in a national bank; if the bank pays 
8%  interest, how much will the investor have in his account at the end of 
10 years?

Problem 6.15 To raise money for a new business, an investor asks a financial insti-
tution to loan him some money. He offers to pay the institution $3000 at the end 
of 4 years. How much should the institution give him if it wants a return of 12% 
interest per year on the investor’s money?

Problem 6.16 How much should a contractor invest in a fund that will pay 9% 
 compound interest if he wishes to have $600,000 in the fund at the end of 10 years?

Problem 6.17 An engineering company would like to have $20,012 after 12 years 
based on $10,000 deposit. How much interest should the company seek to achieve 
this sum?

Problem 6.18 In Problem 6.15, the investor finds that he cannot pay more than $2000 
at the end of a certain period. Assuming that the same 12% interest is paid on his 
money, compute the period necessary to satisfy this change in his payment.

Problem 6.19 If a student deposits $500 at the end of each year in a savings account 
that pays 6% interest per year, how much will be in the account at the end of 5 years?

Problem 6.20 A construction company is considering making a uniform annual 
investment in a fund with a view toward providing capital at the end of 7 years to 
replace an excavator. An interest rate of 6% is available; what is the annual invest-
ment required to produce $50,000 at the end of the period?

Problem 6.21 A contractor is considering purchasing a used tractor for $6200, with 
$1240 due as down payment and the balance paid in 48 equal monthly payments at 
an interest rate of 1% per month. The payments are due at the end of each month. 
Compute the monthly payments.
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Problem 6.22 A student wants to deposit an amount of money in a bank so that 
he/she can make five equal annual withdrawals of $1000, the first of which will 
be made 1 year after the deposit. If the fund pays 9% interest, what amount must 
he/she deposit?

Problem 6.23 The plant manager of a construction company estimates that the main-
tenance cost of a bulldozer will be $2000 at the end of the first year of its service, 
$2500 at the end of the second year, and $3000, $3500, and $4000 at the end of the 
third, fourth, and fifth years, respectively. Knowing that the interest is set at 5%, 
find the equivalent uniform-series cost each year over a period of 5 years.

Problem 6.24 An investor calculated his end-of-year cash flows to be $1000 for the 
second year, $2000 for the third year, and $3000 for the fourth year. If the interest 
rate is 15% per year, find the uniform annual worth at the end of each of the first 
4 years. Notice that there is no cash flow at the end of year 1.

Problem 6.25 An engineer is considering two building design alternatives A and B 
that produce the following cash flows:

Cash Flow Design A Design B

Investment $10,000 $20,000
Annual maintenance costs $1,000 per year $400 per year
Salvage value at the end of useful life $1,200 $2,000
Useful life (years) 5 15

For an interest rate of 8%, which alternative would you select?
Problem 6.26 A company wants to buy a new machine for its new development. Two 

possible machines have been identified. The following table shows the cash flow 
for both machines:

Cash Flow Machine X Machine Y

Investment $10,000 $20,000
Annual maintenance 
costs

$500 per year $100 in the second year with an increase of $100 per year 
in subsequent years

Salvage value at the 
end of useful life

0 $5,000

Useful life (years) 4 12

At an interest rate of 8%, which machine would you select?
Problem 6.27 An investor bought a bond for $100. It has a face value of $95 with 5% 

annual interest that is paid every 6 months. The bond matures after 25 years.
 a. What is the rate of return on this investment?
 b. What is the effective rate of return on this investment?

Problem 6.28 A company that invests in bonds bought a bond for $85,000 and 
incurred costs of $5,000. The bond has a face value of $100,000, with 5% annual 
interest paid every 6 months. The bond matures after 25 years.

 a. What is the rate of return on this investment?
 b. What is the effective rate of return on this investment?
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Problem 6.29 Consider a 5-year loan given to an investor in the amount of $2000, 
with an interest rate of 16% compounded quarterly with quarterly payments. What 
is the schedule of payments for the principal sum and the interest? Prepare a pay-
ment schedule for your calculations.

Problem 6.30 Consider a 6-year loan given to an investor in the amount of $4000, 
with interest of 20% compounded semiannually with semiannual payments. What 
is the schedule of payments for the principal sum and the interest? Prepare a pay-
ment schedule for your calculations.

Problem 6.31 If an index representing the price of cement increases from 231 to 287 
over a period of 3 years, compute the average rate of inflation.

Problem 6.32 If an index representing the price of a commodity increases from 46.2 
in the year 1998 to 57.4 in the year 2001, compute the average rate of inflation.

Problem 6.33 Two alternatives are considered for implementing an office auto-
mation plan in an engineering design firm. The following cash flow table is 
produced:

Cash Flow Alternative A Alternative B

Investment first cost ($) 180,000 460,000
Net annual receipts less expenses ($) 35,000 84,000 
Useful life (years) 10 10
Interest rate (%) 10 10

 Which alternative should be selected using the annual equivalent amount 
method?

Problem 6.34 Three alternatives are considered for execution by a construction firm. 
The following cash flow table is produced:

Cash Flow Alternative A Alternative B Alternative C

Investment first cost in $ 390,000 920,000 660,000
Net annual receipts less expenses ($) 69,000 167,000 133,500 
Useful life (years) 10 10 10
Interest rate (%) 10 10 10

 Which alternative should be selected using the annual equivalent amount 
method?

Problem 6.35 A small contractor calculated the company’s cash flow for a project and 
found it to be as follows:

Year Receipts ($) Disbursements ($)

0 0 −2000
1 +800 0
2 +800 0
3 +800 0

 Find the interest rate value that makes the receipts and disbursements equivalent.
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Problem 6.36 A small business venture calculated the company’s cash flow for a 
project and found it to be as follows:

Year Receipts ($) Disbursements ($)

0 0 −600
1 +500 −250
2 +200 0
3 +150 0
4 +100 0
5 +50 0

 Find the interest rate value that makes the receipts and disbursements 
equivalent.

Problem 6.37 Which of the following two alternatives has the shortest payback 
period?

Cash Flow Alternative A Alternative B

First cost ($) 20,000 10,000
Annual maintenance 
costs

$2,000 in year 1, increasing by $500 
per year

$500 in year 1, increasing by $200 
per year

Salvage value at the 
end of useful life ($)

2,000 4,000

Benefits $8,000 per year $3,000 per year
Useful life (years) 10 10

Problem 6.38 Determine the payback period to the nearest year for the following 
project:

Cash Flow Values

First cost $22,000
Annual maintenance costs $1,000 per year
Overhaul costs $7,000 every 4 years
Salvage value at the end of useful life $2,500
Uniform benefits $6,000 per year
Useful life (years) 12
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7
Risk Treatment and Control Methods

Controlling risks effectively requires the use of decision analysis in an economic  framework 
within political and regulatory constraints. Risk treatments needed for risk control should 
be based on an underlying philosophy for risk management. This chapter introduces fun-
damental concepts for risk treatment and control within an economic framework, includ-
ing risk aversion, risk homeostasis, discounting procedures, decision analysis, trade-off 
analysis, insurance models, and risk financing. The chapter also briefly covers the concept 
of exposure and residual risk.

7.1 Introduction

Risk treatment is a component of risk management, as illustrated in Figure 2.8 and 
 discussed in Section 2.8. Treating risk is required to control risk by operators, manag-
ers, and owners who can make effective safety decisions and regulatory changes and can 
choose different system configurations based on the data generated in the risk assessment 
stage. Risk control involves using information from the previously described risk assess-
ment stage to make rational decisions related to system risks. Risk treatments include 
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failure prevention, threat reduction, vulnerability reduction, failure probability reduction, 
and consequence mitigation.

Generally, risk management is performed within an economic framework with an 
objective of optimizing the allocation of available resources in support of a broader 
goal; therefore, it requires the definition of acceptable risk and comparative evaluation 
of options and/or alternatives for decision making. Risk treatments have an objective 
to reduce risk to an acceptable level and/or prioritize resources based on compara-
tive  analysis. Section 2.8 provides information on defining acceptable risks and describes 
the methods for reducing risk by preventing an unfavorable scenario, reducing the rate, 
and/or reducing the consequences. Also, it describes four primary methods for risk mit-
igation: (1) risk reduction or elimination, (2) risk transfer to others (e.g., to a contractor or 
an insurance company), (3) risk avoidance, and (4) risk absorbance or pooling.

Risk control requires expending resources in the present to prevent potential losses in 
the future. This requirement creates complex decision and trade-off situations. Using a 
strict economic framework for risk control might produce outcomes that are economi-
cally efficient and satisfactory to some stakeholders but not to others, creating ethical and 
legal dilemmas that could require governmental interventions through regulations for 
risk control. Examples of governmental regulatory bodies that deal regularly with risk 
control include the Occupational Safety and Health Administration (OSHA), the Nuclear 
Regulatory Commission (NuRC), the Environmental Protection Agency (EPA), the National 
Highway Traffic Safety Administration (NHTSA), and the Food and Drug Administration 
(FDA). The regulatory efforts of government are necessary in these cases and others, but 
they might not be needed or preferred in some industries where voluntary or consensus 
standards can be developed to control risks, such as those of the Underwriters Laboratories 
(ULs) for various general consumer products (e.g., personal flotation devices [PFDs]).

The objective of this chapter is to introduce fundamental concepts for risk treatment 
and control within an economic framework, including risk aversion, risk homeostasis, 
discounting procedures, decision analysis, trade-off analysis, insurance models, and 
risk finance.

7.2 Philosophies of Risk Control

Risk control can be approached by an organization within a strategic, system-wide, or 
organization-wide plan. A philosophy for risk control might be constructed based on 
recognizing that the occurrence of a consequence-inducing event is the tip of an iceberg 
representing a scenario; therefore, risk control should target the entire scenario to pro-
duce an early intervention that could result in reducing the likelihood or elimination 
of this event. Such a philosophy can be referred to as the domino theory for risk control 
and could apply to cases involving complex scenarios. For example, the domino the-
ory for risk control has been used in industrial accident prevention to eliminate injury- 
producing events through construction of a domino sequence of events as demonstrated 
by the following:

•	 A personal injury as the final domino occurs only as a result of an accident.
•	 An accident occurs only as a result of a human-related or mechanical hazard.
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•	 A human-related or mechanical hazard exists only as a result of human errors or 
degradation of equipment.

•	 Human errors or degradation are inherited or acquired as a result of their 
environment.

•	 An environment is defined by conditions into which individuals or processes are 
placed.

This approach might be suitable for such applications as manufacturing, construction, 
production, and material handling. A related approach to risk control is the cascading 
 failure theory for risk control, according to which control strategies are identified by inves-
tigating cascading failures; for example, loss of electric power to a facility might lead to 
the failure of other systems, which in turn leads to the failure of additional systems, and 
so on. In this case, risk control can target increasing power availability as a solution. Risk 
control can be achieved for similar applications through energy release control by adopting 
the following strategies:

•	 The creation of the hazard can be prevented in the first place during the con-
cept  development and design stages. For example, having no-smoking rules 
can  be adopted to reduce the risk associated with fires, and pressure relief 
valves can be used to reduce risks associated with overpressurizing vessels 
and tanks.

•	 The impact of the hazard can be reduced through design and production, such as 
limiting power and reducing speed limits on highways.

•	 The release of a hazard that already exists in the design and utilization stages can 
be prevented. For example, electric fuses can be used to eliminate the release of 
electrical energy beyond some limits.

•	 The rate or spatial distribution of release of the hazard from its source can be con-
trolled during the design and utilization stages, for example, brakes of vehicles 
control the energy in the wheels of vehicles.

•	 The hazard can be separated from what needs to be protected in time or space in 
the design, utilization, modification, and accident mitigation stages; for example, 
traffic lights are designed to keep vehicles and pedestrians from meeting.

•	 The hazard can be separated from what needs to be protected by interposing a 
material barrier during the design, utilization, modification, and accident miti-
gation stages; for example, firewalls can be used to separate a fire in a building 
within a compartment from other spaces.

•	 Relevant qualities of the hazard can be modified during the design and utilization 
stages, such as using fat-free food ingredients.

•	 What needs to be protected can be made more resistant to damage from hazard 
during the design, utilization modification, and accident mitigation stages, such as 
by designing fire- and earthquake-resistant buildings.

•	 The damage already done by the hazard can be countered and contained; for 
example, fire sprinkler systems and emergency response teams can be used to 
protect a facility.

•	 The object of damage can be repaired and rehabilitated; for example, injured 
workers and salvage operations can be rehabilitated after an accident.
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A risk control philosophy must also define the control measures, time of application, 
and target of the risk control measures. The control measures can include pressure relief 
valves, firewalls, and emergency response teams. The time of application identifies when 
the measure is needed, such as before an event, at the time of an event, or after an event 
occurs. The targets of the risk control measures could include workers, visitors, machinery, 
assets, or a population outside a plant.

7.3 Risk Aversion in Investment Decisions

Treating risk within an economic framework enables the identification of economically 
efficient solutions. Such an approach starts by constructing cash flows for available alter-
natives as investments. The concepts discussed in Chapter 6 can be used to compute the 
net present value (NPV) for each alternative. Selecting an optimal alternative can be based 
on the expected or average NPV, as was demonstrated in the decision tree analyses in 
Chapter 3; however, this selection criterion might not reflect the complexities involved in 
real decision situations. This section utilizes an example situation of investment decisions 
under uncertainty to introduce some key concepts and related complexities based on risk 
attitudes and appetites of decision makers.

Consider a decision situation involving three alternatives A, B, and C, which could 
lead to several scenarios each. The scenarios for each alternative are identified by the 
magnitude of their respective NPVs—extremely low, very low, low, good, high, very 
high, and extremely high. These scenarios and their NPV values are shown in Table 7.1. 
The table demonstrates that alternatives A and B have generally smaller returns and 
smaller spreads than alternative C. The table also shows three cases of probability 
 distributions (p) for the scenarios of equal likelihood, increasing likelihood, and decreas-
ing  likelihood. These probability distributions are used to introduce various concepts 
and cases.

Table 7.2 shows the descriptive statistics of the NPV of alternatives A, B, and C using 
the three probability distributions for the scenarios of equally likelihood, increasing 
likelihood, and decreasing likelihood (p). The descriptive statistics were computed as 
follows:

TABLE 7.1

Seven scenarios for Three Alternatives

Quantity Extremely Low Very Low Low Good High Very High Extremely High

NPVs ($)
    Alternative A 100 200 300 400 500 600 700
    Alternative B 300 400 500 600 700 800 900
    Alternative C 0 200 400 600 800 1000 1200
Probabilities (p)
    Equal likelihood 1/7 1/7 1/7 1/7 1/7 1/7 1/7
    Increasing likelihood 1/28 2/28 3/28 4/28 5/28 6/28 7/28
    Decreasing likelihood 7/28 6/28 5/28 4/28 3/28 2/28 1/28

NPV, net present value.
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where:
E is the expected value or mean value
NPVi is the NPV of scenario i of the seven (N = 7) scenarios
pi is the respective occurrence probability of a scenario
σ is the standard deviation
COV is the coefficient of variation

The expected value measures the average return for an alternative, whereas the standard 
deviation measures the dispersion in the NPV, reflecting uncertainty associated with the 
outcome of an alternative. The coefficient of variation (COV) is a measure of dispersion in 
a normalized or unit-free form. The COV can be interpreted as the standard deviation of 
NPV, that is, it is a measure of risk per unit value of the expected NPV. In this example, 
alternatives A and B produce smaller NPVs than alternative C; however, they have less 
dispersion or uncertainty. But alternative C produces a greater NPV and has a larger dis-
persion than alternatives A and B. For a decision maker or an investor, this situation might 
not be clear-cut; one investor might be willing to take on larger dispersion for a potentially 
larger NPV, while another investor might prefer the reverse.

The inconclusive decision situation in this example can be attributed to the level of sat-
isfaction that an investor, that is, decision maker, might reach based on each alternative. 
The level of satisfaction for each level of NPV (or wealth, W) that corresponds to each 
scenario is the utility (U), which represents the risk attitude of an investor. The risk atti-
tude of an investor or decision maker may be thought of as a decision maker’s preference 

TABLE 7.2

Descriptive Statistics of the Net Present Values (NPVs) of Alternatives A–C of Table 7.1

Quantity Alternative A Alternative B Alternative C

Equal likelihood
    Expected NPV ($) 400 600 600
    Standard deviation of NPV ($) 200 200 400
    Coefficient of variation of NPV 0.5 0.333 0.667
Increasing likelihood
    Expected NPV ($) 500 700 800
    Standard deviation of NPV ($) 173.21 173.21 346.41
    Coefficient of variation of NPV 0.346 0.247 0.433
Decreasing likelihood
    Expected NPV ($) 300 500 400
    Standard deviation of NPV ($) 173.21 173.21 346.41
    Coefficient of variation of NPV 0.577 0.346 0.866
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of taking a chance on an uncertain money payout of known probability versus accept-
ing a sure money amount (i.e., with certainty). For example, suppose a person is given 
a choice between (1) accepting the outcome of a fair coin toss (where heads means win-
ning $20,000 and tails means losing $10,000) and (2) accepting a certain cash amount of 
$4000. The expected value in this case is $5000, which is $1000 more than the certain 
money amount. A risk-neutral decision maker should prefer the coin toss because it 
has a higher expected value, whereas a risk-averse investor should prefer the $4000 cer-
tain amount. If the certain amount were raised to $6000 and the decision maker still 
preferred the coin toss, he or she would be demonstrating a risk-seeking attitude. Such 
trade-offs can be used to derive a utility function that represents a decision maker’s risk 
attitude. The risk attitude of a given decision maker is typically a function of the amount 
at risk. Many people who are risk averse when faced with the possibility of significant 
loss become risk neutral, and sometimes risk taking when potential losses are relatively 
small. Because decision makers vary substantially in their risk attitudes, it is necessary 
to assess both the risk exposure (i.e., the degree of risk inherent in the decision) and the 
risk attitude of the decision maker using a utility function. Generally, the larger the NPV, 
the greater the utility, and vice versa. The concept of utility under uncertainty is based 
on the following axioms:

•	 Decision making is always rational,
•	 Decision making takes into considerations all available alternatives, and
•	 Decision makers prefer more consumption or wealth to less.

These axioms define what is termed cardinal utility. The utility for each NPV level is a sub-
jective measure that depends on the nature, personality, and character of a decision maker 
and sometimes on the environment and timing of the decision situation. For the purpose of 
illustration, a subjectively constructed utility function was used to produce the utility values 
shown in Table 7.3 for alternatives A, B, and C. Decision making can be viewed as all about 
maximizing utility rather than maximizing wealth, because maximizing utility leads to max-
imizing satisfaction. Commonly, an alternative with the highest expected  utility, E(U), is iden-
tified and selected. The descriptive statistics of the utility for alternatives A, B, and C using 
the three probability distributions for the scenarios of equal likelihood, increasing likelihood, 
and decreasing likelihood (p) are shown in Table 7.4. Alternative C has still a larger expected 
utility value compared to alternatives A and B with a larger, respective dispersion value.

TABLE 7.3

Utility Values for Net Present Values (NPVs)

Quantity Extremely Low Very Low Low Good High Very High Extremely High

Alternative A
    NPV ($) 100 200 300 400 500 600 700
    Utility 77 148 213 272 325 372 413
Alternative B
    NPV ($) 300 400 500 600 700 800 900
    Utility 213 272 325 372 413 448 477
Alternative C 
    NPV ($) 0 200 400 600 800 1000 1200
    Utility 0 148 272 372 448 500 528
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To appreciate the impact of utility values on a decision, the different NPVs and utilities 
for these alternatives are shown in Table 7.3. The expected utility values of Table 7.4 show 
different preferences compared to the expected NPVs of Table 7.2; therefore, the assign-
ment of utilities results in changing preferences and decisions. For example, the reason for 
the change in preference for alternative B compared to alternative A is due to the fact that 
the utility values attributed by an investor or a decision maker to the NPV for alternative B 
reflect a cautious investor, compared to alternative A [i.e., preferring lower E(NPV) to a 
large dispersion].

The utility function of Table 7.4 reflects the cautiousness of an investor or a decision 
maker. The values in Tables 7.2 and 7.4 reveal impeded cautiousness of the investor based 
on the utility function. Considering alternative B for the equal likelihood scenarios as 
an example, the respective expected values of NPV and utility value [E(NPV) and E(U), 
respectively] are as follows:

 E( ) $NPV = 600  (7.4a)

 E U( ) = 360  (7.4b)

The result of Equation 7.4a and the utility function presented in Table 7.3 can be used to 
compute the utility of E(NPV) as follows:

 U E U[ ( )] ( )NPV = =600 372  (7.5)

Because U[E(NPV)] > E(U) for alternative B, based on Equations 7.4b and 7.5, the investor 
in this case is cautious or risk averse. The meaning of risk aversion in this case is that a 
certain NPV of $600 has a utility of 372, which is larger than the weighted utility of a risky 
project with an E(NPV) of $600 based on its E(U) of 360. An investor who could receive a 
certain NPV of $600 instead of an expected NPV with the same value would be always 
more satisfied with the higher utility. Therefore, in this case, U[E(NPV)] is larger than E(U) 
as any incremental increase in NPV results in a nonproportionally smaller increase in 
utility. Humans generally have an attitude toward risk where small stimuli over time and 

TABLE 7.4

Descriptive Statistics for the Utility of Alternatives A–C

Quantity Alternative A Alternative B Alternative C

Equal likelihood
    Expected utility 260 360 324
    Standard deviation of utility 112.48 88.61 180.84
    Coefficient of variation of utility 0.433 0.246 0.558
Increasing likelihood
    Expected utility 316 404 412
    Standard deviation of utility 92.24 71.58 136.47
    Coefficient of variation of utility 0.292 0.177 0.331
Decreasing likelihood
    Expected utility 204 316 236
    Standard deviation of utility 102.59 81.90 176.91
    Coefficient of variation of utility 0.503 0.259 0.750
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space are ignored, while the sum of these stimuli, if exerted instantly and locally, could 
cause a significant response.

In general, risk aversion can be defined by the following relationship:

 U E E U[ ( )] [ ( )]NPV NPV>  (7.6a)

or

 U E W E U W[ ( )] [ ( )]>  (7.6b)

The utility function used in the previous example is for a risk-averse investor, as shown in 
Figure 7.1. The equation used to construct the utility function in Figure 7.1 for illustration 
purposes is given by

 U W W W( ) . .= −0 8 0 0003 2  (7.7)

The figure also shows two points that have the coordinates (NPV, U) of ($200, 148) 
and  ($1000, 500). These two points represent two scenarios with, say, equal probabil-
ities  of 0.5 each. Therefore, for these two scenarios, the following quantities can be 
computed:

 E( ) . ($ ) . ($ ) $NPV = + =0 5 200 0 5 1000 600  (7.8a)

The utility of this E(NPV) is

 U E[ ( )] . ( ) . ( )NPV = − =0 8 600 0 0003 600 3722  (7.8b)

The expected utility of the two points is

 E U[ ( ] . ( ) . ( )NPV) = + =0 5 148 0 5 500 324  (7.8c)

Cases in which utility grows slower than wealth represent risk-averse investors. The 
 intensity of risk aversion depends on the amount of curvature in the curve. The larger the 
curvature for this concave curve, the higher the risk aversion.
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FIGURE 7.1
Utility function for a risk-averse investor. NPV, net present value.
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Although not as common, risk-seeking investors display a risk propensity. In this case, 
the utility function is convex, as shown in Figure 7.2, and meets the following conditions:

 U E E U[ ( )] [ ( )]NPV NPV<  (7.9a)

or

 U E W E U W[ ( )] [ ( )]<  (7.9b)

The utility function for the risk-seeking investor shown in Figure 7.2 was constructed 
using the following utility function for illustration purposes:

 U W W W( ) . .= +0 4 0 005 2  (7.10)

The figure also shows two points that have the coordinates (NPV, U) of ($200, 280) and 
($1000, 5400). These two points represent two scenarios with, say, equal probabilities of 0.5 
each. Therefore, for these two scenarios, the following quantities can be computed:

 E( ) . ($ ) . ($ ) $NPV = + =0 5 200 0 5 1000 600  (7.11a)

The utility of this E(NPV) is

 U E[ ( )] . ( ) . ( )NPV = + =0 4 600 0 005 600 20402  (7.11b)

The expected utility of the two points is

 E U[ ( )] . ( ) . ( )NPV = + =0 5 280 0 5 54000 2840  (7.11c)

Cases in which utility grows faster than wealth represent risk-seeking investors. The 
intensity of risk propensity depends on the amount of curvature in the curve. The greater 
the curvature for this convex curve, the higher the risk propensity.

The case of risk neutrality is another possibility and is common for governments and 
large corporations with relatively sizable resources. A risk-neutral investor has a utility 
function without curvature, as shown in Figure 7.3. In this case, the utility function is 
 linear and meets the following conditions:
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FIGURE 7.2
Utility function for a risk-seeking investor. NPV, net present value. 
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 U E E U[ ( )] [ ( )]NPV NPV=  (7.12a)

or

 U E W E U W[ ( )] [ ( )]=  (7.12b)

The use of NPV is appropriate for most applications; however, it should be noted that the 
size of an initial investment might need to be considered when selecting among available 
alternatives. The larger the size of an initial investment, the smaller the rate of return for 
the same NPV. For this reason, the use of the rate of return might be needed in some appli-
cations. Despite this shortcoming of using NPV, it offers a unique representation of the 
risk-taking willingness of investors through utility functions.

In addition to expected values of NPV or U, the standard deviations of NPV and U 
should also be considered in investment decision making (the standard deviations of NPV 
and U are computed for the examples in Tables 7.2 and 7.4); however, the COV of NPV and 
U can also be used as a normalized, unit-free measure of  dispersion. The expected val-
ues and standard deviations of NPV and U for investment alternatives can be graphically 
displayed as shown in Figure 7.4. The figure shows indifference curves for a risk-averse 
investor that were subjectively constructed and drawn. Each curve represents a line that 
connects pairs of expected values and standard deviations of return that are judged by an 
investor to have the same utility level. The utility value assigned to each curve increases 
in the direction indicated in the figure. The larger the risk aversion, the steeper the indif-
ference curves. In this case, alternative B is the most desirable investment, because it offers 
the largest return along the same indifference curve.

This section has dealt so far only with a single investment, not a portfolio of invest-
ments. Investment decisions about a portfolio might require treating the investments as 
multiple random variables that can be combined through a sum as follows for a portfolio 
of two investments:

 NPV NPV NPV= +1 2  (7.13)

The concepts covered in Appendix A on multiple random variables can be used herein to 
compute the mean and standard deviation of the total NPV as follows:

 E E E( ) ( ) ( )NPV NPV NPV= +1 2  (7.14a)
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FIGURE 7.3
Utility function for a risk-neutral investor. NPV, net present value.
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 σ σ σ( ) [ ( )] [ ( )] ( , )NPV NPV NPV Cov NPV NPV= + +1
2

2
2

1 22  (7.14b)

where:
Cov(NPV1, NPV2) is the covariance of NPV1 and NPV2 as a measure of association 

between NPV1 and NPV2 that is given by

 Cov(NPV NPV ) NPV NPV NPV NPV1 2 1 1 2 2, [ ( )][ ( )]= − −∑∑ i j ij

ji

E E p  (7.15)

where:
pij is the joint probability of NPV1i and NPV2j

Sometimes, an approximate joint probability can be computed from the marginal prob-
abilities as follows based on the assumption of independence:

 p p pij i j= 1 2  (7.16)

Covariance, as a measure of correlation, can take negative values, positive values, 
and a zero value. A zero value for the covariance indicates that the investments are 
 uncorrelated. The sign of the covariance indicates negative or positive correlation cor-
responding to a direct linear, proportional relationship or an inverse relationship, 
 respectively. A negative correlation according to Equation 7.14b leads to reducing the 
standard deviation of the NPV of the portfolio, which means reducing the risk, and vice 
versa for the positive correlation case. Introducing a negative correlation among invest-
ments is commonly known as investment diversification. Using these concepts, an inves-
tor could construct a diagram similar to Figure 7.4 for the entire portfolio. Available 
investment funds could be allocated to produce an optimal solution that maximizes 
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the returns and minimizes the standard deviation of the returns. The result is a curve 
known as the minimum variance frontier, which usually has two expected values of return 
for any value of the standard deviation. The efficient frontier, as shown in Figure 7.5, 
considers only the larger (i.e., upper) expected values of the minimum variance fron-
tier. The efficient frontier can be viewed as an envelope of points that have maximum 
return values among all available alternatives corresponding to respective standard 
deviation values; that is, for a specific standard deviation, the alternative that provides 
maximum return is identified, and the line that connects all the alternatives that maxi-
mize the return for a range of standard deviations defines the efficient frontier. The 
intersection of the efficient frontier with an indifference curve would offer the optimal 
solution shown in Figure 7.5. The hypothetical efficient frontier shown as a dotted line 
in Figure 7.5 is for illustration purposes that could be observed in case of having many 
investment alternatives where the dotted line defines the outer maximum return with 
minimum standard deviation envelope. In the case of the three alternatives A, B, and 
C, the efficient frontier is defined by A and B, and since these two alternatives have the 
same standard deviation, the optimal solution is alternative B since it has the larger 
expected value between the two alternatives.

Example 7.1:  Construction of Utility Functions for Investment Decisions

Investors or decision makers commonly construct utility functions for investment 
 decisions subjectively. Alternative A of Table 7.1 is used in this example to demonstrate 
the construction of utility functions. Two utility functions are provided which repre-
sent the preference or risk attitudes of two investors: a risk-averse investor and a risk- 
seeking investor, respectively, as follows:

 U1
20 8 0 0003( ) . .NPV NPV NPV= −  (7.17a)

 U2
20 4 0 0002( ) . .NPV NPV NPV= −  (7.17b)
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437Risk Treatment and Control Methods

where the NPV ($) values are provided in Table 7.1 for alternative A. The utility func-
tions are evaluated in Table 7.5. Figure 7.6 shows the different slope characteristics for 
the two utility curves. The curve for U1, which is concave in shape, represents the risk-
averse attitude of the investor, whereas the curve for U2, which is convex in shape, rep-
resents the risk-seeking attitude. These curves relates NPV to U inorder to represent the 
risk attitude of an investor.

Example 7.2:  Efficient Frontier for Screening Design Alternatives

An architectural company has developed six design alternatives for a new commer-
cial structure, denoted as D1–D6. The company’s management decided to identify the 
optimal alternative for implementation using economic-based efficient frontier analy-
sis. The expected value and standard deviation of the NPV were assessed for the six 
alternatives. The standard deviation is viewed herein as a measure of risk associated 
with each alternative. The statistics of the NPV are presented in Table 7.6. The efficient 
frontier can be identified based on the results of the six alternatives by plotting them as 
shown in Figure 7.7. The figure clearly shows the efficient frontier as the alternatives that 
offer the largest expected NPV for any given standard deviation. As can be observed 
from the figure, designs D1, D2, and D6 fall on the efficient  frontier. The other design 
alternatives, D3, D4, and D5, are said to be dominated by those three design alternatives 
that are on the efficient frontier. The management of the company must now decide 
which design alternative is more economical for implementation among the short list 
of alternatives that are on the efficient frontier. Based on the expected NPV return only, 
D6 can be identified as the optimal alternative; however, with risk reduction consid-
erations, D2 could also be the optimal design alternative. In addition, if management 

TABLE 7.5

Utility Values for Alternative A Based on Equation 7.17a and 7.17b

NPV ($)

100 200 300 400 500 600 700

U1(NPV)a 77 148 213 272 325 372 413
U2(NPV)b 42 88 138 192 250 312 378

NPV, net present value.
a See Equation 7.17a.
b See Equation 7.17b.
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Utility and net present value (NPV) for alternative A based on Equation 7.17a and 7.17b.
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would accept less returns than those offered by D6 and higher risks than those offered 
by D2, then they would prefer D1. As demonstrated, a trade-off between risk and return 
can be made among the alternatives falling on the efficient frontier. Such a trade-off 
requires assessing the attitude of management toward risk as discussed in Example 7.3.

Example 7.3:  Selecting optimal Design Alternative Based 
on Different Risk Attitudes

Example 7.2 presented the case of selecting an optimal design alternative and discussed 
the possible trade-offs among alternatives falling on the efficient frontier. Figure 7.8 shows 
the cases of risk-averse management and risk-seeking management of a company. Utility 
curves for risk-averse management subjectively assigned in the space of the expected and 
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TABLE 7.6

Expected and Standard Deviation of Net Present Value (NPV) for Design Alternatives

Design

D1 D2 D3 D4 D5 D6

Expected NPV ($1000) 100 42 66 66 88 118
Standard deviation of NPV ($1000) 25 4 48 25 65 65
Expected NPV/standard deviation of NPV 4.00 10.50 1.375 2.64 1.35 1.82
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standard deviation of NPV are shown on the left side of the figure. These risk-averse 
curves lead the management to select the alternative design D1. For risk seekers, as shown 
on the right side of the figure, designs D3, D5, or D6 are among the appealing alternatives. 
In the risk-seeking case, the alternatives chosen might not all fall on the efficient frontier, 
that is, the alternatives could include risky ones. Hence, management might choose alter-
native D6 despite its high level of risk because it offers a large standard deviation with a 
high upward return potential, noting that the downward return potential is the associ-
ated risk. Finally, if the management is risk neutral, design D2 would be identified as one 
that gives the highest value of return in terms of expected NPV per standard deviation of 
NPV, as shown in Table 7.6, with a ratio of 10.5, followed by D1 with a ratio of 4.

Example 7.4:  Efficient Frontier and Utility Values for 
Screening Car Product Alternatives

An automobile manufacturer is considering five alternative product designs for its new 
generation of sedans. The alternatives are denoted as A–E. For each design option, an 
analytical simulation was carried out to obtain the mean and standard deviation of the 
marginal profits of each design based on the selling price, expected sales, design reliabil-
ity, and associated warranty repairs. The simulation results are presented in Table 7.7, 
which shows the expected profit and standard deviation for the five design alternatives. 
The production manager of the company would like to maximize the expected return 
and, being risk averse, would like to minimize the risk for the company. Comparing 
designs A and B, as shown in Table 7.7, reveals that they offer the same expected return; 
however, with a larger standard deviation of $225,000, design B is much riskier than 
design A. Design A is therefore said to dominate design B. In  addition, design B is 
dominated by design E, which for the same level of standard deviation offers a higher 
expected profit with an expected return of $800,000. Similarly, design D dominates 
design C. The nondominated designs are A, D, and E, which lie on the efficient fron-
tier as shown in Figure 7.9. The axes of Figure 7.9 are switched around compared to 
Figure 7.8 for the purpose of illustration since both styles are used in the literature. The 
choice among designs A, E, and D can be made based on the risk attitude of the decision 
maker. Design A offers a low expected return with a low level of standard deviation, 
whereas design E offers a high expected return with a high level of standard deviation. 
Design D offers medium values for both the return and the standard deviation.

To model the risk attitude of the decision maker, utility curves need to be constructed 
to identify the optimal choice among the alternative designs. Assuming that the risk 
attitude of the manager can be expressed using the following utility function:

 U P P P( ) . .= −0 3 0 00015 2

where:
U is the utility
P is the profit

TABLE 7.7

Expected Value and Standard Deviation of Profits for Car Product Designs

Alternative Expected Profit ($1000) Standard Deviation of Profit ($1000)

A 50 30
B 50 225
C 300 120
D 550 120
E 800 225
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The utility curve takes a concave shape, as shown in Figure 7.9. The utility function is 
tangent to the efficient frontier at design D; hence, product D with an expected profit of 
$550,000 and a standard deviation of $120,000 is the optimal solution that maximizes 
profit and satisfies the risk level accepted by the decision maker.

7.4 Types of Risk Treatments

Risk treatments include countermeasures and mitigations by technological, logical, or user 
behavioral means. They were defined earlier to include (1) the actions taken or a physical 
capability provided with a principal purpose of reducing or eliminating vulnerabilities or 
reducing the occurrence of attacks or threats by technological, logical, or user behavioral 
means and (2) preplanned and coordinated actions or system features that are designed 
to reduce or minimize the damage caused by an event; support and complement emer-
gency forces, that is, first responders; facilitate field investigation and crisis management 
response; and facilitate recovery and reconstitution. The latter form defines mitigations 
that also include technological, logical, or user behavioral means.

Such treatments involve direct costs, such as increased capital expenditure or the pay-
ment of insurance premiums that might reduce the average overall financial returns from 
a project. Primary ways to deal with risk within the context of a risk management strategy 
include risk reduction or elimination, risk transfer (e.g., to a contractor or an insurance com-
pany), risk avoidance, and risk absorbance or pooling as discussed in subsequent sections.

7.4.1 Risk Reduction or Elimination

Risk reduction or elimination is often the most fruitful approach. For example, could the 
design of a system be amended so as to reduce or eliminate either the probability of occur-
rence of a particular risk event or the adverse consequences if it occurs? Alternatively, could 
the risks be reduced or eliminated by retaining the same design but using different materials 
or a different method of assembly? Other possible risk mitigation options in this category 
include, as examples, a more attractive labor relations policy to minimize the risk of stop-
pages, training of staff to avoid hazards, improved site security to prevent theft and vandal-
ism, preliminary investigation of possible site pollution, advance ordering of key compo-
nents, noise abatement measures, effective signage, and liaisons with the local community.
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7.4.2 Risk Transfer

A general principle of an effective risk management strategy is that commercial risks in 
projects and other business ventures should be borne wherever possible by the party that 
is best able to manage them and thus mitigate the risks. Most often, contracts and finan-
cial agreements are used to transfer risks. Companies specializing in risk transfer can 
be consulted for procedures necessary to meet the needs of a project. Risks can also be 
transferred to an insurance company, which, in return for a payment (i.e., premium) linked 
to the probability of occurrence and severity associated with the risk, is obliged by the 
contract to offer compensation to the party affected by the risk. Insurance coverage can 
include straight insurance for expensive risks with a low probability, such as fire; perfor-
mance bonds, which ensure that the project will be completed if the contractor defaults; 
and sophisticated financial derivatives, such as hedge contracts, to avoid such risks as 
unanticipated losses in foreign exchange markets.

7.4.3 Risk Avoidance

A most intuitive way of avoiding a risk is not to undertake a project in such a way that 
involves that risk. Consider, for example, the objective to generate electricity. A nuclear 
power source, although cost efficient, is considered to have a high risk due to potentially 
catastrophic consequences, so, even though all reasonable precautions would be taken, still 
the practical solution is to turn to other forms of fuel to avoid that risk. Another example 
would be the risk that a particularly small contractor would file bankruptcy. In this case, the 
risk could be avoided by using a well-established contractor instead for that particular job.

7.4.4 Risk Absorbance and Pooling

In cases where risks cannot (or cannot economically) be eliminated, transferred, or avoided, 
they must be absorbed if the project is to proceed. Normally, a sufficient margin in the 
finances of a project should be created to cover the risk event should it occur; however, it 
is not always essential for one party alone to bear all these absorbed risks. Risks can be 
reduced through pooling, possibly through participation in a consortium of contractors, 
when two or more parties are able to exercise partial control over the incidence and impact 
of risk. Joint ventures and partnerships are other examples of pooling risks.

7.4.5 Characterizing Uncertainty for Risk Reduction

Risk can be mitigated through proper uncertainty characterization. The presence of 
improperly characterized uncertainty can lead to greater estimates of likelihood of 
adverse events, as well as increased estimated cost margins as a means of compensating 
for these risks. Risk can be reduced by a proper characterization of uncertainty, which can 
be achieved through data collection and knowledge construction.

7.5 Risk Homeostasis

According to risk homeostasis concepts as described by Pitz (1992), people accept a 
 certain level of risk in any activity. This risk level is subjectively estimated and accepted 
in regard to their health, safety, and other things they value in exchange for the benefits 
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or satisfaction they hope to receive from that activity, such as transportation, work, eating, 
drinking, drug use, recreation, romance, and sports (Wilde 1988). Homeostasis is broadly 
defined as the tendency to maintain, or the maintenance of, normal, internal stability in 
a living species by coordinated responses of its relevant internal systems that automati-
cally compensate for environmental changes. Risk homeostasis can be defined in a similar 
manner as an ongoing activity of people of continuously assessing the amount of their 
risk exposure, comparing it with the amount of risk they are willing to accept, and trying 
to eliminate any difference between the two risk levels. Thus, if an individual’s exposure 
to risk is subjectively assessed by the individual to be lower than an acceptable level, the 
individual might tend to engage in actions that increase his or her exposure to risk. If a 
subjectively experienced risk is higher than an acceptable level, people attempt to exercise 
greater caution. This balancing act of bringing risk exposures to acceptable levels is contin-
uous; consequently, people choose their future actions in an adaptive manner so that sub-
jectively assessed risk exposures match acceptable risk levels. Each particular adjustment 
action carries an objective probability of risk of accident or illness; therefore, the aggrega-
tion of these adjustment actions across the entire population over an extended period of 
time of several years yields the temporal rate of accidents or of lifestyle-dependent dis-
eases for the population.

Resulting accident and disease rates, as well as more direct and frequent personal experi-
ences of danger, in turn influence the amount of risk people associated with various activities 
and lifestyles over the next period of time. Accordingly, people decide on their future actions, 
and these actions in turn produce the subsequent rate of human-caused mishaps. Such a 
closed loop representation between the past and the present and between the present and 
the future produces, over the long run, human-made mishap rates reflecting risk acceptance.

The implication for risk homeostasis concepts is that people alter their behavior in response 
to implementing health and safety measures to increase their risk exposures to bring them 
to the same levels as acceptable levels of risk. Reducing the cumulative or total risk level 
requires motivating people to alter the amount of risk they are willing to undertake. Such 
an implication can be used to explain the fact that technological efforts toward flood control 
in the United States have failed to reduce the number of flood victims. Improved impound-
ment and levee construction have made certain areas less prone to flooding, but, as a con-
sequence, more people have settled in the fertile plains because they were now safer than 
before, leading to the same end result in terms of the number of flood victims. Subsequent 
floods, although fewer in number, have caused more human loss and more property dam-
age. Understanding risk homeostasis, then, might affect the choice of risk mitigation actions. 
For example, reducing the problem of excessive flow of water and flooding might be more 
effectively mitigated upstream in the form of reforestation or the careful maintenance of 
wetlands so that more-than-normal precipitation is contained and does not run downhill.

Risk homeostasis can also explain the fact that a random selection of cigarette smokers 
who were advised to quit by their physician did indeed reduce their cigarette consump-
tion to a much greater extent than a comparison group (Wilde 1988). These former smokers 
had a lower rate of smoking-related disease; however, they did not live any longer. Also, it 
could explain why the number of traffic deaths per capita has remained the same or even 
increased despite the construction of modern, multilane highways. These highways have 
contributed to a reduction in the number of road deaths per unit distance driven but have 
maintained or even increased the number of traffic deaths per capita. A sure way to reduce 
the accident rate on a particular road to zero is to simply close down that road to all traffic. 
However, road users would move to other roads, and the accidents would migrate with 
them to other locations (Wilde 1988).
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Risk homeostasis could have a great implication for selecting risk mitigation actions. 
Traditional risk mitigation practices can therefore be called into question, such as pro-
hibiting drinking and driving, closing borders to illicit drug trade, relying on enforce-
ment of laws traditionally, informing the public of certain dangers, and engineering 
the physical aspects of the built environment. Risk mitigation actions that depend on 
human conduct might not work or might not be effective in general. These conclusions 
emphasize the need to account for human behavior within risk mitigation actions and to 
devote efforts to changing the behavior of humans, aimed at increasing people’s desires 
to be safe and live a healthy lifestyle. Thus, in addition to enforcement, educational, and 
engineering approaches, a motivational approach to prevention is necessary.

7.6 Insurance for Loss Control and Risk Transfer

Risk management, including loss control, is of central importance for insurers. Insurers 
typically perform rigorous studies and reviews, followed by periodic site visits and spe-
cialized studies. Some insurers utilize specialized methods and protocols for performance 
measurement and verification.

7.6.1 Loss Control

Loss control for risk management in insurance practices is central to the business of insur-
ance. If insurers and insured systems are able to limit the rate and/or intensity of losses, or 
at least quantify the risk, pure premiums can be calculated with known distributions and 
uncertainty. Potentially, the cost of insurance can be lowered, although a variety of market 
consideration might weigh heavily on determining financial premium and deductible rates. 
Loss control measures can range from requiring fire sprinklers in buildings to computer 
ergonomics training in workplaces. The two primary approaches to implementing insur-
ance loss control are contractual and technical. Contractual methods include exclusions on 
the policy or the ability to shift the loss cost to others, such as in performance surety bonds, 
for which the insurer can make claims on the contractor in the event of a loss. Insurance 
providers also limit claims through the use of deductibles and exclusions. Technical meth-
ods for loss control include a host of quality assurance techniques used during design, 
construction, and start-up of a project. These technical methods are captured within the set 
of tools known as system commissioning. Measurement and diagnostics methods can be used 
to track actual performance and make corrections before claims materialize. Loss control 
specialists are used to help keep the number of accidents and losses to a minimum. They 
visit factories, shop floors, and businesses to identify potential hazards and help to elimi-
nate them. In the health insurance area, they might work with an organization to promote 
preventive health care in the workplace or to limit exposure to certain types of ailments.

7.6.2 Risk Actuaries and Insurance Claim Models

The insurance industry utilizes analytical skills to assess risks and the price of their  insurance 
products. The analytical skills of actuaries are used to assess risks of writing insurance 
policies on property, businesses, and people’s lives and health. For example, the cost of 
automobile insurance is significantly higher for someone under the age of 25 than for 
other age groups because actuaries have determined that the risk of insuring automobiles 
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is highly age dependent. Actuaries are a crucial part of the insurance process because 
they use statistical and mathematical analyses to assess the risks of providing coverage. 
Actuaries, therefore, need to be aware of general societal trends and legislative develop-
ments that may affect risks. Actuaries can work either within insurance companies or for 
the government, pension-planning organizations, or third-party advisors. The remainder 
of this section provides an example presentation of an actuary model for assessing risks.

The development of a risk model for insurance purpose requires the assessment of antic-
ipated insurance claims. Several factors can affect the expected loss to insurer as a result of 
claims, most importantly claim rate (or frequency) and severity. If the uncertainty associ-
ated with both can be modeled, a reasonable assessment of claim magnitude may be made. 
For this purpose, an insurance claim model should be constructed using a combination of 
analytical skills and expert opinions. Expert opinion elicitation can be used to gather data 
on claim or accident occurrence rates or frequencies and on claim or accident severities.

The objective of an insurance claim model is to assess the annual magnitude of claims by 
accounting for uncertainties associated with frequencies, severities, and expert-to-expert 
variability. Several experts might be used to elicit the necessary information.

The annual rate of events (λ) can be estimated as an interval, such as [0.2, 0.3] or [0.2, 0.9]. 
The annual rate can be modeled by a Poisson process with an estimated occurrence rate λ. 
For simplicity, an elicited interval is assumed to be the mean annual rate ±kσ, where k is a 
given real value. The mean (μ) and standard deviation (σ) can be computed based on the 
interval limits of λ and k. The annual rate based on this model is a random variable dis-
tributed according to a continuous distribution with the probability density function fλ(λ), 
which can be represented by such probability distributions as (1) a gamma distribution, 
(2) a beta distribution, or (3) a negative binomial distribution (or Pascal distribution). In 
this section, a gamma distribution is used to illustrate computational procedures to assess 
annual claims. Other distributions could have been used for this assessment. The gamma 
distribution has two parameters, α and θ, defined as follows:

 α µ
σ

=
2

2  (7.18a)

and

 θ σ
µ

=
2

 (7.18b)

where:
μ is the assumed mean of λ
σ is the standard deviation of λ

The probability density function ( fλ) of the gamma distribution is given by

 f x
x

x

λ

α θ

αα θ
( )

( )
=

−
−

1e
Γ

 (7.19)

The severity of a claim is the second variable that has to be examined in the assessment of 
insurance claims. The severity of claims can be modeled using two lognormal distributions 
representing the lower and upper limits and based on the expert opinion. These two dis-
tributions can be treated to have equal likelihood in terms of their representation of future 
insurance claim severities. Means and standard deviations for both the lower and upper 
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severity limits can be elicited. Therefore, the event occurrence severity is a random variable 
with the cumulative distribution function (CDF), FS(s), taking on one of the two lognormally 
distributed random variables (i.e., low and high estimates of the CDF) with equal probabil-
ity of 0.5. Each of these distributions is defined by its mean and COV. Other distributions 
can also be used as FS(s). The mean and standard deviation of the severity are designated as 
μs and σs, respectively. These values are then used in the calculation of equivalent normal 
mean and standard deviation for the lognormal distribution as follows:

 µ µ σy s y= −ln( )
1
2

2  (7.20a)
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Having defined the normal-equivalent mean and standard deviation, the density function 
for the lognormal distribution may be shown as
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Having identified the major components for modeling the magnitude of the insurance 
claims, two cases are considered here. The annual rate of claims is regarded first as non-
random and second as random. Both cases examine the magnitude of claims over a time 
period t in years (e.g., t = [0, 10]). A stochastic model is therefore gradually constructed in 
this section as provided under separate headings. Two cases are considered as follows: (1) a 
fundamental loss accumulation model in which the rate is known either as a nonrandom 
value or as a random value and the severity is represented by a probability distribution and 
(2) an extension of the first case, where severity is assessed based on the opinion of several 
experts. These two cases are developed in the subsequent sections.

7.6.2.1 Modeling Loss Accumulation

The rate (λ) is initially considered to be a nonrandom quantity. Randomness in the rate is 
added to the model at the end of the section. The severity of each event is modeled using a 
continuous random variable with the CDF FS(s). The CDF of the accumulated damage (loss) 
during a nonrandom time interval [0, t] is given by

 F s t
t

n
F st

n

n

S
n( ; , )

( )
!

( )( )λ λλ= −

=

∞

∑e
0

 (7.22)

where:
F sS

n( )( ) is the n-fold convolution of FS(s)

In other words, F sS
n( )( ) is the probability that the total loss accumulated over n events  (during 

time t) does not exceed s. For n = 0, F sS
( )( )0  is defined as F sS

( )( )0  = 1; for n = 1, F sS
( )( )1  = FS 

[i.e., the CDF of S using the mean (μ) and the standard deviation (σ) of S]. For n = 2, the 
twofold convolution F sS

( )( )2  can be evaluated using conditional probabilities as
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F s P S S s F s x f x xS S S

( )( ) ( ) ( ) ( )2

0

= + < = −
∞

∫ d

where:
P is the probability
fS(s) is the density function of severity

This result can be expressed as

 F s F s x F xS S S
( )( ) ( ) ( )2

0

= −
∞

∫ d

In the case of a normal probability distribution, the twofold convolution F sS
( )( )2  can be 

evaluated as follows:

 F s P S S s F sS S
( )( ) ( ) ( ; , )2 2 2= + < = µ σ

where:
F sS( ; , )2 2µ σ  is the CDF of (S  +  S) that can be evaluated using the normal CDF of S with 

a mean value of 2μ and a standard deviation of 2σ for uncorrelated and identical 
severities

For other distribution types, the distribution of the sum S + S needs to be used. In general, 
for the case of S + S, the following special relations can be used:

•	 S + S is normally distributed if S is normally distributed.
•	 S + S has a gamma distribution if S has an exponential distribution.
•	 S + S has a gamma distribution if S has a gamma distribution.

The threefold convolution F sS
( )( )3  is obtained as the convolution of the distributions of 

F sS
( )( )2  and FS(s). For uncorrelated and identical severities represented by a normal prob-

ability distribution, the threefold convolution is

 F s P S S S s F sS S
( )( ) ( ) ( ; , )3 3 3= + + < = µ σ

Higher order convolution terms can be constructed in a similar manner for n uncorrelated 
and identical severities represented by a normal probability distribution as follows:

 F s P S S S s F s n nS
n

S( ) ( ) ( ; , )= + + + < =… µ σ

The above equation includes the sum of n identical and independent random variables S. 
Therefore, Equation 7.22 can be written for uncorrelated and identical severities  represented 
by a normal probability distribution as follows:

 F s t
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n
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If λ is random with the PDF f λ(λ), Equation 7.22 can be modified to:

 F s t e
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F s ft
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n

S
n( ; )

( )
!

( ) ( )( )=
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∑∫ λ
λ

λ λ λ
00

d  (7.23)

where:
F sS

n( )( ) is the n-fold convolution of FS(s)

7.6.2.2 Subjective Severity Assessment

Information on severity might not be available, thus requiring the use of expert opinions as 
discussed in Chapter 8. If an expert provides two distributions of severity, FSmax(s) and FSmin(s), 
Equation 7.22 must be replaced by the respective mixture of the two distributions with equal 
weights. In general, for j = 1, 2,…, k experts, the distribution of accumulated damage (loss) can 
be represented using one of the following approaches: (1) the respective mixture of the distri-
butions given by Equation 7.23 or (2) the distribution of weighted average with appropriately 
chosen weights wj ( j = 1, 2,…, k). These two approaches are described in this section.

For the mixture of distributions, the CDF of the accumulated damage (loss) during a 
nonrandom time period [0, t] is given by the following expression based on Equation 7.23:

 F s t w F s tj j

j
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( ; ) ( ; )=
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∑

1

 (7.24)

where:
wjj

k =∑ = 11
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For the distribution of weighted average, the accumulated damage (loss) distribution is the 
k-fold weighted convolution of the distributions of Equation 7.23:

 F s t F s tw
k
j

( ; ) ( ; )( )=  (7.25)

where:
Fwj(s;t) = Fj(wjs;t) is associated with weight wj from wjj

k =∑ = 11

For equal weights, each weight is given by

 w
k

j = 1
 (7.26)

In this case, because the distributions Fj(s;t) (j = 1, 2,…, k) are assumed to be independent, 
the mean (μS) and the standard deviation (σS) of F(s;t) are expressed in terms of the mean 
( )µSj  and the standard deviation ( )σSj  of the distributions Fj(s;t) as

 µ
µ

S
S
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=
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1

 (7.27a)

 



448 Risk Analysis in Engineering and Economics

 

σ σS S

j

k

k j=














=
∑1 2

1

1 2/

 

(7.27b)

The closed-form solution of Equation 7.24 can be obtained for some distribution families 
(e.g., the normal one).

7.6.2.3 Computational Procedures and Illustrations

A computational model based on the above probabilistic model can be developed using 
some analytical approximations, numerical methods, and/or Monte Carlo simulation 
approaches including efficient algorithms such as Latin hypercube sampling and impor-
tance sampling. The computational procedure has the following features:

•	 Input data (k experts)
•	 Distributions of λ and damage (loss)
•	 Evaluation of Equation 7.23 for each expert
•	 Combining the results from the previous steps in numerical and graphical forms 

of a mixed distribution solution based on Equation 7.24 or an averaging distribu-
tion solution based on Equation 7.25

Example 7.5:  one Expert and Nonrandom Event occurrence Rate

The numerical example presented in this section illustrates the case of one expert and 
nonrandom rate λ. The computations for the case of multiple experts can be constructed 
directly through extension.

The event rate (λ) is assumed to have a value of one event per year, and the loss as a 
result of one event occurrence is assumed to have the normal distribution with mean 
(μS) of 3 and standard deviation (σS) of 0.2 (in $1000). The model given by Equation 7.22 
was evaluated for the following time intervals: t = 1, 2, 3, and 4 years.

To provide the accuracy acceptable for practical applications, the summation of 
Equation 7.22 includes 11 terms in this case. The normal distribution was used to evalu-
ate the operation of convolution. The n-fold convolution F sS

n( )( ) is the normal distribu-
tion having a mean equal to the mean of the underlying distribution, FS(s), multiplied 
by n, and the respective variance is increased by the same factor n. Selected compu-
tational steps of accumulated damage (loss) distributions are illustrated in Table 7.8, 
where F(s;t,λ) is the cumulative probability distribution of the accumulated loss for a 
time period of t and a rate of occurrence of λ. The table shows sample computations for 
t = 1 year.

The accumulated damage (loss) distributions evaluated for all time intervals are 
shown in Figure 7.10. The computational steps in each function are associated with 
the successive convolutions in the sum of Equation 7.22. The figure shows that the 
median of loss increases as the time exposure increases. Similar statements can be 
made about other percentiles. The table summarizes the evaluation of the infinite sum 
of Equation 7.22 using an approximation of 11 terms. The contribution of each term 
diminishes as n becomes larger. Terms should be accumulated until the contributions 
become insignificant. The model is evaluated for selected s values as provided in the 
columns of the tables. Selected s values are provided in the table for demonstration 
purposes.
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7.7 Benefit–Cost Analysis

Many decision situations involve multiple hazards and potential failure scenarios. For 
cases involving several credible consequence scenarios, the risks associated with each can 
be assessed as the product of the corresponding probabilities and consequences, and the 
results summed up to obtain the total risk. If the risk is not acceptable, mitigation actions 
should be considered to reduce it. Justification for these actions can be developed based 
on benefit–cost analysis. The costs in this case are associated with mitigation actions. The 
benefits that are associated with mitigation actions can be classified as follows:

•	 Reduction in the number of severe accidents that lead to reduced fatalities, reduced 
injuries, and reduced property and environmental loss

•	 Reduction in the number of incidents (i.e., minor accidents) that lead to reduced 
injuries and reduced property and environmental losses

•	 Reduction in the number of incidents and accident precursors leading to reduced errors 
and deviations, reduced equipment failures, reduced property and  environmental 
losses, and so on

•	 Secondary and tertiary benefits as a result of intangibles

Benefit assessment sometimes requires the development and use of categories of products 
and users to obtain meaningful results. An illustrative example of this requirement is 
the examination of survival data based on the use of PFDs, as provided in the following 
 hypothetically constructed data:

Case Adults Children Adults and Children

Wearing PFDs
98

100
0 98= .

320
400

0 80= .
418
500

0 836= .

Not wearing PFDs
950

1000
0 95= .

250
400

0 625= .
1200
1400

0 857= .

The results for adults in the table show that wearing a PFD reduces drowning risk. 
Similarly, the results for children also show that wearing a PFD reduces drowning risk. In 
addition, the data assumed here show that children always wear PFDs, whereas adults do 
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FIGURE 7.10
Cumulative distribution functions (CDFs) of the accumulated loss, F(s;t,λ), with nonrandom annual rate.
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not wear PFDs most of the time. The last column in the table shows the combined results 
for adults and children without user categories. This combined case produces illogical 
values— wearing PFDs does not reduce drowning risk. In this case, the large differences 
between the counts of adults and children, combined with survival rates that depend on 
respective categories, result in the illogical final results. It is evident from this example that 
computing frequency reduction as a benefit should be based on properly and carefully con-
structed categories. The construction of these categories depends on the decision situation.

The present value of incremental costs and benefits can be assessed and compared 
among alternatives that are available for risk mitigation or system design. Several meth-
ods are available to determine which, if any, option is most worth pursuing. In some cases, 
no alternative will generate a net benefit relative to the base case. Such a finding would be 
used to argue for pursuit of the base case scenario. The following are the most widely used 
present value comparison methods (as discussed in Chapter 6):

•	 NPV
•	 Benefit-to-cost ratio
•	 Internal rate of return (IRR)
•	 Payback period

The NPV method requires that each alternative must meet the following criteria to warrant 
investment of funds: (1) should have a positive NPV and (2) should have the highest NPV of 
all alternatives considered. The first condition ensures that the alternative is worth undertak-
ing relative to the base case; that is, it contributes more in incremental benefits than it absorbs 
in incremental costs. The second condition ensures that maximum benefits are obtained in a 
situation of unrestricted access to capital funds. The NPV can be calculated as follows:

 NPV = −
+
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= = =
∑ ∑ ∑( )
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 (7.28)

where:
B is the future annual benefits in constant dollars
C is the future annual costs in constant dollars
r is the annual real discount rate
k is the number of years from the base year over which the project will be evaluated
t is an index running from 0 to k representing the year under consideration

The benefit of a risk mitigation action can be assessed as follows:

 Benefit unmitigated risk mitigated risk= −  (7.29)

The cost associated with Equation 7.29 is the cost of the mitigation action. The benefit 
minus the cost of mitigation can be used to justify the allocation of resources. The benefit-
to-cost ratio can be computed as follows and may also be helpful in decision making:

 Benefit-to-cost ratio
Benefit

Cost
Unmitigated riskB

C






 ==

−−mitigated risk
Cost of a mitigation action

 (7.30)

Ratios >1 are desirable. In general, the larger the ratio, the better the mitigation action.
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Accounting for the time value of money would require defining the benefit-to-cost ratio 
as the present value of benefits divided by the present value of costs. The benefit-to-cost 
ratio can then be calculated as follows:
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 (7.31)

where:
Bt is the future annual benefits in constant dollars
Ct is the future annual costs in constant dollars
r is the annual real discount rate
t is an index running from 0 to k representing the year under consideration

A proposed activity with a B/C ratio of discounted benefits to costs of ≥1 is expected to 
return at least as much in benefits as it costs to undertake, indicating that the activity is 
worth undertaking.

The IRR is defined as the discount rate that makes the present value of the stream of the 
expected benefits in excess of the expected costs equal 0 (as discussed in Chapter 6). In other 
words, it is the highest discount rate at which the project will not have a negative NPV. To 
apply the IRR criterion, it is necessary to compute the IRR and then compare it with a base 
rate of, say, a 7% discount rate. If the real IRR is <7%, the project would be worth undertak-
ing relative to the base case. The IRR method is effective in deciding whether a project is 
superior to the base case; however, it is difficult to utilize it for ranking projects and decid-
ing among mutually exclusive alternatives. Project rankings established by the IRR method 
might be inconsistent with those of the NPV criterion. Moreover, a project might have more 
than one IRR value, particularly when a project entails major final costs, such as cleanup 
costs. Solutions to these limitations exist in capital budgeting procedures and practices that 
are often complicated or difficult to employ in practice and present opportunities for error.

The payback period measures the number of years required for net undiscounted bene-
fits to recover the initial investment in a project (as discussed in Chapter 6). This evaluation 
method favors projects with near-term and more certain benefits and fails to consider the 
benefits beyond the payback period. The method does not provide information on whether 
an investment is worth undertaking in the first place.

Another issue of interest is the timing to implement an action. The optimal project 
 timing is frequently ignored in economic analysis but is particularly important in the case 
of large infrastructure projects, such as road improvements. In some cases, benefit–cost 
analysis may reveal that a greater net benefit can be realized if a project is deferred for sev-
eral years rather than implemented immediately. Such a situation has a higher likelihood 
of occurring if the following conditions are met:

•	 The project benefit stream is heavily weighted to the later years of the project life.
•	 The project is characterized by large, up-front capital costs.
•	 Capital and land cost escalation can be contained through land banking or other 

means.
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For example, a project NPV can be calculated for the following two-time scenarios to assess 
delaying the start of the project by d years: without delay (NPV) and with delay (NPVd):

 NPV = −
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0

 (7.32a)
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To resolve the issues of optimal timing, the NPV for each alternative should be measured 
for both the current and delayed time scenarios to identify the best alternative and the best 
starting time.

The models for benefit–cost analysis presented in this section have not accounted for the 
full probabilistic characteristics of B and C in their treatment. Concepts from reliability 
assessment of Chapter 4 can be used for this purpose. Assuming B and C to be normally 
distributed, a benefit–cost index (βB/C) can be defined similar to Equation 4.7 as follows:

 β µ µ

σ σ
B C

B C

B C

/ = −

+2 2
 (7.33)

where:
μ and σ are the mean and standard deviation, respectively

The failure probability, interpreted in this case as the probability of realizing the benefit 
can be computed as

 P P C Bf B C C, / ( ) ( )= > = −1 Φ β /B  (7.34)

In the case of lognormally distributed B and C, the benefit–cost index (βB/C) can be computed as
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where:
δ is the COV

Equation 7.34 also holds for the case of lognormally distributed B and C. In the case of 
mixed distributions or cases involving the basic random variables of B and C, the advanced 
second moment method of Section 4.2.1 or the simulation method of Section 4.2.2 can be 
used. In cases where benefit is computed as revenue minus cost, benefit might be corre-
lated with cost, requiring the use of the techniques found in Sections 4.2.1.4 and 4.2.2.4.

Example 7.6:  Protection of Critical Infrastructure

This example is used to illustrate the cost of benefit–cost analysis using a simplified 
decision situation. As an illustration, assume that there is a 0.01 probability of an attack 
on a facility containing hazardous materials during the next year. If the attack occurs, 
the probability of a serious release to the public is 0.01, with a total consequence of 
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$100 billion. The total consequence of an unsuccessful attack is negligible. The unmiti-
gated risk can therefore be computed as

 Unmitigated risk 10 109 6= =0 01 0 01 100 10. ( . )($ ) $× ×

If armed guards are deployed at each facility, the probability of attack can be reduced to 
0.001 and the probability of serious release if an attack occurs can be reduced to 0.001. 
The cost of the guards for all plants is assumed to be $100 million per year. The miti-
gated risk can therefore be computed as

 Mitigated risk 10 109 6= =0 001 0 001 100 0 10. ( . )($ ) $ .× ×

The benefit in this case is

 Benefit  or ~$10 10 106 6= $ $ . ,10 0 1 106× × ×−

The benefit-to-cost ratio is about 0.1; therefore, the $100 million cost might be difficult 
to justify.

Example 7.7:  Efficient Frontier in Benefit–Cost Analysis 
for a Mode of Transportation

Four transportation modes are being considered by the management of a warehousing 
company to supply components from the warehouse to one of its major customers in a 
foreign country. The available alternatives for the modes of transport are (1) road and 
ferry (A1), (2) rail and ferry (A2), (3) air (A3), and (4) sea (A4). The management team of 
the company was not certain of the cost and return values of the alternatives. A brain-
storming session by the management team produced probabilistic information for costs 
and revenues associated with each alternative, as shown in Table 7.9. Table 7.10 shows 

TABLE 7.9

Assessments of Modes of Transportation for Delivery to Foreign Clients

Cost Revenue

Estimated NPV of Cost ($ millions) Probability Estimated NPV of Revenue ($ millions) Probability

A1: road and ferry
    100
    90
    80

0.6
0.3
0.1

300
250
200

0.5
0.4
0.1

A2: rail and ferry 
    80
    70
    35

0.4
0.4
0.2

210
225
240

0.3
0.4
0.3

A3: air
    100
    90
    80

0.6
0.3
0.1

140
120
110

0.5
0.4
0.1

A4: sea
    140
    120
    10
–

0.1
0.1
0.8
–

200
100
80
50

0.2
0.4
0.3
0.1

NPV, net present value.
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the calculation of the benefits and the benefit-to-cost ratio (B/C) associated with each 
alternative. From Table 7.10, the alternatives can be ranked based on the B/C ratios to 
conclude that alternative A2 is the best choice, with the largest ratio of 2.36, followed 
in order by alternatives A4, A1, and A3. Figure 7.11 shows the results graphically along 
with the efficient frontier that includes the most appealing alternatives A1, A2, and A4. 
Alternative A3 is considered a risky alternative with low benefit value and high cost 
value compared to other alternatives. Assuming that the management team is risk 
averse, from Figure 7.11 alternative A2 gives the highest benefit ($158 million) with the 
least cost ($67 million), which is in agreement with the selection based on its greatest 
B/C ratio of 2.36.

This example can be developed further by computing the standard deviations of the 
benefits as shown in Table 7.11. The efficient frontier based on the mean and the standard 
deviation of benefit is shown in Figure 7.12. The figure shows A1 as the most appropriate 
option.

TABLE 7.10

Benefit-to-Cost Ratios for the Modes of Transportation

Alternatives Cost ($106) Revenue ($106) Benefits ($106) B/C Rank

A1: road and ferry 95 270 175 1.84 3
A2: rail and ferry 67 225 158 2.36 1
A3: air 95 129 34 0.36 4
A4: sea 34 109 75 2.21 2
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FIGURE 7.11
Efficient frontier for the benefit–cost analysis of transportation modes.

TABLE 7.11

Mean and Standard Deviation of Benefits for the Modes of Transportation

Alternative
Mean Cost 

($106)

Standard 
Deviation of 
Cost ($106)

Mean 
Revenue 

($106)
Standard Deviation 

of Revenue ($106)

Mean 
Benefits 

($106)

Standard 
Deviation of 

Benefits 
($106)

A1: road and ferry 95 6.71 270 33.17 175 33.84
A2: rail and ferry 67 16.61 225 12.55 158 20.82
A3: air 95 6.71 129 11.36 34 13.19
A4: sea 34 48.21 109 47.84 75 67.92
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7.8 Risk Financing

Risk financing can be defined as the activities associated with providing funds to cover the 
financial effect of unexpected losses experienced by an entity. Risk financing includes the tra-
ditional ways of risk transfer by funding reserves for self-insurance and risk pooling. Other 
contemporary risk finance methods are based on products and solutions offered by banking 
and insurance industry, such as captive insurance companies and catastrophic bonds.

Risk can be financed using catastrophe bonds (also known as cat bonds) using risk-
linked securities that transfer a specified set of risks from a sponsor to investors. Such 
a risk financing method was created and first used in the mid-1990s in the aftermath of 
Hurricane Andrew and the Northridge earthquake. The motive behind catastrophe bonds 
by insurance companies is to alleviate some of the risks they would face if a major catas-
trophe occurred; that is, they would spread the loss to a larger group of investors in return 
from their investments using the premiums. For example, an insurance company issues 
bonds through an investment bank, which are then sold to investors. If no catastrophe 
occurred, the insurance company would pay a coupon, that is, a fixed percentage return, to 
the investors; however, on the contrary, if a catastrophe did occur, then the principal would 
be forgiven and the insurance company would use this money to pay their claim holders. 
Such investments are usually subscribed by hedge funds, catastrophe-oriented funds, and 
asset managers to create diversifications in portfolios that are driven by other markets. The 
catastrophe bonds are often structured as floating rate bonds, the principal of which is lost 
if specified trigger conditions are met such as major natural catastrophes, for example, an 
earthquake within an epicenter zone of magnitude that exceeds a particular threshold and 
with losses in Tokyo. These catastrophe bonds are typically used by insurers as an alterna-
tive to traditional catastrophe reinsurance to increase capacity and maintain solvency in 
case of an event.

For example, an insurer that built up a portfolio of risks by insuring properties in Florida 
might wish to manage its risk by transferring some of this risk by simply purchasing 
traditional catastrophe reinsurance or sponsoring a catastrophe bond. The catastrophe 
bond would pass the risk on to investors. Sponsoring a catastrophe bond requires the 
 consultation with an investment bank to create a special purpose entity that would issue 
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the catastrophe bond. Investors would buy the catastrophe bond that might pay them a 
coupon based on a market indicator such as the London Interbank Offered Rate (LIBOR) 
plus a spread of about 3% and 20%. Two possible outcomes for investors are as follows:

 1. If no hurricane hit Florida, the investors would make return on the investment.
 2. If a hurricane were to hit Florida and trigger the catastrophe bond, the principal 

initially paid by the investors would be forgiven, that is, lost, and instead used by 
the sponsor to pay its claims to policy holders.

A captive insurance company is of a special type by being established with the specific 
objective of insuring risks emanating from their parent group(s), but they sometimes also 
insure risks of the group’s customers. Captive insurance companies, also called captives 
for short, are licensed by many jurisdictions, called as their domiciles. Most captive insur-
ers are based offshore, in places such as Belize, Bermuda, the Cayman Islands, Ireland, and 
Dubai International Financial Centre.

An example is used in this section to illustrate the use of risk financing in the construc-
tion of a large infrastructure project.

Example 7.8:  Risk Financing of 2001 Construction of the Rail Link Connecting 
London with the Channel Tunnel to Paris, France

The UK Department for Transport (DFT) awarded in 1996 a contract to the London and 
Continental Railways Limited (LCR), a private sector consortium, to build the Channel 
Tunnel Rail Link (the Link), a high-speed railway linking St. Pancras Station, London, to 
the Channel Tunnel connecting to Paris, France. According to 2006 report of the House 
of Commons Committee of Public Accounts on the Channel Tunnel Rail Link, the con-
struction of the Link was to have been funded partly by government grants and LCR 
borrowing money, secured on future revenue from the operator of the Link, Eurostar, 
UK. By the end of 1997, Eurostar’s revenues were well below LCR’s forecasts, and con-
sequently, LCR abandoned its plans to borrow money and approached DFT for an 
increase in the government grants. The government agreed to finance the project in two 
sections. The marginal economic justification of the project and changes in the team to 
build Section 2 resulted in restructuring the deal with LCR backed by DFT and Bechtel 
and a group of insurers sharing construction risk for Section 2. This 2001 deal included 
LCR paying Bechtel, also on the design–build team, and the insurers £87 million to 
bear £315 million of the first £600 million of any cost-construction overrun in a layered 
liability sharing structure. Additional information on the structure of the deal is avail-
able in Pollalis (2006) and the House of Commons Committee of Public Accounts (2006).

7.9 Loss Exposure and Residual Risk

Risk managers are commonly interested in knowing the exposure level of an entity 
as a result of various activities involving risks. Exposure is defined as the extent to 
which an organization’s and/or stakeholder’s concerns are subject to an event, and 
defined by things at risk that might include population at risk, property at risk, and 
ecological and environmental concerns at risk. Loss exposure can be defined as the 
likely maximum loss amount for an entity, also called probable maximum loss (PML) or 
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maximum foreseeable loss (MFL). Universally accepted quantitative definitions of PML 
or MFL are unavailable, and someone perhaps could introduce definitions such as the 
99th percentile loss value and the maximum loss value, respectively. The importance 
of knowing the loss exposure levels is to assess their impacts on an enterprise in order 
to ensure that the enterprise has the capacity or the means to obtain the capacity to 
meet its obligations. Sometimes insurers are interested to know the maximum possible 
loss (MPL) as the worst loss that could occur based on the worst possible combination 
of circumstances.

Residual risks are products of accepted risks through self-insurance, contractual and 
insurance exclusions, risks within time periods to statuary limitations or repose times, 
and so on. Such residual risks can become cumulative in nature in some cases, and could 
lead to a significant exposure and the potential for class actions. They can be managed by 
legal and insurance means.

Example 7.9:  Impact of Sea-Level Rise or Potential Storm Surge on Washington, DC

Figure 7.13 shows inundation maps of Washington, DC, as an example, using hypotheti-
cal sea-level rise (SLR) of 0.1, 0.4, 1.0, 2.5, and 5.0 m. Each image shows the clipped shape 
of the river and the data layer of the streets of Washington, DC (Ayyub et al. 2012). The 
Washington Post (2012) reproduced the results of Figure 7.13 as shown in Figure 7.14. 
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FIGURE 7.13
Impact of sea-level rise (SLR) on Washington, DC, for 0.1, 0.4, 1, 2.5, and 5 m. SLR, sea-level rise. (From Ayyub, 
B.M., Braileanu, H.G., and Qureshi, N., Risk Analysis: An International Journal, 32, 1901–1918, 2012. With permission.)
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The Washington Post interpreted the results from a powerful hurricane making landfall 
around Virginia Beach that would push loads of water into the Chesapeake Bay, causing 
a massive storm surge up the Potomac. Figure 7.15 shows the direct monetary losses of 
residential and some commercial properties using the city’s databases as a function of 
SLR (Ayyub et al. 2012).

FIGURE 7.14
The impact of a powerful hurricane making landfall around Virginia Beach, Washington, DC. (Washington Post 
2012 based on results by From Ayyub, B.M., Braileanu, H.G., and Qureshi, N., Risk Analysis: An International 
Journal, 32, 1901–1918, 2012. With permission.)
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7.10 Exercise Problems

Problem 7.1 What is the meaning of risk control and what is its objective? Why is it 
important to consider in risk assessment studies?

Problem 7.2 What are the different philosophies of risk control? Explain them by 
developing risk strategies for simple examples.

Problem 7.3 What are the three types of measurements required for defining a risk 
control philosophy? Give examples for each type of these measurements.

Problem 7.4 How can risk be controlled using economic analysis? What is the mean-
ing of utility and what are its axioms? Why is utility important in investment deci-
sions? What are the types of risk–attitude curves?

Problem 7.5 Use the information given in Tables 7.1 and 7.2 to draw the corresponding 
expected NPV decision tree showing the probability values for equal likelihood, 
increasing likelihood, and decreasing likelihood for alternatives A and C.

Problem 7.6 Use the information given in Tables 7.1 and 7.2 to draw the corresponding 
expected NPV decision tree showing the probability values for equal likelihood, 
increasing likelihood, and decreasing likelihood for alternatives B and C.

Problem 7.7 Use the information given in Tables 7.3 and 7.4 to draw the corresponding 
utility decision tree showing the probability values for equal likelihood, increasing 
likelihood, and decreasing likelihood for alternatives A and B.

Problem 7.8 Use the information given in Tables 7.3 and 7.4 to draw the corresponding 
utility decision tree showing the probability values for equal likelihood, increasing 
likelihood, and decreasing likelihood for alternative C.

Problem 7.9 Use the information given in Tables 7.1 and 7.3 and utility functions 
given by Equations 7.7 and 7.10 to draw the corresponding utility curves for 
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FIGURE 7.15
Assessment value of properties in DC vs. sea-level rise (SLR). (From Ayyub, B.M., Braileanu, H.G., and 
Qureshi, N., Risk Analysis: An International Journal, 32, 1901–1918, 2012. With permission.)
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decision alternative A. Do the curves that correspond to the two equations 
 differ? Why or why not?

Problem 7.10 Use the information given in Tables 7.1 and 7.3 and utility functions 
given by Equations 7.7 and 7.10 to draw the corresponding utility curves for deci-
sion alternatives B and C. Do the curves that correspond to the two equations dif-
fer for each alternative? Why or why not?

Problem 7.11 Using the information given in Table 7.2, plot the expected NPV against 
the standard deviation of NPV for the three decision alternatives for equal likeli-
hood, increasing likelihood, and decreasing likelihood. What is the optimal alter-
native based only on the expected NPV information?

Problem 7.12 What do (a) minimum variance frontier and (b) efficient frontier mean? 
Using the information given in Table 7.2, plot the efficient frontier curves for the 
three alternatives based on equal likelihood, increasing likelihood, and decreas-
ing likelihood.

Problem 7.13 Use Equation 7.17a and 7.17b of Example 7.1 to draw the utility curves 
for alternative B for equal likelihood, increasing likelihood, and decreasing 
likelihood.

Problem 7.14 A financial services corporation is considering five alternative sites for 
moving its head office in the near future. Preliminary assessments revealed vary-
ing expected and standard deviations of profit for each location as a result of varia-
tions in revenues gained from such a move and the associated costs incurred from 
renting these locations as follows: 

Site Alternative Expected Profit ($1000) Standard Deviation of Profit ($1000)

A 150 50
B 350 150
C 450 130
D 600 115
E 750 230

Use the following utility (U) function in terms of profit (P) to represent the risk 
attitude of the corporation:

 U P P P( ) . .= −0 25 0 0001 2

 to plot the efficient frontier and utility curves for this investment situation and 
to recommend the optimal alternative. (Hint: Plot the standard deviation on 
the vertical axis as shown in Figure 7.9.)

Problem 7.15 Use Equation 7.17a and 7.17b of Example 7.1 to draw the utility curves 
for alternative C for equal likelihood, increasing likelihood, and decreasing 
likelihood.

Problem 7.16 A chemical company requested bids from mechanical design com-
panies for equipment that will be installed in a mill they own for the purpose 
of selecting one of the designs. Five design alternatives were submitted and 
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the chemical company management needs to select the optimal design for 
implementation. The results of simulating the performance of the designs can 
be summarized in the form of the expected values and standard deviation of 
profits as follows:

Equipment Alternative Expected Profit ($1000) Standard Deviation of Profit ($1000)

A 120 30
B 100 40
C 220 60
D 315 60
E 350 80

Use the following utility (U) function in terms of profit (P) to represent the risk 
attitude of the corporation:

 U P P P( ) . .= −0 23 0 00015 2

 to plot the efficient frontier and utility curves for this investment situation and 
to recommend the optimal alternative. (Hint: Plot the standard deviation on 
the vertical axis as shown in Figure 7.9.)

Problem 7.17 Define risk homeostasis and demonstrate its meaning using simple 
examples from your own experiences.

Problem 7.18 What are the implications of risk homeostasis and its effect on the risk 
mitigation process?

Problem 7.19 Reevaluate the accumulated damage (loss) of Example 7.5 by changing 
the event occurrence rate λ to two events per year. The severity associated with 
an event occurrence is assumed in this problem to follow a normal probability 
distribution with mean (μS) of 4 and standard deviation (σS) of 0.3 (both in $1000). 
Evaluate the cumulative loss accumulation using the time intervals of 2, 4, 6, and 
8 years.

Problem 7.20 Reevaluate the accumulated damage (loss) of Example 7.5 by changing 
the event occurrence rate λ to three events per year. The severity associated with 
an event occurrence is assumed in this problem to follow a normal probability 
distribution with mean (μS) of 3 and standard deviation (σS) of 0.1 (both in $1000). 
Evaluate the cumulative loss accumulation using the time intervals of 1, 3, 5, and 
7 years.

Problem 7.21 What is meant by benefit–cost analysis? What are the formulae that can 
be used in benefit–cost analysis?

Problem 7.22 ABC Designs wants to compare design alternatives for a cross-
ing  structure. The design alternatives are either over or under a major river 
crossing the city. The alternatives are a bridge with three possible types of 
designs, denoted as A1, A2, A3, or A4, or a tunnel (B). These alternative struc-
tures will be operated as toll crossing roads. The designer estimated the dif-
ferent costs of alternatives and their respective lifetime revenues (NPV) in the 
table below. Perform a benefit–cost analysis to find the alternative that provides 
the optimal B/C ratio. Plot the five alternatives on an efficient frontier curve 
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and indicate your recommendation for the optimal alternative, assuming the 
designer to be risk averse.

Design Alternative

Cost Revenue

Estimated NPV 
of Cost ($106) Probability

Estimated NPV 
of Revenue ($106) Probability

A1: suspension bridge 200
170
150

0.5
0.3
0.2

500
250
220

0.4
0.4
0.2

A2: cast in situ bridge 150
120
100

0.4
0.3
0.3

300
270
200

0.4
0.5
0.1

A3: cable-stayed bridge 200
150
120

0.6
0.3
0.1

350
250
210

0.5
0.4
0.1

A4: arched steel girder 160
130
110

0.4
0.3
0.3

280
220
200

0.5
0.4
0.1

B: tunnel 250
220
200

–

0.7
0.2
0.1

–

450
350
250
200

0.3
0.4
0.2
0.1

NPV, net present value.

Problem 7.23 What is the definition of benefit in benefit–cost analysis? Define the dif-
ference between unmitigated and mitigated risks.

Problem 7.24 ABC marketing company is considering launching a new  product 
in  the market. The marketing manager and her team have prepared five 
 advertising campaign alternatives for marketing the new product. The alterna-
tives with their estimated costs and their corresponding revenues (NPV) as a 
result of the advertising campaign are presented in the table below. Perform 
a benefit–cost analysis to determine the alternative that provides the optimal 
B/C ratio. Plot the five alternatives on an efficient frontier curve showing your 
recommendation of the optimal alternative, assuming the manager to be risk 
averse.

Design Alternative

Cost Revenue

Estimated NPV 
of Cost ($106) Probability

Estimated NPV 
of Revenue ($106) Probability

A: advertise on radio 50
65
75

0.3
0.3
0.4

250
200
125

0.2
0.5
0.3

B: advertise in 
newspapers

100
120
130

0.5
0.2
0.3

250
230
200

0.3
0.5
0.2

C: advertise on 
television

150
250
300

0.4
0.4
0.2

450
350
200

0.4
0.3
0.3

(Continued)
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Design Alternative

Cost Revenue

Estimated NPV 
of Cost ($106) Probability

Estimated NPV 
of Revenue ($106) Probability

D: advertise on 
billboards

250
270
300

–

0.4
0.4
0.2

–

650
500
450
300

0.6
0.2
0.1
0.1

E: advertise on 
company Web site

60
75

100

0.5
0.3
0.2

180
160
130

0.4
0.5
0.1

NPV, net present value.
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8
Data for Risk Studies

Performing quantitative risk assessment requires information on possible failures, failure 
probabilities, failure rates, failure modes, possible causes, failure consequences, and uncer-
tainties associated with the information and the underlying system and its environment. 
This chapter provides guidance on data sources, use of databases, and expert opinion 
elicitation to support risk studies.
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8.1 Introduction

Risk studies require data for defining event scenarios and assessing occurrence 
 probabilities and consequences. Risk studies require failure data that are commonly not 
available to risk analysts because they represent products that have not worked as origi-
nally envisioned and thus could potentially be used in legal actions against a manufac-
turer or to gain competitive advantage. Therefore, manufacturers, perhaps at the advice of 
their legal counsel and marketing departments, do not often reveal such data freely. Due 
to the scarcity of failure data, efforts have been made on an industry level to pool data 
sources and protect anonymity of sources. An example of such an effort is the offshore 
reliability data (OREDA) program for the offshore oil exploration industry.

Data are needed to perform quantitative risk assessment or provide information to  support 
qualitative risk assessment. The relevant information for risk assessment includes possible 
failures, failure probabilities, failure rates, failure modes, possible causes,  failure conse-
quences, and uncertainties associated with the system and its environment. In the case of a 
new system, data may be used from similar systems if this information is  available. Surveys 
are a common tool used to produce some data. Statistical analysis can be used to assess con-
fidence intervals and uncertainties in estimated parameters of interest. Generally, data can 
be classified as failure probability data and failure consequence data. The data, if available or 
existing, provide a history of a system or components of the system. The history is provided 
through previous system failures, individual component failures, known causes for these 
failures, maintenance records, and any other information related to the system. In the case of 
a new system, data could be interpolated or extrapolated from existing information on simi-
lar systems or based on the data from known components that comprise the new system. In 
cases where similar systems are nonexistent, expert opinion elicitation (EE) can be employed.

8.2 Data Sources

Data can be placed in classes with distinct attributes. These class distinctions can come 
from the source of the information. Figure 8.1 shows a hierarchy of data sources and 
their usability. Preexisting data can be modified to reflect the stresses of the intended 
 application. Clemens (2002) describes a process depicted in Figure 8.1. If preexisting data 
provide information needed based on identical items in an identical environment and 
application, the preexisting data can be transferred into a database for performing risk 
analyses. Such an exact match is rarely encountered in cutting-edge technology applica-
tions, but it does represent the best situation. The next best situation is to find a dataset 
for similar conditions and then modify the data to make them roughly reflect the new 
stresses of the intended application. If neither of these scenarios is available, published 
reliability and consequence data can be used, when applicable. If preexisting data or 
published data are not available, engineering judgment must be utilized (e.g., use of EE). 
Another approach is to take preexisting data for a like system tested under differing 
conditions and compare the stress levels between the application of interest and the test 
application. The prerecorded failure rates are modified based on the comparative stresses 
of the two test environments. Bayesian methods can be used to combine the objective and 
subjective information.
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Generic data are data that have been generated by looking at machinery or systems that 
are similar but not necessarily identical to the equipment or systems under consideration. 
For instance, generic data regarding the failure of a motor-driven pump may come from 
several different types of pumps used in several different systems. These pumps may 
be used to pump fuel, lubricating oil, or water. Often, generic data are the only informa-
tion available in the initial stages of a probabilistic risk assessment (PRA), but these data 
should be used with care because they are generic and very general in nature. This gen-
eral information may be used in the beginning stages of a PRA, but more specific data 
should be acquired for a more thorough analysis.

A thorough PRA must include data that are more specific to the system being analyzed 
than the generic data used in the early stages of the PRA. The specific data can be data that 
are collected from identical components and systems or from actual systems similar to the 
one under consideration. The risk-related data collected for the system are often referred 
to as plant-specific data. If a PRA is conducted in the design stage of a system, plant-specific 
data are usually not available, and the PRA at this stage must be completed using generic 
data. A good practice is to perform the PRA using generic data, and when the system 
enters operation, the PRA is updated using the newly available plant-specific data.

Failure data on different components and systems are usually not available from man-
ufacturers, and generic failure probabilities can be used in these cases. In cases where 
data are not available, assumed values can be used. Example generic data are provided 
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by Modarres (1993) and Kumamoto and Henley (1996) for mechanical systems, especially 
nuclear power plants. Another source of failure data is expert judgment provided by chief 
engineers, systems designers, and systems analysts, as described in subsequent sections.

8.3 Databases

Databases can be classified according to the types and sources of information that they 
contain; for example, databases can be described as failure databases if they contain infor-
mation about failure probabilities and consequences. Also, a database can be described 
as an in-house database, a plant database, a process database, or an industry database, 
depending on the source and scope of information. This section provides information on 
databases that can be used in risk studies.

8.3.1 In-House Failure Databases

Risk studies require the knowledge of failure probabilities and consequences. The 
required information should be current and reflect the condition of the system at the 
time of the analysis. The development of an in-house database can greatly assist in meet-
ing these requirements of risk-based analysis. The failure database needs to be designed 
with the proper fields to facilitate the retrieval of information in the desired format in 
order to compute the failure probabilities and consequences. Data collection forms can 
be designed to collect information about failures for the purpose of developing a failure 
database. The various entries in a form should correspond to fields in the database, and 
completion of a form adds a complete record to the database. Commercial software for 
developing and managing databases is available. Also, spreadsheet software can be used 
for this purpose.

8.3.2 Plant Failure Databases

If an in-house failure database is not available, an available system or process database 
that is similar to the system or process under investigation should be used. The entries of 
the database should be examined carefully to ensure their applicability to the system or 
process under investigation. Any entries that are not fully applicable should be examined 
for possible adjustment based on judgment or other considerations. The sources of the 
collected information should be documented for future reference or for addressing future 
inquiries.

8.3.3 Industry Failure Databases and Statistics

Generic information about failures that can be obtained from industry failure databases 
or statistics should be used after careful examination for its applicability to the system or 
plant under investigation. Such information is available in the literature or is provided 
by professional organizations such as the American Society of Mechanical Engineers, the 
Institute of Electrical and Electronics Engineers, and the American Petroleum Institute. 
Results from specialized studies are also available, such as for failures during civil 
 construction (Eldukair and Ayyub 1991).
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8.3.4 Reliability, Availability, and Maintainability Databases

Various industries have attempted to develop reliability, availability, and  maintainability 
(RAM) databases with varying success. For example, an industry-wide, international 
marine network was recently formed to develop and collect RAM data, and to share these 
data at different levels by linking chief engineers, ship operators/managers, regulatory 
agencies, equipment manufacturers, and shipyards/designers (Inozu and Radovic 1999). 
Experiences with the development of databases have revealed some difficulty in obtaining 
failure information from participants due to the legal, insurance, and negative publicity 
implications and competitiveness and market-share concerns.

8.3.5 Failure Statistics Reported in the Literature

Failure statistics that are reported in the literature can be used after carefully examining 
them for their applicability to the system or plant under investigation before their use. 
Eldukair and Ayyub (1991) provide an example of the availability of such information.

8.3.6 Challenges Associated with Data from Other Sources

The definition of failure in most data sources is not clearly stated, particularly in failure-rate 
summary tables. The lack of standardized recording and reporting methodologies leads to 
the need to interpret the meaning of the data. For example, the mean is generally consid-
ered to be a single figure; however, a range is usually open to interpretation because it is 
not always clear if it represents the absolute extreme values or a confidence interval, and 
the corresponding confidence level may not be identified. Some data sources provide prob-
ability distribution models, such as normal or lognormal, whereas other sources provide 
a standard deviation. Methods of recording raw failure data are often not standardized. If 
the data are only recorded for internal purposes, the data fields could vary considerably 
from one organization to another. Sometimes government regulatory agencies require that 
organizations under their purview, such as the Nuclear Regulatory Commission (NuRC) 
for the US nuclear electrical generating industry, report failures to them in a standardized 
manner. In these cases, the centralized failure databases can prove to be very valuable for 
failure analysis and risk studies.

Only data summaries are commonly made available and published, and they can pose a 
challenge to users. Data summaries show only perspectives constructed by their authors. 
Often lacking are very important factors such as the size of the original dataset, leading 
to issues relating to statistical significance. Such summaries might not state if the data 
are empirically derived from observations or are estimated through some sort of expert 
 judgment. Without these details, the data cannot be fully and properly evaluated.

Failure data might not reveal the underlying technologies of the items that failed. The 
technological generation can have a significant effect on the relevance of data to various 
applications. Technological advances usually, but unfortunately not always, bring about 
an increase in reliability.

The operating environment can significantly impact the causes and definition of 
failure. If the operating environments differ significantly from the data source, an 
uninformed user would use the data outside their range of applicability, producing mis-
leading results. How the system is defined is also important. For example, an electrically 
powered liquid pump could be subdivided into electrical motor failures, mechanical 
(e.g., rotating) component failures of the bearings and impeller, or mechanical failure of 
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the casing and seals. Defining the system as the pump or the various components can 
significantly impact the findings.

Example 8.1: Types of Failure Data for an Engine of a Marine Vessel

Failures of components of a system, such as an engine room of a marine vessel, can be 
categorized as follows: (1) failure on demand (i.e., failure to start), (2) failure during ser-
vice (i.e., failure during running, also referred to as failure on time), and (3) unavailabil-
ity due to maintenance and testing, which can also be considered as failure on demand. 
For marine systems, such as the engine room of a marine vessel, failure probabilities 
are of the on-demand type. Hence, all failure-on-time rates of components should be 
converted into failure-on-time probability by multiplying the failure rate by the time 
of mission for the components. The time of mission is defined as the time of service of 
a component and can be one of the following types: (1) the expected lifetime for which 
the components are not subjected to scheduled maintenance and (2) the time interval 
between scheduled preventive maintenance of the component.

Maintenance can be classified as scheduled or unscheduled. In the first type, main-
tenance is performed based on a fixed time interval and is intended to prevent failure 
and its consequences. The scheduled maintenance can be for a component, a subsystem, 
or a system. The maintenance in this case is intended to occur before the occurrence of 
failure. The interval of scheduled maintenance can be based on the analysis of failure 
data of components, subsystems, or systems. In addition, the time interval of scheduled 
maintenance should account for the failure rate, consequence of failure, ease and accessi-
bility of maintenance, and life cycle cost analysis of the component, such as the expected 
cost of failure, the expected cost of maintenance, and the total expected cost. The cost of 
preventive maintenance is commonly less than the cost of failure. Unscheduled main-
tenance is performed based on indications that failure may occur soon, such as rising 
temperature readings of lubrication oil or a pressure drop across a valve. In this case, the 
cost of failure can be insignificant or much less than the cost of preventive maintenance. 
Section 9.2 includes additional information on modeling and optimizing resources for 
maintenance.

In this example, the following time intervals for maintenance of components can be 
used for illustration purposes based on the assumption of perfect maintenance and 
maintained components becoming as good as new:

•	 Forty-eight-hour average port-to-port duration for scheduled maintenance of 
components with failure-on-time rate ≤1E−3

•	 One hundred and sixty-eight-hour scheduled maintenance for components 
with failure-on-time rate ≤1E−4

•	 Forty-two-day voyage duration for scheduled maintenance of components 
with failure-on-time rate ≤1E−5

•	 Annual maintenance for scheduled maintenance of components with failure-
on-time rate ≤1E−6

The above maintenance schedule can be revised based on risk analysis results that 
provide both failure probabilities and consequences for various failure scenarios. Risk 
analysis should include all systems and their components, and should assess the impor-
tance and effect of each component on the failure rate of the systems and other depen-
dent systems.

The third mode of failure is unavailability, defined as the probability that a sys-
tem or a component will not work upon demand. In the reliability analysis of each 
system, two criteria can be calculated: (1) system reliability and (2) system unavail-
ability. These two criteria are different yet of the same importance to measure the risk 
involved in the design and operation of the system.
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8.4 Expert opinion Elicitation

8.4.1 Introduction

Available or existing data should be used to provide a history of a system or components of the 
system. In the case of a new system, data could be interpolated or extrapolated from existing 
information for similar systems or based on the data from known components that comprise 
the new system. In cases where similar systems are nonexistent, EE can be employed. This 
section provides background information and guidance on the elicitation of expert opinions.

8.4.2 Theoretical Bases and Terminology

Expert opinion elicitation (EE) can be defined as a heuristic process of gathering information 
and data or answering questions on issues or problems of concern. In this chapter, a focus on 
occurrence probabilities and consequences of events was established to demonstrate the pro-
cess presented in this chapter. For this purpose, the EE process can be defined as a formal pro-
cess of obtaining information or answers to specific questions about certain quantities referred 
to as issues, such as failure rates, failure consequences, and expected service life. EE should not 
be used in lieu of rigorous reliability and risk analytical methods but should be used to supple-
ment them and to prepare for them. The EE process  presented in this chapter is a variation of 
the Delphi technique (Helmer 1968) with  scenario analysis (Kahn and Wiener 1967) based on 
uncertainty models (Ayyub 1991, 1992a, 1992b, 1993, 1998; Ayyub and Gupta 1997; Ayyub et 
al. 1997; Cooke 1991), social research (Bailey 1994), the US Army Corps of Engineers studies 
(Ayyub et al. 1996), ignorance, knowledge, information, and uncertainty (see Chapter 1), as well 
as nuclear industry recommendations (NuRC 1997) and Stanford Research Institute protocol 
(Spetzler and Stael von Holstein 1975). Ayyub (2002) provides additional information on EE.

The terminology of Table 8.1 is used in this chapter for defining and using an EE pro-
cess. Table 8.1 provides the definitions of terms related to the EE process. The EE process 
is defined as a formal, heuristic process of gathering information and data or answering 
questions on issues or problems of concern. The EE process requires the involvement of a 
leader of the EE process who has managerial and technical responsibility for organizing 
and executing the project, overseeing all participants, and intellectually owning the results.

An expert can be defined as a very skillful person with considerable training in and 
knowledge of a specific field. The expert is the provider of an opinion in the process 
of EE. An evaluator is an expert who has the role of evaluating the relative credibility and 
plausibility of multiple hypotheses to explain observations. The process involves evalu-
ators, who consider available data, become familiar with the views of proponents and 
other evaluators, question the technical bases of data, and challenge the views of pro-
ponents, and observers, who can contribute to the discussion but cannot provide expert 
opinion. The process might require peer reviewers who can provide an unbiased assess-
ment and critical review of the EE process, its technical issues, and results. Some of the 
experts might be proponents, who advocate a particular hypothesis or technical position. 
In science, a proponent evaluates experimental data and professionally offers a hypoth-
esis that would be challenged by the proponent’s peers until proven correct or wrong. 
Resource experts are technical experts with detailed and deep knowledge of particular 
data, issue aspects, particular methodologies, or use of evaluators.

The sponsor of the EE process provides financial support and owns the rights to the 
results of the EE process. Ownership is in the sense of property ownership. A subject is 
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a person who might be affected by or might affect an issue or question of interest for the 
process. A technical facilitator (TF) is an entity responsible for structuring and facilitating 
the discussions and interactions of experts in the EE process, staging effective interactions 
among experts, ensuring equity in presented views, eliciting formal evaluations from 
each expert, and creating conditions for direct, noncontroversial integration of expert 
opinions. A technical integrator (TI) is an entity responsible for developing the composite 
representation of issues based on informed members and/or sources of related technical 
communities and experts; explaining and defending composite results to experts, peer 
reviewers, regulators, and policy makers; and obtaining feedback and revising compos-
ite results. A technical integrator and facilitator (TIF) is responsible for both functions of TI 
and TF. TIFs are commonly employed in engineering and economic applications.

TABLE 8.1

Terminology and Definitions

Term Definition

Evaluator A person who considers available data, becomes familiar with the views of 
proponents and other evaluators, questions the technical bases of data, and 
challenges the views of proponents

Expert A person with related or unique experience with an issue or question of interest for 
the process

EE process A formal, heuristic process of gathering information and data or answering 
questions on issues or problems of concern

Leader of the EE process An entity having managerial and technical responsibility for organizing and 
executing the project, overseeing all participants, and intellectually owning the 
results

Observer A person who can contribute to the discussion but cannot provide the expert 
opinion

Peer reviewer A person who can provide an unbiased assessment and critical review of an EE 
process, its technical issues, and results

Proponent A person who is an expert and advocates a particular hypothesis or technical 
position; in science, a person who evaluates experimental data and offers a 
hypothesis, which would be challenged by the proponent’s peers until proven 
correct or wrong

Resource expert A person who is a technical expert with detailed and deep knowledge of particular 
data, issues, particular methodologies, or use of evaluators

Sponsor of EE process An entity that provides financial support and owns the rights to the results of the 
EE process, with ownership being in the sense of property ownership

Subject A person who might be affected or might affect an issue or question of interest for 
the process

TF An entity responsible for structuring and facilitating the discussions and 
interactions of experts in the EE process, staging effective interactions among 
experts, ensuring equity in presented views, eliciting formal evaluations from 
each expert, and creating conditions for direct, noncontroversial integration of 
expert opinions

TI An entity responsible for developing the composite representation of issues based 
on informed members and/or sources of related technical communities and 
experts; explaining and defending composite results to experts and outside 
experts, peer reviewers, regulators, and policy makers; and obtaining feedback 
and revising composite results

TIF An entity responsible for the functions of both TI and TF

EE, expert opinion elicitation; TF, technical facilitator; TI, technical integrator; TIF, technical integrator and 
facilitator.
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8.4.3 Classification of Issues, Study Levels, Experts, and Process Outcomes

The NuRC (1997) classified the issues for EE purposes into three complexity degrees 
(A, B, or C) with four levels of study in the EE process (I, II, III, and IV), as shown in 
Table 8.2. A given issue is assigned a complexity degree and a level of study that depend 
on (1) the significance of the issue to the final goal of the study, (2) the technical complex-
ity and uncertainty level of the issue, (3) the amount of nontechnical contention about 
the issue in the technical community, and (4) the important nontechnical considerations, 
such as budgetary, regulatory, scheduling, public perception, or other concerns. Experts 
can be classified into five types (NuRC 1997): (1) proponents, (2) evaluators, (3) resource 
experts, (4) observers, and (5) peer reviewers. These types are defined in Table 8.1.

The study level as shown in Table 8.3 involves a TI or a TIF. A TI can be one person 
or a team (i.e., an entity) that is responsible for developing the composite representation 
of issues based on informed members and/or sources of related technical communi-
ties and experts; explaining and defending composite results to experts and outside 
experts, peer reviewers, regulators, and policy makers; and obtaining feedback and 
revising composite results. A TIF can be one person or a team (i.e., an entity) that is 
responsible for the functions of a TI, and structuring and facilitating the discussions and 
interactions of experts in the EE process; staging effective interactions among experts; 
ensuring equity in presented views; eliciting formal evaluations from each expert; and 
creating conditions for direct, noncontroversial integration of expert opinions. The pri-
mary difference between the TI and the TIF is in the intellectual responsibility for the 
study, which lies with only the TI or the TIF and the experts, respectively. The TIF has 

TABLE 8.2

Issue Complexity Degree

Degree of Complexity Description

A Noncontroversial; insignificant effect on risk
B Significant uncertainty; significant diversity; controversial complex
C Highly contentious; significant effect on risk; highly complex

Source: Nuclear Regulatory Commission (NuRC), Recommendations for Probabilistic Seismic Hazard Analysis: Guidance 
on Uncertainty and Expert Use, Vols. 1 and 2, NuRC, Washington, DC, 1997.

TABLE 8.3

Study Levels

Level Requirements

I TI evaluates and weighs the models based on literature review and experience, and estimates 
the needed quantities.

II TI interacts with proponents and resource experts, assesses interpretations, and estimates the 
needed quantities.

III TI brings together proponents and resource experts for debate and interaction. TI focuses the 
debate, evaluates interpretations, and estimates needed quantities.

IV TI and TF (which can be one entity, or TIF) organize a panel of experts to interpret and evaluate, 
focus discussions, keep the experts’ debate orderly, summarize and integrate opinions, and 
estimate the needed quantities.

Source: Nuclear Regulatory Commission (NuRC), Recommendations for Probabilistic Seismic Hazard Analysis: Guidance 
on Uncertainty and Expert Use, Vols. 1 and 2, NuRC, Washington, DC, 1997.

TF, technical facilitator; TI, technical integrator; TIF, technical integrator and facilitator.
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also the added responsibility of maintaining the professional integrity of the process 
and its implementation.

The TI and TIF processes are required to utilize peer reviewers for quality assurance 
purposes. Peer review can be classified according to the peer-review method and the 
peer-review subject. Two methods of peer review can be performed: (1) participatory 
peer review, which would be conducted as an ongoing review throughout all study 
stages, and (2) late-stage peer review, which would be performed as the final stage of 
the study. The former method allows for affecting the course of the study, whereas the 
latter one might not be able to affect the study without a substantial rework of the study. 
The second classification of peer review is peer-review subject, which has two types: 
(1) technical peer review, which focuses on the technical scope, coverage, contents, and 
results, and (2) process peer review, which focuses on the structure, format, and execu-
tion of the EE process. Guidance on the use of peer reviewers is provided in Table 8.4 
(NuRC 1997).

The EE process preferably should be conducted to include a face-to-face meeting 
of experts specifically to address the issues under consideration. The meeting of the 
experts should be conducted after providing the experts in advance with background 
information, objectives, a list of issues, and the anticipated outcome of the meeting. 
The EE based on the TIF concept can result in consensus or disagreement. Consensus 
can be of four types shown in Figure 8.2. Commonly, the EE process has the objec-
tive of achieving consensus type 4, that is, experts agree that a particular probability 
distribution represents the overall scientific community. The TIF plays a major role in 
building consensus by acting as a facilitator. Disagreement among experts, whether it 
is intentional or unintentional, requires the TIF to act as an integrator by using equal or 
unequal weight factors. Sometimes, expert opinions need to be weighed for appropri-
ateness and relevance rather than being strictly weighted by factors in a mathematical 
aggregation procedure.

8.4.4 Process Definition

EE has been defined as a formal, heuristic process of obtaining information or answers to 
specific questions about certain quantities, or issues, such as failure rates, failure conse-
quences, and expected service lives. The suggested steps for an EE process depend on the 

TABLE 8.4

Guidance on Use of Peer Reviewers

EE Process Peer-Review Subject Peer-Review Method Recommendation

TIF Technical Participatory Recommended
Late stage Can be acceptable

Process Participatory Strongly recommended
Late stage Risky, unlikely to be successful

TI Technical Participatory Strongly recommended
Late stage Risky, but can be acceptable

Process Participatory Strongly recommended
Late stage Risky, but can be acceptable

Source: Nuclear Regulatory Commission (NuRC), Recommendations for Probabilistic Seismic Hazard Analysis: Guidance 
on Uncertainty and Expert Use, Vols. 1 and 2, NuRC, Washington, DC, 1997.

TI, technical integrator; TIF, technical integrator and facilitator.
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use of a TI or a TIF, as shown in Figure 8.3. The details of the steps involved in these two 
processes are defined in subsequent subsections.

8.4.5 Need Identification for Expert Opinion Elicitation

The primary reason for using EE is to deal with uncertainty in selected technical issues 
related to a system of interest. Issues with significant uncertainty, issues that are con-
troversial and/or contentious, issues that are complex, and/or issues that can have a 
significant effect on risk are most suited for EE. The value of the EE comes from its 
initial intended uses as a heuristic tool, not a scientific tool, for exploring vague and 
unknown issues that are otherwise inaccessible. It is not a substitute for scientific, rigor-
ous research.

The identification of need and its communication to experts are essential for the suc-
cess of the EE process. The need identification and communication should include the 
definition of the goal of the study and the relevance of issues to this goal. Establishing this 
relevance makes the experts stakeholders and therefore increases their attention and sin-
cerity levels. Establishing the relevance of each issue or question is essential for enhancing 
the reliability of data collected from the experts.

8.4.6 Selection of Study Level and Study Leader

The goal of a study and the nature of the issues determine the study level, as shown in 
Table 8.2. The study leader can be a TI, a TF, or a combined TIF. The leader of the study 
is an entity having managerial and technical responsibility for organizing and execut-
ing the project, overseeing all participants, and intellectually owning the results. The pri-
mary difference between the TI and the TIF lies in the intellectual responsibility for the 
study—with only the TI or with both the TIF and the experts. The TIF has also the added 
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process
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Equal weights Nonequal
weights

Quantitative
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Type 1: Each expert
believes in same
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FIGURE 8.2
Outcomes of the expert opinion elicitation (EE) process.
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responsibility of maintaining the professional integrity of the process and its implementa-
tion. The TI is required to utilize peer reviewers for quality assurance purposes.

A study leader should be selected based on the following attributes:

•	 Outstanding professional reputation and widely recognized competence based on 
academic training and relevant experience

•	 Strong communication and interpersonal skills, flexibility, impartiality, and abil-
ity to generalize and simplify

Identify need of an
expert elicitation

process

Define study level

Select TI

TIF
process

TI
process

Select study leader

Identify and select peer
reviewers

Identify technical issues, available information, design
analyses, information sources, and retrieval methods

Perform analyses, collect information relevant to
issues, and estimate needed quantities

Perform data
diagnostic

Administer peer
review

Revise estimated quantities and respond to peer
reviews

Select TIF

Discuss and refine the
issues

Train the experts for
elicitation

Facilitate group interaction and
elicit opinions

Analysis, aggregation, revisions, resolution of disagreement,
and consensus estimation of needed quantities

Document process and
communicate results

Document process and
communicate results

Identify and select
technical issues

Identify and select
experts and peer

reviewers

Administer peer
review

FIGURE 8.3
Expert opinion elicitation (EE) process. TI, technical integrator; TIF, technical integrator and facilitator. [Adapted 
from Nuclear Regulatory Commission (NuRC), Recommendations for Probabilistic Seismic Hazard Analysis: Guidance 
on Uncertainty and Expert Use, Vols. 1 and 2, NuRC, Washington, DC, 1997.]
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•	 A large contact base of industry leaders, researchers, engineers, scientists, and 
decision makers

•	 Ability to build consensus and leadership qualities

The study leader does not need to be a subject expert but should be knowledgeable in the 
subject matter.

8.4.7 Selection of Peer Reviewers and Experts

8.4.7.1 Selection of Peer Reviewers

Peer review can be classified according to peer-review method and peer-review subject. 
Two methods of peer review can be performed: (1) participatory peer review, which is con-
ducted as an ongoing review throughout all study stages, and (2) late-stage peer review, 
which is performed as the final stage of the study. The second classification of peer reviews 
is by peer-review subject, which can be (1) technical peer review, which focuses on the 
technical scope, coverage, contents, and results, and (2) process peer review, which focuses 
on the structure, format, and execution of the EE process.

Peer reviewers are needed for both the TI and TIF processes. The peer reviewers should be 
selected by the study leader in close consultation with perhaps the study sponsor. Researchers, 
scientists, and/or engineers who will serve as peer reviewers should have the following:

•	 An outstanding professional reputation and widely recognized competence based 
on academic training and relevant experience

•	 A general understanding of the issues in other related areas or relevant expertise 
and experiences from other areas

•	 The availability and willingness to devote the required time and effort
•	 Strong communication skills, interpersonal skills, flexibility, impartiality, and an 

ability to generalize and simplify

8.4.7.2 Selection of Experts

The size of an expert panel should be determined on a case-by-case basis. The panel should 
be large enough to achieve the required diversity of opinion, credibility, and result reli-
ability. In recent EE studies, a nomination process was used to establish a list of candidate 
experts by consulting the archival literature, technical societies, governmental organiza-
tion, and other knowledgeable experts (Trauth et al. 1993). Formal nomination and selec-
tion processes should establish appropriate criteria for nomination, selection, and removal of 
experts. For example, the following criteria were used to select experts for an ongoing Yucca 
Mountain seismic hazard analysis (NuRC 1997):

•	 Strong relevant expertise through academic training, professional  accomplishment 
and experiences, and peer-reviewed publications

•	 Familiarity with and knowledge of various aspects related to the issues of interest
•	 Willingness to act as proponents or impartial evaluators
•	 Availability and willingness to commit the needed time and effort
•	 Specific related knowledge and expertise in regard to the issues of interest
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•	 Willingness to participate effectively in debates, to prepare for discussions, and to 
provide required evaluations and interpretations

•	 Strong communication and interpersonal skills, flexibility, impartiality, and abil-
ity to generalize and simplify

In this NuRC study, the criteria established for expert removal included failure to perform 
according to commitments and demands as set in the selection criteria and unwillingness 
to interact with members of the study.

The panel of experts for an EE process should have a balance and broad spectrum of 
viewpoints, expertise, technical points of view, and organizational representation. The 
diversity and completeness of the panel of experts are essential for the success of the elici-
tation process. For example, the panel can include the following:

•	 Proponents who advocate a particular hypothesis or technical position
•	 Evaluators who consider available data, become familiar with the views of propo-

nents and other evaluators, question the technical bases of data, and challenge the 
views of proponents

•	 Resource experts who are technical experts with detailed and deep knowledge of 
particular data, issue aspects, particular methodologies, or use of evaluators

The experts should be familiar with the design, construction, operation, inspection, main-
tenance, reliability, and engineering aspects of the equipment and components of the facil-
ity of interest. It is essential for selecting people with basic engineering or technological 
knowledge; however, they do not necessarily have to be engineers. It might be necessary to 
include one or two experts from management with engineering knowledge of the equip-
ment and components, consequences, safety aspects, administrative and logistic aspects 
of operation, EE process, and objectives of this study. One or two experts with a broader 
knowledge of the equipment and components might be needed. Also, one or two experts 
with a background in risk analysis and risk-based decision making and their uses in areas 
related to the facility of interest might be needed.

Observers can be invited to participate in the elicitation process. Observers can contrib-
ute to the discussion but cannot provide expert opinion. The observers provide expertise 
in the elicitation process, probabilistic and statistical analyses, risk analysis, and other sup-
port areas. The composition and contribution of the observers are essential for the success 
of this process. The observers may include the following:

•	 Individuals with operational, economic, engineering, research, or administrative-
related backgrounds from research laboratories or headquarters

•	 Individuals with expertise in probabilistic analysis, probabilistic computations, 
consequence computations and assessment, and EE

Biographical sketches about the study leader, TI, TF, experts, observers, and peer review-
ers should be assembled. All attendees can participate in discussions during a meeting; 
however, only the experts can provide answers to questions on the selected issues. The 
integrators and facilitators are responsible for conducting the EE process. They can be 
considered to be observers or experts, depending on the circumstances and needs of 
the process.
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8.4.7.3 Items Needed by Experts and Reviewers before the Expert Opinion Elicitation Meeting

The experts and observers should receive the following items before the EE meeting:

•	 An objective statement of the study
•	 A list of experts, observers, integrators, facilitators, study leaders, sponsors, and 

their biographical statements
•	 A description of the facility, systems, equipment, and components
•	 Basic terminology and definitions, such as probability, failure rate, average time 

between unsatisfactory performances, mean (or average) value, median value, and 
uncertainty

•	 Failure consequence estimation
•	 A description of the EE process
•	 A related example on the EE process and its results, if available
•	 Aggregation methods of expert opinions such as computations of percentiles
•	 A description of the issues in the form of a list of questions and background infor-

mation, with each issue being presented on a separate page with space for record-
ing an expert’s judgment, any revisions, and comments

•	 Clear statements of expectations from the experts in terms of time, effort, responses, 
communication, and discussion style and format

It might be necessary to personally contact the individual experts for the purpose of ensur-
ing a clear understanding of expectations.

8.4.8 Identification, Selection, and Development of Technical Issues

The technical issues of interest should be carefully selected to achieve certain  objectives. The 
technical issues are related to the quantitative assessment of failure probabilities and con-
sequences for selected components, subsystems, and systems within a facility. The issues 
should be selected such that they would have a significant impact on the study results. 
These issues should be structured in a logical sequence starting with a background state-
ment, then the questions, and then selections for answers or the answer format and scales. 
Personnel with a risk analysis background who are familiar with the construction, design, 
operation, and maintenance of the facility need to define these issues in the form of spe-
cific questions. Also, background materials about these issues should be assembled. The 
materials will be used to familiarize and train the experts in regard to the issues of inter-
est, as described in subsequent steps.

An introductory statement for the EE process should be developed, which includes the 
goal of the study and establishes relevance. Instructions should be provided with guid-
ance on expectations, answering the questions, and reporting. The following are guide-
lines on constructing questions and issues based on social research practices (Bailey 1994):

•	 Each issue can include several questions; however, each question should address 
only one answer being sought. It is a poor practice to combine two questions into one.

•	 Question and issue statements should not be ambiguous, and the use of ambigu-
ous words should be avoided. In EE of failure probabilities, the word failure might 
be vague or ambiguous to some subjects. Special attention should be given to its 
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definition within the context of each issue or question. The level of language used 
should be kept to the minimum level possible. Also, be aware that the choice of 
words can affect the perception of an issue by various subjects.

•	 The use of factual questions is preferred over abstract questions. Questions that refer 
to concrete and specific matters result in desirable concrete and specific answers.

•	 Questions should be carefully structured in order to reduce biases of  subjects. 
Questions should be asked in a neutral format, sometimes more appropriately 
without lead statements.

•	 Sensitive topics might require stating questions with lead statements that would 
establish supposedly accepted social norms in order to encourage subjects to 
answer the questions truthfully.

Questions can be classified into open-ended and closed-ended questions. A closed-ended 
question has the following characteristics: (1) It limits the possible outcomes of response 
categories; (2) it can provide guidance to subjects, thereby making it easier for a subject to 
answer; (3) it provides complete answers; (4) it allows for dealing with sensitive or taboo 
topics; (5) it allows for comparing the responses of subjects; (6) it produces answers that 
can be easily coded and analyzed; (7) it can be misleading; (8) it allows for guess work 
by ignorant subjects; (9) it can lead to frustration due to subject perception of inappro-
priate answer choices; (10) it limits the possible answer choices; (11) it does not allow for 
detecting variations in question interpretation by subjects; (12) it results in artificially 
small variations in responses due to the limitation of the possible answers; and (13) it 
can be prone to clerical errors by subjects who unintentionally select the wrong answer 
categories.

An open-ended question has the following characteristics: (1) it does not limit the 
possible outcomes of response categories; (2) it is suitable for questions without known 
answer categories; (3) it is suitable for dealing with questions with too many answer cat-
egories; (4) it is preferred for dealing with complex issues; (5) it allows for creativity and 
 self-expression; (6) it can lead to collecting worthless and irrelevant information; (7) it can 
lead to nonstandardized data that cannot be easily compared among subjects; (8) it can 
 produce data that are difficult to code and analyze; (9) it requires superior writing skills; 
(10) it might not communicate properly the dimensions and complexity of the issue; (11) it 
can be demanding on the time of subjects; and (12) it can be perceived as difficult to answer, 
thereby discouraging subjects from responding accurately or at all.

The format, scale, and units for the response categories should be selected to best achieve 
the goal of the study. The minimum number of questions and the question order should be 
selected with the following guidelines:

•	 Sensitive questions and open-ended questions should be at the end of the questionnaire.
•	 The questionnaire should start with simple questions and questions that are easy 

to answer.
•	 A logical order of questions should be developed such that questions at the start 

of the questionnaire feed the needed information into questions at the end of the 
questionnaire.

•	 Questions should follow a logical order based on a time sequence or related to a 
process.

•	 The order of the questions should not lead to or set a particular response.
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•	 Reliability check questions that are commonly used in pairs (stated positively and 
negatively) should be separated by other questions.

•	 Questions should be mixed in terms of format and type in order to maintain the 
interest of subjects.

•	 The order of the questions can establish a funnel that starts with general questions 
followed by more specific questions within several branches of questioning; this 
funnel technique might not be appropriate in some applications, and its suitability 
should be assessed on a case-by-case basis.

Some of the difficulties or pitfalls of using questions, with suggested solutions or  remedies, 
include the following (Bailey 1994):

•	 Subjects might feel that the questionnaire is not legitimate and has a hidden 
agenda. A cover letter or a proper introduction of the questionnaire is needed.

•	 Subjects might feel that the results will be used against them. Unnecessary sensi-
tive issues and duplicate issues should be removed, and sometimes assuring a 
subject’s anonymity might provide the needed remedy.

•	 Subjects might refuse to answer questions on the basis that they have completed 
their share of questionnaires or are tired of being a guinea pig. Training and 
 education might be needed to create the proper attitude.

•	 A sophisticated subject who has participated in many studies may begin to 
 question the structure of the questionnaire, test performance, and results. This 
 situation may require sampling around to find a replacement subject.

•	 A subject might provide normative answers—answers that the subject thinks are 
being sought. Unnecessary sensitive issues and duplicate issues should be removed, 
and sometimes assuring a subject’s anonymity might provide the needed remedy.

•	 Subjects might not want to reveal their ignorance and perhaps appear stupid. 
Emphasizing that there are no correct or wrong answers and assuring a subject’s 
anonymity might provide the needed remedy.

•	 A subject might think that the questionnaire is a waste of time. Training and 
 education might be needed to create the proper attitude.

•	 Subjects might feel that a question is too vague and cannot be answered. The 
 question should be restated so that it is very clear.

Once the issues are developed, they should be pretested by administering them to a few 
subjects for the purpose of identifying and correcting flaws. The results of this pretesting 
should be used to revise the issues.

8.4.9 Elicitation of Opinions

The elicitation process of opinions should be systematic for all the issues according to the 
steps presented in this section.

8.4.9.1 Issue Familiarization of Experts

The background materials that were assembled in the previous step should be sent to the 
experts about 1–2 weeks in advance of the meeting with the objective of providing sufficient 
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time for them to become familiar with the issues. The objective of this step is also to ensure the 
existence of a common understanding among the experts. The background material should 
include the objectives of the study; the issues; lists of questions for the issues; descriptions 
of the systems and processes, the equipment and components, the elicitation process, and 
the selection methods of experts; and the biographical information on the selected experts. 
Example results and their meaning, methods of analysis of the results, and lessons learned 
from previous elicitation processes should also be made available to the experts. It is impor-
tant to break the questions or issues down into components that can be easily addressed. 
Preliminary discussion meetings or telephone conversations between the facilitator and the 
experts might be necessary in some cases to prepare for the elicitation process.

8.4.9.2 Training of Experts

This step is performed during the meeting of the experts, observers, and facilitators. During 
the training, the facilitator needs to maintain flexibility to refine wording or even change 
approach based on feedback from experts. For instance, experts may not be comfortable 
with the term probability and may prefer the use of events per year or recurrence interval. This 
indirect elicitation should be explored with the experts. The meeting should be started with 
presentations of background material to establish relevance of the study to the experts and 
study goals in order to establish a rapport with the experts. Then, information on uncer-
tainty sources and types, occurrence probabilities and consequences, the EE process, techni-
cal issues and questions, and aggregation of expert opinions should be presented. Experts 
need to be trained on providing answers in an acceptable format that can be used in the ana-
lytical evaluation of the failure probabilities or consequences. The experts should be trained 
in certain areas, such as the meaning of probability, central tendency, and dispersion mea-
sures, especially experts who are not familiar with the language of probability. Additional 
training might be required on consequences, subjective assessment, logic trees, problem 
structuring tools such as influence diagrams, and methods of combining expert evaluations. 
Sources of bias, including overconfidence and base rate fallacy, and their contribution to bias 
and error should be discussed. This step should include a search for any motivational bias 
of experts—as revealed, for example, by previous positions the experts have taken in public; 
motivational biases could also include wanting to influence decisions and the allocation of 
funds, believing that they will be evaluated by their superiors as a result of their answers, 
and/or wanting to be perceived as an authoritative expert. These motivational biases, once 
identified, can be sometimes overcome by redefining the incentive structure for the experts.

8.4.9.3 Elicitation and Collection of Opinions

The opinion elicitation step starts with a technical presentation of an issue and by 
 decomposing the issue to its components, discussing potential influences, and describing 
event sequences that might lead to identifying the top events of interest. These top events are 
the basis for questions related to the issue in the next stage of the EE step. Presentation of the 
factors, limitations, test results, analytical models, and uncertainty types and sources should 
allow for questions to eliminate any ambiguity and clarify the scope and conditions for the 
issue. Discussion of the issue should be encouraged, as such discussion and questions might 
result in refining the definition of the issue. Then, a form with a statement of the issue should 
be given to the expert to record their evaluation or input. Each expert’s judgment and sup-
portive reasoning should be documented for each issue. It is common to ask to provide sev-
eral conditional probabilities in order to reduce the complexity of the questions and therefore 
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obtain reliable answers. These conditional probabilities can be based on fault tree and event 
tree diagrams. Conditioning has the benefit of simplifying the questions by decomposing 
the problems. Also, it results in a conditional event that has a larger occurrence probability 
than its underlying events, thus making the elicitation less prone to bias because experts 
tend to have a better handle on larger probabilities in comparison with very small ones. It 
is desirable to have the elicited probabilities in the range of 0.1–0.9, if possible. Sometimes it 
might be desirable to elicit conditional probabilities using linguistic terms (Ayyub 2002). If 
correlation among variables exists, it should be presented to the experts in great detail and 
conditional probabilities elicited. Issues should be dealt with one issue at a time, although 
sometimes similar or related issues might be considered simultaneously.

8.4.9.4 Aggregation and Presentation of Results

The collected assessments from the experts for an issue should be assessed for internal 
 consistency, analyzed, and aggregated to obtain the composite judgments for the issue. The 
means, medians, percentile values, and standard deviations are computed for each issue. 
Also, a summary of the reasoning provided during the meeting about the issues should be 
developed. Uncertainty levels in the assessments should also be quantified. The methods 
can be classified into consensus methods and mathematical methods. The mathematical 
methods can be based on assigning equal or different weights to the experts. Percentiles are 
commonly used to combine expert opinions as shown in Table 8.5. A p percentile value (xp) 
for a random variable based on a sample is the value of the parameter such that p% of the 

TABLE 8.5

Computations of Percentiles

Number of 
Experts (n)

25th Percentile 50th Percentile 75th Percentile

Arithmetic 
Average

Geometric 
Average

Arithmetic 
Average

Geometric 
Average

Arithmetic 
Average

Geometric 
Average

4 (X1 + X2)/2 X X1 2 (X2 + X3)/2 X X2 3 (X3 + X4)/2 X X3 4

5 X2 X2 X3 X3 X4 X4

6 X2 X2 (X3 + X4)/2 X X3 4 X5 X5

7 (X2 + X3)/2 X X2 3 X4 X4 (X5 + X6)/2 X X5 6

8 (X2 + X3)/2 X X2 3 (X4 + X5)/2 X X4 5 (X6 + X7)/2 X X6 7

9 (X2 + X3)/2 X X2 3 X5 X5 (X7 + X8)/2 X X7 8

10 (X2 + X3)/2 X X2 3 (X5 + X6)/2 X X4 5 (X8 + X9)/2 X X8 9

11 X3 X3 X6 X6 X9 X9

12 X3 X3 (X6 + X7)/2 X X6 7 X10 X10

13 (X3 + X4)/2 X X3 4 X7 X7 (X10 + X11)/2 X X10 11

14 (X3 + X4)/2 X X3 4 (X7 + X8)/2 X X7 8 (X11 + X12)/2 X X11 12

15 X4 X4 X8 X8 X12 X12

16 X4 X4 (X8 + X9)/2 X X8 9 X13 X13

17 (X4 + X5)/2 X X4 5 X9 X9 (X13 + X14)/2 X X13 14

18 (X4 + X5)/2 X X4 5 (X9 + X10)/2 X X9 10 (X14 + X15)/2 X X14 15

19 X5 X5 X10 X10 X15 X15

20 X5 X5 (X10 + X11)/2 X X10 11 X15 X15
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data are less than or equal to xp. Based on this definition, the median value is considered to 
be the 50th percentile.

Aggregating the opinions of experts requires the computation of the 25th, 50th, 
and 75th percentiles. The computation of these values depends on the number of 
experts providing opinions. Table 8.5 provides a summary of the equations needed for 
4–20 experts. In the table, Xi indicates the opinion of an expert with the ith smallest 
value, that is, X1 ≤ X2 ≤ X3 ≤ ⋯ ≤ Xn, where n is the number of experts. As shown in 
the table, the arithmetic average is commonly used to compute the percentiles. In some 
cases, where the values of Xi differ by power order of magnitude, the geometric average 
can be used.

8.4.9.5 Group Interaction, Discussion, and Revision by Experts

The aggregated results need to be presented to the experts for a second round of discus-
sion and revision. The experts should be given the opportunity to revise their assess-
ments of the individual issues at the end of the discussion. Also, the experts should be 
asked to state the rationale for their statements and revisions. The revised assessments of 
the experts should be collected for aggregation and analysis. This step can produce either 
consensus or no consensus, as shown in Figure 8.2. The selected aggregation procedure 
might require eliciting the weight factors from the experts. In this step, the TF plays a 
major role in developing a consensus and maintaining the integrity and credibility of the 
elicitation process. Also, the TI is needed to aggregate the results with reliability mea-
sures without biases. The integrator might need to deal with varying expertise levels for 
the experts, the outliers (i.e., extreme views), the nonindependent experts, and the expert 
biases.

8.4.9.6 Documentation and Communication

A comprehensive documentation of the process is essential for ensuring the acceptance 
and credibility of the results. The document should include the complete descriptions of 
the steps, the initial results, the revised results, the consensus results, and the aggregated 
result spreads and reliability measures.

Example 8.2: Risk-Based Approval of Personal Flotation Devices

With the introduction of inflatable personal flotation devices (PFDs), the US Coast 
Guard (USCG) and PFD industry were faced with limitations regarding the current 
PFD approval practice. Inflatable PFDs perform better than inherently buoyant PFDs 
in some aspects, but they involve new hazards not present in the traditional, inherently 
buoyant PFDs. For the approval of inflatable PFDs, it became apparent that in some 
areas such devices offered performance advantages over inherently buoyant PFDs but 
also had some disadvantages in other areas. The need to perform equivalency analysis 
of engineering designs is a common problem for the regulation of engineering sys-
tems; therefore, an improved process for evaluating and comparing PFD performance 
is needed. The introduction of this concept applied to PFD analysis required the use 
of EE to model the relationships between the performance variables of PFDs and the 
probability of the PFDs meeting the needs of a person from the population of potential 
users (i.e., relationships between the performance levels of a PFD and the respective 
fractions of the population whose needs will be met at these levels).
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PFD FREEBoARD

FB is defined as the distance measured perpendicular to the surface of the water to the 
lowest point where the user’s respiration may be impeded. The objective of FB is to min-
imize the probability of drowning. Greater FB means that user movement and water 
movement are less likely to cause mouth immersion and water inhalation. Figure 8.4 
shows a linear relationship between the FB and the probability of meeting the needs of 
a PFD user based on EE. Defining this linear relationship requires eliciting two (x, y) 
points from experts (Table 8.6): FB required to achieve a probability of 1, the absolute 
minimum FB, and the probability corresponding to the absolute minimum FB.
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FIGURE 8.4
Probability of meeting the needs of a personal flotation device (PFD) user for freeboard (FB).

TABLE 8.6

EE for FB

Values to Define 
Model

Expert opinion Collection

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7 Expert 8 Expert 9

FB required for 
probability of 1

5 5 3.5 4.5 4 4.75 4.75 5 4.75

Absolute 
minimum FB

0.5 0.5 1 1 0.5 0.75 1 1 1

Absolute minimum 
FB probability

0.85 0.8 0.95 0.8 0.8 0.85 0.8 0.9 0.9

Expert opinion Aggregation

Minimum 25th Percentile 50th Percentile 75th Percentile Maximum

FB required for 
probability of 1

3.5 4.25 4.75 5 5

Absolute 
minimum FB

0.5 0.5 1 1 1

Absolute minimum 
FB probability

0.8 0.8 0.85 0.9 0.95

FB, freeboard.
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PFD FACE PLANE ANGLE

FPA is defined as the angle, relative to the surface of the water, of the plane formed by 
the most forward part of the forehead and chin of a user floating in the attitude of static 
balance. The objective here is to decrease the probability of drowning. A positive angle 
is achieved when a user’s forehead is higher than his chin. Proper FPA decreases the 
chances of water inhalation. Figure 8.5 shows a linear relationship between the FPA and 
the probability of meeting the needs of a PFD user based on EE. Defining this linear 
relationship requires eliciting two (x, y) points from experts (Table 8.7): FPA required 
for a probability of 1, the absolute minimum FPA, and the probability corresponding to 
the absolute minimum FPA.

TABLE 8.7

EE for FPA

Values to Define Model

Expert opinion Collection

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7 Expert 8 Expert 9

FPA required for 
probability of 1

35 90 30 45 25 60 90 45 45

Absolute minimum FPA 5 −5 −10 0 −5 3 15 0 15
Absolute minimum FPA 
probability

0.8 0.75 0.9 0.9 0.8 0.9 0.85 0.9 0.5

Expert opinion Aggregation

Minimum 25th Percentile 50th Percentile 75th Percentile Maximum

FPA required for 
probability of 1

25 32.5 45 75 90

Absolute minimum FPA −10 −5 0 10 15
Absolute minimum FPA 
probability

0.5 0.775 0.85 0.9 0.9

FPA, face plane angle.
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FIGURE 8.5
Probability of meeting the needs of a personal flotation device (PFD) user for face plane angle (FPA).
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PFD CHIN SUPPoRT

CS is defined as the PFD device being in direct contact with the jawline while the 
subject is in either the vertical upright or relaxed face-up position. CS aids the uncon-
scious or exhausted user by preventing the face from falling into the water. CS is 
considered adequate if the device prevents the subject from touching the chin to the 
chest while the subject is in the relaxed face-up position of static balance. Figure 8.6 
shows CS being provided by the PFD design and not being provided by the PFD 
design. Defining this relationship requires eliciting one value (Table 8.8): PFD effec-
tiveness without CS.

PFD ToRSo ANGLE

TA is the angle between a vertical line and a line passing through the shoulder and the 
hip. A desirable TA aids in preventing mouth immersions due to waves and the wearer 
being tipped face down by his or wave movement. A positive TA is achieved when a test 
participant’s hips are forward with respect to his shoulders. Figure 8.7 shows a linear 
relationship between the TA and the probability of meeting the needs of a PFD user 
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FIGURE 8.6
Probability of meeting the needs of a personal flotation device (PFD) user without chin support (CS).

TABLE 8.8

EE for CS

Values to Define Model

Expert opinion Collection

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7 Expert 8 Expert 9

Probability that the PFD 
is effective with no CS

0.7 0.6 0.7 0.7 0.5 0.5 0.7 0.7 0.5

Expert opinion Aggregation

Minimum 25th Percentile 50th Percentile 75th Percentile Maximum

Probability that the PFD 
is effective with no CS

0.5 0.55 0.7 0.7 0.7

CS, chin support; PFD, personal flotation device.
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based on EE. Defining this linear relationship requires eliciting two (x, y) points from 
experts (Table 8.9): TA required for a probability of 1, the absolute minimum TA, and the 
probability corresponding to the absolute minimum.

PFD TURNING TIME FRoM FACE DoWN

TT is defined as the average time required for a device to turn a face-down wearer to 
a position in which the wearer’s respiration is not impeded and the majority of test 
subjects are turned face up. The faster the TT on as large a portion of the population 
as possible, the more likely it is that the PFD will prevent an unconscious person from 
drowning. Figure 8.8 shows a linear relationship between the TT and the probability 
of meeting the needs of a PFD user based on EE. Defining this linear relationship 
requires eliciting two (x, y) points from experts (Table 8.10): TT required for a prob-
ability of 1, the absolute maximum TT, and the probability corresponding to the abso-
lute maximum TT.

TABLE 8.9

EE for TA

Values to Define Model

Expert opinion Collection

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7 Expert 8 Expert 9

TA at probability of 1 85 75 60 45 45 80 60 80 75
Absolute minimum TA 30 30 20 20 20 10 15 45 15
Absolute minimum TA 
probability

0.75 0.8 0.85 0.9 0.8 0.8 0.85 0.8 0.5

Expert opinion Aggregation

Minimum 25th Percentile 50th Percentile 75th Percentile Maximum

TA at probability of 1 45 52.5 75 80 0.7
Absolute minimum TA 10 15 20 30 45
Absolute minimum TA 
probability

0.5 0.775 0.8 0.85 0.9

TA, torso angle.

y = 0.0036x + 0.7273
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FIGURE 8.7
Probability of meeting the needs of a personal flotation device (PFD) user for face plane angle (FPA). TA, 
torso angle.
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8.5 Model Modification Based on Available Data

Often data are unavailable for some aspects of the model, and adjustments to the model 
must be made to accommodate this lack of data. For example, a subsystem composed of 
components with unknown reliability can be modeled by the reliability of the entire sub-
system, if that is known. Again, it is of the utmost importance for the model to accurately 
represent the system being analyzed. The failure probabilities of components and systems 
can be computed for selected failure modes using reliability methods that are based on 
the definition of performance functions and limit states. Methods such as the advanced 

TABLE 8.10

EE for TT

Values to Define Model

Expert opinion Collection

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7 Expert 8 Expert 9

TT at probability of 1 2.5 3 3 3 5 5 4 5 5
Absolute maximum TT 6 8 6.5 8 10 10 7 10 10
Absolute maximum TT 
probability

0.85 0.6 0.5 0.8 0.8 0.75 0.8 0.8 0.9

Expert opinion Aggregation

Minimum 25th Percentile 50th Percentile 75th Percentile Maximum

TT at probability of 1 2.5 3 4 5 5

Absolute maximum TT 6 6.75 8 10 10
Absolute maximum TT 
probability

0.5 0.675 0.8 0.83 0.9

TT, turning time.

y = −0.05x + 1.2
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FIGURE 8.8
Probability of meeting the needs of a personal flotation device (PFD) user for turning time (TT).
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second moment method and simulation with variance reduction techniques can be used 
for this purpose (Ang and Tang 1984; Ayyub and Haldar 1984; Ayyub and McCuen 2011). 
Equipment reliability can also be assessed based on statistical and Bayesian analysis of life 
data, as described in Chapter 4 and Appendix A.

8.6 Failure Data Sources

This section describes the sources of reliability data. These resources were used to con-
struct Appendix B, which provides values for demonstration purposes. These values 
should not be used in risk studies without a careful examination of their applicability. In 
addition, this section surveys failure databases that are commonly quoted in the literature. 
The databases selected here are for illustration purposes.

Anderson and Neri (1990) provide a tabulation of failure rates of mechanical parts. The 
values were collected for the army aircraft flight safety prediction model and refer to air-
craft components. The tabulation provides only part failure rates per hour for broadly 
categorized components. Some entries are provided as single figures, whereas others 
are shown as ranges. Supporting information on data sources and/or dates is not pro-
vided. Davidson (1994) provides a summary of failure rates for broadly defined systems, 
equipment, and components. The author uses a logarithmic scale for reporting the data. 
Modarres (1993) provides the suggested reliability data for the nuclear power industry 
using a lognormal model. Smith (2001) compiled a versatile and comprehensive list of val-
ues; while he covers a wide variety of components, the focus is on instrumentation and 
telecommunication systems. He provides failure rates per million hours, giving a combi-
nation of the lowest and highest failure rates and often the geometric mean.

The Martin Titan handbook, Procedure and Data for Estimating Reliability and 
Maintainability, was a widely distributed source of reliability information in 1959 (Fragola 
1996). The handbook contains generic failure rates (per million hours) for a wide range 
of electrical, electronic, electromechanical, and mechanical parts or assemblies. The US 
Department of Defense military handbook, MIL-HDBK-217, provides consistent and uni-
form methods for estimating the inherent reliability of military electronic equipment 
and systems. In this handbook, the failure rate is expressed as a function of a generic 
failure rate and a set of adjustment factors to modify this generic failure rate by taking 
into account operating environments. Compared to the Martin Titan handbook, it offers 
an enormous amount of data; however, its limitations include the following: (1) assuming 
constant failure rates, (2) taking system failure rate as a summation of part failure rates 
only, (3)  assuming design and manufacturing processes to be perfect, and (4) not account-
ing for variations in load and environment conditions. The Government/Industry Data 
Exchange Program (GIDEP 2002), formerly the Failure Rate Databank (FARADA), con-
sists of data from industrial organizations, government laboratories, and repair facilities. 
This data bank includes both failure rate and replacement rate data collected from field 
experience, laboratory accelerated life tests, and reliability demonstration tests. It allows 
the data to be analyzed statistically according to a generic data structure. The Reliability 
Analysis Center (RAC) Non-Electronic Reliability Notebook (Fragola 1996) of the US 
Air Force provides a compilation of data from military field operating experiences and 
test experiences. This database provides failure rates for a variety of component types 
including mechanical, electromechanical, and discrete electronic parts and assemblies, 
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with the concentration being on items that are not covered by other failure rate sources. 
Some of the failure rates were derived through syntheses of similar generic part types, 
with failure rate groupings being made for those of the type that had been subjected to 
a similar environment. The available data tables in this notebook of about 1,000 pages 
of data and over 25,000 parts are separated according to the source of information (field, 
test, and reliability demonstration). The WASH-1400 Reactor Safety Study of the NuRC 
(1975) used a set of generic failure data for performing PRA for a loss of coolant accident. 
The OREDA project has offered a collection program for the offshore industry avail-
able since the early 1980s (Sandtorv et al. 1996). As an initiative from the Norwegian 
Petroleum Directorate, this program started with the aim of collecting reliability data 
for safety important equipment, for example, electric generator, pumps, vessels, and 
valves. The collected reliability data have included >33,000 data points for 24,000 pieces 
of offshore equipment. This source includes information on failure rates, failure mode 
distribution, and repair time with the classification of failure severity. The four severity 
categories are critical, incipient, degradation, and unknown. Inozu (1993) developed a 
databank for ships on RAM.

8.7 Exercise Problems

Problem 8.1 What are the differences between TF and TIF in an EE process?
Problem 8.2 What are the success requirements for selecting experts and develop-

ing an expert panel? How many experts would you recommend to have? For your 
range on the number of experts, provide guidance in using the lower and upper 
ends of the range.

Problem 8.3 Working in teams, select five classmates as a panel of experts and 
elicit their opinions on five forecasting issues in engineering. Select these issues 
such that the classmates can pass the tests of experts on these issues. Perform all 
the steps of EE, and document your process and results as a part of solving this 
problem.

Problem 8.4 You are asked to form an expert panel and perform EE about the 
issues provided below that are concerned with current developments by 
humanity. In addition to obtaining answers to these questions, you are also 
being asked to assess the confidence of the participants in their answers on 
a scale from 1 to 7, corresponding to the highest and the smallest confidence, 
respectively.
•	 In your opinion, in what year will the median family income (in 2002 or pres-

ent dollars) reach twice its present amount?
•	 In what year will the use of electric automobiles, among all automobiles driven, 

reach 50%?
•	 In what year will the use of intelligent and autonomous (without a driver) 

automobiles, among all automobiles driven, reach 50%?
•	 By what year will the average life expectancy of a human reach more than 120 

years?
•	 By what year will it be possible to have commercial carriers to the outer space?
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•	 In what year will a human for the first time travel to Mars stay at least several 
days and return to Earth?

•	 Provide a formal report summarizing the process, listing the experts, and pro-
viding answers to these questions.

Problem 8.5 Develop a list of communication forecasting issues and elicit opinions, 
similar to the exercise in Problem 8.4.

Problem 8.6 Develop a list of bioengineering and health forecasting issues and elicit 
opinions, similar to the exercise in Problem 8.4.

Problem 8.7 Develop a list of power sources and technologies forecasting issues and 
elicit opinions, similar to the exercise in Problem 8.4.

Problem 8.8 An optimal clearance between the bottom of an overpass bridge and 
the water surface of a navigation channel must be determined to permit for safe 
navigation. A group of seven navigation experts was consulted to offer their opin-
ions about an appropriate design clearance. A formal EE session resulted in the 
following opinions:

Expert opinion Regarding optimal Clearance

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7

Clearance (m) 50 55 65 70 70 75 80

 Aggregate the opinions of the experts by computing the minimum, maximum, 
25th percentile, 50th percentile, and 75th percentile values.

Problem 8.9 A management consultant is in the process of restructuring the orga-
nizational hierarchy of a large corporation. She identified three possible types of 
organizational structures that are suitable for this large corporation: vertical struc-
ture, flat structure, or matrix structure. The selection of a particular type should 
be based on achieving the highest satisfaction level by employees and their man-
agers. She conducted an EE session using seven experts and received opinions 
about the best type of structure suitable for the company. The level of satisfaction 
was measured on a scale of 100 points (lowest, 0; highest, 100) with regard to each 
structure type as provided in the following table:

Structural 
organization Type

Level of Satisfaction (0, lowest; 100, highest)

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7

Vertical 65 70 70 75 75 80 75
Flat 70 85 85 60 75 80 85
Matrix 80 70 75 75 90 85 85

 Aggregate the opinions of the experts by computing the minimum, maximum, 
25th percentile, 50th percentile, and 75th percentile values.

Problem 8.10 The probability of performance failure of a newly designed vertical 
organizational system of a large corporation needs to be assessed by the research 
and development department of the corporation. The research and development 
department identified potential failures at three management levels (top, middle, 
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and lower) as the sources of this organizational system failure. Nine experts in 
organizational performances were consulted to offer their opinions and provide 
probability values. The results are summarized in the following table:

Level of 
Management

Failure Probability of Vertical Structure

Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Expert 6 Expert 7 Expert 8 Expert 9

Top 0.55 0.50 0.45 0.65 0.70 0.65 0.65 0.50 0.65
Middle 0.70 0.65 0.65 0.75 0.80 0.70 0.75 0.65 0.70
Lower 0.85 0.70 0.85 0.85 0.90 0.80 0.80 0.75 0.80

 Aggregate the opinions of the experts by computing the minimum, maximum, 
25th percentile, 50th percentile, and 75th percentile values.

 





495

9
Risk-Based Maintenance of Marine Vessels

A Case Study

The purpose of this chapter is to illustrate using the concepts covered in this book to 
develop a risk methodology for managing maintenance activities of a marine vessel as 
a case study. Readers are referred to other case studies, such as the methodology on risk 
analysis of a protected  hurricane-prone region by Ayyub et al. (2009), and the  methodology 
on critical asset and portfolio risk analysis for homeland security using an all-hazards 
framework by Ayyub et al. (2007) and McGill et al. (2007).

9.1 Maintenance Methodology

A methodology can be constructed to utilize risk and economic concepts to manage 
 maintenance of a structural system. A marine system is used to illustrate the concepts 
introduced in the section. The methodology utilizes and builds on previous experi-
ences and addresses the limitations of current maintenance practices. The methodology 
described here is referred to as risk-based optimal maintenance management of ship 
structures (ROMMSS) as described by Ayyub et al. (2002). Risk-based methodologies 
require the use of analytical methods at the system level, which consider subsystems 
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and components in assessing their failure probabilities and consequences. Systematic, 
 quantitative,  qualitative, or semiquantitative approaches for assessing the failure 
 probabilities and consequences of engineering systems are used for this purpose. A sys-
tematic approach allows an engineer to expediently and easily evaluate complex engi-
neering systems for safety and risk under different operational and extreme conditions. 
The ability to quantitatively evaluate these systems helps cut the cost of unnecessary and 
often expensive reengineering, repair, strengthening, or replacement of components, 
subsystems, and systems. The results of risk analysis can also be utilized in decision 
analysis methods that are based on the benefit–cost trade-offs.

The ROMMSS is essentially a six-step process that provides a systematic and rational 
framework for the reduction of total ownership costs for ship structures. This framework 
combines advanced probabilistic numerical models, optimization algorithms, risk and 
maintenance cost models, and corrective/preventive maintenance technologies, and 
directs them toward the cost-effective identification, prioritization, and overall manage-
ment of ship structure maintenance problems. Such a strategy could lead to  the reen-
gineering of ship structure components and system maintenance processes. The basic 
steps followed for the ROMMSS strategy, as shown in Figure 9.1, are as follows:

 1. Selection of ship or fleet system
 2. Partitioning of the ship structure into major subsystems and components

Selection of ship system

Partitioning of system into
major regions, subsystems,

and components
Development of risk-based

optimal maintenance policies
for major components

Selection of maintenance
planning horizon and 

development of a risk-ranking 
scheme for major components Development of risk-based

optimal maintenance
management for overall 

ship system

Step 1

Step 2

Step 3

Step 4

Step 6

Step 5

Improved life cycle
management and reduction 

in total ownership cost

Leads to

Implementation of
maintenance policies and
upgrading of ship system

database

FIGURE 9.1
Flowchart for development of risk-based optimal maintenance management of ship structures (ROMMSS).
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 3. Development of risk-based optimal maintenance policy for major components 
within a subsystem

 4. Selection of a time frame for maintenance implementation and development of 
risk-ranking scheme

 5. Development of optimal maintenance scheduling for the overall vessel
 6. Implementation of optimal maintenance strategies and updating system condition 

states (CSs) and databases

These steps are described in subsequent sections.

9.2 Selection of Ship or Fleet System

The first task in ROMMSS involves the selection of a ship system for maintenance. This selec-
tion could be a single vessel or an entire class of similar ships. The system and its boundar-
ies must first be identified. Although the risk-based methodology advanced in this study is 
quite general and can be applied to the maintenance of any system within a ship structure, 
emphasis is placed here on maintenance of the hull structural system. This system includes 
longitudinals, stringers, frames, beams, bulkheads, plates, coatings, foundations, and tanks. 
The hull structural system delineates the internal and external shape of the hull, maintains 
watertight integrity, ensures environmental safety, and provides protection against physical 
damage. The boundaries of a hull structural system include the hull, its appendages from 
(and including) the boot topping down to the keel for the exterior surfaces of the ship, the 
structural coating, and the insulation for the interior and exterior surfaces.

9.3 Partitioning of the System

Components of a typical ship vessel include the main hull form (part of which is below 
the waterline), single or multiple decks, an engine room, an equipment room, fuel tanks, 
freshwater tanks, ballast tanks, superstructures, and storage area. These components 
experience structural deterioration due to loads from a variety of sources—environmental 
and otherwise. The type, rate, and extent of structural damage are each dependent on the 
physical location of a component and may be different for different regions of a vessel. 
Furthermore, the maintenance requirements of various components of a ship structure 
may differ in terms of frequency, type, and cost, even for components within the same 
region. The presence of structural damages and the uncertainty associated with its impact 
pose a risk that can affect the overall safety of a vessel. This risk could manifest itself in 
terms of loss of watertightness, environmental pollution, or even loss of serviceability.

The basic steps involved in partitioning a ship structural system are demonstrated in 
Figure 9.2. It should be noted that the major components of some ship structural systems are 
the basic elements for which the maintenance policies require optimization. As such, partition-
ing schemes for some vessels might choose to skip steps 2 and 3 of the partitioning process.

An example of a partitioning scheme for a naval vessel is shown in Figure 9.3. The struc-
ture is first broken into four artificial regions separated by major transverse bulkheads. For 
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example, region 2, which lies between bulkhead number 3 (BH3) and bulkhead number 6 
(BH6), has the major elements such as deck structure, hull plating,  longitudinal  bulkhead, 
engine room, equipment room, bottom structure, fuel tank structures, and transverse bulk-
head. These subsystems are further broken down into their major components as shown 
in Figure 9.4.

A partitioning scheme is also demonstrated in Figure 9.5 for a typical tanker ship, where 
the vessel is broken into fore, midship, and aft regions. The major midship structural sub-
systems and their components are shown in Figure 9.6.

9.4 Development of optimal Maintenance Policy for Components

This section discusses the details of step 3 of ROMMSS. Figure 9.7 provides a flowchart for 
the risk-based optimal maintenance of individual components. Each of the essential steps 
outlined in the flowchart is discussed in the following subsections.

Fuel tank
structure

Bottom
structure

subsystem

Region 2

Deck
structure

subsystem

Shell and
longitudinal

bulkhead
subsystem

Transverse
and swash
bulkhead

subsystem

Equipment
room

Engine
room

Fuel
tanks

BT
FWT

Equipment
room

Engine
room

Fuel
tanks BTs FWTs BTs Storage

area

BH3

Region 1 Region 2 Region 3 Region 4

BH4 BH5 BH6 BH7 BH8 BH9BH2BH1

Helicopter
hanger

FIGURE 9.3
Demonstration of partitioning scheme for a navy ship. BH, bulkhead; BT, ballast tank; FWT, freshwater tank.

Step 1

Ship system Regions Subsystems Components

Step 4Step 3Step 2

FIGURE 9.2
Basic steps in partitioning a ship structural system.
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FIGURE 9.5
Demonstration of partitioning scheme for a tanker structure.
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FIGURE 9.6
Typical midship subsystems and components for tanker ship.
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Input from step 2 of
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Identify damage categories
Corrosion

Fatigue

Develop CSs
for selected damage category

Allocate segments of each
component to a CS

Develop maintenance actions and 
costs applicable to each CS

Develop transition probabilities
between CSs

Develop failure consequences
and expected failure cost for
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Map expected failure cost to CS
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categories considered?

All components 
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FIGURE 9.7
Flowchart for risk-based optimal maintenance policy for major components. CS, condition state; ROMMSS, 
 risk-based optimal maintenance management of ship structure.
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9.4.1 Selection of a Subsystem and Its Major Components

The subsystem must first be identified and then its major component selected. Examples of 
this process are presented in Figures 9.4 and 9.6.

9.4.2 Identification of Damage Categories

Several damage categories may be applicable to a major component. Identification of these 
categories must place emphasis on the components that have been known to consume an 
excessive portion of the overall maintenance budget. A review of ship structure mainte-
nance needs shows that, with respect to budget consumption, the most prominent damage 
categories for most components include fatigue cracking and corrosion.

Fatigue cracks are the result of repeated application of stress cycles, which gradually 
weaken the granular structure of a metal. They are typically enhanced by high stresses 
and are most likely to occur in regions of high stress concentration. Corrosion is the physi-
cal deterioration of a metal as a result of chemical or electrochemical reaction with its 
environment. In steel vessels, corrosion usually starts with breakdown of any protective 
coating and progresses to rust formation and subsequent metal loss. The rate of corro-
sion attack depends on many factors, including heat, acidity, salinity, and the presence 
of  oxygen. Although ship surfaces are protected to some degree by paint systems, these 
systems can fail due to improper application or chipping or simply as a result of aging. 
Corrosion generally progresses to different degrees in different locations, but the overall 
result is a gradual reduction in the capacity of a structure for load. As the two aforemen-
tioned damage mechanisms are the most common in ship  structures, they are the focus of 
the remainder of this discussion. It should, however, be noted that the proposed methodol-
ogy is equally applicable to other damage modes. To advance the risk-based methodology, 
a suitable damage category must be selected.

9.4.3 Development of Condition States

Once a system has been broken down into its major subsystems and components, CSs 
are employed as a measure of the degree of damage experienced by segments of a given 
component. CSs serve to rank the level of damage severity among segments. The level of 
damage could range from “good as new” or “intact” to “failure.” The CSs for a particular 
type of damage have to be defined. Two examples of corrosion-based CSs currently used 
by various classification societies, naval forces, and inspectors are illustrated in Tables 9.1 
and 9.2. Table 9.1 represents an example of CSs allocated based on a visual observation, 
whereas Table 9.2 represents CSs allocated based on measured values of material thickness. 

TABLE 9.1

Condition States (CSs) for Corrosion Damage (Visual Observation)

CS Name Description

1 No corrosion Paint/protection system is sound and functioning as intended.
2 Low corrosion Surface rust or freckled rust has either formed or is in the process of forming.
3 Medium corrosion Surface or freckled rust is prevalent and metal is exposed.
4 Active/high corrosion Corrosion is present and active, and a significant portion of metal is exposed.
5 Section loss Corrosion has caused section loss sufficient to warrant structural analysis to 

ascertain the effect of the damage.
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In addition, CSs for any damage category can be defined through elicitation of subject mat-
ter experts (SMEs).

9.4.4 Allocation of Component Percentages in Each Condition State

Inspections are periodically conducted to ascertain the damaged CSs of the major com-
ponents of ship structures. These inspections are driven by statutory requirements of 
Classification Society, Flag Administration Officer requirements, or owner/operator 
requirements. Generally, the basic defects such as cracking, corrosion, coating breakdown, 
and buckling are sought for and documented during inspections. An inspection could 
be conducted either visually or by using more sophisticated equipment such as ultra-
sonic thickness gauging. The purpose of this step is to allocate the percentage of a major 
 component to the CS corresponding to the damage it has experienced. This task should be 
performed using the data obtained during the inspection. Exact values of the percentage 
allocated to each CS are not required for optimal performance of the current methodology. 
The methodology is robust enough to handle such uncertainties and inexact values. This 
percentage allocation represents the current distribution of the CSs for a particular com-
ponent. For example, in a CS allocation scheme consisting of five CSs, the following vector 
represents the percentage breakdown of the current CSs (i.e., t = 0):

 s s s s s s0
1
0

2
0

3
0

4
0

5
0= , , , ,  (9.1)

The total percentage of components allocated to a CS vector at any time always adds up 
to 100. Unfortunately, in ship structural systems, current inspection data and records may 
not be available with which to develop CS distributions. In such instances, the help of 
SMEs may be elicited to establish current CS distributions. Factors such as the age and 
travel route of the vessel, as well as the location of the components, must be taken into con-
sideration when eliciting SMEs. A maximum value should be specified for the percentage 
of the components permitted to be allocated to the worst CS at any time. This threshold 
or limiting value (sL) should be based on Flag Administration Officer and Classification 
Society requirements. Referring to Equation 9.1, s5

0 must be no greater than sL (i.e., s5
0 ≤ sL).

9.4.5 Maintenance Actions and Costs

Maintenance and repair actions that can be applied to various segments of a component 
depend not only on the damage category, but also on the location of the component and the 
CSs of the component. The cost of these actions can differ significantly. For example, con-
sider the corrosion problem defined previously. Possible maintenance actions include spot 
blasting, welding, patch coating, addition and maintenance of sacrificial anodes, and  section 
replacement. In general, the cost of maintenance action increases with the severity of a CS. 

TABLE 9.2

Condition States (CSs) for Corrosion Damage (Measured Thickness Loss)

CS Name Description

1 No corrosion Paint/protection system is sound and functioning as intended.
2 Surface corrosion Less than 10% of metal thickness has been attacked by corrosion.
3 Moderate corrosion Metal thickness loss is between 10% and 25%.
4 Deep corrosion Metal thickness loss is between 25% and 50%.
5 Excessive corrosion Metal thickness is reduced to <50% of original thickness.
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For example, the cost associated with the repair of a level 5 CS is typically much greater than 
that associated with the repair of a level 1 CS. A risk-based optimal maintenance system must 
seek to minimize the cost of maintenance. The cost of maintenance actions could include 
materials, labor costs, and the cost of steel and anode replacement. The unit costs should be 
based on the dimensions of the component (area, volume, or length). Both the labor costs 
and the potential maintenance actions should be estimated based on elicitation from SMEs. 
A summary of potential maintenance actions and the associated costs for the corrosion prob-
lem considered previously is shown in Table 9.3. The associated cost designation, C(a,b), 
reads as “the maintenance cost associated with CS a and maintenance action b.” It should 
be noted from Table 9.3 that every CS has a no-repair maintenance action. An associated 
expected failure cost is due to the risk of being in a particular CS. This cost is estimated at a 
subsequent step.

9.4.6 Transition Probabilities for Cases without Maintenance Actions

Ship structural components tend to deteriorate when no maintenance actions are taken. 
A model must therefore be developed to estimate the deterioration rates of components 
under such circumstances. The model must have the capability to quantify the uncertainty 
inherent in such predictions. Furthermore, the prediction model must have the capabil-
ity to incorporate results from actual experience and to update parameter values when 
more data become available. A probabilistic Markov chain model, which quantifies uncer-
tainty, is adopted in this study. It estimates the likelihood that a component, in a given 
CS, would make a transition to an inferior CS within a specified period. An example of 
the Markov chain model is shown in Figure 9.8. Such Markov chain modeling has been 
used in bridge management systems for maintenance planning developed by the Federal 
Highway Administration and utilized by many states.

TABLE 9.3

Demonstrative Maintenance Actions and Associated Costs

CS
Percentage of Component 

in CS Possible Maintenance Action
Expected Unit Cost of 

Maintenance Action ($)

1 s1
0 1 = No repair 0

2 = Monitor C(1,2)
2 s2

0 3 = No repair 0
4 = Monitor C(2,4)
5 = Spot blast/patch coating C(2,5)

3 s3
0 6 = No repair 0

7 = Spot blast/patch coating C(3,7)
8 = Spot blast/weld cover plate/patch coating C(3,8)

4 s4
0 9 = No repair 0

10 = Cut out/weld new plate/spot blast/patch 
coating

C(4,10)

11 = Add/maintain sacrificial anode C(4,11)
5 s5

0 12 = No repair 0
13 = Cut out/weld new plate/spot blast/patch 
coating

C(5,13)

14 = Replace component C(5,14)

CS, condition state.
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For the corrosion problem under consideration, the following assumptions are made in 
developing Markov chain transition probabilities:

•	 A one-year time interval for corrosion to progress from one state to an inferior 
state is assumed. This is a reasonable assumption and consistent with data avail-
ability such as the Tanker Structure Cooperative Forum (TSCF) corrosion growth 
annual rates provided for the components of ship structures.

•	 CSs are allowed to deteriorate by, at most, one level during a one-year period.
•	 Aging vessels generally deteriorate faster than new vessels; therefore, transition 

probabilities between CSs depend on the age of the vessel. Transition probabili-
ties are assumed valid for 5-year intervals. This assumption implies that different 
corrosion growth rates are assigned depending on the age of the vessel. TSCF, for 
example, assigns an age-dependent corrosion growth rate for structural compo-
nents of a tanker vessel.

Based on the above assumptions, transition probabilities between CSs can be estimated 
using inspection data from two consecutive years. The algorithms for estimating the tran-
sition probabilities are given at the end of this section. However, it is expected that such 
data might not be readily available for some components. Therefore, in such instances, 
elicitation of SMEs needs to be employed (Ayyub et al. 2002). Users of this system need to 
elicit opinions of inspectors and engineers about component deterioration, such that the 
responses could be mathematically converted to the transition probabilities required by the 
models. An example question could be as follows:

Suppose all of the components are in state 1. How long will it take for 50% of them to deteriorate 
to state 2 if no maintenance action is taken?

Taking this question as an example, the probability of transition (i.e., deterioration) from 
CS 1 to CS 2, P12 can be computed as

 P12 1 0= − . /51 1T  (9.2)

where:
T1 is the number of years used to calculate transition probabilities

Years

State

Percentage in state

Transitions

1

2

3

4

5

FIGURE 9.8
Demonstration of Markov chain transition between condition states (CSs) for cases without maintenance actions.
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Similar questions can be asked about other transition probabilities. It should be noted that a 
similar approach has been used in bridge management systems.

The optimal maintenance policy selections are based on the theory of discounted 
dynamic programming. Consider a probabilistic process that is observed to be in a num-
ber of states at points in time t0, t1, t2,…, tn. After observing the state of the process, an 
action must be chosen. The action belongs to a finite set of feasible actions for that state. 
When the process is in state i at time n and action a is chosen, an expected cost is incurred, 
denoted by C(i,a). The states for the next time step in the process are determined based on 
the transition probabilities for action a, denoted by Pij(a).

If Xn denotes the state of the process at time n and an is the action chosen, the previous 
statement implies that

 P x j x a x a x i a a P an n n ij( , , , , , , , ) ( )+1 0 0 1 1= = = =   (9.3)

Thus, the costs and transition probabilities are functions of only the previous state and sub-
sequent action, assuming that all costs are bounded. To select from the potential actions, 
some policy must be followed. There are no restrictions on the choice of policies; hence, 
actions can also be considered random.

An important class of all policies is the class of stationary policies. A policy f is called 
stationary if it is nonrandom, and the action it chooses at time t depends only on the state 
of the process at time t; whenever in state i, f(i) is chosen. Thus, when a stationary policy 
is employed, the sequence of states (Xn; n = 0, 1, 2,…) forms a Markov chain; hence, such 
processes are typically termed Markovian decision processes.

To find the optimal policy, a criterion for such optimization must be chosen. If we choose 
as our criterion the total expected return on invested dollars and discount future costs by 
a discount factor α (such that 0 < α < 1), then among all policies π, we attempt to minimize 
the following:

 V E c i a x in n
n
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π π
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0

 (9.4)

where:
Eπ is the (conditional) expectation given that policy π is employed

Hence, Vπ(i) is the total expected discounted cost. A policy π* is said to be α-optimal if 
V i V ipπ ≤*( ) ( ) for all i and π.

The main result of dynamic programming (i.e., the optimality equation) is a functional 
equation satisfied by V(i) as follows:
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(9.5)

An important result of dynamic programming is obtaining the optimality according to 
Equation 9.5. In other words, if f is a stationary policy that, when the process is in state i, 
selects an action that minimizes the right-hand side of Equation 9.5, then

 V i V if ( ) ( )=  for all i (9.6)

It is also true that V is the unique bounded solution of the optimality equation.
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9.4.7 Failure Consequences and Expected Failure Cost

Deterioration of subsystems of a ship structure poses a risk to operation of the vessel, such 
as unavailability. The level of risk depends on the consequences of subsystem failure. The 
consequences of failure could range from unplanned repair, unavailability, and environ-
mental pollution to reduction or loss of serviceability. This task is aimed at identifying 
and streamlining the consequences of failure associated with a subsystem. Furthermore, 
it is directed toward estimating the likelihood that being in a particular CS will increase 
or reduce the realization of these consequences. The approach proposed herein assigns 
important factors to various components that make up the subsystem. More specifically, 
this step involves the following:

•	 Identification and categorization of failure consequence for a subsystem; an 
 example is shown in Table 9.4.

•	 Development of a rating scheme for the various components of a subsystem; the  rating 
scheme ranks the components of a subsystem in terms of their degree of importance 
to the overall structural integrity, watertightness, and functional requirements of 
the subsystem. A rating scheme can be developed as shown in Table 9.5.

•	 Mapping the cost of failure to the no-repair action that exists within a given CS 
(Table 9.3). The goal is to estimate the likelihood of whether operating in a  particular 
CS will increase or reduce the chances of incurring a particular failure cost. SMEs 
can again be called upon to estimate this probability. The probability estimation 
process must be cast in such a way that experts can supply  subjective information 
that can be translated into numerical values. An example of a  probabilistic transla-
tion scheme is shown in Table 9.6.

TABLE 9.4

Example of Possible Consequences of Subsystem Failure

Consequence of Failure Consequence Cost per Incident ($)

1 = Minor structural failure C1 = Minor unplanned repair cost
2 = Reduction/loss of serviceability C2 = Economic cost due to loss of serviceability
3 = Major structural failure C3 = Substantial unplanned repair cost/economic cost
4 = Major oil spill, leak, or other form of 
environmental pollution

C4 = Environmental cleaning/litigation cost

TABLE 9.5

Sample Ranking Scheme for a Typical Subsystem

Bottom Structure Components Level of Importance (1 [low] to 4 [high])

Bottom plating 4
Bottom longitudinals 4
Bottom girders and brackets 4
Bottom transverse webs 3
Panel stiffening 4
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To perform such mapping operations, an appropriate list of questions must be developed. 
An example question could be as follows:

Suppose a component is in state 1 (new state). What is the likelihood that it will experience an 
unplanned repair during its first year of service?

Similar questions can address all failure consequence categories and CSs. The findings 
can then be summarized to arrive at an expected failure cost, as shown in Table 9.7. It is 
evident that the procedure can become quite involved and must therefore be computerized 
to achieve cost-effectiveness.

9.4.8 Transition Probabilities for Cases with Maintenance Actions

Implementation of maintenance actions generally moves a component toward better CSs. 
Inherent uncertainty is associated with the degree of improvement afforded by a  particular 
maintenance action. Assessing the quality of repair is highly subjective, as it depends on not 
only the personnel involved but also the shipyard that is used. Therefore, a model must be 
developed not only to estimate the improvement of a component after a maintenance action 
has been taken but also to quantify the uncertainty inherent in such improvements. The pre-
diction model must have the capability to incorporate results from actual experience and also 
update its parameters when more data become available. A Markov chain transition prob-
ability model, which quantifies uncertainty, is again adopted in this section. The prediction 
model quantifies the likelihood that a component in a particular CS would improve from 
one CS to a superior CS when a specific maintenance action is taken. Elicitation of SMEs is 
currently the only approach to estimating transition among states when maintenance actions 
are taken. A suitable list of SME questions should be compiled such that expert opinions can 
easily be translated into transition probabilities. An example question could be as follows:

Suppose a group of components are operating in state 3 and a particular maintenance action is 
taken. What, then, are the percentages of components that, as a result, improve to either state 1 or 
state 2 immediately after the action?

TABLE 9.6

An Example of a Probabilistic Translation Scheme

Probability Value

Low 10−6

Medium 10−4

High 10−2

Very high 10−1

TABLE 9.7

Example of Mapping Condition States (CSs) to Failure Cost 

CS Action Probability of Failure Consequence Expected Unit Failure Cost

1 No repair P P P PC C C C1 1 1 11 2 3 4, , , R P C P C P C P CC C C C1 1 1 1 2 1 3 1 41 2 3 4= + + +
2 No repair P P P PC C C C2 2 2 21 2 3 4, , , R P C P C P C P CC C C C2 2 1 2 2 2 3 2 41 2 3 4= + + +
3 No repair P P P PC C C C3 3 3 31 2 3 4, , , R P C P C P C P CC C C C3 3 1 3 2 3 3 3 41 2 3 4= + + +
4 No repair P P P PC C C C4 4 4 41 2 3 4, , , R P C P C P C P CC C C C4 4 1 4 2 4 3 4 41 2 3 4= + + +
5 No repair P P P PC C C C5 5 5 51 2 3 4, , , R P C P C P C P CC C C C5 5 1 5 2 5 3 5 41 2 3 4= + + +
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A computerized elicitation program can be developed to generate a survey to address the 
effectiveness of possible repair actions for various major components of ship structures. 
Table 9.8 summarizes the outcome of implementation of the above steps. Failure probabili-
ties can be assessed using models provided in Chapter 4.

9.4.9 Risk-Based Optimal Maintenance Policy

The data needed for determining a risk-based optimal maintenance policy for a compo-
nent are summarized in Table 9.8. The objective of this particular task is to find, for a com-
ponent under a particular environmental or damage category, the maintenance policy that 
minimizes the maintenance costs while maintaining the system below an acceptable risk 
level in the long run. The optimal maintenance strategy is the one that incurs the minimum 
total cost. An optimal maintenance policy stipulates a set of maintenance actions that must 
be implemented for a given component. The two main implications of an optimal policy are 
as follows:

•	 Delaying recommended actions will be more expensive in the long term.
•	 Performing additional maintenance actions that are considered in the model but 

not recommended will result in an increase in overall maintenance costs.

Four important things occur periodically with major components of a ship structure:

•	 Components deteriorate, resulting in transition from one CS to a worse CS.
•	 The existence of segments of a component in various CSs implies a risk of failure, 

which translates into expected failure costs.

TABLE 9.8

Implementation of Maintenance Actions to Estimate Failure Cost

CS

Percentage of 
Component 

in CS
Maintenance 

Action Number

Transition Probabilities among 
States Expected Unit 

Maintenance 
Cost

Expected Failure 
Cost1 2 3 4 5

1 s1
0 1 P11(1) P12(1) P13(1) P14(1) P15(1) 0 R1

2 P11(2) P12(2) P13(2) P14(2) P15(2) C(1,2) R1

2 s2
0 3 P21(3) P22(3) P23(3) P24(3) P25(3) C(2,3) R2

4 P21(4) P22(4) P23(4) P24(4) P25(4) C(2,4) R2

5 P21(5) P22(5) P23(5) P24(5) P25(5) C(2,5) R2

3 s3
0 6 P21(6) P22(6) P23(6) P24(6) P25(6) C(3,6) R3

7 P31(7) P32(7) P33(7) P34(7) P35(7) C(3,7) R3

8 P31(8) P32(8) P33(8) P34(8) P35(8) C(3,8) R3

4 s4
0 9 P41(9) P42(9) P43(9) P44(9) P45(9) C(4,9) R4

10 P41(10) P42(10) P43(10) P44(10) P45(10) C(4,10) R4

11 P4111) P42(11) P43(11) P44(11) P45(11) C(4,11) R4

5 s5
0 12 P51(12) P52(12) P53(12) P54(12) P55(12) C(5,12) R5

13 P51(13) P52(13) P53(13) P54(13) P55(13) C(5,13) R5

14 P51(14) P52(14) P53(14) P54(14) P55(14) C(5,14) R5

CS, condition states.
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•	 Maintenance actions (both minor yearly repairs and major dry dock repairs) are 
executed, thereby incurring costs.

•	 Implementation of maintenance actions yields an improvement in the CS of a 
component.

This information is summarized in Table 9.8. A risk-based optimal maintenance policy 
uses the above information to prescribe a set of maintenance actions that minimizes the 
maintenance costs while ensuring that the component is not subjected to an unacceptable 
risk of failure. This policy may be formulated again using the Markov decision model. 
The effects of a set of maintenance actions and the costs of those actions are propagated 
through a Markov chain via appropriate transition probabilities. It is assumed that a finite 
planning horizon can be defined and that future costs can be discounted, thereby account-
ing for economic inflation. The problem can be stated as follows for each component’s 
CS: Find the set of maintenance actions that will minimize the total discounted vessel 
 ownership costs over the long term, given that the component may deteriorate and assum-
ing that the maintenance policy continues to be followed. The problem essentially requires 
minimization of the following relation (Putterman 1994; Ross 1970):

 

V i C i a P a V jij

j

( ) ( , ) ( ) ( )= ∑+ α

 

(9.7)

where:
V(i) is the long-term cost expected as a result of being in state i today
i is the CS observed today
C(i,a) is the initial cost of action a taken in state i
α is the discount factor for a cost incurred a set number of years in the future
j is the CS predicted for a set number of years in the future
Pij(a) is the transition probability of CS j to CS i under action a
V(j) is the long-term cost expected as of next year if transition to CS j occurs

The above formulation is a dynamic programming problem that has a variety of solution 
techniques, including the following:

•	 Method of successive iteration
•	 Policy iteration
•	 Linear programming formulation

These methods are beyond the scope of this section and are not covered here. Once the 
best maintenance strategy is chosen, its optimality must then be demonstrated.

9.5  Maintenance Implementation and Development 
of Risk-Ranking Scheme

As noted previously, selection of an optimal maintenance management policy is not only a 
function of potential maintenance actions but also, and perhaps more importantly, a sched-
uling of implementation of recommended maintenance actions. In developing an opti-
mal policy for maintenance management, a suitable time frame for the implementation of 
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maintenance actions must be chosen. Selection of such a time frame could be dictated by Flag 
Administration Officer or Classification Society requirements, elicitation of SMEs, engineering 
experience, and current practice, with values of 5–7 years being  typical. Once a planning time 
frame has been selected, criteria must be chosen upon which to base maintenance implemen-
tation decisions. Implementation of maintenance actions for various system components may 
be based on such factors as maintenance costs or potential risk/failure costs. Alternatively, 
implementation may be based upon CS deterioration for each component. Using a combina-
tion of Flag Administration Officer and Classification Society requirements, SME elicitation, 
and experience, thresholds may be set for CS deterioration of major structural components. 
Alternative maintenance implementation schedules may then be compared, considering fac-
tors such as cost savings, risk reduction, and CS improvement, as well as any effects that 
delayed implementation may have on these factors. Combining this information with specific 
budgetary resources and risk tolerance levels of individual owner/operators, optimal main-
tenance schedules for each component may be ranked to assess both the relative urgency with 
which each must be implemented and the ability of each to meet the aforementioned criteria. 
The process is demonstrated by means of an example at the end of the section.

9.6 optimal Maintenance Scheduling for the overall Vessel

Upon selection of a suitable ranking criterion, the potential maintenance schedules for the 
various components should then be ranked using the selected criteria in conjunction with 
the available budget and threshold levels for risk and CS deterioration. It is important to note 
that the maintenance policies for individual components, developed in step 3 of ROMMSS, are 
optimal for only those components. When the budgetary resources are unlimited, the optimal 
maintenance policies for individual components can be scheduled for implementation without 
delay. This represents the most optimal maintenance policy for the overall vessel. However, 
budgetary resources are always limited; thus, an optimal maintenance strategy for the over-
all vessel must employ some sort of ranking scheme, focused on allocating scarce budgetary 
resources to those components with the most urgent needs, as defined in step 4 of ROMMSS.

Ship structural maintenance is somewhat unique in the sense that major repair actions typ-
ically require dry-docking of the vessel for extended periods of time, during which normal 
operational commitments of the vessel must be suspended. A maintenance  implementation 
schedule ignorant of dry-docking could prove disastrous in terms of unnecessary owner-
ship costs. The total maintenance and risk costs and CS deterioration for the system within 
the planning horizon should be closely examined. Scheduling dry-docking for only those 
components requiring extensive repair may help to further reduce unnecessary down time 
for the vessel. Other factors relating to dry-docking, such as availability and accessibility, 
should also be investigated thoroughly during the scheduling process.

9.7 Implementation of Maintenance Strategies and Updating System

Thus far, the ROMMSS procedures outlined in previous sections have not been physical 
in nature, but rather computational, employing an extensive network of modules and 
databases for CS transition matrices, maintenance and risk costs, risk and CS thresholds, 
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expert opinions, Flag Administration Officer and Classification Society requirements, 
shipyard data, and budgetary resources. These databases have then been used to recom-
mend an optimal maintenance management strategy, in terms of both repair action and 
scheduling. Upon recommendation of an optimal maintenance plan by the ROMMSS, 
physical implementation of its strategies is at the owner’s discretion. As the strategies 
are implemented, the database of ship structural system should be continually updated. 
Updates should be made to the risk profile for the vessel and the associated maintenance 
and risk costs, and CS transition matrices may be revised, if necessary, to reflect the dif-
ference between assumed values and those observed during  implementation. The merits 
in developing an advanced computational software tool for ship structural maintenance 
management, such as ROMMSS, lie not only in the potential cost savings for  vessel 
 owners through comprehensive maintenance optimization, but also the reduction in 
time and financial resources previously used to achieve a lower degree of optimization.

9.8 An Application: optimal Maintenance Management of Ship Structures

When fully implemented as a software tool, ROMMSS consists of a database and a computa-
tional tool that ship designers, owners, managers, and operators can use to make long-term 
life cycle management decisions to reduce operational costs. The conceptual framework for 
ROMMSS can be demonstrated with an example problem. For the sake of simplicity and 
clarity, an existing vessel has been partitioned into its major components using the proce-
dures outlined previously. Four major components are assumed to be afflicted by corrosion 
and might require major repair within the next 5 years. It is also assumed that the corroded 
components may be placed into one of five CS categories, as shown in Table 9.2, where CS 1 
implies “as good as new” and CS 5 denotes “>40% corroded.” The 14 maintenance actions 
(Table 9.3) are applicable to all four components. Also, it is assumed that a combination of 
expert elicitation, historical data, and engineering judgment has been used to define the 
unit failure/risk costs and unit maintenance costs for the CS degradations and maintenance 
actions, respectively. To keep the discussion as general as possible, the four components are 
hereafter referred to as simply component 1, component 2, component 3, and component 4. 
The assumed initial CS distributions for each of the four components are given in Table 9.9. 
For example, it can be seen that in year 1, 45% of component 1 is in CS 1 (CS1) and CS 2 
(CS2), 5% in CS 3 (CS3) and CS 4 (CS4), and 0% in CS 5 (CS5).

The assumed unit maintenance costs and unit failure/risk costs for each component are 
summarized in Tables 9.10 and 9.11, respectively. The transition probability matrices for 
the four major components are presented in Tables 9.12 through 9.15.

TABLE 9.9

Assumed Initial Distribution of Component Condition States (CSs)

Year 1

Assumed Initial Distribution (%)

CS1 CS2 CS3 CS4 CS5

Component 1 45 45 5 5 0
Component 2 35 25 30 5 5
Component 3 5 20 45 15 15
Component 4 10 45 35 5 5
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Because it has been specified in this example that the components will require repairs 
within 5 years, a 5-year maintenance planning horizon is employed in ROMMSS. It is well 
known that, due to inflation, the costs tend to increase with time. Therefore, a 5% discount-
ing factor is specified for the current example problem.

A ROMMSS-based maintenance management analysis of a vessel is performed with a 
number of objectives in mind. For the purpose of demonstration, the objectives include 
the following:

•	 Determine the optimal maintenance strategies for each of the defined components 
in each CS.

•	 Determine the CSs of each component in the event that their individual optimal 
maintenance policies are either implemented immediately or delayed for 1, 2, 3, 4, 
or 5 years within the planning period.

•	 Determine the risk/failure cost associated with delayed implementation of opti-
mal maintenance policies.

TABLE 9.10

Unit Maintenance Cost for Components

CS Maintenance Action

Unit Maintenance Costs ($)

Component 1 Component 2 Component 3 Component 4

CS1 1 0 0 0 0

2 1000 1100 1000 1200
CS2 3 0 0 0 0

4 1000 1100 1100 1200
5 2100 2200 2350 3500

CS3 6 0 0 0 0
7 2000 2200 2300 3650
8 2500 2750 2750 3750

CS4 9 0 0 0 0
10 3500 3850 2750 4950
11 2500 2750 3850 4850

CS5 12 0 0 0 0
13 3500 3850 3850 4850
14 4000 4400 4400 5489

CS, condition state.

TABLE 9.11

Unit Failure/Risk Cost for Components

Component

Unit Failure/Risk Cost ($)

CS1 CS2 CS3 CS4 CS5

1 500 1500 3500 4500 6500
2 550 1650 3850 4950 7100
3 550 1650 3850 4950 7100
4 550 1650 3850 6153 8178

 



514 Risk Analysis in Engineering and Economics

•	 Determine the increase/decrease in maintenance costs associated with delayed 
implementation of optimal maintenance actions.

•	 Rank the relative importance of the components’ maintenance schedule, based on 
failure/risk cost, maintenance cost, and CS deterioration, or a combination thereof.

•	 Determine the optimal time for scheduling a major dry-dock repair for the vessel.

TABLE 9.12

Transition Probabilities for Component 1

CS Maintenance Action

Transition Probability (%)

CS1 CS2 CS3 CS4 CS5

CS1 1 90 10 0 0 0
2 90 10 0 0 0

CS2 3 0 80 20 0 0
4 0 80 20 0 0
5 70 30 0 0 0

CS3 6 0 0 70 30 0
7 70 30 0 0 0
8 80 15 5 0 0

CS4 9 0 0 0 65 35
10 65 20 10 5 0
11 85 10 3 2 0

CS5 12 0 0 0 0 100
13 65 20 10 5 0
14 80 10 10 0 0

CS, condition state.

TABLE 9.13

Transition Probabilities for Component 2

CS Maintenance Action

Transition Probability (%)

CS1 CS2 CS3 CS4 CS5

CS1 1 85 15 0 0 0
2 95 5 0 0 0

CS2 3 0 75 25 0 0
4 0 75 25 0 0
5 70 30 0 0 0

CS3 6 0 0 65 35 0
7 70 30 0 0 0
8 80 15 5 0 0

CS4 9 0 0 0 60 40
10 85 10 3 2 0
11 75 25 0 0 0

CS5 12 0 0 0 0 100
13 65 20 10 5 0
14 95 5 0 0 0

CS, condition state.
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These objectives are used in developing the rest of the example.
The optimal maintenance strategy for each individual component can be esti-

mated using the dynamic programming model of ROMMSS, described previously by 
Equation  9.7. Generally speaking, the choice of optimal maintenance strategies dif-
fers from one component to another, and also for different CSs of a single component. 
The optimal policies are strongly dependent on the unit cost of maintenance, the unit 

TABLE 9.14

Transition Probabilities for Component 3

CS Maintenance Action

Transition Probability (%)

CS1 CS2 CS3 CS4 CS5

CS1 1 85 15 0 0 0
2 95 5 0 0 0

CS2 3 0 82 18 0 0
4 0 82 18 0 0
5 70 30 0 0 0

CS3 6 0 0 65 35 0
7 80 20 0 0 0
8 85 15 0 0 0

CS4 9 0 0 0 60 40
10 85 10 3 2 0
11 75 25 0 0 0

CS5 12 0 0 0 0 100
13 55 0 0 45 0
14 95 5 0 0 0

CS, condition state.

TABLE 9.15

Transition Probabilities for Component 4

CS Maintenance Action

Transition Probability (%)

CS1 CS2 CS3 CS4 CS5

CS1 1 85 15 0 0 0
2 85 15 0 0 0

CS2 3 0 82 18 0 0
4 0 82 18 0 0
5 80 10 10 0 0

CS3 6 0 0 65 35 0
7 80 20 0 0 0
8 83 11 6 0 0

CS4 9 0 0 0 60 40
10 85 10 3 2 0
11 84 16 0 0 0

CS5 12 0 0 0 0 100
13 85 0 15 0 0
14 95 5 0 0 0

CS, condition state.
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failure/risk cost, and the degree of improvement in CSs of a component as a result of 
the implementation of a maintenance policy, which is reflected by its transition matrix. 
For the current system, the algorithms employed within ROMMSS (namely, successive 
iteration, policy iteration, and linear programming) will be developed to recommend 
the exact optimal maintenance policies. To proceed with the demonstration of other 
ROMMSS features, the optimal policies that will be assumed for each component in the 
current example are summarized in Table 9.16. For the sake of simplicity in demonstra-
tion, the optimal policies at each CS are assumed to be similar for all components, based 
on Table 9.3.

It is important to emphasize that the optimal policy suggested by ROMMSS for a given 
component is highly dependent on the properties of that component as specified by its main-
tenance cost, failure cost, and transition probabilities. Because no provision for correlation 
with other components is assumed, considerable effort should be expended in constructing 
the transition probabilities, unit maintenance costs, and unit risk or failure costs that best 
represent a component using a combination of SME, experience, and data obtained from 
previous inspection and maintenance actions. An optimal maintenance strategy for a given 
component implies that among all applicable maintenance actions as provided in Table 9.3, 
the most optimal policy represents the most efficient actions in terms of minimal CS main-
tenance/failure costs and CS improvement. Any other combination of maintenance actions 
might, in the long term, either increase the risk and/or maintenance costs or lead to less 
improvement in the CSs of the component.

For a planning horizon of 5 years, for example, the optimal component maintenance 
policies recommended by ROMMSS can be either implemented immediately or delayed 
for 1, 2, 3, or 4 years; moreover, the policies can be implemented for only selected com-
ponents or all components. A decision regarding policy implementation must be made 
within the planning horizon. Constraints on available budget and resources, coupled 
with shipyard availability and operational commitments, greatly influence the imple-
mentation of maintenance schedules for a vessel. Immediate, delayed, and/or selective 
implementation of optimal policies will impact the CSs of each component, which will 
invariably affect the structural integrity of the vessel. Furthermore, Flag Administration 
Officer or Classification Society requirements for the vessel will also be affected by 
implementation decisions. Knowledge of the CSs of the various components should be 

TABLE 9.16

Assumed Long-Term Optimal Maintenance Policies for Components

Component

Assumed Long-Term optimal Maintenance Policies

CS1 CS2 CS3 CS4 CS5

1 1 5 7 11 13
2 1 5 7 11 14
3 1 5 7 10 14
4 1 5 7 11 13

Note: Use the Maintenance Action (MA) indicated for the corresponding Condition 
state (CS): CS1, no repair (MA1); CS2, spot blast/patch coating (MA5); CS3, 
spot blast/patch coating (MA7); CS4, cut out/weld new plate/spot blast/
patch coating (MA10) or add/maintain sacrificial anode (MA11); CS5, cut 
out/weld new plate/spot blast/patch coating (MA13) or replace component 
(MA14).
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considered in the decision-making process. ROMMSS facilitates the prediction of CS 
improvement/deterioration with or without the implementation of recommended main-
tenance policies. Recall that Table 9.9 gives a summary of the assumed CSs for each of 
the four components in year  1, prior to implementation of any maintenance policies. 
Tables 9.17 through 9.20 summarize the CSs of the components prior to implementation 
of optimal maintenance policies in the event that policy implementation is delayed for 1, 
2, 3, or 4 years, respectively.

The information summarized in these tables can then be used to make risk-informed 
decisions. For example, Table 9.9 previously illustrated that currently (i.e., t = 0) 35% of 
component 2 is in the best CS (CS1), 25% in CS2, 30% in CS3, and 5% in both CS4 and CS5. 
As shown in Table 9.17, if maintenance were delayed for 1 year, then just prior to imple-
mentation of the optimal policy, 30% would be in CS1, 24% in CS2, 26% in CS3, 14% in CS4, 

TABLE 9.17

Condition State (CS) Distribution If Implementation of Optimal 
Maintenance Policies Is Delayed 1 Year

Year 2

CS Distribution (%)

CS1 CS2 CS3 CS4 CS5

Component 1 41 41 13 5 2
Component 2 30 24 26 14 7
Component 3 4 17 33 25 21
Component 4 9 38 31 15 7

TABLE 9.18

Condition State (CS) Distribution If Implementation of Optimal Maintenance 
Policies Is Delayed 2 Years

Year 3

CS Distribution (%)

CS1 CS2 CS3 CS4 CS5

Component 1 36 36 16 8 5
Component 2 26 22 23 16 14
Component 3 4 15 25 24 32
Component 4 7 33 26 19 15

TABLE 9.19

Condition State (CS) Distribution If Implementation of Optimal Maintenance 
Policies Is Delayed 3 Years

Year 4

CS Distribution (%)

CS1 CS2 CS3 CS4 CS5

Component 1 33 32 17 10 8
Component 2 22 20 20 17 21
Component 3 3 14 19 22 42
Component 4 6 29 23 19 23
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and 7% in CS5. If maintenance were delayed instead for 2 years according to Table 9.18, 
then 26% would be in CS1, 22% in CS2, 23% in CS3, 16% in CS4, and 14% in CS5. Thus, the 
condition of the component continues to deteriorate with increasing delay in maintenance 
implementation. The benefit of ROMMSS-based predictions lies in the fact that owner/
operators do not need to spend a great deal of financial resources to predict an average 
amount of component deterioration. Furthermore, an ROMMSS forecast can serve as a 
guide to scheduling major inspections. If a target or threshold value is specified for the 
allowable percentage in the worst CS, information predicted by ROMMSS can then be 
used for maintenance implementation scheduling by providing the estimates of maxi-
mum allowable delay period. For example, assuming that for component 2 the maximum 
allowable percentage in CS5 is 15%, repair can be delayed no longer than 2 years; other-
wise, CS deterioration will exceed the specified threshold for CS5. A comparative assess-
ment of CSs of the four components with or without delayed implementation in optimal 
maintenance strategies can also be executed. The evaluation criterion can be, for example, 
the percentage of a component in CS5 without maintenance implementation.

Figure 9.9 compares all components based on the percentage of each in CS5 during each 
year of the assumed planning period. A closer look reveals that, without implementation 
of an optimal maintenance policy at any time during the planning horizon, component 3 
consistently has the highest percentage of its contents in the worst CS (CS5), whereas 
component 1 consistently has the lowest percentage of its contents in CS5. Assuming, for 
example, the available maintenance budget allows for the repair of only one component 

TABLE 9.20

Condition State (CS) Distribution If Implementation of Optimal Maintenance 
Policies Is Delayed 4 Years

Year 5

CS Distribution (%)

CS1 CS2 CS3 CS4 CS5

Component 1 29 28 18 12 12
Component 2 19 18 18 17 28
Component 3 3 12 15 19 51
Component 4 6 25 20 19 31
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Variation in percentage of each component in the worst CS (CS5) with delayed implementation of optimal main-
tenance policies.
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per year, and repair schedule prioritization is based solely on the  percentage of each 
component in CS5, then repair of component 3 will be given top priority, followed by 
component 4, then component 2, and finally component 1. That is, optimal maintenance 
management (based on a CS5 threshold of 15%) requires that component 3 be repaired 
immediately, while the repair of component 1 may be delayed until the end of the assumed 
planning period.

The cost associated with maintenance of a ship structure is not only a function of the type 
of repair actions recommended for implementation, but also the manner in which such 
implementation is carried out. As noted in the previous section, when implementation of 
optimal  maintenance actions is delayed, a greater fraction of a component degrades toward 
the worst CS, thereby implying that the costs associated with maintenance implementation 
will increase with delayed action. The ROMMSS strategy has been used to determine the 
optimal maintenance policies for each of the four components considered. Recall that the 
unit costs of the potential maintenance actions for each component are previously sum-
marized in Table 9.14. The unit maintenance costs corresponding to the assumed optimal 
policies are given in Table 9.21.

The next question that should be answered is regarding the best time to implement 
the recommended policies: “Within the planning horizon, when is the most opportune 
time to schedule suggested repairs to each component?” The answer to this question is 
almost entirely dependent on the available budget. If unlimited financial resources were 
available, then all the components could be repaired immediately. This is rarely the case, 
however, as practicality requires that budgetary resources are always limited. Assuming 
instead that the available budget can only accommodate the repair of a single component 
per year within the planning horizon, then one must decide when the repair should be 
scheduled so as to minimize the maintenance cost. The problem then reduces to rank-
ing the repair schedule of the component based on the associated maintenance cost. 
Figure 9.10 presents a summary of the maintenance cost for each component when the 
recommended maintenance actions are implemented within the first year or delayed for 
2, 3, 4, or 5 years. It should be recalled that a 5% inflation rate (i.e., a 5% discounting factor) 
has been assumed during each year of the planning horizon. A careful examination of the 
figure shows that within each year of the planning horizon, optimal maintenance costs are 
highest for component 4, followed by component 3, component 2, and finally component 
1, which consistently requires the least amount of money to  maintain. Furthermore, when 
the implementation of recommended maintenance actions is delayed for any component, 
the increase in the maintenance cost within the first 3 years of the planning horizon is only 
marginal. However, beyond the third year, the maintenance costs increase dramatically, 
approximately doubling in each of the final 2 years of the planning horizon.

TABLE 9.21

Unit Maintenance Costs for Assumed Optimal Policies

Component

Unit Maintenance Costs ($)

CS1 CS2 CS3 CS4 CS5

1 0 2100 2000 2500 3500
2 0 2200 2200 2750 4400
3 0 2350 2300 2750 4400
4 0 3500 3650 4850 4850
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Ranking the component repairs according to dollar savings, Figure 9.10 suggests that to 
maximize the return on invested maintenance dollars, component 4 should be scheduled 
for repair implementation as soon as possible, followed by component 3, component 2, and 
finally component 1; moreover, implementation of maintenance actions for component 4 
should not be unduly delayed. The figure also suggests that the substantial savings in 
maintenance costs can be realized if the optimal maintenance policies for all the com-
ponents are implemented within the first 3 years of the planning horizon (starting with 
component 4). If implementation of maintenance actions were delayed beyond 3 or 4 years, 
the cost of maintenance would be more than triple or quadruple, respectively, leading to a 
lower return on investment and higher total ownership costs.

Scheduling the time for implementation of maintenance actions should not be 
based  solely on the maintenance cost but should also consider the consequences of 
delayed implementation of optimal maintenance policies. Such consequences could be 
expressed in the form of an increase in anticipated risk/failure cost. Anticipated risk/
failure costs such as lack of serviceability, unplanned repair and litigation, and costs 
associated with failure-induced environmental pollution could affect the economics of 
operating a vessel should they be incurred. A summary of the assumed unit failure/risk 
costs for each component considered in the example problem is provided in Table 9.11.

It is well known that failure/risk costs increase with delay in the implementation of 
optimal maintenance policies; therefore, a fundamental issue to be considered in opti-
mal maintenance scheduling concerns the optimal time for implementation of mainte-
nance actions for a component to ensure that the risk level, as reflected by risk/failure 
cost, does not exceed the allowable limits. The allowable limit of risk is a very subjective 
issue and is entirely dependent on the amount of risk that vessel managers, operators, and 
owners can tolerate. Therefore, risk tolerance thresholds must be defined (and updated, 
if necessary) for specific vessels. Input regarding the definition of risk thresholds can be 
obtained through elicitation of SMEs, historical data, and engineering experience. The 
major  components can then be ranked according to the resulting risk levels for delayed 
 implementation of maintenance actions. Figure 9.11 summarizes the progressive increase 
in failure/risk cost for each component within the planning horizon. It can be seen that 
this cost is a function of the timing of implementing the maintenance actions. Within the 
assumed planning horizon, component 3 consistently has the highest risk/failure cost 
when left without repair,  followed by component 4, component 2, and finally component 1, 
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Variation in yearly maintenance costs during the planning horizon.
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which has the lowest risk/failure cost. Furthermore, similar to the trends of increasing 
maintenance cost with delayed maintenance implementation, as illustrated in Figure 9.11, 
a gradual,  marginal increase in risk/failure costs occurs within the first 3 years of the 
 planning horizon. Again, the costs for each component approximately double during each 
of the two remaining years of the assumed planning horizon.

To minimize the risk/failure costs of each component, Figure 9.11 suggests that repair 
of component 3 should be given top priority, followed by component 4 and component 2, 
whereas repair of component 1 may be delayed the longest. Furthermore, it is seen from 
the figure that if the repair operations for the components are implemented within the 
first 3 years, the associated risk/failure cost will generally be minimal. It is interesting 
to note that while an optimal maintenance repair schedule based on maintenance cost 
leads to the conclusion that component 4 should be repaired first; however using instead 
on risk/failure costs leads to giving component 3 top priority. It should also be noted that 
repair-scheduling conclusions based on risk/failure costs are similar to the findings based 
on CS deterioration. Although recommendations regarding repair scheduling based on 
risk/failure costs and maintenance costs appear to be conflicting, it should be noted that 
both recommendations have some common features. For example, both strategies sug-
gest that repair of components 3 and 4 be given priority over repair of components 1 and 2. 
Furthermore, both strategies suggest that the most optimal repair time for all the compo-
nents lies within the first 3 years of the assumed 5-year planning horizon, implying that 
implementation of repair actions should not be delayed beyond 3 years.

The decision maker, whoever it may be (manager, operator, or owner of vessel), must 
resolve such conflicting suggestions using his/her threshold for risk tolerance. A decision 
maker with a low risk tolerance will tend to follow a recommended repair schedule based 
on risk/failure cost, whereas one with a higher risk tolerance might prefer to execute a 
schedule based on minimization of maintenance costs. Alternatively, a decision maker 
whose risk threshold is moderate and who has the required resources available might 
choose to implement both recommendations simultaneously.

Ship structural systems have a unique maintenance requirement in the sense that the 
major implementation of maintenance repair actions generally involves dry-docking of 
the vessel for an extended period. During this period, normal operational commitments 
of the vessel must be suspended. Repair schedules based on a ranking of maintenance costs 
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for the four components of the example vessel were provided previously, whereas those 
based instead on the ranking of risk/failure costs were recommended earlier. Considering 
both risk and maintenance costs for actions that are either delayed or implemented imme-
diately and assuming that the required financial resources are available, this section poses 
the question: “When is the optimal time to schedule a major dry dock repair for all the 
components?” To facilitate optimization of a schedule for major dry-docking repairs, the 
total maintenance and risk costs for the system within the planning horizon, as shown in 
Figure 9.12, must be closely examined. The figure depicts only a marginal increase in total 
risk and maintenance costs for the system during the first 3 years of the assumed plan-
ning horizon, with the costs approximately doubling in each of the two remaining years. 
During the first 3 years, the failure/risk costs are only slightly greater than those associ-
ated with maintenance activities. During the last 2 years, however, this difference becomes 
rather substantial. It is therefore concluded that an optimal risk-based major dry-docking 
maintenance schedule for the vessel should be carried out within the first 3 years of the 
assumed planning period. Repair within the first year will result in the least cost, followed 
by repair within the second year. Any delay in repair beyond 3 years not only would lead 
to a  significant increase in maintenance costs, but could also render the continual operation 
of the vessel not economical due to the significant increase in anticipated failure/risk costs.

0

20,000

40,000

60,000

80,000

100,000

120,000

Year 1 Year 2 Year 3 Year 4 Year 5
Planning year

Maintenance cost Risk cost

Ex
pe

ct
ed

 y
ea

rly
m

ai
nt

en
an

ce
 a

nd
 ri

sk
 c

os
t (

$)

FIGURE 9.12
Expected yearly risk and maintenance costs during the planning horizon.

 



523

Appendix A

Fundamentals of Probability and Statistics*

This appendix provides a summary of the fundamentals of probability and statistics for 
the purpose of helping readers to look up and review key equations and models for risk 
analysis.

* This appendix is based on the book Probability, Statistics, and Reliability for Engineers and Scientists, 3rd ed., by 
B. M. Ayyub and R. H. McCuen, Chapman & Hall/CRC Press LLC, Boca Raton, FL, 2011.
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A.1 Sample Spaces, Sets, and Events

Sets constitute a fundamental concept in probabilistic analysis of engineering problems. 
To perform probabilistic analyses of these problems, the definition of the underlying sets is 
essential for the establishment of a proper model and obtaining realistic results. The goal 
of this section is to provide the set foundation required for probabilistic analysis.

Informally, a set can be defined as a collection of elements or components. Capital letters 
are usually used to denote sets (e.g., A, B, X, and Y). Small letters are commonly used to 
denote their elements (e.g., a, b, x, and y). The following are examples of sets:

 A = 2 4 6 8 10, , , ,{ }  (A.1a)

 B b b= >: 0{ }  (A.1b)

where:
“:” means “such that.”

 C = Maryland, Virginia, Washington DC{ }  (A.1c)

 D = { }P, M, 2, 7, U, E  (A.1d)
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 F = …{ }1 3 5 7 9 11, , , , , , ;  the set of odd numbers  (A.1e)

In these example sets, each set consists of a collection of elements. In set A, 2 belongs to A, 
and 12 does not belong to A. Using mathematical notations, this can be expressed as 2 ∈ A 
and 12 ∉ A.

Sets can be classified as finite and infinite sets. For example, sets A, C, and D are finite 
sets, whereas sets B and F are infinite sets. The elements of a set can be either discrete or 
continuous. For example, the elements in sets A, C, D, and F are discrete, whereas the ele-
ments in set B are continuous. A set without any elements is called a null (or empty) set 
and is denoted as ∅.

If every element in a set A is also a member of set B, then A is called a subset of B, which 
is mathematically expressed as A ⊂ B. A is contained in or equal to B, which is mathemati-
cally expressed as A ⊆ B if for every a that belongs to A (i.e., a ∈ A) implies that a belongs 
to B (i.e., A ∈ B). Every set is considered to be a subset of itself. The null set Ø is considered 
to be a subset of every set.

In engineering, the set of all possible outcomes of a system (or for an experiment) consti-
tutes the sample space S. A sample space consists of points that correspond to all possible 
outcomes. Each outcome for the system should constitute a unique element in the sample 
space. A subset of the sample space is called an event. These definitions are the set basis 
of probabilistic analysis. An event without sample points is an empty set and is called the 
impossible event ∅. A set that contains all the sample points is called the certain event S. 
The certain event is equal to the sample space. Events and sets can be represented using 
spaces that are bounded by closed shapes, such as circles. These shapes are called Venn–
Euler (or simply Venn) diagrams. Belonging, nonbelonging, and overlaps between events 
and sets can be represented by these diagrams.

In the Venn diagram shown in Figure A.1, two events (or sets) A and B that belong to a 
sample space S are represented. The event C is contained in B (i.e., C ⊂ B), and the event 
A is not equal to B (i.e., A ≠ B). Also, the events A and B have an overlap in the sample space S.

The basic operations that can be used for sets and events are analogous to addition, sub-
traction, and multiplication in arithmetic calculations.

 1. The union of events A and B, which is denoted as A ∪ B, is the set of all elements 
that belong to A or B or both. Two or more events are called collectively exhaustive 
events if the union of these events results in the sample space.

 2. The intersection of events A and B, which is denoted as A ∩ B, is the set of all ele-
ments that belong to both A and B. Two events are termed mutually exclusive if the 

Sample space S

A

B C

FIGURE A.1
Events.
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occurrence of one event precludes the occurrence of the other event. The term can 
also be extended to more than two events.

 3. The difference of events A and B, which is denoted as A − B, is the set of all elements 
that belong to A but not to B.

 4. The event that contains all of the elements that do not belong to an event A is 
called the complement of A and is denoted as A.

Table A.1 shows additional rules based on the above fundamental rules. The validity of 
these rules can be checked using Venn diagrams.

A.2 Mathematics of Probability

The probability of an event can be defined as the relative frequency of its occurrence or 
the subjective probability of its occurrence. The type of definition depends on the under-
lying event. For example, in an experiment that can be repeated N times with n occur-
rences of the underlying event, the relative frequency of occurrence can be considered as 
the probability of occurrence. In this case, the probability of occurrence is n/N. However, 
there are many problems that do not involve large numbers of repetitions, and still we 
are interested in estimating the probability of occurrence of some event S. For example, 
during the service life of an engineering product, the product either fails or does not fail 
in performing a set of performance criteria. The events of failure and survival are mutu-
ally exclusive and collectively exhaustive of the sample space. The probability of failure 
(or survival) is considered as a subjective probability. An estimate of this probability can 
be achieved by modeling the underlying system, its uncertainties, and performances. 
The resulting subjective probability is expected to reflect the status of our knowledge 
about the system regarding the true likelihood of occurrence of the events of interest. In 
this section, the mathematics of probability is applicable to both definitions; however, it 
is important to keep in mind both definitions so that results are not interpreted beyond 
the range of their validity.

TABLE A.1

Additional Operational Rules

Rule Type operations

Identity laws
Idempotent laws
Complement laws
Commutative laws
Associative laws
Distributive laws

de Morgan’s law

Combinations of laws

A ∪ ∅ = A, A ∩ ∅ = ∅, A ∪ S = S, A ∩ S = A
A ∪ A = A, A ∩ A = A

A A S A A A A S S∪ ∅ ∅ ∅= ∩ = = = =, , , ,
A ∪ B = B ∪ A, A ∩ B = B ∩ A
( ) ( ), ( ) ( )A B C A B C A B C A B C∪ ∪ = ∪ ∪ ∩ ∩ = ∩ ∩
( ) ( ) ( )A B C A C B C∪ ∩ = ∪ ∪ ∩
( ) ( ) ( )A B C A C B C∩ ∪ = ∪ ∩ ∪
( ) , ( )A B A B E E E E E En n∪ = ∩ ∪ ∪ ∪ = ∩ ∩ ∩ 1 2 1 2 

( ) , ( )A B A B E E E E E En n∩ ∪ ∩ ∩ ∩ ∪ ∪ ∪= = 1 2 1 2 

( ( )) ( ) ( ) ( )A B C A B C A B A C∪ ∩ = ∩ ∩ = ∩ ∪ ∩ 
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In general, an axiomatic approach can be used to define probability as a function from 
sets to real numbers. The domain is the set of all events within the sample space of the 
problem, and the range consists of the numbers on the real line. For an event A, the notation 
P(A) means the probability of occurrence of event A. The function P() should satisfy the fol-
lowing properties:

 0 1≤ ≤P A A S( ) for every event ⊆  (A.2a)

 P S( ) = 1  (A.2b)

If A1, A2, . . . , An are mutually exclusive events on S, then

 P A A A P A P A P An n( ) ( ) ( ) ( )1 2 1 2∪ ∪ ∪ = + + +   (A.2c)

Computational rules can be developed based on these properties. Example rules are given 
as follows:

 P( )∅ = 0  (A.3)

 
P A B P A P B P A B( ) ( ) ( ) ( )∪ ∩= + −  (A.4a)

 P A B C P A P B P C P A B P A C P B C P A B C( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )∪ ∪ + ∩ ∩ − ∩ ∩ ∩= + − − +  (A.4b)

 P( ) ( )A P A= −1  (A.5)

 If  then A B P A P B⊆ ≤, ( ) ( )  (A.6)

In experiments that result in finite sample spaces, the processes of identification, enumer-
ation, and counting are essential for the purpose of determining the probabilities of some 
outcomes of interest. The identification process results in defining all possible outcomes 
and their likelihood of occurrence. The identification of equally likely outcomes is needed 
to determine any probabilities of interest. The order of occurrence of the outcomes can 
be important in certain applications, requiring its consideration in the counting process.

The enumeration process can be performed in any systematic form that results in all pos-
sible outcomes. The multiplication principle can be used for this purpose. Let events 
A1, A2, . . . , An have n1, n2, . . . , nn elements, respectively. Therefore, the total number of pos-
sible outcomes of selecting one element from each of A1, A2, . . . , An is the product n1 n2, . . . 
nn, where the outcomes represent the ways to select the first element from A1, the second 
element from A2, and so on, and finally to select the nth element from An.

The permutation of r elements from a set of n elements is the number of arrangements that 
can be made by selecting r elements out of the n elements. The order of selection counts in 
determining these arrangements. The permutation Pr|n of r out of n (where r ≤ n) is as follows:

 P
n

n r
r n =

!
( )!−

 (A.7)

where:
n! is the factorial of n = n(n − 1)(n − 2) . . . (2)(1)

It should be noted that 0! = 1 by convention. Equation A.7 results from the fact that there 
are n ways to select the first element, (n − 1) ways to select the second element, (n − 2) 
ways to select the third element, and so on to the last element (i.e., rth element).
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The combination of r elements from a set of n elements is the number of arrangements 
that can be made by selecting r elements out of the n elements. The order of selection in 
this case does not count in determining these arrangements. One arrangement differs 
from another only if the contents of the arrangements are different. The combination Cr|n 
of r out of n (where r ≤ n) is:

 C
P

r
r n

r n=
!

 (A.8)

Therefore, the combination Cr|n can be determined as follows:

 C
n

r n r
r n =

!
( !)( )!−

 (A.9)

It is very common to use the notation 
n
r







 for the combination Cr|n. It can be shown that the 

following identity is valid:

 
n
r

n
n r








 = −









  (A.10)

The probabilities discussed earlier are based on and relate to the sample space S. However, 
it is common in many problems to have an interest in the probabilities of the occurrence 
of events that are conditioned on the occurrence of a subset of the sample space. This 
introduces the concept of conditional probability. For example, the probability of A given 
that B has occurred, denoted as P(A|B), means the occurrence probability of a sample 
point that belongs to A given that it belongs to B. The conditional probability can be com-
puted as follows:

 P A B
P A B

P B
P B( )

( )
( )

( )= ∩ ≠if 0  (A.11)

Clearly, the underlying sample space for the conditional probability is reduced to the con-
ditional event B. The conditional probability satisfies all the properties of probabilities. 
The following properties can be developed for conditional probabilities:

 1. The complement of an event

 P A B P A B( ) ( )= −1  (A.12)

 2. The multiplication rule for two events A and B

 P A B P A B P B P B( ) ( ) ( ) ( )∩ = ≠if 0  (A.13a)

 P A B P B A P A P A( ) ( ) ( ) ( )∩ = if ≠ 0  (A.13b)

 3. The multiplication rule for three events A, B, and C

 
P A B C P A B C P B C P C P A B C P C

P C P B

( ) [ ( )] ( ) ( ) [( ) ] ( )

( ) (

∩ ∩ ∩ = ∩

≠

=

if  and 0 ∩∩ ≠C) 0
 (A.14)
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 4. For mutually exclusive events A and B

 P A B P B A( ) ( )= =0 0 and  (A.15)

 5. For statistically independent events A and B

 P A B P A P B A P B P A B P A P B( ) ( ) ( ) ( ) ( ) ( )= = =( ) ∩, , and  (A.16a)

 A B and  are independent events  (A.16b)

   and  are independent eventsA B  (A.16c)

 A B and  are independent events  (A.16d)

A set of disjoint (i.e., mutually exclusive) events A1, A2, . . . , An form a partition of a sample 
space if A1 ∪ A2 ∪ , . . . , An = S. An example partition is shown in Figure A.2.

If A1, A2, . . . , An represent a partition of sample space S, and E represents an arbitrary 
event, as shown in Figure A.3, the theorem of total probability states that

 P E P A P E A P A P E A P A P E An n( ) ( ) ( ) ( ) ( ) ( ) ( )= + + +1 1 2 2   (A.17)

This theorem is very important in computing the probability of an event E, especially in 
practical cases where the probability cannot be computed directly, but the probabilities of 
the partitioning events and the conditional probabilities can be computed.

Bayes’ theorem is based on the same conditions of partitioning and events as the theorem 
of total probability and is very useful in computing the reverse probability of the type 
P(Ai|E), for i = 1, 2, . . . , n. The reverse probability can be computed as follows:

 P A E
P A P E A

P A P E A P A P E A P A P E A
i

i i

n n
( )

( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

=
1 1 2 2+ + +

 (A.18)

The denominator of this equation is P(E), which is based on the theorem of total probability.

Sample space S
A1 A2 A3 A4

A5

FIGURE A.2
Partitioned sample space.
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A.3 Random Variables and Their Probability Distributions

A random variable is defined as a function that assigns a real value to every possible  outcome 
for an engineering system. This mapping can be one to one or one to many. Based on 
this definition, the properties of the underlying outcomes (e.g., intersection, union, and 
 complement) are retained in the form of, for example, overlapping ranges of real values, a 
combination of real ranges, and values outside these ranges. Random variables are com-
monly classified into two types: discrete or continuous. A discrete random variable may 
take on only distinct, usually integer values, for example, the outcome of a roll of a die may 
only take on the integer values from 1 to 6 and is, therefore, a discrete random variable. The 
number of floods per year at a point on a river can only take on integer values, so it is also a 
discrete random variable. A continuous random variable takes values within a continuum 
of values. For example, the average of all scores on a test having a maximum possible score 
of 100 may take on any value including nonintegers between 0 and 100; thus, the class 
average would be a continuous random variable. A distinction is made between these two 
types of random variables because the computations of probabilities are different for the 
two types.

A.3.1 Probability for Discrete Random Variables

The probability of a discrete random variable is given by the probability mass function, 
which specifies the probability that the discrete random variable X equals some value xi 
and is denoted by

 P x P X xX i i( ) ( )= =  (A.19)

A capital X is used for the random variable, whereas an xi is used for the ith largest value of 
the random variable. The probability mass function must satisfy the axioms of  probability. 
Therefore, the probability of an event xi must be ≤1 and ≥0, that is,

A2 A3 A4

A5

E

Sample space S

A1

FIGURE A.3
Theorem of total probability.
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 0 1≤ ≤P xX i( )  (A.20)

This property is valid for all possible values of the random variable X. Additionally, the 
sum of all possible probabilities must be equal to 1, that is,

 P xX i

i

N

( )
=
∑

1

1=  (A.21)

where:
N is the total number of possible outcomes; for the case of the roll of a die, N = 6

It is often useful to present the likelihood of an outcome using the cumulative mass function, 
FX(xi), which is given by

 F x P X x P xX i i X j

j

i

( ) ( ) ( )= =≤
=
∑

1

 (A.22)

The cumulative mass function is used to indicate the probability that the random variable 
X is ≤xi. It is inherent in the definition (Equation A.22) that the cumulative probability is 
defined as 0 for all the values less than the smallest xi and 1 for all values greater than the 
largest value.

A.3.2 Probability for Continuous Random Variables

A probability density function (pdf) defines the probability of occurrence for a continuous 
random variable. Specifically, the probability that the random variable X lies within the 
interval from x1 to x2 is given by

 P x X x f x xX

x

x

( ) ( )1 2

1

2

≤ ≤ = d∫  (A.23)

where:
fX(x) is the pdf

If the interval is made infinitesimally small, x1 approaches x2 and P(x1 ≤ X ≤ x2) approaches 0. 
This illustrates a property that distinguishes discrete random variables from continuous 
random variables. Specifically, the probability that a continuous random variable takes on 
a specific value equals 0; that is, probabilities for continuous random variables must be 
defined over an interval.

It is important to note that the integral of the pdf from −∞ to +∞ equals 1, that is,

 P X f x xX( ) ( )−∞ < < +∞
−∞

+∞

∫= =d 1  (A.24)

Also, because of Equation A.24, the following holds:

 P X x f x x P X xX

x

( ) ( ) ( )≥ <
+∞

∫0 0 0

0

1= = −d  (A.25)
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The cumulative distribution function (cdf) of a continuous random variable is defined by

 F x P X x f x xX X

x

( ) ( ) ( )0 0

0

= ≤ = d
−∞
∫  (A.26a)

The cdf is a nondecreasing function in that P(X ≤ x1) ≤ P(X ≤ x2), where x1 ≤ x2. The cdf equals 
0 at −∞ and 1 at +∞. The relationship between fX(x) and FX(x) can also be expressed as

 f x
F x

x
X

X( )
( )= d

d
 (A.26b)

A.4 Moments

Whether summarizing a dataset or attempting to find the population, one must character-
ize the sample. The moments are useful descriptors of data, for example, the mean, which 
is a moment, is an important characteristic of a set of test scores. A moment can be refer-
enced to any point on the measurement axis; however, the origin (i.e., zero point) and the 
mean are the most common reference points.

Although most data analyses use only two moments, it is important for some probabilis-
tic and statistical studies to examine three moments:

 1. Mean, the first moment about the origin
 2. Variance, the second moment about the mean
 3. Skewness, the third moment about the mean

In this section, equations and computational procedures for these moments are introduced. 
These moments are analogous to the area moments used to compute quantities such as the 
centroidal distance, the first static moment, and the moment of inertia. The respective kth 
moments about the origin for a continuous and a discrete random variable are

 ′ =
−∞

+∞

∫M x f x xk
k

X( )d  (A.27)

 ′
=
∑M x P xk i

k
X i

i

n

= ( )
1

 (A.28)

where:
X is the random variable
fX(x) is its probability density function
n is the number of elements in the underlying sample space of X
PX(x) is the probability mass function

The first moment about the origin, that is, k = 1 in Equations A.27 and A.28, is called the 
mean of X and is denoted as μ.
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The respective kth moments about the mean (μ) for a continuous and a discrete random 
variable are as follows:

 M x f x xk
k

X= − µ( )
−∞

+∞

∫ ( )d  (A.29)

 M x P xk i
k

X i

i

n

= µ( ) ( )−
=
∑

1

 (A.30)

where:
μ is the first moment about the origin (i.e., the mean)

The above moments are considered as a special case of mathematical expectation. The 
mathematical expectation of an arbitrary function g(x), which is a function of the random 
variable X, is defined, respectively, for a continuous and a discrete random variable as:

 E g x g x f x xX[ ( )] ( ) ( )= d
−∞

+∞

∫  (A.31)

 E g x g x P xi X i

i

n

[ ( )] ( ) ( )=
=
∑

1

 (A.32)

The mean value can be formally defined as the first moment measured about the origin; it 
is also the average of all observations on a random variable. It is important to note that the 
population mean is most often indicated as μ, whereas the sample mean is denoted by X. 
For a continuous and a discrete random variable, the mean (μ) is computed, respectively, as

 µ =
−∞

+∞

∫ xf x xX( )d  (A.33)

 µ = x P xi X i

i

n

( )
=
∑

1

 (A.34)

For n observations, if all observations are given equal weights, that is, PX(xi) = 1/n, then the 
mean for a discrete random variable (Equation A.34) produces

 X
n

xi

i

n

= 1

1=
∑  (A.35)

which is the average of the observed values x1, x2, x3, . . . , xn.
The variance is the second moment about the mean. The variance of the population is 

denoted by σ2. The variance of the sample is denoted by S2. The units of the variance are 
the square of the units of the random variable; for example, if the random variable is mea-
sured in pounds per square inch (psi), the variance has units of (psi)2. For a continuous and 
a discrete random variable, respectively, the variance is computed as the second moment 
about the mean as follows:

 σ = − µ2 2( ) ( )x f x xX d
−∞

+∞

∫  (A.36)
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 σ = µ2 2

1

( ) ( )x P xi X i

i

n

−
=
∑  (A.37)

when the n observations in a sample are given equal weight, that is, PX(xi) = 1/n, the variance 
is given by

 S
n

x Xi

i

n
2 2

1

1= ( )−
=
∑  (A.38)

The value of the variance given by Equation A.38 is biased; an unbiased estimate of the 
variance is given by

 S
n

x Xi

i

n
2 2

1

1
1

=
−

−
=
∑( )  (A.39)

The variance is an important concept in probabilistic and statistical analyses because many 
solution methods require some measure of variance. Therefore, it is important to have a 
conceptual understanding of this moment. In general, it is an indicator of the closeness of 
the values in a sample or a population to the mean. If all values in the sample equal the 
mean, the sample variance would equal 0.

By definition, the standard deviation is the square root of the variance. It has the same 
units as the random variable and the mean; therefore, it is a better descriptor of the dis-
persion or spread of either a sample of data or a distribution function than the variance. 
The standard deviation of the population is denoted by σ, whereas the sample value is 
denoted by S.

The coefficient of variation (δ or Cov) is a dimensionless quantity defined as

 δ σ
µ

=  (A.40)

It is also used as an expression of the standard deviation in the form of a proportion of the 
mean. For example, consider μ and σ to be 100 and 10, respectively; therefore, δ = 0.1 or 10%. 
In this case, the standard deviation is 10% of the mean.

The skew is the third moment measured about the mean. Unfortunately, the notation 
for skew is not uniform from one user to another. The sample skew can be denoted by G, 
whereas the skew of the population can be indicated by λ. Mathematically, it is given for a 
continuous and a discrete random variable, respectively, as

 λ − µ=
−∞

+∞

∫ ( ) ( )x f x xX
3 d  (A.41)

 λ = − µ( ) ( )x P xX i

i

n
3

1=
∑  (A.42)

It has units of the cube of the random variable; thus, if the random variable has units of 
pounds, the skew has units of (pounds)3.
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The skew is a measure of the lack of symmetry. A symmetric distribution has a skew 
of zero, whereas a nonsymmetric distribution has a positive or negative skew depend-
ing on the direction of the skewness. If the more extreme tail of the distribution is to the 
right, the skew is positive; if the more extreme tail is to the left of the mean, the skew is 
negative.

A.5 Common Discrete Probability Distributions

In this section, the Bernoulli, binomial, geometric, and Poisson distributions are discussed. 
The first three distributions are based on Bernoulli trials (or sequences), whereas the fourth 
one is not. An engineering experiment (or system) that consists of N trials is considered 
to result in a Bernoulli process (or sequence) if it satisfies the following conditions: (1) the 
N trials (or repetitions) are independent; (2) each trial has only two possible outcomes, 
say, survival (S) or failure (F); and (3) the probabilities of occurrence for the two outcomes 
remain constant from trial to trial. Also, the negative binomial, Pascal, and hypergeomet-
ric distributions are described. A summary of selected discrete distributions that are com-
monly used in reliability and risk studies is provided in Section A.7.

A.5.1 Bernoulli Distribution

For convenience, the random variable X is defined as a mapping from the sample space {S, F} 
for each trial of a Bernoulli sequence to the integer values {1, 0}, with one-to-one mapping 
in the respective order, where, for example, S = success and F = failure. Therefore, the prob-
ability mass function is given by

 P x
p x

p xX( ) = − =
for 
for 
otherwise

=







1
1 0
0

 (A.43)

The probability mass function of the Bernoulli distribution is shown in Figure A.4. The 
mean and variance for the Bernoulli distribution are, respectively, given by

 µ σX Xp p p= = − and 2 1( )  (A.44)

A.5.2 Binomial Distribution

The underlying random variable (X) for this distribution represents the number of suc-
cesses in N Bernoulli trials. The probability mass function is given by

 P x
N
x

p p x N
X

x N x

( )
( ) ,

=








 − …









−1 0

0

for  1, 2, , 

otherwise

=
 (A.45)
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where 
N
x









 can be computed using Equation A.9. The probability mass and cumulative func-

tions of an example binomial distribution are shown in Figures A.5 and A.6,  respectively. 
The mean and variance for the binomial distribution, respectively, are given by

 µ σ −X XNp Np p= = and 2 1( )  (A.46)

A random variable can be represented by the binomial distribution, if the following three 
assumptions are met:

 1. The distribution is based on N Bernoulli trials with only two possible outcomes.
 2. The N trials are independent of each other.
 3. The probabilities of the outcomes remain constant at p and (1 − p) for each trial.

Therefore, the flip of a coin would meet these assumptions, but the roll of a die would not 
because there are six possible outcomes.
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FIGURE A.4
Probability mass function of the Bernoulli distribution.
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A.5.3 Geometric Distribution

The underlying random variable for this distribution represents the number of Bernoulli tri-
als that are required to achieve the first success. In this case, the number of trials needed to 
achieve the first success is neither fixed nor certain. The probability mass function is given by

 P x
p p x

X

x

( )
( ) ,

=
− = …






−1 1
0

1 for  2, 3,
otherwise

 (A.47)

The probability mass function of an example geometric distribution is shown in Figure A.7. 
The mean and variance for the geometric distribution are, respectively, given by

 µ σ =X X
p

p
p

=
−1 12

2 and  (A.48)

A.5.4 Poisson Distribution

The Poisson distribution is commonly used in problem solving that deals with the occur-
rence of some random event in the continuous dimension of time or space. For example, 
the number of occurrences of a natural hazard, such as earthquakes, tornadoes, or hur-
ricanes, in some time interval, such as 1 year, can be considered as a random variable with 

1.0

0.8

0.6

0.4

0.2

0.0

 

10 2 3 4 5 6 7 8 9 10
x value

C
um

ul
at

iv
e 

m
as

s v
al

ue N = 10 and p = 0.45

FIGURE A.6
Cumulative mass function of the binomial distribution.
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a Poisson distribution. In these examples, the number of occurrences in the time interval is 
the  random variable. Therefore, the random variable is discrete, whereas its reference space 
(i.e., the time interval) is continuous. This distribution is considered to be the limiting case 
of the binomial distribution by dividing the reference space (i.e., time t) into nonoverlapping 
intervals of size Δt. The occurrence of the event (i.e., a natural hazard) in each interval is 
considered to constitute a Bernoulli sequence. The number of Bernoulli trials depends on 
the size of the interval Δt. By considering the limiting case where the size of the interval Δt 
approaches zero, the binomial distribution becomes the Poisson distribution.

The underlying random variable of this distribution is denoted by Xt, which represents 
the number of occurrences of an event of interest and t is the time (or space) interval. The 
probability mass function for the Poisson distribution is

 P x
t t

x
x

Xt

x

( )
( ) exp( )

!
, ,

=
λ λ−

= …






for   2, 3,

otherwise

0 1

0
 (A.49)

The probability mass function of an example Poisson distribution is shown in Figure A.8. 
The mean and variance for the Poisson distribution are, respectively, given by

 µ = λ σ = λX Xt tt t and 2  (A.50)

The parameter λ of the Poisson distribution represents the average rate of occurrence of 
the event of interest.

A.5.5 Negative Binomial and Pascal Distributions

The negative binomial distribution is considered a general case of the geometric distribution. 
Its underlying random variable is defined as the kth occurrence of an event of interest on the 
last trial in a sequence of X Bernoulli trials. The probability of this kth occurrence on the last 
trial is given by the probability mass function of the negative binomial distribution, that is,

 P x
x
k

p p x k k k
X

k x k
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( ) , , ,

=
−
−









 − + …
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1 1 2
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 (A.51)
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Probability mass function of the Poisson distribution.
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The mean and variance of this distribution, respectively, are given by

 µ σ =X X
k
p

k p
p

=
−

 and 2
2

1( )
 (A.52)

The negative binomial distribution is called the Pascal distribution if k takes on only integer 
values.

A.5.6 Hypergeometric Distribution

The hypergeometric distribution deals with a finite population of size N, with a class of D ≤ N 
elements of the population having a property of interest (e.g., defective units or nondefec-
tive units). A random sample of size n is selected without replacement, that is, a sampled 
element of the population is not replaced before randomly selecting the next element of the 
sample. The underlying random variable, X, for this distribution is defined as the number 
of elements in the sample that belong to the class of interest. The probability mass function 
is given by

 P x

D
x

N D
n x
N
n

x n D
X( )

, , , , ( ,
=











−
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…for    min= 0 1 2 ))

0 otherwise














 (A.53)

The mean and variance of this distribution, respectively, are given by:

 µ σX Xn
D
N

n
D
N

N n
N

D
N

= =
−
−

−





 and 2

1
1  (A.54)

A.6 Common Continuous Probability Distributions

In this section, several continuous distributions are discussed. The uniform distribution 
is very important for performing random number generation in simulation. The normal 
and lognormal distributions are important due to their common use and applications in 
engineering and economics. These two distributions also have an important and unique 
 relationship. The importance of the exponential distribution comes from its special relation 
to the Poisson distribution. The triangular, gamma, Raleigh, and beta distributions are also 
described. Also, Student’s t-distribution, the chi-squared distribution, and the F-distribution 
are described for their use in statistics. In addition, extreme value distributions are described. 
A summary of selected continuous distributions that are commonly used in reliability and 
risk studies is provided in Section A.7.
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A.6.1 Uniform Distribution

The density function for the uniform distribution of a random variable X is given by

 f x b a
a x b

X( ) = −
≤ ≤






1

0

for 

otherwise
 (A.55)

where:
a and b are real values, called parameters, with a < b

The density function for the uniform distribution takes a constant value of 1 ( )b a−  to 
satisfy the probability axiom that requires the area under the density function to be 1. The 
mean and variance for the uniform distribution, respectively, are given by

 µ σ
−

X X
a b b a

=
+

=
2 12

2
2

 and 
( )

 (A.56)

Due to the simple geometry of the density function of the uniform distribution, it can be 
easily noted that its mean value and variance correspond to the centroidal distance and 
centroidal moment of inertia with respect to a vertical axis, respectively, of the area under 
the density function. This property is valid for other distributions as well. The cumulative 
function for the uniform distribution is a line with a constant slope and is given by

 F x

x a
x a
b a

a x b

x b

X( ) =

≤
−
−

≤ ≤

≥











0

1

 (A.57)

A.6.2 Normal Distribution

The normal distribution (also called the Gaussian distribution) is widely used due to its sim-
plicity and wide applicability. This distribution is the basis for many statistical methods. 
The normal density function for a random variable X is given by

 f x x
X( ) exp=

σ π
µ

σ
−1

2
1
2

2

−
−
















 ∞ < < ∞x  (A.58)

It is common to use the notation X ~ N(μ, σ2) to provide an abbreviated description of a 
normal distribution. The notation states that X is normally distributed with a mean value 
μ and variance σ2. In Figure A.9, the normal distribution is used to model the concrete 
strength, assuming that concrete strength has a normal distribution with mean = 3.5 ksi 
and standard deviation = 0.2887 ksi. The density function of another normal distribution 
is shown in Figure A.10. The cdf of the normal distribution is given by:

 F x x xX( ) exp=
σ π

−
− µ
σ

1
2

1
2

2


















−∞

+∞

∫ d  (A.59)

The evaluation of the integral of Equation A.59 requires numerical methods for each pair (μ, σ2). 
This difficulty can be reduced by performing a transformation that results in a standard 
normal distribution with mean μ = 0 and variance σ2 = 1, denoted as Z ~ N(0, 1). Numerical 
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integration can be used to determine the cdf of the standard normal distribution and 
 tabulate the results as provided in probability and statistics textbooks. Using the  following 
standard normal transformation

 Z = µ
σ

X −  (A.60)

the density function of the standard normal is shown in Figure A.10. A special notation 
of ϕ(z) is used for the pdf of the standard normal and Φ(z) for the cdf of the standard nor-
mal. The results of the integral Φ(z) are tabulated in probability and statistics textbooks 
(e.g., Ayyub and McCuen 2011) or computed using functions in Microsoft Excel called 
NORMSDIST and NORMSINV for the cdf and its inverse, respectively. It can be shown that
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 (A.61)

The normal distribution has an important and useful property in the case of adding n 
normally distributed random variables, X1, X2, . . . , Xn, which are not correlated, as follows:

 Y X X X Xn= 1 2 3+ + + +  (A.62)
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pdf of the standard normal distribution.
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The mean and variance of Y (μY and σY
2 , respectively) are as follows:

 µ = µ µ µ + µY X X X Xn1 2 3+ + +  (A.63)

 σ = σ + σ σ + σY X X X Xn
2 2 2 2 2

1 2 3+ +  (A.64)

A.6.3 Lognormal Distribution

A random variable X is considered to have a lognormal distribution if Y = ln(X) has a nor-
mal probability distribution, where ln(x) is the natural logarithm to the base e. The density 
function of the lognormal distribution is given by

 f x
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x
xX
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Y

Y
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It is common to use the notation X ~ ln(μY, σY
2 ) to provide an abbreviated description of 

a lognormal distribution. The notation states that X is lognormally distributed with the 
parameters μY and σY

2 . The lognormal distribution has the following properties:

 1. The values of the random variable X are positive (x > 0).
 2. fX(x) is not a symmetric density function about the mean value μX.
 3. The mean value μX and variance σX

2  are not equal to the parameters of the distribu-
tion (μY and σY

2 ). However, they are related to them as follows:

 σ = + σ
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µ = µ σY
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Y X Y

2
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− and  (A.66)

These two relations can be inverted as follows:

 µ µ + σ σ µ σ −X Y Y X X Y= 





 =exp [exp( ) ]

1
2

12 2 2 2 and  (A.67)

For a relatively small coefficient of variation δX [e.g., ( )σ µX X/  ≤ 0.3], σY is approximately 
equal to the coefficient of variation δX. An example density function of the lognormal dis-
tribution is shown in Figure A.11.

The cdf of the lognormal distribution can be determined based on its relationship to the 
normal distribution using the following transformation:

 Z
X Y

Y
=

− µ
σ

ln( )
 (A.68)

Therefore, the cumulative probability is given by
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A.6.4 Exponential Distribution

The importance of this distribution comes from its relationship to the Poisson distribution. 
For a given Poisson process, the time T between the consecutive occurrence of events has 
an exponential distribution with the following density function:

 f t
t t

T ( )
exp( )

=




λ −λ ≥for 
otherwise

0
0

 (A.70)

The cdf is given by

 F t tT ( ) exp( )= − −1 λ  (A.71)

The density and cumulative functions of the exponential distribution with λ = 1 are shown 
in Figures A.12 and A.13, respectively. The mean value and the variance, respectively, are 
given by

 µ =
λ

σ =
λ

T T
1 2

2 and 
1

 (A.72)

Based on the means of the exponential and Poisson distributions, the mean recurrence time 
(or return period) is defined as 1/λ.
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A.6.5 Triangular Distribution

This distribution is used to qualitatively model an uncertain variable that can be bounded 
between two limits, such as the duration of a construction activity. For example, the dura-
tion of a construction activity can be described by the following density function:

 f x
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b x
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c x bX( ) =
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−









 ≤ ≤

−
−







 ≤ ≤

2

2

0

−

otherwise















 (A.73)

where:
a, b, and c are lower limit, upper limit, and mode, respectively

The cdf is given by
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The mean (μ) and variance (σ2) for the distribution, respectively, are given by
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A.6.6 Gamma Distribution

The density function of the gamma probability distribution is given by

 f x
v vx vx

k
xX

k

( )
( ) exp( )

( )
=

−−1

0
Γ

≤  (A.76)

where:
k > 0 and v > 0 are the parameters of the distribution
The function Γ is called the gamma function [commonly tabulated as provided by Ayyub 

and McCuen (2011) or computed using a function in Microsoft Excel] and is given by

 Γ( , ) exp( )k x y y yk

x

= − −∫ 1

0

d  (A.77a)

 Γ( ) exp( )k y y yk= − −

∞

∫ 1

0

d  (A.77b)

The cdf is given by
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The mean (μ) and variance (σ2) for the distribution, respectively, are given by

 µ = σX X
k
v

k
v

 and 2
2=  (A.79)

A.6.7 Rayleigh Distribution

The density function of this probability distribution is given by

 f x
x x

X( ) exp=
α α2

21
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  (A.80)

where:
α is the parameter of the distribution

The cdf is given by

 F x
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X( ) exp=
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2
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  (A.81)

The mean (μ) and variance (σ2) for the distribution, respectively, are given by

 µ = πα σ π αX X
2

2
2

2 2 and = −





  (A.82)
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For a given mean, the parameter can be computed as

 α
π
µ= 2

X  (A.83)

A.6.8 Beta Distribution

The beta distribution is used for modeling continuous random variables in a finite  interval. 
The beta distribution function is also used as an auxiliary distribution in nonparametric 
distribution estimation and as a prior distribution in Bayesian statistical procedures.

The density function of this probability distribution is given by

 f x
k m
k m

x x x k mX
k m( )

( )
( ) ( )

( ) , ,=
+

−− −Γ
Γ Γ

1 11 0 1 0 0for   ≤ ≤ > >  (A.84)

where:
k and m are the parameters of the distribution

Depending on the values of parameters k and m, the beta function takes on many different 
shapes. For example, if k = m = 1, the density function coincides with the density function 
of the standard uniform distribution between 0 and 1. The cdf is given by

 F x I k m
k m
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u u uX x
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x
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1 1

0

1 − d  (A.85)

where:
I is the incomplete beta function

The mean (μ) and variance (σ2), respectively, for the distribution, are given by

 µ = σX X
k

k m
km

k m k m+
=

+ + +
 and 2

2 1( ) ( )
 (A.86)

A.6.9 Statistical Probability Distributions

In statistical analysis, tables of values of Student’s t-distribution, chi-squared distribution, 
and F-distribution are commonly used. Exceedance probability values are tabulated in 
textbooks on statistics, such as Ayyub and McCuen (2011).

The Student’s t-distribution is a symmetric, bell-shaped distribution with the following 
density function:

 f t
k k

k k t k
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[( ) ]
( ) ( / )[ ( / )]. . ( )=
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+

∞ ∞+
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Γ

1
2 10 5 2 0 5 1

/
π
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where:
k is a parameter of the distribution and represents the degrees of freedom

For k > 2, the mean and variance, respectively, are as follows:

 µ σ
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T T
k

k
= =0
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2 and  (A.88)

 



547Appendix A

As k increases toward infinity, the variance of the distribution approaches unity, and the 
t distribution approaches the standard normal density function. Therefore, the t distribu-
tion has heavier tails (with more area) than the standard normal. It is of interest in sta-
tistical analysis to determine the percentage points tα,k that correspond to the following 
probability:

 α α= >P T t k( ),  (A.89a)

or

 α =
α

∞

f t tT

t k

( )
,

d∫  (A.89b)

where:
α is called the level of significance

These percentage points are tabulated in probability and statistics textbooks, such as 
Ayyub and McCuen (2011).

The chi-squared (χ2) distribution is encountered frequently in statistical analysis, where 
we deal with the sum of squares of k random variables with standard normal distribu-
tions, that is,

 χ2
1
2

2
2 2= = + + +C Z Z Zk  (A.90)

where:
C is a random variable with chi-squared distribution
Z1, Z2, . . . Zk are normally (standard normal) and independently distributed random 

variables

The pdf of the chi-squared distribution is
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The distribution is defined only for positive values and has the following mean and vari-
ance, respectively:

 µ = σC Ck k and 2 = 2  (A.92)

The parameter of the distribution, k, represents the degrees of freedom. This distribution 
is positively skewed with a shape that depends on parameter k. It is of interest in statistical 
analysis to determine the percentage points, cα,k, that correspond to the following probability:

 α α= >P c k( ),C  (A.93a)
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where:
α is called the level of significance
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These percentage points are tabulated in probability and statistics textbooks, such as Ayyub 
and McCuen (2011).

The F-distribution is used quite frequently in statistical analysis. It is a function of two 
shape parameters, v1 = k and v2 = u, and has the following density function:
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For u > 2, the mean and variance of this distribution, respectively, are as follows:
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2 2

2 4
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 (A.95)

This distribution is positively skewed with a shape that depends on the parameters k and u. 
It is of interest in statistical analysis to determine the percentage points, fα,k,u, that  correspond 
to the following probability:

 α α= >P F f k u( ), ,  (A.96a)

 =
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∫ f x xF

f k u

( )
, ,

d
α

= α  (A.96b)

where:
α is called the level of significance

These percentage points are tabulated in probability and statistics textbooks, such as 
Ayyub and McCuen (2011).

A.6.10 Extreme Value Distributions

Extreme value distributions are a class of commonly used distributions in engineering 
and sciences. These distributions are described in the remaining part of this section. The 
extreme value distributions are of three types.

Two forms of the type I extreme value (also called Gumbel) distribution can be used: the 
largest and smallest extreme values. The density function for the largest type I distribu-
tion of a random variable Xn is given by

 f xX n
x u x u

n
n n n n( ) exp[ ]( ) ( )= α α αe e− − − −−  (A.97)

where:
un is the location parameter of Xn

αn is the shape parameter of Xn

The density function for the smallest type I distribution of a random variable X1 is given by

 f xX
x u x u

1
1 1 1 1

1( ) exp[ ]( ) ( )= α α αe e− −−  (A.98)
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where:
u1 is the location parameter for X1

α1 is the shape parameter of X1

The cumulative function for the largest type I distribution is given by

 F xX
x u

n
n n( ) exp[ ]( )= −α− −e  (A.99)

The cumulative function for the smallest type I extreme is given by

 F xX
x u

1
1 11( ) exp[ ]( )= − − αe −  (A.100)

For the largest type I extreme, the mean (μ) and variance (σ2) for the distribution, respec-
tively, are given by

 µ = + γ
α

σ = π
α

X n
n

X
n

n Nu  and 2
26

 (A.101)

where:
π = 3.14159
γ = 0.577216

For the smallest type I extreme, the mean (μ) and variance (σ2) for the distribution, respec-
tively, are given by

 µ − γ
α

σ = π
α

X Xu1 11
1

2
2

1
26

=  and  (A.102)

Two forms of the type II extreme value (also called Frĕchet) distribution can be used: the 
largest and smallest extreme values. The two types are described in this section, although 
only the largest distribution has a common practical value. The density function for the 
largest type II extreme of a random variable, Xn, is given by
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x x
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ν ν
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 (A.103)

where:
vn is the location parameter of Xn

k is the shape parameter of Xn

The density function for the smallest type II extreme of random variable X1 is given by
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+

 (A.104)

where:
v1 is the location parameter of X1

k is the shape parameter of X1

The cumulative function for the largest type II distribution is given by
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The cumulative function for the smallest type II extreme is given by

 F x
x

xX
n

k

1 1 0 1( ) exp= − − 

















ν ν≤ > 0and  (A.106)

For the largest type II extreme, the mean (μ) and variance (σ2) for the distribution, 
 respectively, are given by
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The coefficient of variation (δ) based on Equations A.107a and A.107b is
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 (A.108)

For the smallest type II extreme, the mean (μ) and variance (σ2) for the distribution, respec-
tively, are given by
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The coefficient of variation (δ) is
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Two forms of the type III extreme value (also called Weibull) distribution can be used: the 
largest and smallest extreme values. These two types are described in this section. The den-
sity function for the largest type III extreme random variable, Xn, is given by
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The density function for the smallest type III extreme random variable, X1, is given by
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where:
u > 0
k > 0
u is the scale parameter
k is the shape parameter
ω is the upper or lower limit on x for the largest and the smallest extreme random vari-

able, respectively

The cdf for the largest type III extreme random variable, Xn, is given by
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The cdf for the smallest type III extreme random variable, X1, is given by
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For the largest type III extreme, the mean (μ) and variance (σ2) for the distribution, respec-
tively, are given by

 µ ω ω +Xn u
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 (A.114a)
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For the smallest type III extreme, the mean (μ) and variance (σ2) for the distribution, respec-
tively, are given by

 µ = ω − ω +X x u
k1 1
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 σ ω + − +X u
k k1

2 2 21
2

1
1= − 
























( ) Γ Γ  (A.115b)

A.7 Summary of Probability Distributions

Figure A.14 provides a summary of selected discrete and continuous probability distribu-
tions that are commonly used in reliability and risk studies. The figure shows the proba-
bility function, the cumulative function, and the failure rate function for each distribution 
evaluated for selected parameters.
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A.8 Joint Random Variables and Their Probability Distributions

In some engineering applications, the outcomes, say, E1, E2, . . . , En, that constitute a  sample 
space S are mapped to an n-dimensional (n-D) space of real numbers. The functions 
that establish such a transformation to the n-D space are called multiple random variables 
(or  random vectors). This mapping can be one to one or one to many.

Multiple random variables are commonly classified into two types: discrete and 
 continuous random vectors. A discrete random vector may take on only distinct, usually 
integer, values, whereas a continuous random vector takes on values within a continuum 
of values. A distinction is made between these two types of random vectors because the 
computations of probabilities depend on their type.

A.8.1 Probability for Discrete Random Vectors

The probability of a discrete multiple random variable or random vector X = (X1, X2, . . . , Xn) 
is given by a joint probability mass function. A joint mass function specifies the probability 
that the discrete random variable X1 is equal to some value x1, X2 is equal to some value 
x2, and Xn is equal to some value xn and is denoted by

 P P X x X x X xn nX x( ) ( , , , )= …1 1 2 2= = =  (A.116)

where:
X is a random vector that includes the random variables (X1, X2, . . . , Xn)
x is a specified value for the random vectors (x1, x2, . . . , xn)

The probability mass function must satisfy the axioms of probability. Therefore, the prob-
ability of an event (X1 = x1, X2 = x2, . . . , Xn = xn) must be ≤1, and it must be ≥0, that is,

 0 11 1 2 2≤ = = = = ≤P X x X x X xn n( , , , )…  (A.117)

This property is valid for all possible values of all of the random variables. Additionally, 
the sum of all possible probabilities must be equal to 1.

It is often useful to present the likelihood of an outcome using the cumulative mass function, 
which is given by

 F P X x X x X x P x x x xn n n

X x

X Xx( ) ( , , , ) ( , , , )
( ,

= ≤ ≤ … ≤ = …
≤

1 1 2 2 1 2 3

1 1

,
all  XX x X xn n2 2≤ … ≤

∑
, ), 

 (A.118)

The cumulative mass function is used to indicate the probability that the random variable 
X1 is ≤x1, X2 is ≤x2, and Xn is ≤xn.

The presentation of the materials in the remaining part of this section is limited to two 
random variables. The presented concepts can be generalized to n random variables. Based 
on the definition of conditional probabilities, the conditional probability mass function 
PX1|X2

(x1|x2), for two random variables X1 and X2, is given by

 P x x
P x x

P xX X
X X

X
1 2

1 2

2

1 2
1 2

2
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=  (A.119)
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where:
PX1|X2

(x1|x2) results in the probability of X1 = x1 given that X2 = x2

PX1X2
(x1,x2) is the joint probability mass function of X1 and X2

PX2
(x2) is the marginal probability mass function for X2 that is not equal to 0

In this case, the marginal distribution is given by

 P x P x xX X X

x

2 1 2

1

2 1 2( ) ( , )=
all 
∑  (A.120)

Similarly, the conditional probability mass function PX2|X1
(x2|x1), for two random variables 

X1 and X2, is given by
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P xX X
X X
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2 1
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1 2

1
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=  (A.121)

where:
PX1

(x1) is the marginal mass function and is given by

 P x P x xX X X

x

1 1 2

2

1 1 2( ) ( , )= ∑
all 

 (A.122)

The definitions provided by Equations A.119 through A.122 can be generalized for the n-D 
case. Based on the definition of conditional probabilities, it can be stated that if X1 and X2 
are statistically uncorrelated random variables, then

 P x x P x P x x P xX X X X X X1 2 1 2 1 21 2 1 2 1 2( ) ( ) ( ) ( )= = and  (A.123)

Therefore, using Equation A.119 or A.121, the following important relationship can be 
obtained:

 P x x P x P xX X X X1 2 1 21 2 1 2( , ) ( ) ( )=  (A.124)

A.8.2 Probability for Continuous Random Vectors

A joint pdf is used to define the likelihood of occurrence for a continuous random  vector. 
Specifically, the probability that the random vector X  =  (X1, X2, . . . , Xn) is within the 
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(A.125)

where:
fX(x) is the joint density function

It is important to note that the multiple integral of the joint pdf from −∞ to +∞ equals 1, 
that is,

 P f x x xn( ) ( ) , , ,−∞ < < +∞ …
−∞

+∞

−∞

+∞
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+∞

∫∫ ∫X xX= = d d d1 2 1  (A.126)
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The cdf of a continuous random variable is defined by
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The joint density function can be obtained from a given joint cdf by evaluating the partial 
derivative as follows:
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The presentation of the materials in the remaining part of this section is limited to two ran-
dom variables. The presented concepts can be generalized to n random variables. Based on 
the definition of conditional probabilities, the conditional pdf fX1|X2

(x1|x2) for two random 
variables X1 and X2 is given by

 f x x
f x x

f xX X
X X

X
1 2

1 2

2

1 2
1 2

2
( )

( , )
( )

=  (A.129)

where:
fX1X2

(x1,x2) is the joint probability density function of X1 and X2

fX2
(x2) is the marginal probability density function or the marginal probability function 

for X2 that is not equal to 0

In this case, the marginal probability function is given by

 

f x f x x xX X X2 1 22 1 2 1( ) ( , )= d
−∞

+∞

∫
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Similarly, the conditional pdf fX2|X1
(x2|x1) for two random variables X1 and X2 is given by

 f x x
f x x

f xX X
X X

X
2 1

1 2

1

2 1
1 2

1
( )

( , )
( )

=  (A.131)

where:
fX1

(x1) is the marginal probability density function and is given by

 

f x f x x xX X X1 1 21 1 2 2( ) ( , )=
−∞

+∞

∫ d

 

(A.132)

Based on the definition of conditional probabilities, it can be stated that if X1 and X2 are 
statistically uncorrelated random variables, then

 f x x f x f x x f xX X X X X X1 2 1 2 1 21 2 1 2 1 2( ) ( ) ( )= =( ) and  (A.133)

Therefore, using Equation A.129 or A.132, the following important relationship can be 
obtained:

 f x x f x f xX X X X1 2 1 21 2 1 2( , ) ( ) ( )=  (A.134)
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A.8.3 Conditional Moments, Covariance, and Correlation Coefficient

In general, moments can be computed using the concept of mathematical expectation. For a 
continuous random vector X = {X1, X2, . . . , Xn} the kth moment about the origin is given by
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(A.135)

where:
fX1X2 . . . Xn

 (x1, x2, . . . , xn) is its joint density function

The corresponding equation for a discrete random vector X is
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where:
PX1X2 . . . Xn

(x1, x2, . . . , xn) is the joint probability mass function

The above moments are commonly considered special cases of mathematical expectation. 
The mathematical expectation of arbitrary function g(X), a function of the random vector X, 
is given by

 

E g g f x x x x x xX X X n nn[ ( )] ( ) ( , , , )X x=
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The corresponding equation for a discrete random vector X is

 
E g g P x x xX X X n

x

n[ ( )] ( ) ( , , , )X x= ……∑ 1 2 1 2

all  
(A.138)

For the two-dimensional case, X1 and X2, the conditional mean value for X1 given that X2 
takes a value x2, denoted by μX1|x2

, is defined in terms of the conditional mass and density 
functions for the discrete and continuous random variables, respectively. The conditional 
mean for the continuous case is

 

µ =X x X XE X x x f x x x1 2 1 21 2 1 1 2 1=
−∞

+∞

∫( ) ( )d

 

(A.139)

where:
fX1|X2

(x1|x2) is the conditional probability density function of X1 at a given (or specified) 
value of X2

In this case, the conditional mean is the average value of the random variable X1 given that 
the random variable X2 takes the value x2. For a discrete random variable, the conditional 
mean is given by

 µ =X x X X

x

X x x P x x1 2 1 2

1

1 2 1 1 2= ∑E( ) ( )
all 

 (A.140)

where:
PX1|X2

(x1|x2) is the conditional probability mass function of X1 at a given (or specified) 
value of X2
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For statistically uncorrelated random variables X1 and X2, the conditional mean of a  random 
variable is the same as its mean, that is,

 
µ = µ =X x X xE X x E X E X x E X1 2 2 11 2 1 2 1 2= =( ) ( ) ( ) ( ) and 

 
(A.141)

Also, it can be shown that the expected value with respect to X2 of the conditional mean 
μX1|X2

 is the mean of X1, that is,

 
E E XX X X2 1 2 1( ) ( )µ =

 
(A.142)

where:
EX2

 is the expected value with respect to X2, that is, the variable of integration (or summa-
tion) for computing the expected value is x2

In Equation A.142, the quantity μX1|X2
 is treated as a random variable, because conditioning 

is performed on the random variable X2 (not a specified value x2).
As previously discussed, the variance is the second moment about the mean. For two ran-

dom variables, X1 and X2, the conditional variance σ2
X1|x2

 [or Var(X1|x2)] is computed as follows:
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For a discrete variable, the conditional variance is computed by
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The variance of the random variable X1 can also be computed using the conditional vari-
ance as follows:

 Var Var Var( ) [ ( )] [ ( )]X E X X E X XX X1 1 2 1 22 2= +  (A.145)

where:
EX2

 is the expected value with respect to X2

VarX2
 is the variance with respect to X2, that is, the variable of integration (or summation) 
for computing the variance is x2

In Equation A.145, the quantity Var(X1|X2) is treated as a random variable because the con-
ditioning is performed on the random variable X2 (not value x2).

The covariance (Cov) of two random variables, X1 and X2, is defined in terms of math-
ematical expectation as

 Cov( , ) [( )( )]X X E X XX X1 2 1 21 2= − µ − µ  (A.146)

It is common to use the notation σX1X2
, σ12, or Cov(X1,X2) for the covariance of X1 and 

X2. The covariance for two random variables can also be determined using the following 
equation that results from Equation A.146:
 Cov( , ) ( )X X E X X X X1 2 1 2 1 2= − µ µ  (A.147)

where:
the expected value of the product (X1X2) is given by

 E X X x x f x x x xX X( ) ( , )1 2 1 2 1 2 1 21 2=
−∞

+∞
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∫∫ d d  (A.148)
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Equation A.147 can be derived from Equation A.146 based on the definition of  mathematical 
expectation and by separating the terms of integration. If X1 and X2 are statistically 
 uncorrelated, then

 Cov  and ( , ) ( )X X E X X X X1 2 1 20 1 2= = µ µ  (A.149)

The correlation coefficient is defined as a normalized covariance with respect to the stan-
dard deviations of X1 and X2 and is given by

 
ρ =

σ σ
X X

X X

X X
1 2

1 2
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(A.150)

The correlation coefficient ranges inclusively between −1 and +1, that is,

 − ρ +1 11 2≤ ≤X X  (A.151)

If the correlation coefficient is 0, then the two random variables are not correlated. From 
the definition of correlation, in order for ρX1X2

 to be 0, the Cov(X1,X2) must be 0. Therefore, 
X1 and X2 are statistically uncorrelated. The correlation coefficient can also be viewed as 
a measure of the degree of linear association between X1 and X2. The sign (− or +) indi-
cates the slope for the linear association. It is important to note that the correlation coeffi-
cient does not give any indications about the presence of a nonlinear relationship between 
X1 and X2 (or the lack of it).

A.9 Functions of Random Variables

Many engineering problems deal with a dependent variable that is a function of one or 
more independent random variables. In this section, analytical tools for determining the 
probabilistic characteristics of the dependent random variable based on the given prob-
abilistic characteristics of independent random variables and a functional relationship 
between them are provided. The discussion in this section is divided into the following 
cases: (1) probability distributions for functions of random variables and (2) approximate 
methods for computing the moments of functions of random variables.

A.9.1 Probability Distributions for Functions of Random Variables

A random variable X is defined as a mapping from a sample space of an engineering system 
or experiment to the real line of numbers. This mapping can be a one-to-one mapping or 
a many-to-one mapping. If Y is defined to be a dependent variable in terms of a function 
Y = g(X), then Y is also a random variable. Assuming that both X and Y are discrete random 
variables and for a given probability mass function of X, PX(x), the objective here is to deter-
mine the probability mass function of Y, PY(y). This objective can be achieved by determin-
ing the equivalent events of Y in terms of the events of X based on the given relationship 
between X and Y: Y = g(X). For each value yi, all of the values of x that result in yi should 
be determined, say, xi1

, xi2
, . . . , xij

. Therefore, the probability mass function of Y is given by

 P y P xY i X i

k

j

k( ) ( )=
=
∑

1

 (A.152)
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If X is continuous but Y is discrete, the probability mass function for Y is given by

 

P y f x xY i X

R

( ) ( )= d
e

∫
 

(A.153)

where:
Re is the region of X that defines an event equivalent to the value Y = yi

If X is continuous with a given density function fX(x) and the function g(X) is continuous, 
then Y = g(X) is a continuous random variable with an unknown density function fY(y). 
The density function of Y can be determined by performing the following four steps:

 1. For any event defined by Y ≤ y, an equivalent event in the space of X needs to be 
defined.

 2. FY(y) = P(Y < y) can then be calculated.
 3. fY(y) can be determined by differentiating FY(y) with respect to y.
 4. The range of validity of fY(y) in the Y space should be determined.

Formally stated, if X is a continuous random variable, Y = g(X) is differentiable for all x’s, 
and g(X) is either strictly (monotonically) increasing or strictly (monotonically) decreasing 
for all x’s, then Y = g(X) is a continuous random variable with the following density function:

 
f y f g y

g y
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∑ ∂
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where:
g y xi i
−1( ) =

The following cases are selected special functions of single and multiple random variables 
that are commonly used where the resulting variable (Y) can have known distribution 
types for some cases:

 1. For multiple independent random variables X = (X1, X2, . . . , Xn), the function g(X) 
is a linear combination as given by

 Y g a a X a X a Xn n= = + + +( )X 0 1 1 2 2 +  (A.155)

where:
a0, a1, a2, . . . , an are real numbers

The mean value and variance of Y are

 E Y a a E X a E X a E Xn n( ) ( ) ( ) ( )= + + +0 1 1 2 2 +  (A.156)

and
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(A.157)

where:
Cov(Xi, Xj) is the covariance of Xi and Xj

 



560 Appendix A

 It should be noted that Cov(Xi, Xi) = Var(Xi) = σ2
Xi

. Equation A.157 can be expressed 
in terms of the correlation coefficient as follows:

 
Var( )Y a ai j X X X X
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n

i

n
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==
∑∑ ρ σ σ

11  

(A.158)

where:
ρXiXj

 is the correlation coefficient of Xi and Xj

 If the random variables of the vector X are statistically uncorrelated, then the vari-
ance of Y is

 Var Var( ) ( )Y a Xi i

i

n

= 2

1=
∑  (A.159)

 2. In Equations A.156 through A.159, if the random variables X1, X2, X3, . . . , Xn have 
normal probability distributions, then Y has a normal probability distribution 
with a mean and variance as given by Equations A.156 through A.159. This special 
case was also described in Equations A.62 and A.63.

 3. If X has a normal distribution, and Y = g(X) = exp(X), then Y has a lognormal 
distribution.

 4. If Y  =  X1, X2, X3, . . . , Xn, the arithmetic multiplication of X1, X2, X3, . . . , Xn with 
 lognormal distributions, then Y has a lognormal distribution.

 5. If X1, X2, . . . , Xn are independent random variables that have Poisson distributions 
with the parameters, λ1, λ2, . . . , λn, respectively, then Y = X1 + X2 + ⋯ + Xn has a 
Poisson distribution with the parameter λ = λ1 + λ2 + ⋯ + λn.

A.9.2 Approximate Methods for Computing the Moments of Functions of Random Variables

The closed-form solutions for the distribution types of dependent random variables, as well 
as mathematical expectation, provide solutions for the simple cases of functions of random 
variables. Also, they provide solutions for simple distribution types or a mixture of distri-
bution types for the independent random variables. For cases that involve a more general 
function, g(X), or a mixture of distribution types, these methods are not suitable for obtain-
ing solutions due to the analytical complexity of these methods. Also, in some engineering 
applications, precision might not be needed. In such cases, approximate methods based on 
Taylor series expansion, with or without numerical solutions of needed derivatives, can be 
used. The use of Taylor series expansion, in this section, is divided into two types: (1) single 
random variable X and (2) multiple random variables (i.e., a random vector X).

A.9.2.1 Single Random Variable X

The Taylor series expansion of a function Y = g(X) about the mean of X, that is, E(X), is 
given by
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in which the derivatives are evaluated at the mean of X. Truncating this series at the linear 
terms, the first-order mean and variance of Y can be obtained by applying the mathematical 
expectation and variance operators, respectively. The first-order (approximate) mean is

 E Y g E X( ) [ ( )]≈  (A.161)

The first-order (approximate) variance is

 
Var d

d
Var( ) ( ) ( )Y g

X
≈ X
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(A.162)

Again, the derivative in Equation A.162 is evaluated at the mean of X.

A.9.2.2 Random Vector X

The Taylor series expansion of a function Y = g(X) about the mean values of X, that is, 
E(X1), E(X2), . . . , E(Xn), is given by
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in which the derivatives are evaluated at the mean values of X. Truncating this series at the 
linear terms, the first-order mean and variance of Y can be obtained by applying the mathemat-
ical expectation and variance operators, respectively. The first-order (approximate) mean is

 E Y g E X E X E Xn( ) [ ( ), ( ), , ( )]≈ 1 2   (A.164)

The first-order (approximate) variance is
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in which the derivatives are evaluated at the mean values of X, that is, E(X1), E(X2), . . . , E(Xn).

A.10 Samples and Populations

The data that are collected represent sample information that is not complete by itself, and 
predictions are not made directly from the sample. The intermediate step between sam-
pling and prediction is identification of the underlying population. The sample is used to 
identify the population and then the population is used to make predictions or decisions. 
This sample-to-population-to-prediction sequence is true for the univariate methods of 
this chapter or for the bivariate and multivariate methods that follow.
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A known function or model is most often used to represent the population. The normal 
and lognormal distributions are commonly used to model the population for a univariate 
problem. For bivariate and multivariate predictions, linear (Y  = a + bX) and power (Y  = aXb) 
models are commonly assumed functions for representing the population, where Y  is the 
predicted value of dependent variable Y, X is the independent random variable, and a and b 
are model parameters. When using a probability function to represent the population, it is 
necessary to estimate the parameters. For example, for the normal distribution, the location 
and scale parameters need to be estimated, or the mean and standard deviation, respec-
tively. For the exponential distribution, the rate (λ) is a distribution parameter that needs 
to be estimated. When using the linear or power models as the population, it is necessary 
to estimate the coefficients a and b. In both the univariate and multivariate cases, they are 
called sample estimators of the population parameters.

A.11 Estimation of Parameters

In developing models for populations, models can be classified as univariate, bivariate, 
or multivariate, with parameters that provide the needed complete definition of a model. 
Models can have one, two, or more parameters. For example, the normal distribution as 
a univariate model has two parameters, the exponential distribution has one parameter, 
and the bivariate power model (Y  = aXb) has two parameters. Samples are used to develop 
a model that can adequately represent the population and to estimate the parameters of 
the population model. The parameters can be estimated in the form of point estimates 
(single values) or interval estimates (ranges of values) using the samples. The equations or 
methods used to estimate the parameters are called estimators. In this section, estimators 
are introduced. The statistical uncertainty associated with the estimators is also discussed 
for statistical decision making using hypothesis testing and interval estimation.

A.11.1 Estimation of Moments

The mean or average value of n observations, if all observations are given equal weights, 
is given by

 X
n

xi

i

n

= 1

1=
∑  (A.166)

where:
xi is a sample point
i = 1, 2, . . . , n

Although this moment conveys certain information about the underlying sample, it does 
not completely characterize the underlying variable. Two variables can have the same 
mean, but different histograms. For n observations in a sample that are given equal weight, 
the variance (S2) is given by
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n

xi

i

n
2 2=

−
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=
∑  (A.167)
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The units of the variance are the square of the units of the parameter or variable x. 
By  definition, the standard deviation (S) is the square root of the variance as follows:
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The coefficient of variation (COV or δ) is a normalized quantity based on the standard 
deviation and mean value as

 COV = S
X

 (A.169)

A.11.2 Method-of-Moments Estimation

The method of moments is one method of estimating population parameters using the 
moments of samples. Using the relationships between moments and parameters for vari-
ous probability distributions, the parameters can be estimated based on the moments that 
result from sampling, such as the mean and variance. Table A.2 provides a summary of 

TABLE A.2

Relationships for the Method of Moments

Distribution Type Probability Mass or Density Function Parameters Relationships

(a) Discrete Distributions
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the relationships between the parameters of commonly used distributions, and the mean 
and variance. These relationships can be developed using the concepts in this appendix.

A.11.3 Maximum Likelihood Estimation

The most common statistical method of parameter estimation is the method of maximum 
likelihood. This method is based on the principle of calculating values of parameters that 
maximize the probability of obtaining the particular sample.

The likelihood of the sample is the total probability of drawing each item of the sample. 
The total probability is the product of all the individual item probabilities. This product is 
differentiated with respect to the parameters, and the resulting derivatives are set to zero 
to achieve the maximum.

Maximum likelihood solutions for model parameters are statistically efficient solutions, 
meaning that parameter values have minimum variance. This definition of a best method, 
however, is theoretical. Maximum likelihood solutions do not always produce solvable 
equations for the parameters. The following examples illustrate easy to moderately dif-
ficult solutions. For some distributions, including notably the normal distribution, the 
method of moments and maximum likelihood estimation produce identical solutions for 
the parameters.

As an example, we will find the maximum likelihood estimate of parameter λ in the 
density function λ exp(−λx). Consider a sample of n items: x1, x2, x3, . . . , xn. By definition the 
likelihood function, L, is

 L xi

i

n

= λ λexp( )−
=
∏

1

 (A.170)

where:
∏ is the product of the terms for i = 1, 2, . . . , n

The product form of the function in Equation A.170 is difficult to differentiate. We make 
use of the fact that the logarithm of a variate must have its maximum at the same place as 
the maximum of the variate. Taking logarithms of Equation A.170 gives
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(A.171)

The differential of ln(L) with respect to λ, set to 0, produces the value of the parameter that 
maximizes the likelihood function. The derivative is given by
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Equation A.172 yields the following:
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Thus, the maximum likelihood value of 1/λ is the mean of the sample of x’s.
Consider the problem of finding the maximum likelihood value of parameter A in the 

density function:

 f x cx Ax xX( ) exp( )= ≥− for 0  (A.174)

where:
c is a constant

To use this equation as a pdf, we must first find c from the condition for which the total 
probability equals 1:
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(A.175)

Solution of this equation gives c = A2. Thus, the likelihood function is

 L A x Axi i
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= −2
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∏  (A.176)

The logarithm of this function is
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and
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We find that the maximum likelihood value of 1/A is one-half the mean of the sample.

A.12 Sampling Distributions

A.12.1 Sampling Distribution of the Mean

The sampling distribution of the mean depends on whether or not the population variance 
σ2 is known. If it is known, then the mean of a random sample of size n from a population 
with mean μ and variance σ2 has a normal distribution with mean μ and variance σ2/n. The 
statistic Z has a standard normal distribution (i.e., mean = 0 and variance = 1) as follows:

 
Z

n
=

− µ
σ
X

/  
(A.179)

If the population variance is not known, then the distribution of the mean depends on 
the distribution of the random variable. For a random variable with a normal distribution 
with mean μ, the distribution of the mean has mean μ and standard deviation S n/ . The 
statistic t has a t-distribution with (n − 1) degrees of freedom:

 t
X
S n

=
− µ

/
 (A.180)
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If two independent samples of sizes n1 and n2 are drawn from populations with means 
μ1 and μ2 and variances σ1

2 and σ2
2, respectively, then the difference of the sample means 

X1 − X2 has a sampling distribution that is approximately normal with a mean μ1 − μ2 and 
variance (σ1

2/n1 + σ2
2/n2). Thus, the statistic Z has a standard normal distribution:

 

Z
X X

n n

=
− − µ − µ

σ σ
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1 2 1 2
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2
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2
2

2
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(A.181)

If the population means and variances are equal, then the Z statistic of Equation A.181 is

 

Z
X X

n n
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( )
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1 2

1 2

0 5
1 1

−

σ +
 

(A.182)

Equations A.179 through A.182 can be used to test hypotheses about the means and to 
form confidence intervals.

A.12.2 Sampling Distribution of the Variance

The estimated variance of a sample is a random variable, and so it has a distribution. The 
distribution depends on the characteristics of the underlying population from which the 
sample is derived. If the population is normal, then it can be shown that for the unbiased 
estimate of the variance, S2, the quantity (n − 1)S2/σ2 is a random variable distributed as 
chi-square (χ2, also C in previous sections) with (n − 1) degrees of freedom. Thus, infer-
ences about the variance of a single normally distributed population are made with

 
χ =

−
σ

2
2

2

( )n S1

 
(A.183)

The chi-square statistic of Equation A.183 can be used to test hypotheses about the variance 
of a single random variable and to form confidence intervals.

A.12.3 Sampling Distributions for Other Parameters

Any estimated quantity using a sample can be treated as a random variable, and so it has a 
distribution. The distribution depends on the characteristics of the underlying population 
from which the sample is derived. For example, the estimated correlation coefficient and 
the estimated parameters (or coefficients) in the regression models are treated as random 
variables; therefore, they are random variables and have probability distributions.

A.13 Hypothesis Testing for Means

Hypothesis testing is the formal procedure for using statistical concepts and measures 
in performing decision making. The following six steps can be used to make a statistical 
analysis of a hypothesis:

 Step 1. Formulate hypotheses.
 Step 2. Select the appropriate statistical model (theorem) that identifies the test statistic.
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 Step 3. Specify the level of significance, which is a measure of risk.
 Step 4. Collect a sample of data and compute an estimate of the test statistic.
 Step 5. Define the region of rejection for the test statistic.
 Step 6. Select the appropriate hypothesis.

These six steps are discussed in detail in the following sections.

A.13.1 Test of the Mean with Known Population Variance

When the standard deviation of the population is known, the procedure for testing the 
mean is as follows:

Step 1: Formulate hypotheses. The null and alternative hypotheses must be stated in 
terms of the population parameter μ and the value selected for comparison, which may 
be denoted as μ0. The null hypothesis should state that the mean of the population equals 
a preselected standard value. Acceptance of the null hypothesis implies that it is not sig-
nificantly different from μ0. Mathematically, the null hypothesis could be stated as

 H0 : µ = µ0  (A.184)

One of three alternative hypotheses may be selected:

 HA1 one-tailed test: µ µ< 0  (A.185a)

 HA2 one-tailed test: µ µ> 0  (A.185b)

 HA3 two-tailed test: µ µ≠ 0  (A.185c)

Each of the alternative hypotheses indicates that a significant difference exists between the 
population mean and the standard value. The selected alternative hypothesis depends on 
the statement of the problem.

Step 2: Select the appropriate model. The mean, X, of a random sample is used in testing 
hypotheses about the population mean μ; X is itself a random variable. If the population 
from which the random sample is drawn has mean μ and variance σ2, the distribution of 
random variable X has mean μ and variance σ2/n for samples from infinite populations. 
For samples from finite populations of size N, the variance is [σ2(N − n)]/[n(N − 1)].

For a random sample of size n, the sample mean, X, can be used in calculating the value 
of test statistic z as

 
z

X
n

=
− µ

σ/  
(A.186)

where:
z is the value of a random variable whose distribution function is a standard normal

Step 3: Select the level of significance. A level of significance (α) represents the conditional 
probability of making an error in decision (i.e., accepting H0 while H0 is not true). A value 
of 1% can be selected for demonstration of this hypothesis test; however, in actual practice, 
the level selected for use should vary with the problem being studied and the impact of 
making an incorrect decision.
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Step 4: Compute the estimate of the test statistic. A random sample consisting of 100 speci-
mens is selected, with a computed mean of 3190 kgf. The standard deviation of the popula-
tion is 160 kgf. The value of the test statistic of Equation A.186 to test for a population value 
of 3250 kgf is

 
z =

−
= −

3190 3250
160 100

3 750
/

.

Step 5: Define the region of rejection. For the standard normal distribution, the level of signifi-
cance is the only characteristic required to determine the critical value of the test statistic. 
The region of rejection depends on the statement of the alternative hypothesis:

 

If is Then reject ifH HA 0

µ µ
µ µ
µ µ

α

α

α α

< < −
> >
≠ < − >

0

0

0 2

z z
z z
z z z z/ /or 22
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Assuming a one-tailed alternative hypothesis, the critical value of z for a 1% level of signifi-
cance (α) can be obtained from probability tables as

 − = Φ α = −αz − −−1 1 2 326( ) .  (A.188)

Thus, the region of rejection consists of all values of z less than −2.326.
Step 6: Select the appropriate hypothesis. If the computed statistic lies in the region of rejec-

tion, the null hypothesis must be rejected.
The decision criterion specified in step 3 was limited to the specification of the level of sig-

nificance. If the null hypothesis was rejected for a 1% level of significance, there is a 1% chance 
of making a type I error; that is, there is a chance of 1 in 100 of rejection when, in fact, it is 
adequate. The decision criterion of step 3 did not discuss the possibility of a type II error (β). 
The result of a type II error would be the acceptance when in fact it is  inadequate. It is com-
mon that the consequences of a type II error are probably more severe than those of a type 
I error. However, it is easier and more direct to specify a value for α than to specify a value 
for β. Error types I and II are also called manufacturer’s and consumer’s risks, respectively.

A.13.2 Test of the Mean with Unknown Population Variance

When the population variance is unknown, the theorem used in the preceding section 
is not applicable, even though the null and alternative hypotheses and the steps are the 
same. In such cases, a different theorem is used for testing a hypothesis about a mean. 
Specifically, for a random sample of size n, sample mean X and standard deviation S can 
be used in calculating the value of test statistic t:

 
t

X
S n

=
− µ

/  
(A.189)

Test statistic t is the value of a random variable having the Student’s t-distribution with 
ν = n − 1 degrees of freedom. This statistic requires that the sample be drawn from a nor-
mal population. The region of rejection depends on the level of significance, the degrees of 
freedom, and the statement of the alternative hypothesis:
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A.13.3 Summary

Two hypothesis tests were introduced. Each test can be conducted using the six steps that 
are provided at the beginning of this section. In applying a hypothesis test, the important 
ingredients are the test statistic, the level of significance, the degrees of freedom, and the 
critical value of a test statistic. Table A.3 includes a convenient summary of statistical tests 
introduced in this section and other important tests.

A.14 Hypothesis Testing of Variances

The variance of a random sample is a measure of the dispersion of the observations 
about the sample mean. Although the variance is used to indicate the degree of varia-
tion about the mean, it is an important statistic in its own right. Large variation in 

TABLE A.3

Summary of Hypothesis Tests

H0 Test Statistic HA Region of Rejection
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engineering systems reflects instability or nonuniformity, both of which can be 
 considered not to be optimal in some applications.

A.14.1 One-Sample Chi-Square Test

Consider, for example, the case of water distribution systems used for irrigation. They 
should be designed to distribute water uniformly over an area, such as a lawn or an agri-
cultural field. Failure to provide a uniform application of water over the area may lead to 
nonoptimum grass or crop output; thus, equipment that does not apply water uniformly 
would probably not be purchased. A company that manufactures irrigation distribution 
systems wishes to determine whether a new system increases the uniformity of water 
application in comparison with existing models. The variance of depths of water mea-
sured at different locations in a field would serve as a measure of uniformity of water 
application. The following procedure is used to test for a statistical difference in the uni-
formity of application rates (i.e., a test of the variance of a random variable).

Step 1: Formulate hypotheses. To investigate the possibility of a significant difference exist-
ing between the variance of a population, σ2, and the preselected standard variance value, 
σ0

2 , the following null hypothesis can be used:

 H0
2

0
2: σ = σ  (A.191)

The null hypothesis can be tested against either a one-tailed or a two-tailed alternative 
hypothesis as follows:

 HA1 : σ < σ2
0
2

 (A.192a)

 HA2 : σ > σ2
0
2

 (A.192b)

 HA3 : σ σ2
0
2≠  (A.192c)

Step 2: Select the appropriate model. The variance, S2, of a random sample is a random vari-
able itself and is used in testing the hypotheses about the variance of a population, σ2. 
The sampling distribution of the estimated variance of a random sample that is drawn 
from a normal population has a chi-square distribution. The test statistic for testing the 
 hypotheses is

 
χ =

−
σ

2
2

0
2

1( )n S

 
(A.193)

where:
χ2 is the value of a random variable that has a chi-square distribution with ν = n − 1 

degrees of freedom
n is the sample size used in computing sample variance S2

Step 3: Select the level of significance. For example, a level of significance (α) of 2.5% can be 
selected.

Step 4: Compute estimate of test statistic. To test the uniformity of application of water for the 
new irrigation system, the amount of water in each of 25 randomly placed recording devices 
was observed after 1 hour. The mean and standard deviation of the random sample were 
0.31 and 0.063 cm/hour, respectively. The computed test statistic for a target value of 0.12 is
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Step 5: Define the region of rejection. The region of rejection for a test statistic having a chi-
square distribution is a function of the level of significance, the statement of the alterna-
tive hypotheses, and the degrees of freedom. The regions of rejection for the alternative 
hypotheses are as follows:
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Step 6: Select the appropriate hypothesis. If the computed value of the test statistic is less than 
the critical value, the null hypothesis must be rejected.

A.14.2 Two-Sample F Test

For comparing the variances of two random samples, several strategies have been recom-
mended, with each strategy being valid when the underlying assumptions hold. One of 
these strategies is presented here.

For a two-tailed test, an F ratio is formed as the ratio of the larger sample variance to the 
smaller sample variance as follows:

 F
S
S

= 1
2

2
2

 (A.195)

with v1 = n1 − 1 degrees of freedom for the numerator and v2 = n2 − 1 degrees of freedom 
for the denominator, where n1 and n2 are the sample sizes for the samples used to compute 
S1

2 and S2
2, respectively. The computed F is compared with the tabulated values for the 

F  probability distribution tabulated in the textbooks (e.g., Ayyub and McCuen 2003), and 
the null hypothesis of equal variances ( )H0 : σ = σ1

2
2
2  is accepted if the computed F is less 

than the tabulated F value for k = v1, u = v2, and α. If the computed F is greater than the 
tabulated F value, then the null hypothesis is rejected in favor of the alternative hypothesis 
( :HA σ ≠ σ1

2
2
2 ). An important note for this two-tailed test is that the level of significance 

is twice the value from which the tabulated F value was obtained; for example, if the 5% 
F table is used to obtain the critical F statistic, then the decision to accept or reject the null 
hypothesis is being made at a 10% level of significance. This is the price paid for using the 
sample knowledge that one sample has the larger variance.

For a one-tailed test, it is necessary to specify which of the two samples is expected to 
have the larger population variance. This must be specified prior to collecting the data. 
The computed F statistic is the ratio of the sample variance of the group expected to have 
the larger population variance to the sample variance from the second group. If it turns 
out that the sample variance of the group expected to have the larger variance is smaller 
than that of the group expected to have the smaller variance, then the computed F statistic 
will be <1. For a test with a level of significance equal to that shown on the table, the null 
hypothesis is rejected if the computed F is greater than the critical F. Because the direction 
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is specified, the null hypothesis is accepted when the computed F is less than the critical F; 
the null hypothesis is rejected when the computed F is greater than the critical F.

A.14.3 Summary

Two hypothesis tests for the variance were introduced, and Table A.3 includes a summary 
of these tests.

A.15 Confidence Intervals

From a sample, we obtain single-valued estimates such as the mean, the variance, a cor-
relation coefficient, or a regression coefficient. These single-valued estimates represent our 
best estimate of the population values, but they are the only estimates of random variables, 
and we know that they probably do not equal the corresponding true values. Thus, we 
should be interested in the accuracy of these sample estimates.

If we are only interested in whether an estimate of a random variable is significantly 
different from a standard of comparison, we can use a hypothesis test. However, the 
hypothesis test gives only a “yes” or “no” answer and not a statement of the accuracy of an 
estimate of a random variable, which may be the object of our attention.

Confidence intervals represent a means of providing a range of values in which the true 
value can be expected to lie. Confidence intervals have the additional advantage, compared 
with hypothesis tests, of providing a probability statement about the likelihood of correctness.

A.15.1 Confidence Interval for the Mean

The same theorems that were used for testing hypotheses on the mean are used in computing 
confidence intervals. In testing a hypothesis for the mean, the choice of test statistic depends 
on whether the standard deviation of the population, σ, is known, which is also true in com-
puting confidence intervals. The theorem for the case where σ is known specifies a Z statistic, 
whereas the t statistic is used when σ is unknown; the theorems are not repeated here.

For the case where σ is known, the confidence intervals on the population mean are 
given by
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where:
X is the sample mean
n is the sample size
Zα and Zα/2 are the values of random variables having the standard normal distribution 

and cutting off (1 − α) or (1 − α/2) in the tail of the distribution, respectively
α is the level of significance
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The confidence interval provides an interval in which we are 100(1 − α)% confident that 
the population value lies within the interval. The measure of dispersion is given by σ/ n , 
as σ/ n is the standard error of the mean. Equation A.196 is a two-sided confidence inter-
val, whereas Equations A.197 and A.198 are one-sided. Equation A.197 gives a lower con-
fidence limit, with no limit on the upper side of the mean; similarly, Equation A.198 gives 
an upper limit, with no lower limit.

For the case where σ is unknown, the confidence intervals on the population mean are 
given by
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where:
S is the sample standard deviation
tα,ν and tα/2,ν are the values of random variables having a t distribution with v = n − 1 

degrees of freedom

The significance level (α) is used for one-sided confidence interval and α/2 is used for a 
two-sided confidence interval.

A.15.2 Confidence Interval for the Variance

The confidence interval on the population variance (σ2) can be computed using the 
same theorem that was used in testing a hypothesis for the variance. The two-sided and 
 one-sided confidence intervals are
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where:
χα ν2

2
,  and χα ν,

2  are the values of a random variable having a chi-square distribution that 
cuts α/2 and α percent of the right tail of the distribution, respectively

χ α ν1 2
2
− ,  and χ α ν1

2
− ,  are the values of a random variable having a chi-square distribution 

that cuts at 1 − α/2 and 1 − α, respectively

The confidence interval provides an interval in which we are 100(1 − α)% confident that 
the population value lies within the interval.
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Appendix B

Failure Data

This appendix provides failure data and their sources for the purpose of helping and 
 guiding readers.

Component or Item Failure Mode Units

Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit

Calculated 
95% Upper 

Limit References

AC bus hardware Failure Hourly failure rate 1.00E−07 1.00E−08 4.00E−06 2.00E−08 5.00E−07 Modarres (1993)

Accelerometer – Failures per million 
hours

– 10 30 – – Smith (2001)

Accumulator – Hourly failure rate 5.00E−04 – – – – Anderson and 
Neri (1990)

Actuator – Hourly failure rate – 3.00E−07 4.05E−04 – – Anderson and 
Neri (1990)

Air compressor – Failures per million 
hours

– 70 250 – – Smith (2001)

Air-operated valves Failure to operate Daily failure rate 2.00E−03 3.00E−04 2.00E−02 6.67E−04 6.00E−03 Modarres (1993)

Air-operated valves Failure due to 
plugging

Daily failure rate – 2.00E−05 1.00E−04 – – Modarres (1993)

Air-operated valves Failure due to 
plugging

Annual failure rate 1.00E−07 – 1.00E−07 3.33E−08 3.00E−07 Modarres (1993)

Air-operated valves Unavailability 
due to test and 
maintenance

Daily failure rate 8.00E−04 6.00E−05 6.00E−03 8.00E−05 8.00E−03 Modarres (1993)

Air-operated valves Spurious closure Hourly failure rate 1.00E−07 – – 3.33E−08 3.00E−07 Modarres (1993)

Air-operated valves Spurious open Hourly failure rate 5.00E−07 – – 5.00E−08 5.00E−06 Modarres (1993)

Air supply 
(instrument)

– Failures per million 
hours

6 5 10 – – Smith (2001)

Alarm bell – Failures per million 
hours

– 2 10 – – Smith (2001)

Alarm circuit (panel) – Failures per million 
hours

– 45 – – – Smith (2001)

Alarm circuit 
(simple)

– Failures per million 
hours

– 4 – – – Smith (2001)

Alarm siren – Failures per million 
hours

6 1 20 – – Smith (2001)

Alternator – Failures per million 
hours

– 1 9 – – Smith (2001)

Analyzer, Bourdon/
Geiger

– Failures per million 
hours

– 5 – – – Smith (2001)

Analyzer, carbon 
dioxide

– Failures per million 
hours

– 100 500 – – Smith (2001)

Analyzer, 
conductivity

– Failures per million 
hours

1500 500 2000 – – Smith (2001)

Analyzer, dewpoint – Failures per million 
hours

– 100 200 – – Smith (2001)

Analyzer, Geiger – Failures per million 
hours

– 15 – – – Smith (2001)

(Continued)
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Component or Item Failure Mode Units

Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit

Calculated 
95% Upper 

Limit References

Analyzer, hydrogen 
sulfide

– Failures per million 
hours

– 100 200 – – Smith (2001)

Analyzer, hydrogen – Failures per million 
hours

– 400 100 – – Smith (2001)

Analyzer, oxygen – Failures per million 
hours

60 50 200 – – Smith (2001)

Analyzer, pH – Failures per million 
hours

– 650 – – – Smith (2001)

Analyzer, 
scintillation

– Failures per million 
hours

– 20 – – – Smith (2001)

Antenna – Failures per million 
hours

– 1 5 – – Smith (2001)

Attenuator – Failures per million 
hours

– 0.01 – – – Smith (2001)

Avionics – Hourly failure rate – 5.00E−04 1.00E−03 – – Anderson and 
Neri (1990)

Battery – Hourly failure rate 6.77E−04 – – – – Anderson and 
Neri (1990)

Battery Unavailability 
due to test and 
maintenance

Daily failure rate 1.00E−03 – – 1.00E−04 1.00E−02 Modarres (1993)

Battery charger 
(motor generator)

– Failures per million 
hours

– 100 – – – Smith (2001)

Battery charger 
(simple rectifier)

– Failures per million 
hours

– 2 – – – Smith (2001)

Battery charger 
(stabilized/float)

– Failures per million 
hours

– 10 – – – Smith (2001)

Battery, dry primary – Failures per million 
hours

– 1 30 – – Smith (2001)

Battery, lead – Failures per million 
hours

– 3 – – – Smith (2001)

Battery, lead acid – Failures per million 
hours

1 0.5 3 – – Smith (2001)

Battery, lead acid 
(vehicle) per 
million miles

– Failures per million 
hours

– 30 – – – Smith (2001)

Battery, Ni-Cd/
Ag-Zn

– Failures per million 
hours

1 0.2 3 – – Smith (2001)

Bearing – Hourly failure rate – 1.26E−05 5.32E−05 – – Anderson and 
Neri (1990)

Bearings, ball, heavy – Failures per million 
hours

– 2 20 – – Smith (2001)

Bearings, ball, light – Failures per million 
hours

1 0.1 10 – – Smith (2001)

Bearings, brush – Failures per million 
hours

– 0.5 – – – Smith (2001)

Bearings, bush – Failures per million 
hours

– 0.05 0.1 – – Smith (2001)

Bearings, jewel – Failures per million 
hours

– 0.4 – – – Smith (2001)

Bearings, roller – Failures per million 
hours

– 0.3 5 – – Smith (2001)

Bearings, sleeve – Failures per million 
hours

– 0.5 5 – – Smith (2001)

Bellows, simple 
expandable

– Failures per million 
hours

5 2 10 – – Smith (2001)

(Continued)
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Component or Item Failure Mode Units

Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit

Calculated 
95% Upper 

Limit References

Belts – Failures per million 
hours

– 4 50 – – Smith (2001)

Brake (magnetic) – Hourly failure rate 2.42E−04 – – – – Anderson and 
Neri (1990)

Busbars, 11 kV – Failures per million 
hours

– 0.02 0.2 – – Smith (2001)

Busbars,  −3.3 kV – Failures per million 
hours

– 0.05 2 – – Smith (2001)

Busbars,  −415 V – Failures per million 
hours

– 0.6 2 – – Smith (2001)

Capacitors, 
aluminum 
(general)

– Failures per million 
hours

– 0.3 – – – Smith (2001)

Capacitors, ceramic – Failures per million 
hours

0.1 0.0005 – – – Smith (2001)

Capacitors, glass – Failures per million 
hours

– 0.002 – – – Smith (2001)

Capacitors, mica – Failures per million 
hours

0.03 0.002 0.1 – – Smith (2001)

Capacitors, paper – Failures per million 
hours

0.15 0.001 – – – Smith (2001)

Capacitors, plastic – Failures per million 
hours

0.01 0.001 0.05 – – Smith (2001)

Capacitors, Tantalum 
non-solderable

– Failures per million 
hours

0.01 0.001 0.1 – – Smith (2001)

Capacitors, Tantalum 
Solderable

– Failures per million 
hours

0.1 0.005 – – – Smith (2001)

Capacitors, variable – Failures per million 
hours

0.1 0.005 2 – – Smith (2001)

Card reader – Failures per million 
hours

– 150 4000 – – Smith (2001)

Check valve Failure to open Daily failure rate 1.00E−04 6.00E−05 1.20E−04 3.33E−05 3.00E−04 Modarres (1993)

Check valve Failure to close Hourly failure rate 1.00E−03 – – 3.33E−04 3.00E−03 Modarres (1993)

Circuit breaker Spurious open Hourly failure rate 1.00E−06 – – 3.33E−07 3.00E−06 Modarres (1993)

Circuit breaker Fail to transfer Daily failure rate 3.00E−03 – – 3.00E−04 3.00E−02 Modarres (1993)

Circuit breaker, 
>3 kV

– Failures per million 
hours

– 0.5 2 – – Smith (2001)

Circuit breaker, 
<600 VA

– Failures per million 
hours

– 0.5 1.5 – – Smith (2001)

Circuit breaker, 
>100 kV

– Failures per million 
hours

– 3 10 – – Smith (2001)

Circuit protection 
device

– Hourly failure rate 2.85E−05 – – – – Anderson and 
Neri (1990)

Clutch, friction – Failures per million 
hours

– 0.5 3 – – Smith (2001)

Clutch, magnetic – Failures per million 
hours

– 2.5 6 – – Smith (2001)

Compressor, 
centrifugal, 
turbine-driven

– Failures per million 
hours

– 150 – – – Smith (2001)

Compressor, electric 
motor-driven

– Failures per million 
hours

– 100 300 – – Smith (2001)

Compressor, 
reciprocating, 
turbine-driven

– Failures per million 
hours

– 500 – – – Smith (2001)

Computer, 
mainframe

– Failures per million 
hours

– 4000 8000 – – Smith (2001)
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Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit

Calculated 
95% Upper 

Limit References

Computer, micro 
(CPU)

– Failures per million 
hours

– 30 100 – – Smith (2001)

Computer, mini – Failures per million 
hours

200 100 500 – – Smith (2001)

Computer, 
programmable 
logic controller

– Failures per million 
hours

– 20 50 – – Smith (2001)

Connection, flow 
solder

– Failures per million 
hours

– 0.0003 0.001 – – Smith (2001)

Connections, 
crimped

– Failures per million 
hours

– 0.0003 0.007 – – Smith (2001)

Connections, hand 
solder

– Failures per million 
hours

– 0.0002 0.003 – – Smith (2001)

Connections, plate – Failures per million 
hours

– 0.0003 – – – Smith (2001)

Connections, power 
cable

– Failures per million 
hours

– 0.05 0.4 – – Smith (2001)

Connections, weld – Failures per million 
hours

– 0.002 – – – Smith (2001)

Connections, 
wrapped

– Failures per million 
hours

– 0.00003 0.001 – – Smith (2001)

Connectors, coaxial – Failures per million 
hours

– 0.02 0.2 – – Smith (2001)

Connectors, dual 
in-line package (DIL)

– Failures per million 
hours

– 0.001 – – – Smith (2001)

Connectors, Personal 
Computer Board 
(PCB)

– Failures per million 
hours

– 0.0003 0.1 – – Smith (2001)

Connectors, pin – Failures per million 
hours

– 0.001 0.1 – – Smith (2001)

Connectors, 
pneumatic

– Failures per million 
hours

– 1 – – – Smith (2001)

Connectors, coaxial – Failures per million 
hours

– 0.05 – – – Smith (2001)

Control/instrument 
(gauge)

– Hourly failure rate – 3.75E−05 2.70E−04 – – Anderson and 
Neri (1990)

Cooling coil Failure to operate Hourly failure rate 1.00E−06 – – 3.33E−07 3.00E−06 Modarres (1993)

Cooling tower fan Failure to start Daily failure rate 4.00E−03 – – 1.33E−03 1.20E−02 Modarres (1993)

Cooling tower fan Failure to run Hourly Failure Rate 
(HR)

7.00E−06 – – 7.00E−07 7.00E−05 Modarres (1993)

Cooling tower fan Unavailability 
due to test and 
maintenance

Daily failure rate 2.00E−03 – – 2.00E−04 2.00E−02 Modarres (1993)

Counter 
(mechanical)

– Failures per million 
hours

2 0.2 – – – Smith (2001)

Crystal, quartz – Failures per million 
hours

0.1 0.02 0.2 – – Smith (2001)

Damper Failure to open Daily failure rate 3.00E−03 – – 3.00E−04 3.00E−02 Modarres (1993)

DC battery Hardware failure Hourly failure rate 1.00E−06 – – 3.33E−07 3.00E−06 Modarres (1993)

DC bus Hardware failure Hourly failure rate 1.00E−07 – – 2.00E−08 5.00E−07 Modarres (1993)

DC bus Unavailability 
due to test and 
maintenance

Hourly failure rate 8.00E−06 – – 8.00E−07 8.00E−05 Modarres (1993)

DC charger Hardware failure Hourly failure rate 1.00E−06 – – 3.33E−07 3.00E−06 Modarres (1993)

DC charger Unavailability 
due to test and 
maintenance

Daily failure rate 1.00E−06 – – 1.00E−07 1.00E−05 Modarres (1993)
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Point 
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(Low) 
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DC inverter Hardware failure Hourly failure rate 1.00E−04 – – 3.33E−05 3.00E−04 Modarres (1993)

DC inverter Unavailability 
due to test and 
maintenance

Daily failure rate 1.00E−03 – – 1.00E−04 1.00E−02 Modarres (1993)

Detectors, fire, wire/
rod

– Failures per million 
hours

– 10 – – – Smith (2001)

Detectors, gas, 
pellistor

– Failures per million 
hours

– 3 8 – – Smith (2001)

Detectors, smoke, 
ionization

– Failures per million 
hours

– 2 6 – – Smith (2001)

Detectors, 
temperature level

– Failures per million 
hours

2 0.2 8 – – Smith (2001)

Detectors, ultraviolet – Failures per million 
hours

– 5 15 – – Smith (2001)

Detectors, rate of 
rise (temperature)

– Failures per million 
hours

– 3 9 – – Smith (2001)

Diesel-driven pump Failure to start Daily failure rate 3.00E−02 1.00E−03 1.00E−02 1.00E−02 9.00E−02 Modarres (1993)

Diesel-driven pump Failure to run Hourly failure rate 8.00E−04 2.00E−05 1.00E−03 8.00E−05 8.00E−03 Modarres (1993)

Diesel-driven pump Unavailability 
due to test and 
maintenance

Daily failure rate 1.00E−02 – – 1.00E−03 1.00E−01 Modarres (1993)

Diesel engine – Failures per million 
hours

6000 300 – – – Smith (2001)

Diesel generator Failure to start Daily failure rate 3.00E−02 8.00E−03 1.00E−03 1.00E−02 9.00E−02 Modarres (1993)

Diesel generator Failure to run Hourly failure rate 2.00E−03 2.00E−04 3.00E−03 2.00E−04 2.00E−02 Modarres (1993)

Diesel generator Unavailability 
due to test and 
maintenance

Daily failure rate 6.00E−03 −1 4.00E−02 6.00E−04 6.00E−02 Modarres (1993)

Diesel generator – Failures per million 
hours

– 125 4000 – – Smith (2001)

Diodes, Si-controlled 
rectifier (thyristor)

– Failures per million 
hours

– 0.01 0.5 – – Smith (2001)

Diodes, Si, high 
power

– Failures per million 
hours

0.2 0.1 – – – Smith (2001)

Diodes, Si, low 
power

– Failures per million 
hours

0.04 0.01 0.1 – – Smith (2001)

Diodes, varactor – Failures per million 
hours

– 0.06 0.3 – – Smith (2001)

Diodes, zener – Failures per million 
hours

0.03 0.005 0.1 – – Smith (2001)

Disk memory – Failures per million 
hours

500 100 2000 – – Smith (2001)

Electricity supply – Failures per million 
hours

– 100 – – – Smith (2001)

Electropneumatic 
converter (I/P)

– Failures per million 
hours

– 2 4 – – Smith (2001)

Explosive-operated 
valve

Failure to operate Daily failure rate 3.00E−03 1.00E−03 9.00E−03 1.00E−03 9.00E−03 Modarres (1993)

Explosive-operated 
valve

Failure due to 
plugging

Daily failure rate – 2.00E−05 1.00E−04 – – Modarres (1993)

Explosive-operated 
valve

Failure due to 
plugging

Annual failure rate 1.00E−07 – 1.00E−07 3.33E−08 3.00E−07 Modarres (1993)

Explosive-operated 
valve

Unavailability 
due to test and 
maintenance

Daily failure rate 8.00E−04 6.00E−05 6.00E−03 8.00E−05 8.00E−03 Modarres (1993)

Fan – Hourly failure rate 9.10E−06 – – – – Anderson and 
Neri (1990)

(Continued)

 



580 Appendix B

Component or Item Failure Mode Units

Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit
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Fan – Failures per million 
hours

– 2 50 – – Smith (2001)

Fiber optics, cable 
per km

– Failures per million 
hours

– 0.1 – – – Smith (2001)

Fiber optics, 
connector

– Failures per million 
hours

– 0.1 – – – Smith (2001)

Fiber optics, laser – Failures per million 
hours

– 0.3 0.5 – – Smith (2001)

Fiber optics, LED – Failures per million 
hours

– 0.2 0.5 – – Smith (2001)

Fiber optics, 
optocoupler

– Failures per million 
hours

– 0.02 0.1 – – Smith (2001)

Fiber optics, 
pin-avalanched 
photodiode

– Failures per million 
hours

– 0.02 – – – Smith (2001)

Fiber optics, 
Si-avalanched 
photodiode

– Failures per million 
hours

– 0.2 – – – Smith (2001)

Filter – Hourly failure rate – 2.60E−05 4.96E−05 – – Anderson and 
Neri (1990)

Filter, blocked – Failures per million 
hours

1 0.5 10 – – Smith (2001)

Filter, leak – Failures per million 
hours

1 0.5 10 – – Smith (2001)

Fire sprinkler, 
non-operation

– Failures per million 
hours

0.02 – – – – Smith (2001)

Fire sprinkler, 
spurious

– Failures per million 
hours

0.1 0.05 0.5 – – Smith (2001)

Flow controller Failure to operate Daily failure rate 1.00E−04 – – 3.33E−05 3.00E−04 Modarres (1993)

Flow instruments, 
controller

– Failures per million 
hours

– 25 50 – – Smith (2001)

Flow instruments, 
DP sensor

– Failures per million 
hours

– 80 200 – – Smith (2001)

Flow instruments, 
rotary meter

– Failures per million 
hours

15 5 – – – Smith (2001)

Flow instruments, 
switch

– Failures per million 
hours

– 4 40 – – Smith (2001)

Flow instruments, 
transmitter

– Failures per million 
hours

5 1 20 – – Smith (2001)

Fuse – Failures per million 
hours

– 0.02 0.5 – – Smith (2001)

Gasket/seal – Hourly failure rate – 2.40E−06 3.16E−05 – – Anderson and 
Neri (1990)

Gaskets – Failures per million 
hours

0.4 0.05 3 – – Smith (2001)

Gear, assembly 
(proportional to 
size)

– Failures per million 
hours

– 10 50 – – Smith (2001)

Gear, per mesh – Failures per million 
hours

0.5 0.05 1 – – Smith (2001)

Generator, AC – Failures per million 
hours

– 3 30 – – Smith (2001)

Generator, DC – Hourly failure rate 2.06E−04 – – – – Anderson and 
Neri (1990)

Generator, DC – Failures per million 
hours

– 1 10 – – Smith (2001)
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Generator, diesel set – Failures per million 
hours

– 125 4000 – – Smith (2001)

Generator, motor set – Failures per million 
hours

– 30 70 – – Smith (2001)

Generator, turbine 
set

– Failures per million 
hours

200 10 800 – – Smith (2001)

Gyroscope – Hourly failure rate 3.00E−04 – – – – Anderson and 
Neri (1990)

Heat exchanger – Hourly failure rate 3.84E−05 – – – – Anderson and 
Neri (1990)

Heat exchanger Failure due to 
blockage

Hourly failure rate 5.76E−06 – – 5.76E−07 5.76E−05 Modarres (1993)

Heat exchanger Failure due to 
rupture 
(leakage)

Hourly failure rate 3.00E−06 – – 3.00E−07 3.00E−05 Modarres (1993)

Heat exchanger Unavailability 
due to test and 
maintenance

Hourly failure rate 3.00E−05 – – 2.73E−07 3.30E−03 Modarres (1993)

Hose and fittings – Hourly failure rate – 3.90E−06 3.29E−05 – – Anderson and 
Neri (1990)

Heating, Ventilation 
and Air 
conditioning 
(HVAC) fan

Failure to start Daily failure rate 3.00E−04 – – 1.00E−04 9.00E−04 Modarres (1993)

Heating, Ventilation 
and Air 
conditioning 
(HVAC) fan

Failure to run Hourly failure rate 1.00E−05 – – 3.33E−06 3.00E−05 Modarres (1993)

Heating, Ventilation 
and Air 
conditioning 
(HVAC) fan

Unavailability 
due to test and 
maintenance

Daily failure rate 2.00E−03 – – 2.00E−04 2.00E−02 Modarres (1993)

Hydraulic 
equipment, 
actuator

– Failures per million 
hours

– 15 – – – Smith (2001)

Hydraulic 
equipment, 
actuator/damper

– Failures per million 
hours

200 20 – – – Smith (2001)

Hydraulic 
equipment, motor

– Failures per million 
hours

– 5 – – – Smith (2001)

Hydraulic 
equipment, piston

– Failures per million 
hours

– 1 – – – Smith (2001)

Hydraulic-operated 
valves

Failure to operate Daily failure rate 2.00E−03 3.00E−04 2.00E−02 6.67E−04 6.00E−03 Modarres (1993)

Hydraulic-operated 
valves

Failure due to 
plugging

Daily failure rate – 2.00E−05 1.00E−04 – – Modarres (1993)

Hydraulic-operated 
valves

Failure due to 
plugging

Annual failure rate 1.00E−07 – 1.00E−07 3.33E−08 3.00E−07 Modarres (1993)

Hydraulic-operated 
valves

Unavailability 
due to test and 
maintenance

Daily failure rate 8.00E−04 6.00E−05 6.00E−03 8.00E−05 8.00E−03 Modarres (1993)

Inductor – Failures per million 
hours

– 0.2 0.5 – – Smith (2001)

Instrument air 
compressor

Failure to start Daily failure rate 8.00E−02 – – 2.67E−02 2.40E−01 Modarres (1993)

Instrument air 
compressor

Failure to run Hourly failure rate 2.00E−04 – – 2.00E−05 2.00E−03 Modarres (1993)
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Instrument air 
compressor

Unavailability 
due to test and 
maintenance

Daily failure rate 2.00E−03 – – 2.00E−04 2.00E−02 Modarres (1993)

Instrumentation Failure to operate Hourly failure rate 3.00E−06 – – 3.00E−07 3.00E−05 Modarres (1993)

Joints, O ring – Failures per million 
hours

– 0.2 0.5 – – Smith (2001)

Joints, pipe – Failures per million 
hours

– 0.5 – – – Smith (2001)

Lamp, incandescent – Hourly failure rate 1.86E−05 – – – – Anderson and 
Neri (1990)

Lamps, filament – Failures per million 
hours

1 0.05 10 – – Smith (2001)

Lamps, neon – Failures per million 
hours

0.2 0.1 1 – – Smith (2001)

LCD (per character) – Failures per million 
hours

– 0.05 – – – Smith (2001)

LCD (per device) – Failures per million 
hours

– 2.5 – – – Smith (2001)

LED, indicator – Failures per million 
hours

– 0.06 0.3 – – Smith (2001)

LED, numeral 
(per character)

– Failures per million 
hours

– 0.01 0.1 – – Smith (2001)

Level instruments, 
controller

– Failures per million 
hours

– 4 20 – – Smith (2001)

Level instruments, 
indicator

– Failures per million 
hours

– 1 10 – – Smith (2001)

Level instruments, 
switch

– Failures per million 
hours

5 2 20 – – Smith (2001)

Level instruments, 
transmitter

– Failures per million 
hours

– 10 20 – – Smith (2001)

Lines, 
communication, 
coaxial per km

– Failures per million 
hours

– 1.5 – – – Smith (2001)

Lines, 
communication, 
subsea, per 
kilometer

– Failures per million 
hours

– 2.4 – – – Smith (2001)

Lines, 
communication, 
speech channel, 
land

– Failures per million 
hours

– 100 250 – – Smith (2001)

Load cell – Failures per million 
hours

– 100 400 – – Smith (2001)

Loudspeaker – Failures per million 
hours

– 10 – – – Smith (2001)

Magnetic tape unit, 
including drive

– Failures per million 
hours

– 200 500 – – Smith (2001)

Manual valve Failure due to 
plugging

Daily failure rate – 2.00E−05 1.00E−04 – – Modarres (1993)

Manual valve Failure due to 
plugging

Annual failure rate 1.00E−07 – 1.00E−07 3.33E−08 3.00E−07 Modarres (1993)

Manual valve Unavailability 
due to test and 
maintenance

Daily failure rate 8.00E−04 6.00E−05 6.00E−03 8.00E−05 8.00E−03 Modarres (1993)

Manual valve Failure to open Daily failure rate 1.00E−04 – – 3.33E−05 3.00E−04 Modarres (1993)

Manual valve Failure to remain 
closed

Daily failure rate 1.00E−04 – – 3.33E−05 3.00E−04 Modarres (1993)
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Mechanical device – Hourly failure rate – 1.70E−06 9.87E−04 – – Anderson and 
Neri (1990)

Meter (moving coil) – Failures per million 
hours

– 1 5 – – Smith (2001)

Microwave 
equipment, 
detector/mixer

– Failures per million 
hours

– 0.2 – – – Smith (2001)

Microwave 
equipment, fixed 
element

– Failures per million 
hours

– 0.01 – – – Smith (2001)

Microwave 
equipment, tuned 
element

– Failures per million 
hours

– 0.1 – – – Smith (2001)

Microwave 
equipment, 
waveguide, fixed

– Failures per million 
hours

– 1 – – – Smith (2001)

Microwave 
equipment, 
waveguide, flexible

– Failures per million 
hours

– 2.5 – – – Smith (2001)

Motor-driven pump Failure to start Daily failure rate 3.00E−03 5.00E−04 1.00E−04 3.00E−04 3.00E−02 Modarres (1993)

Motor-driven pump Failure to run Hourly failure rate 3.00E−05 1.00E−06 1.00E−03 3.00E−06 3.00E−04 Modarres (1993)

Motor-driven pump Unavailability 
due to test and 
maintenance

Daily failure rate 2.00E−03 1.00E−04 1.00E−02 2.00E−04 2.00E−02 Modarres (1993)

Motor-operated 
valves

Failure to operate Daily failure rate 3.00E−03 1.00E−03 9.00E−03 3.00E−04 3.00E−02 Modarres (1993)

Motor-operated 
valves

Failure due to 
plugging

Daily failure rate 1.00E−07 2.00E−05 1.00E−04 3.33E−08 3.00E−07 Modarres (1993)

Motor-operated 
valves

Unavailability 
due to test and 
maintenance

Daily failure rate 8.00E−04 6.00E−05 6.00E−03 8.00E−05 8.00E−03 Modarres (1993)

Motor-operated 
valves

Failure to remain 
closed

Hourly failure rate 5.00E−07 – – 5.00E−08 5.00E−06 Modarres (1993)

Motor-operated 
valves

Failure to remain 
open

Hourly failure rate 1.00E−07 – – 3.33E−08 3.00E−07 Modarres (1993)

Motor, electrical, AC – Failures per million 
hours

5 1 20 – – Smith (2001)

Motor, electrical, DC – Failures per million 
hours

15 5 – – – Smith (2001)

Motor, electrical, 
starter

– Failures per million 
hours

– 4 10 – – Smith (2001)

Offsite power Loss, other than 
initiator

Not listed 2.00E−04 – – 6.67E−05 6.00E−04 Modarres (1993)

Orifice Failure due to 
plugging

Daily failure rate 3.00E−04 – – 1.00E−04 9.00E−04 Modarres (1993)

Photoelectric cell – Failures per million 
hours

– 15 – – – Smith (2001)

Pneumatic 
equipment, 
connector

– Failures per million 
hours

– 1.5 – – – Smith (2001)

Pneumatic 
equipment, 
controller, degraded

– Failures per million 
hours

– 10 20 – – Smith (2001)

Pneumatic 
equipment, 
controller, open or 
shut

– Failures per million 
hours

– 1 2 – – Smith (2001)
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Pneumatic 
equipment, I/P 
converter

– Failures per million 
hours

– 2 10 – – Smith (2001)

Pneumatic 
equipment, 
pressure relay

– Failures per million 
hours

– 20 – – – Smith (2001)

Power cable per km, 
overhead, <600 V

– Failures per million 
hours

– 0.5 – – – Smith (2001)

Power cable per km, 
overhead, 
600–15 kV

– Failures per million 
hours

– 5 15 – – Smith (2001)

Power cable per km, 
overhead, >33 kV

– Failures per million 
hours

– 3 7 – – Smith (2001)

Power cable per km, 
underground, 
<600 V

– Failures per million 
hours

– 2 – – – Smith (2001)

Power cable per km, 
underground, 
600–15 kV

– Failures per million 
hours

– 2 – – – Smith (2001)

Power cable per km, 
undersea

– Failures per million 
hours

– 2.5 – – – Smith (2001)

Power-operated 
relief valve for 
Pressurized Water 
Reactor (PWR)

Failure to open 
on actuation

Daily failure rate 2.00E−03 – – 6.67E−04 6.00E−03 Modarres (1993)

Power-operated 
relief valve for 
Pressurized Water 
Reactor (PWR)

Failure to open 
for pressure 
relief

Daily failure rate 3.00E−04 – – 3.00E−05 3.00E−03 Modarres (1993)

Power-operated 
relief valve for 
Pressurized Water 
Reactor (PWR)

Failure to re-close Daily failure rate 2.00E−03 – – 6.67E−04 6.00E−03 Modarres (1993)

Power supply, AC/
DC stabilized

– Failures per million 
hours

20 5 100 – – Smith (2001)

Power supply, AC/
DC converter

– Failures per million 
hours

5 2 20 – – Smith (2001)

Pressure instruments, 
controller

– Failures per million 
hours

10 1 30 – – Smith (2001)

Pressure instruments, 
indicator

– Failures per million 
hours

5 1 10 – – Smith (2001)

Pressure 
instruments, sensor

– Failures per million 
hours

– 2 10 – – Smith (2001)

Pressure 
instruments, switch

– Failures per million 
hours

5 1 40 – – Smith (2001)

Pressure 
instruments, 
transmitter

– Failures per million 
hours

– 5 20 – – Smith (2001)

Pressure regulator 
valve

Failure to open Daily failure rate 2.00E−03 – – 6.67E−04 6.00E−03 Modarres (1993)

Printed circuit 
board, double 
(plated through)

– Failures per million 
hours

– 0.01 0.3 – – Smith (2001)

Printed circuit 
board, multilayer

– Failures per million 
hours

– 0.07 0.1 – – Smith (2001)

Printed circuit 
board, single sided

– Failures per million 
hours

– 0.02 – – – Smith (2001)

Printer, line – Failures per million 
hours

– 300 1000 – – Smith (2001)

(Continued)
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Component or Item Failure Mode Units

Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit

Calculated 
95% Upper 

Limit References

Pump – Hourly failure rate – 1.70E−06 3.95E−04 – – Anderson and 
Neri (1990)

Pump, boiler – Failures per million 
hours

– 100 700 – – Smith (2001)

Pump, centrifugal – Failures per million 
hours

50 10 100 – – Smith (2001)

Pump, fire water, 
diesel

– Failures per million 
hours

– 200 3000 – – Smith (2001)

Pump, fire water, 
electric

– Failures per million 
hours

– 200 500 – – Smith (2001)

Pump, fuel – Failures per million 
hours

– 3 180 – – Smith (2001)

Pump, oil 
lubrication

– Failures per million 
hours

– 6 70 – – Smith (2001)

Pump, vacuum – Failures per million 
hours

– 10 25 – – Smith (2001)

Push button – Failures per million 
hours

0.5 0.1 10 – – Smith (2001)

Rectifier (power) – Failures per million 
hours

– 3 5 – – Smith (2001)

Regulator – Hourly failure rate – 3.00E−06 1.36E−04 – – Anderson and 
Neri (1990)

Relap – Hourly failure rate – 1.00E−06 3.10E−05 – – Anderson and 
Neri (1990)

Relays, armature 
general

– Failures per million 
hours

– 0.2 0.4 – – Smith (2001)

Relays, Safety – Failures per million 
hours

– 0.02 0.07 – – Smith (2001)

Relays, contractor – Failures per million 
hours

– 1 6 – – Smith (2001)

Relays, crystal can – Failures per million 
hours

– 0.15 – – – Smith (2001)

Relays, heavy duty – Failures per million 
hours

– 2 5 – – Smith (2001)

Relays, latching – Failures per million 
hours

– 0.02 1.5 – – Smith (2001)

Relays, polarized – Failures per million 
hours

– 0.8 – – – Smith (2001)

Relays, power – Failures per million 
hours

– 1 16 – – Smith (2001)

Relays, reed – Failures per million 
hours

0.2 0.002 2 – – Smith (2001)

Relays, thermal – Failures per million 
hours

– 0.5 10 – – Smith (2001)

Relays, time delay – Failures per million 
hours

2 0.5 10 – – Smith (2001)

Relief valve (not 
safety relief valve 
or PORV)

Spurious open Hourly failure rate 3.90E−06 – – 3.90E−07 3.90E−05 Modarres (1993)

Resistors, carbon 
Component

– Failures per million 
hours

– 0.001 0.006 – – Smith (2001)

Resistors, carbon 
film

– Failures per million 
hours

– 0.001 0.05 – – Smith (2001)

Resistors, metal 
oxide

– Failures per million 
hours

0.004 0.001 0.05 – – Smith (2001)

Resistors, network – Failures per million 
hours

– 0.05 0.1 – – Smith (2001)

(Continued)
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Component or Item Failure Mode Units

Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit

Calculated 
95% Upper 

Limit References

Resistors, variable 
comp.

– Failures per million 
hours

– 0.5 1.5 – – Smith (2001)

Resistors, variable 
wire wound

– Failures per million 
hours

0.05 0.02 0.5 – – Smith (2001)

Resistors, wire 
wound

– Failures per million 
hours

0.005 0.001 0.5 – – Smith (2001)

Safety relief valve, 
boiling water 
reactor

Failure to open 
for pressure 
relief

Daily failure rate 1.00E−05 – – 3.33E−06 3.00E−05 Modarres (1993)

Safety relief valve, 
boiling water 
reactor

Failure to open 
on actuation

Daily failure rate 1.00E−02 – – 3.33E−03 3.00E−02 Modarres (1993)

Safety relief valve, 
boiling water 
reactor

Failure to re-close 
on pressure 
relief

Hourly failure rate 3.90E−06 – – 3.90E−07 3.90E−05 Modarres (1993)

Sensor – Hourly failure rate 7.66E−05 – – – – Anderson and 
Neri (1990)

Solenoid – Hourly failure rate 6.56E−05 – – – – Anderson and 
Neri (1990)

Solenoid – Failures per million 
hours

1 0.4 4 – – Smith (2001)

Solenoid-operated 
valves

Failure to operate Daily failure rate 2.00E−03 1.00E−03 2.00E−02 6.67E−04 6.00E−03 Modarres (1993)

Solenoid-operated 
valves

Failure due to 
plugging

Daily failure rate – 2.00E−05 1.00E−04 – – Modarres (1993)

Solenoid-operated 
valves

Failure due to 
plugging

Annual failure rate 1.00E−07 – 1.00E−07 3.33E−08 3.00E−07 Modarres (1993)

Solenoid-operated 
valves

Unavailability 
due to test and 
maintenance

Daily failure rate 8.00E−04 6.00E−05 6.00E−03 8.00E−05 8.00E−03 Modarres (1993)

Stepper motor – Failures per million 
hours

– 0.5 5 – – Smith (2001)

Strainer Failure due to 
plugging

Hourly failure rate 3.00E−05 – – 3.00E−06 3.00E−04 Modarres (1993)

Structural elements – Hourly failure rate – 4.00E−11 4.00E−09 – – Anderson and 
Neri (1990)

Sump Failure due to 
plugging

Daily failure rate 5.00E−05 – – 5.00E−07 5.00E−03 Modarres (1993)

Surge arrestors, 
>100 kV

– Failures per million 
hours

– 0.5 1.5 – – Smith (2001)

Surge arrestors, low 
power

– Failures per million 
hours

– 0.003 0.02 – – Smith (2001)

Switch – Hourly failure rate – 1.86E−05 9.50E−05 – – Anderson and 
Neri (1990)

Switches per contact, 
Dual In Line (DIL)

– Failures per million 
hours

0.5 0.03 1.8 – – Smith (2001)

Switches per contact, 
key, low power

– Failures per million 
hours

– 5 10 – – Smith (2001)

Switches per contact, 
key, low power

– Failures per million 
hours

– 0.003 2 – – Smith (2001)

Switches per contact, 
micro

– Failures per million 
hours

– 0.1 1 – – Smith (2001)

Switches (per 
contact), 
pushbutton

– Failures per million 
hours

1 0.2 10 – – Smith (2001)

Switches per contact, 
rotary

– Failures per million 
hours

– 0.05 0.5 – – Smith (2001)

(Continued)
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Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit

Calculated 
95% Upper 

Limit References

Switches per contact, 
thermal delay

– Failures per million 
hours

– 0.5 3 – – Smith (2001)

Switches per contact, 
toggle

– Failures per million 
hours

– 0.03 1 – – Smith (2001)

Synchros and 
resolvers

– Failures per million 
hours

– 3 15 – – Smith (2001)

Tank – Hourly failure rate – 1.09E−04 1.59E−04 – – Anderson and 
Neri (1990)

Temperature 
instruments, 
controller

– Failures per million 
hours

– 20 40 – – Smith (2001)

Temperature 
instruments, 
pyrometer

– Failures per million 
hours

– 250 1000 – – Smith (2001)

Temperature 
instruments, sensor

– Failures per million 
hours

– 0.2 10 – – Smith (2001)

Temperature 
instruments, switch

– Failures per million 
hours

– 3 20 – – Smith (2001)

Temperature 
instruments, 
transmitter

– Failures per million 
hours

– 10 – – – Smith (2001)

Temperature switch Failure to operate Daily failure rate 1.00E−04 – – 1.00E−05 1.00E−03 Modarres (1993)

Thermionic tubes, 
diode

– Failures per million 
hours

20 5 70 – – Smith (2001)

Thermionic tubes, 
thyratron

– Failures per million 
hours

– 50 – – – Smith (2001)

Thermionic tubes, 
triode and pentode

– Failures per million 
hours

30 20 100 – – Smith (2001)

Thermocouple/
thermostat

– Failures per million 
hours

10 1 20 – – Smith (2001)

Time delay relay Fail to transfer Hourly failure rate 3.00E−04 – – 3.00E−05 3.00E−03 Modarres (1993)

Timer 
(electromechanical)

– Failures per million 
hours

15 2 40 – – Smith (2001)

Transducer – Hourly failure rate – 5.79E−05 1.00E−04 – – Anderson and 
Neri (1990)

Transfer switch Failure to 
transfer

Daily failure rate 1.00E−03 – – 3.33E−04 3.00E−03 Modarres (1993)

Transformer Short or open Hourly failure rate 2.00E−06 – – 2.00E−07 2.00E−05 Modarres (1993)

Transformers, 
≥415 V

– Failures per million 
hours

1 0.4 7 – – Smith (2001)

Transformers, mains – Failures per million 
hours

0.4 0.03 0.3 – – Smith (2001)

Transformers, signal – Failures per million 
hours

0.2 0.005 0.3 – – Smith (2001)

Transistors, Si 
field-effect 
transistor high 
power

– Failures per million 
hours

– 0.1 – – – Smith (2001)

Transistors, Si 
field-effect transistor 
low power

– Failures per million 
hours

– 0.05 – – – Smith (2001)

Transistors, Si npn 
high power

– Failures per million 
hours

– 0.1 0.4 – – Smith (2001)

Transistors, Si npn 
low power

– Failures per million 
hours

0.05 0.01 0.2 – – Smith (2001)

Transmitter Failure to operate Hourly failure rate 1.00E−06 – – 3.33E−07 3.00E−06 Modarres (1993)

Turbine-driven pump Failure to start Daily failure rate 3.00E−02 5.00E−03 9.00E−02 3.00E−03 3.00E−01 Modarres (1993)

(Continued)
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Component or Item Failure Mode Units

Point 
Estimate or 
Suggested 

Mean
Range 
(Low) 

Range 
(High)

Calculated 
5% Lower 

Limit

Calculated 
95% Upper 

Limit References

Turbine-driven 
pump

Failure to run Hourly failure rate 5.00E−03 8.00E−06 1.00E−03 5.00E−04 5.00E−02 Modarres (1993)

Turbine-driven 
pump

Unavailability 
due to test and 
maintenance

Daily failure rate 1.00E−02 3.00E−03 4.00E−02 1.00E−03 1.00E−01 Modarres (1993)

Turbine, steam – Failures per million 
hours

40 30 – – – Smith (2001)

TV receiver 
(1984 figure)

– Failures per million 
hours

– 2.3 – – – Smith (2001)

Valve – Hourly failure rate – 1.01E−05 1.34E−04 – – Anderson and 
Neri (1990)

Valve diaphragm – Failures per million 
hours

5 1 – – – Smith (2001)

Valves, ball – Failures per million 
hours

3 0.2 10 – – Smith (2001)

Valves, butterfly – Failures per million 
hours

20 1 30 – – Smith (2001)

Valves, diaphragm – Failures per million 
hours

10 2.6 20 – – Smith (2001)

Valves, gate – Failures per million 
hours

10 1 30 – – Smith (2001)

Valves, globe – Failures per million 
hours

– 0.2 2 – – Smith (2001)

Valves, needle – Failures per million 
hours

20 1.5 – – – Smith (2001)

Valves, nonreturn – Failures per million 
hours

– 1 20 – – Smith (2001)

Valves, plug – Failures per million 
hours

– 1 18 – – Smith (2001)

Valves, relief – Failures per million 
hours

– 2 8 – – Smith (2001)

Valves, solenoid 
(de-energize to 
trip)

– Failures per million 
hours

– 1 8 – – Smith (2001)

Valves, solenoid 
(energize to trip)

– Failures per million 
hours

20 8 – – – Smith (2001)

Vacuum Distillation 
Unit (VDU)

– Failures per million 
hours

200 10 500 – – Smith (2001)
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Note: Locators followed by ‘f’ and ‘t’ refer to figures and tables, respectively.

A

Absolute safety requirement, 4
Advanced second moment (ASM), 235, 239, 241
Against the Gods, 3
Aleatory uncertainty, 38–40, 52
Alternative generation table, 150, 150t
American Concrete Institute (ACI), 4
American Society of Civil Engineers (ASCE), 4
American Society of Mechanical Engineers 

(ASME), 4
Analytical performance, failure probability

function and integration, 235–236
MCS, 247–262
moment methods

correlated random variables, 241–242
linear, 238, 238f
nonlinear, 239, 239f
normal distributions, 240–241
numerical algorithm, 243–247
reliability index, 236–238

reliability analysis, time-dependent, 
254–262

resilience, 259–262, 259f, 262f
Answer variables, 181–182
Anthropocentric value, 345
As low as reasonably practicable (ALARP), 391
Assessment value, 460f
Asset, 63

attractiveness, 65
owner, 65
taxonomy, 64t

Assumed certainty, 398
Attack profile, 65

B

Babylonian law code, 4
Barrier analysis, 89
Bayesian method, 466
Bayesian networks

arcs, 189
child, 191
conditional probability, 192, 192f, 193f
creation, 191–193
diagnostic analysis, 197–205

extended/simplified, 198f
propagation probability, 199f, 201t, 202t, 203t
tables, 204t

inference, 191
joint probability, 192
nodes, 189
parent, 191
posterior probability, 191
prior probability, 191
probability trees

dependent variables, 194, 195f
diagnostic analysis, 201f
electric components, defective, 196f

relationships, 191
tables

dependent variables, 193–194
electric components, defective, 194–197

variables, 190
Bayesian statistical procedures, 546
Bayesian view, 155
Bayes’ theorem, 191, 529
Behavior function and system, 222
Benefit–cost ratio, 397
Benefit–cost trade-offs, 496
Bernoulli distribution, 535, 536f
Beta distribution, 546
Binomial distribution, 535–537, 537f
Birnbaum factor (BF), 122
Black-box

flood prediction, 214f
method, 213–215
system, 213f

Blind ignorance, 14, 28–33, 29f, 30f, 31t, 43
examples, 34t

Branch, 185
Bremermann’s limit, 224
Bridge management system, 504, 506
Bridge, replacement, 183, 183f
Business Environment Risk Intelligence (BERI) 

S.A., 134

C

Capital growth, rate, 400
Capital-recovery factor, 407
Cardinal utility, 430
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Cartesian argument, 20
Cascading failure theory, 427
Catastrophe bond, 456
Causes, 89
Censored life data, 263
Certain events, 525
Chance nodes, 184, 188
Checking point, 238
Chi-squared (χ2) distribution, 547
Chunking, 225
Closed-ended question, 480
Code of Hammurabi, 4
Coefficient of variation (COV), 429, 434, 445, 

453, 563
Cognition, 23
Cognitive science, 23

computational–representational approach, 24
Complete life data, 263
Component-based reliability, 294
Component integration, 218–219
Compound interest, 402

schedule, resulting payment, 402t
Conditional expectation (CE), 235, 248, 254f
Conditional probability, 53, 61, 63
Condition state (CS), 517t, 518t

schedule prioritization, 519, 520f
Confidence intervals, 572

for mean, 572–573
for variance, 573

Conjugate prior distributions, 300
Conscious ignorance, 28–30, 29f, 30f, 31t, 32

examples, 34t–35t
incompleteness, 32–33
inconsistency, 32
likelihood, 33

Consequence, 53
Consequence assessment, risk

cause–consequence (CS) diagrams, 339–342
failure scenarios, 340
structural, 342t
unstiffened panel, buckling, 340f, 341f

functional modeling, 342–345
failure classification, 344f
failure recognition, 343f

Consistent segregation/aggregation, principle, 73
Consumer Product Safety Commission 

(CPSC), 373
Consumer-to-consumer cycle, 208
Content-to-structure-values ratios, (CSVRs), 357
Continuous probability distributions, 540

beta distribution, 546
exponential distribution, 543–544
extreme value distributions, 548–551

gamma distribution, 545
lognormal distribution, 542–543
normal distribution, 541–542
Rayleigh distribution, 545–546
statistical probability distributions, 546–548
triangular distribution, 544
uniform distribution, 540

Continuous random variables, 531–532
Continuous sets, 525
Contributing factor diagrams, 181–183, 183f
Control Risks Information Services (CRIS), 134
Controls, definition, 105
Corps of Engineers Floodplain Inventory Tool 

(CEFIT), 348
flood level, 349

property loss, 349
residential structure, 351f
water depth, function, 350f

methodology, 349f
user-defined inputs, 349, 350f

Correlation coefficient, 556–558
Cost, economic analyses

first, 399
incremental/marginal, 399
life cycle, 399
operation/maintenance, 399
sunk, 399
variable, 399

Countermeasure, 65
Covariance, 556–558
Critical infrastructure/key resource 

(CI/ KR), 63
Cumulative distribution function (CDF), 

445–447, 450, 532, 544f
accumulated loss, 450f

Cumulative hazard rate function 
(CHRF), 268

k-out-of-n systems, 323f, 324f
parallel system, 316f, 318f
series–parallel system, 320f
series system, 308f, 312f

Cumulative mass function, 531
Cumulative probability, 542
Cut set, 115, 118f
Cutting-edge technology, 466

D

Dam
functional analysis, 179, 180f
low-hazard, 214
subsystems, 179
work breakdown, 179, 181, 182f
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Dam failure, human life loss
demographics, 375–377
fatality rate, 380, 381t
flood

fatalities, 378–382
plains, 374

LOL, 376, 376f
rates, 378t
simulation, breach inundation, 377–378
in US, 378t

Databases, 468–470
challenges associated, 469
failure

industry, 468
in-house, 468
plant, 468
probabilities, 468
statistics, 469

RAM, 469
Data source

Bayesian methods, 466
failure, 490
plant-specific data, 467

Decision tree, 123f
branch, 185
chance nodes, 184
construction, 185–186
node, 184
outcomes, 184
PFD, 187, 187f
probability/consequence, 184–185
symbols, 185f
variables, 184
weld inspection, 186–187, 186f

Deepwater Horizon oil spill, 92, 102
Degrees of freedom, 546, 547, 565
Delaney Clause, 4
Density function, 249, 540
Deontological value, 346
Department for Transport (DFT), 457
Department of Energy, Environmental 

Protection Agency, 5
Department of Justice, 4
Department of Labor Occupational 

Safety and Health 
Administration (OSHA), 373

Department of the Interior, 5
Department of Transportation (DOT), 367
Department of Treasury, 4
Derivatives, 138
Design point, 238
Dianoi, 20, 21f
Diminishing returns, law, 400

Directed acyclic graph (DAG), 192
Directed systems, 221
Direct MCS (DMCS), 247, 253f
Discrete compounding/payments factor

compound-amount
equal, 405–406, 406f
single, 403

equal
capital-recovery factor, 407, 407f
compound-amount factor, 405
present-worth factor, 408
sinking-fund, 407

single
compound-amount, 403
present-worth, 404–405

uniform-gradient-series, 409
Discrete probability distributions, 535

Bernoulli distribution, 535
binomial distribution, 535–537
geometric distribution, 537
hypergeometric distribution, 539
negative binomial distributions, 

538–539
Pascal distributions, 538–539
Poisson distribution, 537–538

Discrete random variables, 530–531
Discrete sets, 525
Discretization, 174
Distinct failure, 263
Domicile, 457
Dominant strategy equilibrium, 131
Dry-docking, 511, 522

E

Economic valuation, 346
WTA, 347
WTP, 347

Economist Intelligence Unit (EIU), 134
Economy of exchange, 399
Effective interest rate, 410
Efficient frontier, 436

using mean, 456f
Eikasia, 20, 21f
Emergency spillway, 174
Empirical reliability analysis

availability, 265
data, types, 263–265, 264f

censored, 263
complete, 263

failure and repair
time between failures, 262
time to failure, 262
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Empirical reliability analysis (Continued)
failure rates/hazard function, 266–267

exponential distribution, 266
lognormal distribution, 267
reliability function, 266
Weibull distribution, 267

reliability models, selection/fitting, 269–287
using life data, 262–293

Empirical survivor function, 270, 271f, 271t–272t, 
272f, 272t–273t

Empty sets, see Null sets
Energy release control, 427
Engineering economics/finance

alternatives, analysis
future-worth amounts, 418
payback period, 419
return, internal rate, 419

cash flow diagrams, 401f
single-payment, 404f

compounding
frequency, 410

concepts, fundamental
economy of organization, 399
utility, 399

equivalence
amortization schedule for loans, 415
calculations, 413–415
definition, 413

inflation
annual inflation rate, 416
constant dollars, 417
money, purchasing power, 417
price indexes, 416

interest formulae
discount rate, choosing, 412
discrete compounding/ payments, 403–409
summary of, 411
types, 401

need, 396
role of uncertainty/risk, 398
step, studies

conversion, 399
creative, 398
decision, 399
definition, 398

Engineering Pamphlet, 160
Engineering, Procurement, and Construction 

(EPC) enterprise, 87–88, 88t
Enumeration, 527
Environmental Protection Agency (EPA), 367, 426
Episteme, 20, 21f
Epistemic uncertainty, 38–40, 52, 61
Event, 50

Events, 525
Event tree analysis (ETA), 50, 98t, 110–114
Event trees, 94, 110–114, 111–112t

sprinkler system, 113f
Evolutionary infallible knowledge (EIK), 26–28, 27f
Exceedance probability (EP), 55, 156–159, 157f, 158t
Exchange price, 400
Existence value, 345
Expert opinion elicitation (EE), 466, 467f, 475f, 476f

classification of, 473–474
peer-review method, 474, 474t
study level, 473t

identification, need, 475
opinions, elicitation of, 481–484

aggregation and presentation, 483–484
discussion and revision, 484
documentation and communication, 484
experts, training of, 482
group interaction, 484
percentile, 483t

process definition, 474–475
selection of

experts, 477–478
peer reviewers, 477
study leader, 476
study level, 476

technical issues, 479–481
failure probabilities, 479

terminology, 471–472, 472t
analytical methods, risk, 471
evaluator, 471
heuristic process, 471
issues, 471, 473t
proponents, 471
resource experts, 471
TIF, 472

Exponential distribution, 266, 543–544
Exposure, 53
Extreme value distributions, 548–551

F

Face plane angle (FPA), 486
Failed state, 216t
Failure cost, 520–521
Failure intensity rate, 295
Failure mode and effect analysis (FMEA), 82, 

98t, 102–110
ad hoc manner, 104
failure

causes, 105
modes/effects, 104

process, 103f
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ratings
detection, 106t
occurrence, 105t
severity, 104t

warehouse automation project, 111–112t
Failure modes (FMs), 50, 264, 265t, 276t–277t
Failure probability

analytical performance, 235–262
empirical reliability analysis, 262–293

Fatal accident frequency rate (FAFR), 67
Fault tree (FT), 82, 114–120, 118f, 120f

minimal cut sets, 121f
piping system, 117f

reliability block diagram, 116f
ST, 116f

Fault tree analysis (FTA), 50, 97, 98t, 110, 114
symbols, 115f

Federal Food, Drug, and Cosmetic Act, 4
Finite sets, 525
First-order reliability moment (FORM), 235
First-order second moment (FOSM), 235
Fleet system, 496
Flood control dams

failure, 175f
Lacamas Lake, 175f
safety assessment, 174–175
spillway, 174

Flooding, expert opinions
characteristics, 353–354

building, 354
vehicle, 354

CSVRs, 356–357, 357t, 358t, 359t, 361f
depth–damage relationships

content, 355–356
residential structure, 355t, 356f, 358t, 

359f, 360t
structural, 354, 354t
vehicle, 357–361, 361t, 362t, 363f

heuristic process, 352
levee failure, 353
property loss, 353

San Francisco earthquake, 357, 364f–365f
Food and Drug Administration (FDA), 367, 

389, 426
Food Safety and Inspection Service (FSIS), 389
Frĕchet distribution, 549
Frequency, 57
Frequentist view, 154
Frictional approach, 370
Functional analysis

dams, 179, 180f
hierarchy, 179
steps, 178–179

Functioning state, 216t
Fussell–Vesely factor (FVF), 122

G

Game theory
bilateral nuclear stability, 132t
prisoners’ dilemma, 130, 130t
unit price competition, 133t, 134t

Gamma distribution, 545
Gamma function, 545
Generalized CE (GCE), 249
Geometric distribution, 537, 537f
Gettier problem, 20
Gross domestic product (GDP), 367
Gumbel distribution, 548

H

Hawk-dove preference, 132
Hazard, 50
Hazard rate function (HRF), 263, 285t–286t, 

286f, 287t
k-out-of-n systems, 322–324, 322t, 323f, 323t, 324f
parallel system

four different components, 314–318, 316t, 
317f, 317t

three identical components, 314, 
315t, 316f

series–parallel system, 319t, 320f, 320t
series system

four different components, 309–312, 
311t, 312f

three identical components, 307–308, 307t, 
308f, 308t

survivor, 309t, 310t, 311t
Hierarchical control systems, 220
Homeland security (HS), 94, 96, 122
Homogeneous Poisson process (HPP), 94
Human capital (HC), 363
Human error probability (HEP), 126
Human-related risks, 124

errors
modeling/quantification, 126
reducing, 127
reliability, 127, 128f

game theory, 127
bilateral nuclear stability, 132t
prisoners’ dilemma, 130, 130t
unit price competition, 133t, 134t

threats, 127, 129t
Human reliability analysis (HRA), 125–126
Hurricane, impact of, 459
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Hurricane protection system (HPS)
breached floodwall, 176f
floodwall, 176f
Katrina, 175–176
model, 177f
New Orleans, 175–178, 176f–177f

Hypergeometric distribution, 539
Hypothesis testing for means, 566–567, 568t

with known population variance, 567–568
with unknown population variance, 568–569

Hypothesis testing of variances, 569–570
chi-square test, 570–571
F test, 571–572

I

Ignorance, 24, 41–43, 52
classification, 28–30, 29f
hierarchy, 30–36, 30f
states

nonreflective/meta, 28
reflective/conscience, 28

taxonomy, 31t
types, mathematical models, 36, 37t

Ignoratio elenchi, 29, 31–32, 31t
Image system, 221
Importance sampling (IS), 235
Impossible events, 525
Independently identically distributed (IID), 

94, 96
Industry failure databases and statistics, 468
Infinite sets, 525
Influence diagram

chance node, 188
deterministic node, 188
PFD, 189f
symbols, 185f, 188
value node, 188
weld inspection, 188f

Information, 20, 22f
In-house failure databases, 468
Initiating event, 50
Instrumental value, 345
Internal rate of return (IRR), 181, 413
International Country Risk Guide 

(ICRG), 134
International Maritime Organization High 

Speed Craft Code, 141
Intersection of events, 525–526
Intrinsic value, 345
Investment diversification, 435
Ishikawa diagram, 92f

J

Joint random variables, 553
correlation coefficient, 556–558
covariance, 556–558
moments, 556–558
probability for continuous random vectors, 

554–555
probability for discrete random vectors, 

553–554
Justified true belief (JTB), 20, 22, 22f

K

Kaplan–Meier estimation, 274
Key element, 65
Key resources, 65
Know-how ignorance, 28, 29f
Know-how knowledge, 19
Knowledge

categories
belief (pistis), 20, 21f
cognitive (episteme), 20, 21f
conjecture (eikasia), 20, 21f
correct reasoning (dianoi), 20, 21f

deficiency
evolutionary nature, 24–28

and ignorance, 27f
information/opinions/epistemology, 22f
types/sources/objects, 21f

L

Languages, emphasis, 25–26
Laws of acceptable risk, 142
Leader’s game, 132
Least-squares estimates, 291
Left-censored data, 263
Lessons-learned documents, 208
Level of significance, 547, 548
Life years saved (LYS), 362
Likelihood, 53
Limit state, 236
Linear regression, 278, 281t–282t, 283t
Load and resistance factor design 

(LRFD), 239
Logic trees

common-cause scenarios, 120–121
comparison, 124, 124t
event, 110–114, 111–112t
FT/ST, 114–120, 120f
probability and decision, 122–124, 123f

 



609Index

Loglinear transformation, 272, 276, 280t
Log mean, 267
Lognormal distribution, 267, 542–543
London and Continental Railways Limited 

(LCR), 457
London Interbank Offered Rate 

(LIBOR), 457
Losses, 156
Loss exposure and residual risk, 458

MFL, 458
MPL, 458
PML, 457

Loss function, 297
Loss of life (LOL), 366
Lower level events, 114

M

Magnetic particle test, 186
Markov chain model, 504, 505f
Markov diagram, 215–218
Markovian decision process, 506
Markov models

repairable systems, 217–218, 218f
three-state system, 216–217, 217f

Maximum foreseeable loss (MFL), 458
Maximum likelihood, 564–565
Maximum possible loss (MPL), 338, 458
Mean, 532–533
Mean time to failure (MTTF), 265
Mean time to repair (MTTR), 265
Method-of-moments, 563–564, 563t
Minimal

cut set, 115
pass set, 117

Minimax criterion, 133
Mixed strategies, 132
Model evaluation, 191
Moments, 532–535, 556–558
Money, earning power, 400
Money, time value, 400
Monte Carlo simulation (MCS), 247, 235

CE, 248–249
direct, 247–248
failure probability, 247, 252t
mean values, 249
random variables, correlated, 250–254

linear regression, 250
marginal probability, 250

sampling, importance, 249–250
density function, 249

Multiple random variables, 553

N

NASA engineering systems
advanced studies, 209–210
concept definition, 210
conceptual design, 210
design, 210–211
disposal, 211
fabrication, 211
operations, 211
preoperations, 211

Nash equilibrium, 131
National Aeronautics and Space 

Administration (NASA), 208–209
National Center for Health Statistics, 143
National Highway Traffic Safety 

Administration (NHTSA), 426
National Weather Service for natural 

disasters, 143
Navigation and Vessel Inspection Circular 

(NVIC), 141
Negative binomial distributions, 538–539
Net cash flow, 418
Net present value (NPV), 152, 181, 428–439, 

451–454
alternatives, 428t
descriptive statistics, 429t
design alternatives

car product, 439, 439t
frontier, 437, 438f, 440f
standard deviation, 438t

utility values, 430t
Neutral systems, 221
9/11 terrorist attacks, 32
Nominal interest rate, 410
Noninstrumental value, 345
Nonpropositional knowledge

concept, 19–20
familiarity, 19
know-how, 19–20, 21f, 27

Normal distribution, 541–542
Normal state, 217
NORMSDIST, 541
NORMSINV, 541
Nuclear power plant (NPP), 94–95
Nuclear Regulatory Commission (NuRC), 426, 469
Null sets, 525

o

Object ignorance, 28, 29f
Objective probability, 53
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Object system, 221
Occupational Safety and Health 

Administration (OSHA), 426
Offshore reliability data (OREDA), 466
Open-ended question, 480
Operational rules for sets, 526t
Opinions, 22, 22f

P

Parameter estimation, 562
maximum likelihood, 564–565
method-of-moments, 563–564
of moments, 562–563

Pareto analysis, 94
Pascal distributions, 538–539
Performance, 52
Performance function, 235, 235f
Performance shaping factors (PSFs), 126
Personal flotation devices (PFDs), 104, 108–109t, 

126, 187, 426, 484
chin support, 484, 487f, 487t
face plane angle, 486, 486f, 486t
FMEA, 108–109t
freeboard, 485, 485f
torso angle, 487, 488f, 488t
turning time, 488, 489f, 489t
typical manufacturing process, 107

Pistis, 20, 21f
Plant failure databases, 468
Plant-on-line (POL), 288

average power, 292
bivariate models, 292–293, 293t
trivariate model, 293

Plant-specific data, 467
Poisson distribution, 537–538, 551–552
Poisson process, 254
Population at risk (PAR), 339, 366
Precursor event (PE)

core damage occurrence, 95f
NPP, 95t

Precursor event analysis (PEA), 94
Preliminary hazard analysis (PrHA), 98t, 

100, 100f
Presidential Policy Directive (PPD), 259
Price index, 416
Principal spillway, 174
Prior information, 296
Prior/posterior personal density functions 

(PDFs), 299f, 301f, 305f
conjugate, 300

Probabilistic risk assessment (PRA), 74, 467

Probability, 53, 57, 154
for continuous random variables, 531–532
for continuous random vectors, 554–555
for discrete random variables, 530–531
for discrete random vectors, 553–554
mathematics of, 526–532
operational rules, 526t

Probability density function (PDF), 531, 
541f, 543f

Probability tree analysis (PTA), 50
Probable maximum flood (PMF), 214–215
Probable maximum loss (PML), 338, 458
Process modeling

spiral development, 212–213, 212f
systems engineering, 205–211, 206f
technical maturity, 211–212

Process peer review, 474
Project management (PM), 55
Propositional ignorance, 28, 29f
Public health/ecological damages

modeling
air dispersion, 388
ecological, 389
emissions, 388
food web, 389
GIS-based, 389
groundwater/surface water, 388–389
life cycle, 389
source, 388
stochastic, 389

Pump operates (PO), 113t, 114

Q

Quality of life (QOL), 361
Quasi-Newton method, 291

R

Random variables, 530
continuous, 531–532
covariance (Cov) of, 557
discrete, 530–531
functions of, 558–561

Random variables, functions, 558
approximate methods for computing the 

moments, 560
probability distributions, 558–560
random vector X, 561
single random variable X, 560–561

Random vectors, see multiple random variables
Rate, 57
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Rayleigh distribution, 545–546
Recovery profile, 260
Recurrence interval, 482
Relative frequency, 57, 62f
Reliability analysis, time-dependent, 254–262

corrosion model, 256–258, 257t, 258f
Poisson process, 254
simulation cycle, 256

Reliability assessment, nonlinear, 244–247
Reliability, availability, and maintainability 

(RAM), 469
Reliability block diagram (RBD), 116f, 219, 306
Reliability data analysis, 290t–291t

case study, 287–293
generator database, 288t
hydropower equipment, 287–293, 289f, 289t

Reliability models, selection/fitting, 269–287, 
289–293

censoring, data, 269–273
censoring, sample with, 274–277
empirical reliability analysis, 262–293
estimation, nonlinear model, 280–282
hazard functions, assessment, 284–287
large sample, 275–277
loglinear transformation, 272, 276, 

277f, 279t
nonlinear estimation, 283
parameter estimation, 278–280, 292t
parametric function, 277–278
probability paper, 283, 284f, 284t
probability plots, 282–284
small sample, 275, 275t

Reliable knowledge (RK), 20, 26–28, 27f
Requirements analysis

functional, 180
performance, 180
physical, 180–181

Residential Estimator (RE), 348
Residual risk, 66
Resilience, 66, 259–262, 259f, 262f

failure events, 260
recovery events, 260

Resolution, 97
Right-censored data, 263, 264t
Risk

acceptance, 3, 66, 139
comparison, 148–149, 149f, 149t
consequences, magnitude, 146–148, 147f
cost-effectiveness ratio, 148
death rate/life expectancy, 145f
Farmer’s curve, 144–146, 146f
fatality rates, 143t

methods, 141t
RCF, 142–144, 142t
revealed preferences, 146

aggregation, 63
analysis, 71
anthropocentric, 6f
appetite, 67
assessment, 70, 72

limitations, 162–163
methodologies, 73–77, 75f

assessment methods, 96–99
FMEA, 102–110
limitations and pitfalls, 162–163
PrHA, 100
qualitative, 140t
scenario modeling and logic trees, 

110–124
Swiss cheese model, 100–102, 102f
what-if/then analysis, 99f
qualitative versus quantitative, 71–72
studies, 70–71

asset security/protection, 63–66
attitude, 67
aversion, 67
avoidance, 69
benefit analysis, 151
benefit–cost analysis, 450–456

critical infrastructure, protection, 
453–454

mean/standard deviation, 456f
modes of transportation, 455t

catastrophic events, 136
categories and breakdown
classification, 143t
communication, 70, 159–161
comparison, 148–149
context, 54
control, 69
credit, 138
criteria, 66
daily death, exposure, 68t
data needs of, 154–155
definition, 54, 55f
documentation, 161–162
economic and financial, 136–138
eighteen-month factors, 135–136
evaluation, 71
events and factors, 77, 78f, 79f, 142, 142t

client perspective, 83t
contractor perspective, 85t
engineer perspective, 84t
examples, 81
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Risk (Continued)
four parties, 83f
identification of, 80–88
project manager perspective, 84t
scenarios, 81–82t

financing, 69, 456
five-year factors, 136
generic data, 155
graph, 140f
homeostasis, 441
human-related, 124

errors, 125–127
game theory, 127
threats, 127

identification, 71
insurance

actuaries/claim models, 443
loss control, 443

management, 66, 73f, 139, 151–152, 160
methodology, 66, 73f, 77f

management/communication, 66–70
market, 138
matrices/heat maps, 57–60
matrix, 57, 59

categories, 58t
examples, 59t
potential gains, 60f

monitoring, 70
neutrality, 67
operational, 138–139
origin, 3
owner, 66
perceived, 7f
perception, 68, 69t
philosophies, control, 426
plant-specific data, 155
plots and data types, 156f
political and country

eighteen-month/five-year factors, 
135–136

frameworks, 134–135
map, 137f

profile/Farmer curve, 60, 63
example, 61f
project, 62f

quantifying, 60–63
register, 63, 100, 101f
relative, 67t
representation, 155

EP distributions, 156–158, 157f, 158t, 159f
fundamentals, 156

reputation, 139
retention, 67

root cause analysis, 89–96
seeking, 67
self-similarity, 87f
sharing, 70
taxonomy, 79
terminologies/definitions, 49–70

hazards/threats, 50–52
uncertainty/ignorance, 52

tolerance, 66
transfer, 70
treatment and control

acceptance, 139–149
benefit–cost analysis, 151–152, 151f, 152f
countermeasures and mitigations, 

152–154, 153t, 154f
decision analysis, 150–151
rankings based, 150
strategy table, 150, 150t

types, impacts, 5–13
environment, 9
fire escape system, 10–11, 10t
human health, 8
multilevel organizational structure, 

failure scenarios, 12t
nuisances, 8
organizational hierarchy, 11–12, 12f
project cost/profitability, 12–13
project management, 11, 11t
property, 8
Truss structural system, 9, 9f
water pipeline system, 9, 10f, 10t

types of treatment
absorbance/pooling, 441
avoidance, 441
reduction, characterizing 

uncertainty, 441
reduction/elimination, 440
transfer, 441

utility function
averse investor, 432f
neutral investor, 434f
seeking investor, 433f

Risk actuaries/insurance claim models
computational procedures/

illustrations, 448
loss accumulation, 445
subjective severity assessment, 447

Risk analysis
Bayesian methods, 296–305

Bayes’ theorem, 296–297
binomial distribution, 297–301
exponential distribution, 302–305

consequence/severity assessment, 339–345
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disability, 382–384
economic valuation, 345–347

characteristics, 346
definition, 346–347
distinctions, 345–346
TEV, 346

human life, loss, 361–382
compensation, elements, 371
dam failure, see Dam failure, human life 

loss
earthquakes, 371, 371t, 372t
HC method, 363, 369–370, 370t
typical VSL, 372–374
value, 361, 365f
war fatality, 371–372
WTP method, 363, 365–369

illness, 382–384
indirect losses, 386–387
injury, 382–384
professional liability, 385–386
public health/ecological damages, 387–389

frequency–population curves, 391
toxicity assessment, 390–391

real property damage, 348–361
cost estimation models, 348–350
empirical models/simulation, 350–352
expert opinions, see Flooding, expert 

opinions
hurricane losses, 351, 352t

reliability
component-based, 294
gamma distribution, 304–305, 304t
life rafts, 301, 301t
new product, 301
software, 293–296
systems, analysis, 305–324

tort liability, 384–385
Risk analysis and management

aleatory/epistemic uncertainties, 38–40
inherent, 38
subjective, 38–39

cognition/cognitive science, 23–24
historical perspectives, 2–5
knowledge, 19–23

deficiency, 24–37
nonpropositional, 19
propositional, 19, 20

societal needs/demands, 1–2
system abstraction, knowledge/ignorance

abstracted, 41–42
nonabstracted, 42–43
unknown, 43–44

systems framework, 13–19

Risk-based maintenance
fleet system, 497
marine vessels, 495–522
methodology, 495–497
optimal maintenance policy, 516t, 519t

action and cost, 503–504, 504t, 513t
component percentage, allocation, 503
components, 498–510, 500f, 501f, 512t
condition state, development, 502–503, 502t
corrosion damage, 503t
damage, identification of, 502
failure consequences/cost, 507–508, 507t
fatigue cracks, 502
risk-based, 509–510
subsystem, selection of, 502
transition probability, 504–506

ranking scheme, 507t
implementation and development, 

510–511
time frame, 511

scheduling, optimal maintenance, 511
system, partitioning, 497–498, 498f, 499f, 500f
transition probability, 514t, 515t

maintenance action, cases with, 
508–509, 509t

maintenance action, cases without, 
504–506

Risk-based optimal maintenance management 
of ship structures (ROMMSS), 
495, 496f

Risk-based technology, 72–73
methods, 72f

Risk breakdown structure (RBS), 79
EPC enterprise, 88t
example, 86–87, 87f
project for, 79–80t
warehouse automation, 85–86t

Risk control, domino theory, 426
Risk conversion factor (RCF), 142, 142t, 160
Risk financing, 456–457

captive insurance companies, 457
catastrophe bond, 456
offshore, 457
pooling, 456
self-insurance, 456

Risk priority number (RPN), 104
Risk study, data for, 466–490

databases, 468–470
data source, 466–468, 467f
EE, 471–489
failure data, 466
model modification, 489–490
risk assessment, quantitative, 466
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Risk treatment/control methods
loss exposure and residual risk, 457–458
risk financing, 456–457

Root cause analysis
cause-and-effect, Ishikawa diagrams, 91–92
events and causal factor

barrier and change, 89–91
child drowning, 93f
and Pareto, 92–94

S

Safety, 67
Sample estimators, 562
Samples and populations, 561–562
Sample spaces, 524–526, 529f, 530f
Sampling distributions

of mean, 565–566
of variance, 566

Scenario, 156
modeling, 110–124, see also Logic trees

Scenario, 50
Sea-level rise (SLR), 458
Security threat, 65
Security vulnerability, 65
Self-ignorance, ignorance, 1–2
Sets, 524–525

classification, 525
operational rules, 526

Severity factors, 58
Ship structural maintenance

dry-docking, 511, 522
inflation rate, 519
planning horizon, 519, 520f, 521f, 522f
worst CS, 518, 518f

Simple interest, 401
Simplex minimization method, 291
Skewness, 532, 535
SLR, impact of, 458f
Society of Automotive Engineers, 102
Sociology of knowledge, 26
So far as is reasonably practicable (SFAIRP), 391
Software reliability, 293

classes, 294
faults, 295–296
hardware, comparison, 294–295

Source system, 221
Spiral development, 212–213, 212f
Stag hunt, 132
Stakeholder, 66
Standard deviation (S), 563
Standard project flood (SPF), 214
Standard project storm (SPS), 214

State-based method
parallel system, 215, 215f
states, definition, 216t

State-space method, 215–216, 215f
State-transition function, 222
State-transition system, 222
Statistical inference, 296
Statistical probability distributions, 546–548
Steamboat Inspection Service, 4
Strength-and-load performance functions, 234
Student’s t-distribution, 546
Subjective information, 296
Subjective probability, 53
Subject matter experts (SMEs), 503
Subsets, 525
Success tree analysis (STA), 97, 110
Success trees (STs), 110, 114–120
Supply-and-demand performance 

functions, 234
Susceptibility, 65
Swiss cheese model, 100–102, 102f

oil spill, 103f
System, 49
Systema, 172
System boundaries, 96
System commissioning, 443
System definition

generalized, 220
information-based, 219
methods

Bayesian networks, 189–205
black-box, 213–215
contributing factor, 181–183
decision trees, 184–187
functional analysis, 178–179, 180f
influence diagram, 187–189
process modeling, 205–213
requirements analysis, 180–181
state-based, 215–218
work breakdown, 181

perspectives, 172–178
problem, structuring, 172
structure, 222–223

System(s)
analysis, 172
availability, 218
category, 174, 220
complexity

Bremermann’s limit, 224, 224f
living, 225, 226
organized, 223
pattern recognition, 224

definition, 172, 220
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engineering, see Systems engineering
engineers, 172–173, 173f
environment, 221
hierarchy, 220–221
integration, 207
knowledge level

data, 221
generative, 222
metasystems, 222–223
source, 221
structure, 222

output variables, 213
science, 172
scientists, 172–173
Webster’s Dictionary, 172

Systems engineering
design, 206–207
goal/mission, 205
integration, 207
life cycle, 208f

consumer-to-consumer, 209t
NASA, 208–211
technical maturity, 211–212

objective functions, 207
process, 206f
testing, 206
unwinding, 207

Systems framework, risk
carbon inventory/cycle, 16f

anthropogenic, 15f
CO2 concentration, 17f
ecological/socioeconomic, 15–16, 18f
fire escape, boundaries, 18
organizational hierarchy, boundaries, 18–19
project management, boundaries, 18–19
views

constructivism, 13–14, 41
realism, 13–14, 41

water pipeline system, boundaries, 18
Systems, reliability, 305

failure, 305–306
k-out-of-n, 321–324, 321f

hazard functions, 322–323
RBD, 321f

parallel, 312–318
components, 313f
hazard functions, 314–318

series, 306–312
components, 306f
hazard functions, 307–312

series–parallel, 318–320, 318f
components, 318f
hazard functions, 319–320

T

Tanker Structure Cooperative Forum 
(TSCF), 505

Taylor series expansion, 561
Technical facilitator (TF), 472
Technical integrator (TI), 472
Technical integrator and facilitator (TIF), 472
Technical maturity model, 211–212
Technical peer review, 474
Technique for human error rate prediction 

(THERP), 126
Terrorism, definitions, 65–66
Theorem of total probability, 530f
Things at risk, 339
Threat, 51

scenario, 65
types, 51t–52t

Times to censoring (TTCs), 263
Total economic value (TEV), 346

classification, 347f
Total time on test, 302
Toxicity assessment

curve, dose-response, 390f
thresholds

no observable adverse effect level 
(NOAEL), 390

no observable effect level (NOEL), 390
Transcomputational problems, 224
Transition probability, 216, 219t
Translation scheme, 508t
Transportation Security Agency, 5
Triangular distribution, 544
Truss system, 218–219, 219f

U

Uncertainty, 52
Underwriters, 4
Underwriters Laboratories (ULs), 426
Unfolding process, 211
Uniform distribution, 540
Union of events, 525
Union of Soviet Socialist Republics 

(USSR), 132
United Nations Office for Disaster Risk 

Reduction (UNISDR), 6
Upstream factors, 89
US Army Corps of Engineers (USACE), 

174, 214–215
US Bureau of Reclamation (USBR), 377
US Coast Guard, 5
US Congress, 2, 4
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US Department of Agriculture (USDA), 375, 389
US Department of Defense, 5, 65
US Nuclear Regulatory Commission, 5
US Office of Management and Budget (OMB), 367

V

Value of a particular life (VL), 362
Value of statistical life (VSL), 362, 

366–367, 373f
in domestic currency, 368f
GDP, 368f
regulatory agencies, 373–374, 375t

CPSC, 373
DOT, 373
EPA, 374
OSHA, 373–374

wage-risk studies, 373f

Variance, 532, 533–534
Venn–Euler diagrams, 525–526
Vulnerability, 50

W

Warehouse automation project, 82, 85–86t, 99, 
110, 111–112t

Warning time (WT), 376
Weibull distribution, 267, 550
Willingness to accept (WTA), 347
Willingness to pay (WTP), 347

HC method, comparison, 370–371
Work breakdown structure, 181

Z

Zero-sum game, 130, 133, 133t
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