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PREFACE

Biomedical imaging is improving healthcare and helps selecting the most effi-
cient therapy. Imaging technologies provide snapshots of biomarkers and diseases
such as cancer. Imaging can take this information even a step further, showing
the activity of these markers in vivo and how their location changes over time.
Advances in experimental and clinical imaging are likely to enable doctors not
only to locate and delineate the disease but also to assess the activity of the bio-
logical processes and to provide localized treatment. New imaging technologies
are increasingly being used to understand the biological complexity, diversity,
and the in vivo behaviour. Imaging is considered an important bridge between
basic research and bed-side application.

A wide range of technologies is already available for in vivo, ex vivo, and
in vitro imaging. The introduction of new imaging instrumentation requires the
combination of know-how in medicine and biology, in data processing, in engi-
neering, and in science. Biologists and MDs are interested in technical basics and
methods of measurement. Engineers need detailed descriptions of the biomed-
ical basis of the measured data. Scientists want more background information
on instrumentation and measurement techniques. Different imaging modalities
always have specific strengths and weaknesses. For each modality, the basics of
how it works, important information parameters, and the state-of-the-art instru-
mentation are described in this book. Examples of imaging applications are
presented.

X-rays, gamma rays, radiofrequency signals, and ultrasound waves are stan-
dard probes, but others such as visible and infrared light, microwaves, terahertz
rays, and intrinsic and applied electric and magnetic fields are being explored.
Some of the younger technologies, such as molecular imaging, may enhance

xv



xvi PREFACE

existing imaging modalities; however, they also, in combination with nanotech-
nology, biotechnology, bioinformatics, and new forms of computational hardware
and software, may well lead to novel approaches to clinical imaging. This review
provides a brief overview of the current state of image-based diagnostic medicine
and offers comments on the directions in which some of its subfields may be
heading.

Visualization can augment our ability to reason about complex data, thereby
increasing the efficiency of manual analyses. In some cases, the appropriate
image makes the solution obvious. The first two chapters give an overview of
existing methods and tools for visualization and highlight some of their limita-
tions and challenges. The next chapters describe technology and applications of
established imaging modalities such as X-ray imaging, CT (Computed Tomog-
raphy), MRI (Magnetic Resonance Imaging), and tracer imaging. The final part
deals with imaging technologies using light (fluorescence imaging, infrared and
Raman imaging, CARS microscopy) or sound (biomedical sonography and acous-
tic microscopy).

Thanks go to all authors for their efforts and commitments to the publication
of this volume. The support by the publisher WILEY in the final composition
and edition of the book should be acknowledged as well. The greatest debt of
gratitude goes to our families for their patience and encouragement.
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1
EVALUATION OF SPECTROSCOPIC
IMAGES

Patrick W.T. Krooshof, Geert J. Postma, Willem J.
Melssen, and Lutgarde M.C. Buydens
Radboud University Nijmegen, Institute for Molecules and Materials, Department of
Analytical Chemistry/Chemometrics, Nijmegen, The Netherlands

1.1 INTRODUCTION

Many sophisticated techniques are currently used for an accurate recognition and
diagnosis of different diseases. Advanced imaging techniques are useful in study-
ing medical conditions in a noninvasive manner. Common imaging methodolo-
gies to visualize and study anatomical structures include Computed Tomography
(CT, Chapter 4), Magnetic Resonance Imaging (MRI, Chapter 5), and Positron
Emission Tomography (PET, Chapter 7). Recent developments are focused on
understanding the molecular mechanisms of diseases and the response to therapy.
Magnetic Resonance Spectroscopy (MRS) (Section 5.12), for example, provides
chemical information about particular regions within an organism or sample.
This technique has been used on patients with a wide range of neurological and
psychiatric disorders, such as stroke, epilepsy, multiple sclerosis, dementia, and
schizophrenia.

Examination of the images, obtained by any of the imaging techniques to
visualize and study anatomical structures, is a straightforward task. In many
situations, abnormalities are clearly visible in the acquired images and often
the particular disease can also be identified by the clinician. However, in some
cases, it is more difficult to make the diagnosis. The spectral data obtained from
MRS can then assist, to a large extent, in the noninvasive diagnosis of diseases.

Biomedical Imaging: Principles and Applications, First Edition. Edited by Reiner Salzer.
© 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.
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2 EVALUATION OF SPECTROSCOPIC IMAGES

However, the appearance of the spectral data is different compared to the image
data (Fig. 1.5). Although spectra obtained from diseased tissues are different
from spectra obtained from normal tissue, the complexity of the data limits the
interpretability. Furthermore, the amount of spectral data can be overwhelming,
which makes the data analysis even more difficult and time consuming. In order
to use the information in MR spectra effectively, a (statistical) model is required,
which reduces the complexity and provides an output that can easily be interpreted
by clinicians. Preferably, the output of the model should be some kind of an image
that can be compared to MRI images to obtain a better diagnosis.

In this chapter, the application of a chemometric approach to facilitate the anal-
ysis of image data is explained. This approach is based on a similarity measure
between data obtained from a patient and reference data by searching for patterns
in the data. In particular, when the amount of data is large, the use of such a
mathematical approach has proved to be useful. The basics of pattern recognition
methods are discussed in Section 1.2. A distinction is made between commonly
used methods and several advantages and disadvantages are discussed. The appli-
cation of a useful pattern recognition technique is presented in Section 1.3. The
required data processing and quantitation steps are mentioned, and subsequently,
data of different patients is classified. Finally, results are shown to illustrate the
applicability of pattern recognition techniques.

1.2 DATA ANALYSIS

Chemometrics is a field in chemistry that helps improve the understanding of
chemical data (1–3). With the use of mathematical and statistical methods, chem-
ical data is studied to obtain maximum information and knowledge about the data.
Chemometrics is typically used to explore patterns in data sets, that is, to dis-
cover relations between samples. In particular, when the data is complex and the
amount of data is large, chemometrics can assist in data analysis. A technique
that is frequently applied to compress the information into a more comprehensi-
ble form is Principal Component Analysis (PCA) (2, 4). Another application of
chemometrics is to predict properties of a sample on the basis of the information
in a set of known measurements. Such techniques are found very useful in pro-
cess monitoring and process control to predict and make decisions about product
quality (3, 5). Finally, chemometrics can be used to make classification models
that divide samples into several distinct groups (6, 7).

This last mentioned application of chemometrics could be very helpful, for
example, in the discrimination of the different and complex spectra acquired by
MRS examinations. Patient diagnosis and treatment can be improved if chemo-
metric techniques can automatically distinguish diseased tissue from normal
tissue.

The aim of such pattern recognition techniques is to search for patterns in the
data. Individual measurements are grouped into several categories on the basis
of a similarity measure (7–9). If class membership is used in the grouping of
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objects, the classification is called supervised pattern recognition (6, 8). Pattern
recognition can also be unsupervised, where no predefined classes are available.
The grouping of objects is then obtained by the data itself. Unsupervised pattern
recognition is also called clustering (7–9).

The resulting clusters obtained by pattern recognition contain objects, for
example, MR spectra, which are more similar to each other compared to objects
in the other clusters. If the spectra of a patient with brain tumor are considered,
the data could be divided into two groups: one group contains normal spectra
and the other group contains spectra acquired from the tumorous tissue. If the
group that contains normal spectra and the group that contains tumorous spectra
can be identified, this grouping can be used for classification. The tissue from
a region of the brain can be classified as normal or tumorous by matching its
spectra to the class that contains the most similar spectra.

1.2.1 Similarity Measures

Most essential in pattern recognition is the definition of the similarity measure.
Usually, the (dis)similarity between a set of objects is calculated using a dis-
tance measure, of which the Euclidean distance is most popular (6–8, 10). The
dissimilarity between two objects xi and xj is calculated as in Equation 1.1.

d2
euc(xi, xj) =

P∑
l=1

(xil − xjl)
2 (1.1)

where xi = {xi1, . . . , xiP }, in which P denotes the number of measured variables.
In vector notation, this can be written as

d2
euc(xi , xj ) = (xi − xj )

T (xi − xj ) (1.2)

Another widely used distance measure is the Mahalanobis distance, which
incorporates the correlations between variables in the calculations (6, 7, 11). To
calculate the distance between an object xi and the centroid (mean) of a group of
objects, μk, it takes the covariance matrix Ck of the cluster into account, that is,
the size and shape of the cluster. The squared Mahalanobis distance is given by

d2
mah(xi , μk) = (xi − μk)

T C−1
k (xi − μk) (1.3)

Several variants of these distance measures exist, such as the Manhattan or Bhat-
tacharyya distance (3, 6–8), but are not commonly used in practice.

Instead of clustering the data using distances as a similarity measure, the data
can also be modeled by several distributions such as the normal distribution.
In that case, the likelihood, which is discussed in Section 1.2.2.1, is used as a
criterion function (12, 13).
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1.2.2 Unsupervised Pattern Recognition

A large variety of clustering methods have been developed for different kinds
of problems (6–8, 14). A distinction between these different approaches can
be made on the basis of their definition of a cluster. The techniques can be
categorized into three main types: partitional (15, 16), hierarchical (17, 18), and
density based (19).

1.2.2.1 Partitional Clustering. The type of clustering techniques that are most
widely applied obtain a single partition of the data. These partitional clustering
methods try to divide the data into a predefined number of clusters. Usually,
the techniques divide the data into several clusters by optimizing a criterion or
cost function. In the popular K-means algorithm (15, 16, 20), for example, the
sum of squares of within-cluster distances is minimized (Equation 1.4). This
is obtained by iteratively transferring objects between clusters, until the data is
partitioned into well-separated and compact clusters. Because compact clusters
contain objects with a relatively small distance to the mean of the cluster, these
clusters result in a small value for the criterion function.

E =
K∑

k=1

∑
i∈k

d2(xi , μk) (1.4)

The K-means algorithm starts with a random selection of K cluster centers.
In the next step, each object of the data set is assigned to the closest cluster. To
determine the closest cluster, the distances of a particular object to the cluster
centers, d(xi , μk), are calculated using one of the similarity measures. Subse-
quently, the cluster centers are updated, and this process is repeated until a stop
criterion is met, such as a threshold for the criterion function. In the end, each
object is assigned to one cluster.

This clustering algorithm requires short computation time and is therefore suit-
able to handle large data sets. A major disadvantage, however, is the sensitivity
to the cluster centers chosen initially, which makes the clustering results hard to
reproduce. Another drawback is that the number of clusters has to be defined in
advance (6, 7).

It is also possible to associate each object to every cluster using a member-
ship function. Membership reflects the probability that the object belongs to the
particular cluster. The K-means variant, which results in a fuzzy clustering by
including cluster memberships, is fuzzy c-means (16, 21). The membership func-
tion uik , which is used in fuzzy c-means, is given in Equation 1.5 and represents
the probability of object xi belonging to cluster k. This membership is dependent
on the distance of the object to the cluster center. If the distance to a cluster
center is small, the membership for this cluster becomes relatively large (22).

uik = 1

∑K
j=1

(
d(xi , μk)

d(xi , μj )

) 1
γ−1

(1.5)
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In addition to the distances, the membership also depends on the fuzziness
index γ , which is 2 in most situations. By taking smaller values for the index, the
membership for clusters close to object xi is increased. If two clusters overlap in
variable space, the membership of an object will be low for both clusters because
the uncertainty of belonging to a particular cluster is high. This is an attractive
property of fuzzy methods. Because the problem with overlapping clusters is
common in cluster analysis, fuzzy clustering algorithms are frequently applied.

The partitional methods that have been described earlier are based on a distance
measure to calculate cluster similarities. Another variant to determine clusters in
a data set is based on a statistical approach and is called model-based clustering
or mixture modeling (7, 13, 23). It describes the data by mixtures of multivariate
distributions. The density of objects in a particular cluster can, for example, be
described by a P -dimensional Gaussian distribution. The formula of the distri-
bution is given in Equation 1.6, where μk and Ck are the mean and covariance
matrix of the data in cluster k, respectively.

Fki = (2π)−P/2 · C−1/2
k · e

(
− 1

2 (xi−μk)TC−1
k (xi −μk)

)
(1.6)

If the sum of the Gaussians, which describe the density of objects in the
individual clusters, exactly fits the original data, the entire data set is perfectly
described. Each Gaussian can then be considered as one cluster. For the one-
dimensional data set presented in Figure 1.1a three Gaussian distributions (dashed
lines) are required to obtain a proper fit of the density of objects in the original
data (solid line) (24).

With the use of multidimensional Gaussian distributions, more complicated
data sets can be modeled. The density of objects in a data set consisting of
two variables can be modeled by two-dimensional distributions, as illustrated
in Figure 1.1b. In this situation also, three clusters are present, and therefore,

(a) (b)
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Figure 1.1. Example of modeling the density of objects by three Gaussian distributions
for (a) one-dimensional and (b) two-dimensional data sets (25).



6 EVALUATION OF SPECTROSCOPIC IMAGES

three distributions are required to obtain a good fit of the object density in the
entire data.

The goodness of fit is evaluated by the log-likelihood criterion function, which
is given in Equation 1.7 (13). The distributions are weighted by the mixture pro-
portion τk , which corresponds to the fraction of objects in the particular cluster.
The log-likelihood depends also on the cluster memberships of each of the N

objects. In Equation 1.7, this is expressed as uik , which represents the probability
that object xi belongs to cluster k, similar to the membership function given in
Equation 1.5. The data set is optimally described by the distributions when the
criterion function is maximized (13).

log L =
K∑

k=1

N∑
i=1

uik · log(τk · Fki) (1.7)

The optimal partitioning of the data is usually obtained by the Expectation-
Maximization (EM) algorithm (4, 7, 26). In the first step of EM, the probabilities
uik are estimated by an initial guess of some statistical parameters of each clus-
ter. These parameters are the means, covariances, and mixture proportions of
the cluster. Subsequently, the statistical parameters are recalculated using these
estimated probabilities (4). This process is iterated until convergence of the log-
likelihood criterion. The data is eventually clustered according to the calculated
probabilities of each object to belong to the particular clusters. It is an advantage
that model-based clustering yields cluster memberships instead of assigning each
object to one particular cluster. However, because of the random initialization
of the parameters, the results of mixture modeling are not robust. Furthermore,
the number of distributions to describe the data has to be defined ahead of the
clustering procedure (7, 24).

1.2.2.2 Hierarchical Clustering. Another approach to clustering is to obtain a
clustering structure instead of a single partitioning of the data. Such a hierarchical
clustering can be agglomerative or divisive. The agglomerative strategy starts
with assigning each object to an individual cluster (16, 17, 27). Subsequently, the
two most similar clusters are iteratively merged, until the data is grouped in one
single cluster. Once an object is merged to a cluster, it cannot join another cluster.
Divisive hierarchical clustering is similar to the agglomerative strategy, but starts
with one cluster that is divided into two clusters that have least similarity. This
process is repeated until all clusters contain only one object. Repeated application
of hierarchical clustering will result in identical merging or splitting sequences,
and thus the results are reproducible (12).

Agglomerative methods are more commonly used. On the basis of the defini-
tion of the similarity measure, several variants exist: single, complete, average,
and centroid linkage (28, 29). In single linkage, the (updated) distance between
the objects of a particular cluster (e.g. c1 and c2) and an object xi is the min-
imum distance (dmin) between xi and the objects of the cluster. The maximum
(dmax) and average (davg) of the distances between the particular object xi and
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(a)

dmin dmax davg
dcen

(b) (c) (d)

Figure 1.2. Distances between clusters used in hierarchical clustering. (a) Single linkage.
(b) Complete linkage. (c) Average linkage. (d) Centroid linkage.

the objects of the cluster is used in complete and average linkage, respectively.
In centroid linkage, the distance between an object and the centroid of the cluster
(dcen) is used. This is schematically represented in Figure 1.2.

Analogous to the methods based on distance measures, hierarchical clustering
can also be performed by model-based clustering. The hierarchical approach is
an adaptation from the partitional approach of model-based clustering (12, 23).
Model-based agglomerative clustering also starts with individual objects, but
merges the pair of objects that lead to the largest increase in the log-likelihood
criterion (see Eq. 1.7). This process then continues until all objects are grouped
into one cluster (23).

The sequence of merging or splitting can be visualized in a dendrogram,
representing, in a treelike manner, the similarity levels at which clusters are
merged. The dendrogram can be cut at a particular level to obtain a clustering with
a desired number of clusters. The results with different number of clusters can
then be easily compared. The dendrogram obtained by average linkage, applied
to MR spectra of a patient, is given in Figure 1.3. If, for example, the data
should be clustered into four groups, the dendrogram should be cut at a distance
of 11,700. This threshold is indicated by the red line in Figure 1.3.

Hierarchical clustering methods are not sensitive to outliers because outliers
will be assigned to distinct clusters (6). A possible drawback is the computation
time. Hierarchical clustering of large data sets will require the merging of many
objects: at each merging step, the similarities between pairs of objects need to
be recalculated (6, 12, 23, 30).

1.2.2.3 Density-Based Clustering. The third type of clustering methods is based
on the density of objects in variable space (7, 19, 31). Clusters are formed by high
density areas, and the boundaries of the clusters are given by less dense regions.
These densities are determined by a threshold. Another parameter that has to
be defined is the size of the volume for which the density is estimated. Objects
are then assigned to a cluster when the density within this volume exceeds the
predefined threshold. The number of areas with high density indicates the number
of clusters in the clustering result. Objects that are not assigned to a cluster are
considered as noise or outliers.



8 EVALUATION OF SPECTROSCOPIC IMAGES

4,000

0 25 50 75

Objects

100 125 150

6,000

8,000

10,000

12,000

14,000

D
is

ta
nc

e

Figure 1.3. Dendrogram showing the sequence of merging MR spectral data by hierar-
chical clustering. The red line indicates the threshold to obtain four clusters.

DBSCAN is a well-known method to cluster data into regions using high
density constraints (19, 22). The algorithm scans an area within a certain radius
from a particular object and determines the number of other objects within this
neighborhood. The size of the area and the minimum number of objects in the
neighborhood have to be defined in advance. If the neighborhood contains more
objects than the threshold, then every object in the neighborhood is assigned to
one cluster. Subsequently, the neighborhood of another object in the particular
cluster is scanned to expand the cluster. When the cluster does not grow anymore,
the neighborhood of another object, not belonging to this cluster, is considered.
If this object is also located in a dense region, a second cluster is found, and the
whole procedure is repeated. With fewer objects in the neighborhood than the
threshold, an object is assigned to a group of noisy objects.

Originally, density-based clustering was developed to detect clusters in a data
set with exceptional shapes and to exclude noise and outliers. However, the
method fails to simultaneously detect clusters with different densities (22). Clus-
ters with a relatively low density will then be considered as noise. Another
limitation is the computation time for calculating the density estimation for each
object. Moreover, it can be difficult to determine proper settings for the size of
the neighborhood and the threshold for the number of objects.
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1.2.3 Supervised Pattern Recognition

Pattern recognition can also be supervised, by including class information in
the grouping of objects (6, 8). Predefined classes are used by this type of pattern
recognition for the classification of unknown objects. For example, the distance of
an unidentified object to all the objects in the reference data set can be calculated
by a particular distance measure, to determine the most similar (closest) object.
The unknown object can then be assigned to the class to which this nearest
neighbor belongs. This is the basic principle of the k-nearest neighbor (kNN)
method (3, 6, 7). A little more sophisticated approach is to extend the number
of neighbors. In that case, there is a problem if the nearest neighbors are from
different classes. Usually, a majority rule is applied to assign the object to the
class to which the majority of the nearest neighbors belong. If the majority rule
cannot be applied because there is a tie, that is, the number of nearest neighbors
of several classes is equal, another approach is required. The unknown object
can, for example, randomly be assigned to a predefined class. Another method
is to assign the object, in this situation, to the class to which its nearest neighbor
belongs (7).

Another type of supervised pattern recognition is discriminant analysis (3,
7, 32). These methods are designed to find boundaries between classes. One
of the best-known methods is Linear Discriminant Analysis (LDA). With the
assumption that the classes have a common covariance matrix, it describes the
boundaries by straight lines. More generally, an unknown object is assigned to
the class for which the Mahalanobis distance (Eq. 1.3) is minimal. Because the
covariance matrices of the classes are assumed to be equal, the pooled covariance
matrix is used to calculate the Mahalanobis distances:

C = 1

n − K

K∑
k=1

nkCk (1.8)

where Ck and nk are the covariance matrix and the number of objects in cluster
k, K is the number of predefined classes, and n is the total number of objects in
the data set.

In Quadratic Discriminant Analysis (QDA), the covariance matrices of the
classes are not assumed to be equal. Each class is described by its own covariance
matrix (3, 7, 32). Similar to LDA, QDA calculates the Mahalanobis distances of
unknown objects to the predefined classes and assigns the objects to the closest
class. Other more sophisticated techniques also exist, such as support vector
machines (33) or neural networks (34), but these approaches are beyond the
scope of this chapter.

1.2.3.1 Probability of Class Membership. To reflect the reliability of the classi-
fication, the probabilities of class membership could be calculated. This is espe-
cially useful to detect overlapping classes. An object will then have a relatively
high probability to belong to two or more classes. Furthermore, the probabilities
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can be used to find new classes, which are not present in the reference data set.
If the class membership is low for the predefined classes, the unknown object
probably belongs to a totally different class.

The probabilities of class membership can be estimated on the basis of the
distribution of the objects in the classes (6, 7). The density of objects at a partic-
ular distance from a class centroid is a direct estimator of the probability that an
object at this distance belongs to the class. If it is assumed that the data follows
a normal distribution, the density of objects can be expressed as in Equation 1.6.
If the distance of a new object to a class centroid is known, the density and thus
the probability of class membership can be calculated on the basis of Equation
1.6 (3, 7, 32).

A more straightforward approach is based on the actual distribution of the
objects, without the assumption that the data can be described by a theoretical
distribution (35). In this method, the Mahalanobis distances of the objects in
a particular class, say class A, with respect to the centroid of this class are
calculated. Also, the Mahalanobis distances of the other objects (not belonging
to class A) with respect to the centroid of class A are calculated. This procedure is
repeated for every class present in the data set. Eventually, the distances are used
to determine the number of objects within certain distances from the centroid of
each class. These distributions of objects can be visualized in a plot as presented
in Figure 1.4 (36). The solid line represents the percentage of objects from class
A within certain Mahalanobis distances (d) from the centroid of class A. Every
object of class A is within a distance of 6d from the particular centroid. The
dotted line represents the percentage of other objects (not from class A) within
certain distances from the centroid of class A. In this example, there is little
overlap between objects from class A and the other objects, indicating that class
A is well separated from the other classes.

The percentage of objects within a particular distance from a class centroid
reflects the object density of the class at this distance. Therefore, these percentages
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Figure 1.4. Distribution of objects belonging to class A (solid line) and objects belonging
to other classes (dotted line) with respect to the centroid of class A (36).
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can be used to estimate the probabilities of class membership for the classes that
are present in the data set. At a distance 3d from the centroid of class A, for
example, about 30% of the objects belonging to class A are within this distance.
This is illustrated in Figure 1.4. If the Mahalanobis distance of an unknown
object with respect to the centroid of class A is 3d, the estimated probability is
then 70%. By comparing the probabilities of class membership for each class,
the unknown objects can be classified and conclusions can be drawn about the
reliability of classification (35).

1.3 APPLICATIONS

Pattern recognition techniques can be applied to magnetic resonance data to
improve the noninvasive diagnosis of brain tumors (37–41). Because the spectra
obtained by MRS are complex, statistical models can facilitate data analysis. The
application of pattern recognition techniques to MR spectra and MRI image data
is illustrated using research performed on a widely studied data set (24, 35). This
data set was constructed during a project called INTERPRET, which was funded
by the European Commission to develop new methodologies for automatic tumor
type recognition in the human brain (42).

1.3.1 Brain Tumor Diagnosis

Uncontrolled growth of cells is a major issue in medicine, as it results in a
malignant or benign tumor. If the tumor spreads to vital organs, such as the
brain, tumor growth can even be life threatening (43). Brain tumors are the
leading cause of cancer death in children and third leading cause of cancer death
in young adults. Only one-third of people diagnosed with a brain tumor survive
more than 5 years from the moment of diagnosis (44).

Two commonly used techniques to diagnose brain tumors are magnetic res-
onance imaging (MRI, Chapter 5) and magnetic resonance spectroscopy (MRS,
Section 5.12). MRI provides detailed pictures of organs and soft tissues within
the human body (45, 46). This technique merely shows the differences in the
water content and composition of various tissues. Because tumorous tissues have
a composition (and water content) different from that of normal tissues, MRI can
be used to detect tumors, as shown in Figure 1.5a. Even different types of tissue
within the same organ, such as white and gray matter in the brain, can easily be
distinguished (46).

Magnetic resonance spectroscopy (MRS) is another technique that can
be used for diagnosing brain tumors (47–49). It allows the qualitative and
quantitative assessment of the biochemical composition in specific brain regions
(50). A disadvantage of the technique is that interpretation of the resulting
spectra representing the compounds present in the human tissue is difficult and
time consuming. Several spectra acquired from a tumorous region in the brain
are presented in Figure 1.5b to illustrate the complexity of the data. To compare
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(a) (b)

Figure 1.5. Example of the data obtained by MRI and MRS. (a) An MRI image of the
brain that clearly shows the presence of abnormal tissue. The grid on the MRI image
indicates the resolution of the spectroscopic data. (b) Part of the spectroscopic data,
showing the spectra obtained by MRS from several regions of the brain.

the differences in resolution, the MR spectra are visualized on top of the
corresponding region of the MRI image. Another limitation of MRS is that the
size of the investigated region, for example, of the brain, might be larger than
the suspected lesion. The heterogeneity of the tissue under examination will then
disturb the spectra, making characterization of the region more difficult (51).

1.3.2 MRS Data Processing

Before chemometrics can be applied to the complex spectra obtained by MRS,
these spectra require some processing. Owing to time constraints, the quality of
the acquired MR spectra is often very poor. The spectra frequently contain rel-
atively small signals and a large amount of noise: the so-called signal-to-noise
ratio is low. Furthermore, several artifacts are introduced by the properties of
the MR system. For example, magnetic field inhomogeneities result in distortion
of the spectra. Also, patient movement during the MR examinations will intro-
duce artifacts. Another characteristic of the spectra is the appearance of broad
background signals from macromolecules and the presence of a large water peak.

1.3.2.1 Removing MRS Artifacts. In order to remove the previously mentioned
artifacts, several processing steps need to be performed (26). Different software
packages are commercially available to process and analyze MR spectra (43, 52,
53) and, in general, they apply some commonly used correction methods. These
methods include eddy current correction (54), residual water filtering (55), phase
and frequency shift correction (56), and a baseline correction method (26).

Eddy current correction is performed to correct for magnetic field inhomo-
geneities, induced in the magnetic system during data acquisition (54, 57). One
method to correct for these distortions is to measure the field variation as a func-
tion of time. This can be achieved by measuring the phase of the much stronger
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signal of water. The actual signal can then be divided by this phase factor in
order to remove the effect of field variation (57).

Residual water filtering is required to remove the intense water peak that is
still present in the spectra after correction for eddy current distortions. A use-
ful filtering method is based on Hankel-Lanczos Singular Value Decomposition
(HLSVD) (58). Resonances between 4.1 and 5.1 ppm, as determined by the
HLSVD algorithm, are subtracted from the spectra. Water resonates at approx-
imately 4.7 ppm, and therefore, the water peak and its large tails are removed
from the spectra without affecting the peak areas of other compounds (55, 58).

Several small phase differences between the peaks in a spectrum may still be
present after eddy current correction. In addition, frequency shifts between spectra
of different regions, for example, of the brain, may also be present. These peak
shifts may be induced by patient movement. A correction method based on PCA
can be applied to eliminate the phase and frequency shift variations of a single
resonance peak across a series of spectra. PCA methodology is used to model
the effects of phase and frequency shifts, and this information can then be used
to remove the variations (56, 59).

Broad resonances of large molecules or influences from the large water peak
may contribute to baseline distortions, which make the quantification of the reso-
nances of small compounds more difficult. The removal of these broad resonances
improves the accuracy of quantification and appearance of the spectrum. Usu-
ally, the correction is performed by estimating the baseline using polynomial
functions, followed by subtraction from the original signal (26).

1.3.2.2 MRS Data Quantitation. After processing the spectra obtained by MRS,
the data can be interpreted. As the spectra contain information from important
brain metabolites, deviation in the spectra, and thus in metabolite concentrations,
might be indicative of the presence of abnormal tissue. Two different MR spectra
are shown in Figure 1.6. The spectrum in Figure 1.6a is acquired from a normal
region of the brain and the spectrum in Figure 1.6b originates from a malignant
region. The differences between these spectra are obvious and MRS could
therefore be used to detect abnormal tissues. Several metabolites are particularly
useful for tumor diagnosis, and some of these are creatine (resonates at 3.95
and 3.02 ppm), glutamate (3.75 and 2.20 ppm), glutamine (3.75 and 2.20 ppm),
myoinositol (3.56 ppm), choline (3.20 ppm), N-acetyl aspartate (NAA,
2.02 ppm), lactate (1.33 ppm), and fatty acids (1.3 and 0.90 ppm) (25, 60, 61).

To use the metabolic information in the MR spectra for diagnosis of brain
tumors, the intensity of the signals in the spectra requires quantitation (62).
A simple approach is to integrate several spectral regions, assuming that each
region contains information from one single metabolite. Because some metabo-
lites show overlap in the spectra, for example, glutamate and glutamine, more
sophisticated methods could be applied. More accurate methods fit the spectrum
by a specific lineshape function, using a reference set of model spectra. A method
that has been introduced for the analysis of MR spectra is the LCModel (52, 62,
63). This method analyzes a spectrum as linear combinations of a set of model
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Figure 1.6. Two MR spectra, illustrating the difference between spectra obtained from a
normal region (a) and a malignant region (b) of the brain. The signals of some metabolites
are indicated in the figure: myoinositol (mI) at 3.56 ppm, choline (Cho) at 3.20 ppm,
creatine (Cr) at 3.02 ppm, NAA at 2.02 ppm, and lactate (Lac) at 1.33 ppm.

spectra from individual metabolites in solution. Another powerful tool for pro-
cessing and quantitation of MR spectra is MRUI (64, 65). This program has a
graphical user interface and is able to analyze the MR spectra and present the
results in an accessible manner.

Differences in the quantitated metabolite levels are often used to diagnose
the malignancy of a tumor. But even when only the peak intensities of the
previously mentioned metabolites are quantitated and interpreted, the amount of
data is still large. Especially if MRS is applied to a large region of the brain, to
obtain multiple spectra, many metabolite concentrations have to be compared. To
facilitate the data analysis, the relative metabolite concentrations within different
regions (or actually volumes) could be presented in an image. These regions
are referred to as voxels . The resulting metabolic maps visualize the spatial
distribution of the concentration of several metabolic compounds, and this can
be used to localize or diagnose brain tumors. This is shown in Figure 1.7, in
which the relative metabolite concentrations of choline, creatine, and NAA are
presented. As shown, an increased concentration of choline is detected in the
tumorous region, and reduced concentrations of creatine and NAA are found.
Another application of such metabolic maps is to study tumor heterogeneity
since this is important for an accurate diagnosis (66–68).

1.3.3 MRI Data Processing

As mentioned in Section 5.7, the echo time (TE) and the repetition time (TR) are
acquisition parameters that determine the T1- and T2-sensitivity of the acquired
images. By using different settings for these parameters, different MRI images
are obtained (45, 46). Examples of these images are given in Figure 1.8. In the
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(a) (b) (c) (d)

Figure 1.7. Metabolic maps constructed from MRS data. (a) The MRI image shows the
presence of a tumor in the lower right corner of the image. The differences in metabolic
concentration are illustrated for (b) choline, (c) creatine, and (d) NAA. Bright pixels
represent a high concentration of the particular metabolite.

(a) (b) (c) (d)

Figure 1.8. MRI images obtained by different acquisition parameters. (a) T1-weighted
image. (b) T2-weighted image. (c) Proton density image. (d) T1-weighted image after
administration of a gadolinium tracer.

T1- and T2-weighted images (Fig. 1.8a and b), the differences in contrast reveal
the ventricles while this is less visible in the PD-weighted image (Fig. 1.8c).

T1-, T2-, and PD-weighted images are commonly acquired with different com-
binations of TR and TE to be able to discriminate between different tissues. For
tumor diagnosis, a contrast medium can be used to improve the tissue differen-
tiation. Usually, gadolinium (Gd) is used as a contrast agent to enhance lesions
where the blood–brain barrier is defective. An example of a T1-weighted image
enhanced by gadolinium is presented in Figure 1.8d (69).

When the different images need to be compared, they should be aligned with
respect to each other. This is necessary because when patients move during
the acquisition of the different MRI images, artifacts may be introduced, which
complicates the data analysis.

1.3.3.1 Image Registration. Image registration is the alignment of the different
images obtained by MRI examinations. This alignment compensates for differ-
ences in the position or orientation of the brain in the images due to patient
movement. If the images are taken from a series of MRI examinations to study
tumor growth or shrinkage after radiation treatment, differences in image size or



16 EVALUATION OF SPECTROSCOPIC IMAGES

resolution may be obtained. Image registration should then be applied to match
the areas of interest in the images (36).

Although manual alignment of images is possible, it is time consuming and not
always reproducible. Automated procedures are therefore preferred. Numerous
approaches are available for medical images (69, 70), and in general, they are
based on a similarity measure between an image and a corresponding reference
image. Because patient movement results in small shifts between different images,
a simple cross-correlation method can be used to correct for this artifact (71).
However, sensitivity to large intensity differences in different contrast images
limits the use of cross-correlation methods. To perform the alignment by matching
specific features in the images, which are insensitive to changes in tissue or
acquisition, the registration can be improved. These features are, for example,
edges and corners in normal brain tissue regions. The chemometric technique
Procrustes analysis can then be applied to match the specific features by means
of translation, rotation, and uniform scaling transformations. The best match is
found when the least-squares solution is obtained by minimizing the distance
between all pairs of points in the two images (3, 72).

1.3.4 Combining MRI and MRS Data

If the magnetic resonance data is properly processed, tumorous tissue may be
distinguished from normal or other abnormal nonmalignant tissue types, such
as necrosis, edema, or scar tissue, by examining the data. However, from the
standard acquired MRI images, it is often difficult to properly discriminate tis-
sues within the tumorous region. This can be improved by the contrast-enhanced
image, which reveals the lesion where the blood–brain barrier is defective. But
because this barrier may variably be affected, the size of the tumor may be
under- or overestimated. This has been observed in some brain tumor studies,
where the contrast-enhanced lesion was found to be much smaller than the region
of abnormal metabolism (73). In addition, MRS examinations have shown that
metabolite levels are highly variable for particular tissue types. Also, overlap of
metabolite levels between different tumor grades has been observed (73). These
findings indicate that MRI and MRS are two complementary techniques for brain
tumor diagnosis. MRS provides metabolic information on a low spatial resolu-
tion, and MRI provides morphological information on a high spatial resolution.
Therefore, the analysis of MRI images and metabolic maps should be performed
simultaneously. One of the possibilities is to display a specific metabolic map
over an MRI image. Examination of these overlay images facilitates the differ-
entiation between tissue types. For example, the delineation of a viable tumor
can be detected more accurately. This is important for studying the effect of
chemotherapy or radiation treatment. The combination of MRI and MRS data
will improve patient diagnosis and treatment or will facilitate the sampling of
biopsies to regions of tumorous tissue.

1.3.4.1 Reference Data Set. For pattern recognition, the data from several
patients with a brain tumor and several volunteers was selected from the
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INTERPRET database (42). After reaching consensus about the histopathology,
three tumor types were identified according to the World Health Organization
classification system. These three classes contained glial tumors with different
grades, indicating the level of malignancy. If a tumor could be assigned to more
than one grade, the highest malignancy level determined the grade for the entire
tumor, even if most of the tumor is of a lower grade (74). The brain tumors
of six patients were diagnosed as grade II, of four patients as grade III, and of
five patients as grade IV glial tumors. In addition, classes of normal tissue and
Cerebrospinal Fluid (CSF) were created from the patient and volunteer data.

For each predefined class, a selection of voxels from different patients was
made. Only voxels from regions that clearly consisted of tissue belonging to the
particular class were selected. The data for the normal class was selected from
the volunteers or from the contralateral brain region of the patients. The CSF
class contained only data from CSF regions that were not in close contact with
the tumor region (35).

From the MR spectra of these selected voxels, only the regions where impor-
tant metabolites appear were selected, as these regions contain most information
for the discrimination between brain tumors. The remaining regions contain
mainly spectral noise. Besides excluding noise, this also results in a significant
reduction in the amount of data.

The estimated metabolite levels should be subsequently combined with the
MRI data to improve data analysis (75–77). However, the spatial resolution of
MRI images is much higher than the resolution of MRS data. Therefore, to
combine MRI with MRS data, the resolution of the MRI images was lowered
to the resolution of the MRS data by averaging the pixel intensities within each
spectroscopic voxel. To equally weigh the influence from both data modalities
in the classification process, the averaged intensities were scaled to the range of
the spectral data.

Different (statistical) methods are available to classify the processed data (see
Section 1.2). Application of these methods to the data will result in a classi-
fication for each individual voxel. It is also possible to calculate an accuracy
measure to indicate the reliability of the classification outcome. An example of
a classification method with a statistical basis and the possibility of determining
the reliability are discussed in the following sections.

1.3.5 Probability of Class Memberships

After processing the data of the reference set, the distribution of objects in each
class can be investigated. By determining the percentage of objects within certain
distances from the class centroids, as explained in Section 1.2.3.1, separated and
overlapping classes can be found. To investigate which classes are overlapping,
the Mahalanobis distance of the objects in each surrounding tissue class with
respect to a class centroid was calculated. The surrounding of an isolated class
will contain no objects from other classes, whereas the neighborhood of overlap-
ping classes will contain objects belonging to multiple classes. The distributions
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of the classes in the reference data set are presented in Figure 1.9 (35). Within a
distance of about 6d from the centroid of the normal class, every object belong-
ing to this class and some objects from the cerebrospinal fluid class are found.
The CSF class shows some overlap with the normal class, but is well separated
from the other classes, as depicted in Figure 1.9b. This indicates that the normal
and CSF classes are isolated from the tumor classes, and thus, a classification
method should discriminate well between normal tissue and malignant tumors.

More overlap exists between grade II and III classes. Although at a distance
of 5.5d from the centroid of grade II class, almost every object from this class
is found; also, about 25% of the objects from grade III class appear within this
distance. Less overlap is found with grade IV class. Therefore, discrimination
between grade II and grade IV is possible, but grade II class is difficult to be
separated from grade III class. The same can be concluded from the distribution
of grade III class (Fig. 1.9d). Because grade IV class is isolated from the other
classes, this type of tumor can probably be classified with a high reliability
(Fig. 1.9e).

1.3.6 Class Membership of Individual Voxels

The distribution of objects can be used to estimate probabilities of class mem-
bership for a new patient, as discussed in Section 1.2.3.1. Four patients (A–D)
were analyzed; histopathological examination of the brain tissue resulted in the
diagnosis of grade III (patient A and D), grade II (patient B), and grade IV
(patient C) tumors. The probability maps calculated for the patients are pre-
sented in Figure 1.10. Dark voxels in the map represent a high probability that
the underlying tissue belongs to the particular class. The probability maps need to
be compared regionwise because the probabilities are relative, that is, the inten-
sities are scaled to its maximum value. If a region in the map, for example, of
grade II, is dark, while it is bright in the other maps, the estimated probability for
grade II class is high (close to 100%). If the region is dark in several maps, the
estimated probability of the class membership is lower, and a black pixel does
not correspond with a probability of 100%. The probabilities may, therefore, also
assist in the assessment of tumor heterogeneity. If the probability is high exclu-
sively for one class, then the tissue will be homogeneous. If the probability is
high for two tissue classes, the region might be a mixture of these tissues and
might therefore be heterogeneous. However, if a mixture of these two tissues is
not possible from a clinical point of view, the high probabilities for both classes
indicate a low classification reliability.

The probability maps for the four patients show that large regions have a
high probability to belong to the normal class while these regions have a low
probability to belong to another class. The CSF and grade IV regions of the
patients show a similar behavior. The voxels with a high probability for the CSF
or grade IV class have low probabilities to belong to the other classes. This
indicates that these classes are well separated from other classes and that the
reliability of classification is high.
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Figure 1.9. Distribution of the objects in different classes with respect to the centroid of
the (a) normal, (b) CSF, (c) grade II, (d) grade III, and (e) grade IV class. The vertical
dotted lines indicate thresholds that are used in the classification.
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Figure 1.10. Probability maps of four patients (A–D). For comparison, an MRI image of
each patient is shown on the left. The probability of each voxel to belong to the normal,
CSF, grade II, grade III, and grade IV class are shown. Patients A and D are diagnosed
with a grade III tumor, patient B with a grade II tumor, and patient C with a grade IV
tumor.

Different results are obtained for grade II and grade III classes. The regions
where the estimated probability is high for belonging to grade II class also have
a high probability to belong to grade III class. In particular, patients A and B
show clearly the overlapping problem of these two tissue classes. This could
indicate the presence of heterogeneous tumor tissue in these regions and that the
reliability of the classification is low.

1.3.7 Classification of Individual Voxels

The estimated probabilities of class membership can be used for classification
by assigning each voxel to the class for which it has the highest probability. To
define specific classification accuracies, thresholds are set for each class. For a
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correct classification of 99% of the normal objects, and thus an α-error of 1%,
the threshold was set at the position shown in Figure 1.9a. However, with the
threshold set at 6d, about 3% of the objects will be classified incorrectly (β-error)
as normal. Similar to the normal class, the threshold for the CSF objects was
also set at 6d to obtain a low α-error. To minimize the chance that normal or
CSF objects are classified as grade IV, the specific threshold for grade IV class
was set at 5.5d even though the α-error is then relatively large. Because of the
overlap between grade II and III classes, additional thresholds were defined. To
obtain a low β-error, an object is directly assigned to grade II when the distance
to the particular centroid is very small. With larger distances to grade II class
(between 2.5d and 5.5d), the object is assigned to this class only if the distance
to grade III class is 1.3 times larger than to grade II class. Otherwise, the object
is located in the area of overlap between both classes and the object is assigned
to an “undecided” class. The value of 1.3 is obtained after optimization. Identical
thresholds are used when the object is closest to grade III class (Fig. 1.9d). If the
distance of an object exceeds the specific thresholds for each individual class,
the object probably does not belong to any of the classes in the reference data
set, and the object is therefore assigned to an “unknown” class.

By applying these thresholds to the classification of the four patients A–D,
good results are obtained, as shown in Figure 1.11. The results of pattern recog-
nition are projected over different MRI images to compare the results with
morphological information. Patient A was diagnosed with a grade III tumor, and
the classification result shows the presence of regions of grade II and grade III
tumors. But because a tumor is diagnosed by the most malignant tissue present,
the result of the statistical method is in agreement with histopathology. From the
maps in Figure 1.10, it was clear that some voxels in the tumorous region have
equal probability of belonging to grade II and grade III classes. This indicates

Patient A Patient B

Undecided

Unknown

G
rade IV

G
rade III

G
rade II

CSF

Norm
al

Patient C Patient D

Figure 1.11. Classification results of patients A–D. Classification was performed by
applying specific thresholds to define classification accuracies.
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the presence of a heterogeneous tumor. Therefore, the voxels in the overlapping
region of grade II and III tumors are assigned to the undecided class. The voxels
in the center of the tumor have the highest probability of belonging to grade III
class and are therefore assigned to this class. The tumors of patients B and C are
classified as grade II and grade IV tumor in correspondence with the histopathol-
ogy. Although the tumorous voxels of patient B also have a relatively high
probability to belong to grade III class, the estimated probability for grade II
class is much higher, and the voxels are classified as grade II. One region of
patient C is classified as unknown. This is probably because the particular class
is not represented in the reference data set. One voxel of patient D has been
misclassified as a grade IV tumor while the patient was diagnosed with a grade
III tumor. The reason for this could be that the voxel is a corner voxel, where the
MRS signal is low because of the characteristics of the MRS data acquisition.

1.3.8 Clustering into Segments

More robust classification results can be obtained by grouping similar voxels in
advance of the classification. The voxels that are grouped in one cluster will then
be assigned to the same class. The voxels within a region covering a brain tumor,
for example, will be grouped in one cluster, and this cluster will subsequently be
classified as tumorous tissue. Because a tumor is often larger than the size of a
voxel, it could be advantageous to combine the voxels within the tumorous region
for classification purposes. However, when the information of the voxels within
the tumor is averaged, it is not possible to discover any spatial heterogeneity of
the tumor. Therefore, a clustering method that groups only similar voxels instead
of grouping neighboring voxels should be applied. One of the methods that
could be used to cluster similar voxels is mixture modeling (see Section 1.2.2.1),
which describes the spread of the data by a set of distributions. Similar objects
will be described by the same distribution and the resulting distributions can be
considered as individual clusters. This method is based on a statistical approach,
which makes it possible to calculate the probability of an object to belong to a
particular cluster. The fit of the data can be evaluated by the likelihood criterion
given in Equation 1.7. However, the number of distributions, and thus clusters,
has to be defined in advance.

The voxels of a patient are clustered to obtain a partitioning with three, four,
five, and six segments. The results for patient A are given in Figure 1.12a
(78). The different colors in the clustering results are used only for visualization
purpose. Clustering the data into three segments results in one large cluster rep-
resenting normal tissue and one cluster of tumorous tissue, with a third cluster
scattered over the recorded image. If the data is partitioned into more clusters,
the voxels covering the tumorous region are divided into multiple segments as
illustrated in Figure 1.12a. For example, by clustering the data of patient A into
five segments, the tumorous region is covered by three clusters, which could
indicate tumor heterogeneity.

The optimal number of segments can be obtained by comparing the estimated
probabilities of class membership. Similar to the calculation for individual voxels,
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Figure 1.12. (a) Results of clustering patient A into three, four, five, and six segments.
Clustering was performed by mixture modeling. (b) Estimated probabilities of each seg-
ment for each of the five classes. Dark areas correspond to a high probability.

the estimated probabilities can be determined for each segment. This is performed
by averaging the MRI and MRS information in each segment. Subsequently, the
Mahalanobis distances to the classes in a reference data set are calculated. The
estimated probabilities of each segment in the clustering results of patient A are
given in the bottom of Figure 1.12b. Each row shows, for a specific segment,
the probability of membership for all investigated classes. Dark areas represent
high probabilities.

In the three segments solution, the first row represents the probabilities for the
blue segment. The probabilities are relatively low, and this could indicate that
the blue segment does not belong to any of the classes in the reference data set.
The black segment has the highest probability for grade III class, and also some
for grade II. The green segment probably contains voxels of the normal class.

In the five cluster solution, more segments are obtained with a high proba-
bility for a particular class. Therefore, clustering the patient in five segments is
preferred. The blue segment most probably belongs to grade III and the black
segment to grade II class. The green segment has a high probability for grade II
and III class. The red and yellow segments have a high probability to contain
normal tissue.

1.3.9 Classification of Segments

The calculated probabilities can be used to assign each segment to a particular
class. With the specific thresholds used in the classification, the result presented
in Figure 1.13a is obtained. Each class is color coded according to the legend
shown in Figure 1.13. The blue segment of the five cluster solution is classified
as grade III and the black segment as grade II (Fig. 1.12). The green segment has
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Figure 1.13. Results of classification of (a) the segments and (b) the individual voxels.
The classification is based on the estimated probabilities for each class.

equal probabilities to belong to grade II and grade III and is therefore classified as
undecided. The red and yellow segments have the highest probability to belong to
the normal class, and therefore both segments are classified as normal. Because
the probabilities of four segments are high for only one class, the classification
of these segments is reliable. The reliability of the green segment is low, or
the high probability for more classes could indicate that the underlying tissue is
heterogeneous. Overall, the classification indicates that the most malignant tumor
of this patient is of grade III, and this is in agreement with the pathology.

For comparison, the result of the classification of individual voxels is shown
in Figure 1.13b. Although the classes after classification of the individual vox-
els are more scattered and the clustered result seems more robust, both results
indicate the presence of a grade III tumor. Because the estimated probability of
classification of some segments is higher than any of the probabilities of the
individual voxels, it could be advantageous to cluster the data first.

Presented as images, the results of classification could facilitate the diagnosis
of brain tumors. The probabilities of class membership are also important as they
give an indication about the reliability of classification and/or the heterogeneity
of the tissue.

1.3.10 Future Directions

In the procedures described, the data of each voxel was classified without includ-
ing the spatial relation between voxels. By including the neighborhood infor-
mation in the classification, the results can be improved (79). In one paper,
Canonical Correlation Analysis (CCA) was used to study the effect of including
spatial information in the classification of MRS data (80). This technique is based
on the correlation between variables (3), for example, MR spectra of a patient
and several model (reference) spectra. The problem with heterogeneous tissues
is addressed by incorporating mixed spectra of normal and tumorous tissues in
the set of model spectra. The application of this approach to the data of patient
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Figure 1.14. Classification result of canonical correlation analysis after the inclusion
of neighborhood information, applied on the data of patient A. Source: Adapted from
Reference (80).

A results in the classification presented in Figure 1.14, in which distinct regions
are obtained. Further details are given in De Vos et al. (80).

The improvement of the classification accuracy by taking the neighboring vox-
els into account can be extended further by considering three-dimensional data.
This kind of data becomes more widely available with recent developments in the
instrumentation. As more neighboring voxels are available in three-dimensional
data, more information is used to obtain more robust classification results.

Another future direction could be to combine MRS data with the data obtained
from other imaging techniques, such as CT and PET. As other data modalities
may contain different information, the fusion of these images may contribute to
an improved tumor diagnosis.
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2.1 INTRODUCTION

Through the last decades tomographic techniques have gained an ever-increasing
importance in biomedical imaging. The great benefit of these techniques is the
ability to assess noninvasively (and nondestructively) the three-dimensional struc-
ture of the investigated objects.

With regards to biomedical applications, several, but not all, available tomo-
graphic techniques allow the investigation of dynamic processes (e.g., transport
phenomena) and repeated measurements in a single organism. One thus can dif-
ferentiate between these in vivo techniques and in vitro techniques, which are
suitable, for example, for investigations of tissue samples. Electron tomogra-
phy (Chapter 6) belongs to the latter group. X-ray Computed Tomography (CT,
Chapter 4), Magnetic Resonance Imaging (MRI, Chapter 5), as well as Single
Photon Emission Computed Tomography and Positron Emission Tomography
(SPECT and PET, Chapter 7) are generally (SPECT and PET exclusively) used
for the noninvasive 3D imaging of living organisms. The aforementioned tech-
niques are well suited to generate three-dimensional tomographic image volumes
even of complete organisms such as the human body.

This contrasts with more recent developments in the area of optical imaging
such as Optical Coherence Tomography (OCT), which utilize light sources within
or near the visible range. Owing to the usually high absorption and scattering
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of light in tissue, the application of optical tomographic methods is generally
restricted to investigation of near-surface structures such as the skin or the eye.

This chapter provides a rather general outline of the principal problems that
one faces when evaluating tomographic data, with focus on the analysis of the
image data. The important but highly specialized field of tomographic image
reconstruction will be discussed only very shortly. The four tomographic in vivo
techniques that currently are of relevance not only in basic research but also in
clinical routine are as follows.

X-ray Computed Tomography (CT): This is currently certainly the most
widespread tomographic technique encountered in the clinical setting. CT
uses an external X-ray source and images the tissue-dependent X-ray
absorption.

Magnetic Resonance Imaging (MRI): MRI is based on the nuclear magnetic
resonance effect. It utilizes static magnetic and Radio Frequency (rf) fields
for the imaging process. Compared to CT the method provides superior
soft tissue differentiation.

Single Photon Emission Computed Tomography (SPECT): This method
detects γ -radiation emitted from molecules labeled with radioactive
isotopes that are injected into the organism. The method is very sensitive
and able to detect the injected tracers at very low concentrations (several
orders of magnitude lower than those necessary in contrast agent enhanced
CT or MRI).

Positron Emission Tomography (PET): Similar to SPECT, PET is a technique
using radioactive tracers, but in PET the coincident annihilation radiation
from positron-emitting isotopes is the image-generating signal. There are
important differences between the two techniques, which result from the
use of positron emitters. Apart from differences in the chemical and bio-
logical properties of the used tracers, the different detection mechanism
of PET results in a much larger detection efficiency of PET (allowing
measurements of tracer concentrations in the nano- to picomolar range)
and superior spatial resolution (only exceeded by special low sensitivity
pinhole SPECT systems). Last but not least, PET is the only one of the
listed modalities that routinely allows truly quantitative measurements of
the tracer concentrations, which is a prerequisite of all further quantitative
evaluations.

As already indicated, the different methods probe different properties of the
living organisms investigated:

CT: tissue dependent attenuation of X-ray radiation (essentially determined
by the atomic electron density, which in turn is related to tissue density),

MRI: tissue dependent absorption from rf fields (essentially determined by
hydrogen/proton density) and related effects such as spin–lattice and
spin–spin relaxation times of the resonance absorption signal,
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SPECT and PET: tissue dependent tracer concentration, which is related to the
traced biochemical and (patho)physiological process (such as blood flow,
glucose consumption, protein synthesis, etc.)

All tomographic techniques share, to a varying degree, the following charac-
teristics:

1. Ability to acquire noninvasively tomographic, that is, overlap-free cross-
sectional (2D) images of the interior parts of the investigated organism or
sample.

2. Generation of 3D image data: the ability to image a certain target volume
by closely spaced cross-sectional images.

3. Selective sensitivity of the imaging process to specific morphological prop-
erties and/or physiological and biochemical processes.

4. A need for mathematical algorithms to achieve optimal image reconstruc-
tion from the acquired raw data.

5. Necessity to manage potentially huge amounts of raw and image data.
6. A need for dedicated tools to handle, display, and analyze 3D image data.

Formally, evaluation of the tomographic data can be pursued along two dif-
ferent approaches.

On the one hand, tomographic data are, first and foremost, three-dimensional
image data that provide information concerning the regional variation of the
parameter producing the signal. Depending on the tomographic method used and
on the experimental setting, it might not be possible (or necessary) to evaluate
the data beyond visual inspection. This is, for instance, true if one is aiming
solely at getting qualitative structural/anatomical information (e.g., investigating
bone structures with X-ray CT).

In such a situation, methods for optimal image display, digital image process-
ing, and especially tools for efficient 3D image data visualization such as volume
rendering are of primary interest.

On the other hand, tomographic data frequently are valuable also in the sense
that the image-generating signal is itself of interest as a quantitative measure.
For example: while CT data are more often than not evaluated in a qualitative
fashion, it is also possible to use the measured attenuation of the X-ray radiation
to derive quantitative information concerning bone density. Some tomographic
methods are more “quantitative” than others in the sense that they provide an
image signal that is related in a better known way to the quantity of interest. Most
desirable is the situation where the image signal is simply proportional to such a
quantity, which allows, for example, direct interpretation of all image contrasts
in terms of that quantity.

Probably the best example for this is the PET method. Here, the images
represent quantitatively the number of radioactive decays of the applied tracer in
the respective image pixel. Since this number in turn is directly proportional to
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the amount of tracer substance in the corresponding pixel volume, one obtains a
direct measure of this quantity. PET images are therefore directly interpretable
as quantitative tracer concentration maps.

For other modalities the situation usually is a bit more complicated. Taking
MRI as an example, the images provide detailed information especially concern-
ing the soft tissue anatomy, but it is rather difficult to derive reliable quantitative
information such as concentrations of systemic substances. If contrast agents are
applied, which is in a way the analogue of the tracers used in PET, although
the applied amounts are larger by a factor of 106 or so in the case of MRI, one
usually is not at all able to deduce the local contrast agent concentration quan-
titatively. This difficulty has its origin in the fact that the relationship between
the concentration of the contrast agent and the contrast-agent-induced changes
of the image signal is influenced by a number of factors whose precise effect
cannot be quantified accurately. Therefore, the MRI image signal usually cannot
be translated into truly quantitative measures of concentrations.

The discussion of the different quantitative capabilities of the above-mentioned
different methods refers to the primary images that are delivered by the respective
method. In doing so, one further important parameter that could be used has been
ignored, namely, investigation of time-dependent processes by so-called dynamic
investigations (in contrast to static “snapshot”-like studies).

Dynamic tomography requires the ability to perform the measurements for a
single tomographic data set so fast that a sufficiently large number of such mea-
surements can be performed over the interesting time window of the investigated
process.

Depending on the method used, different factors limit the obtainable temporal
resolution that typically goes down to the order of seconds in the case of CT,
MRI, or PET.

2.2 IMAGE RECONSTRUCTION

The basic idea of most tomographic approaches is to acquire two-dimensional
projection images from various directions around the object of interest. It is
necessary that the radiation, which directly or indirectly generates each image
(X-rays, electron rays, γ -radiation, rf fields, etc.), is penetrating in the sense
that each two-dimensional image can be seen as a projection of the real three-
dimensional object onto the image plane∗. The most straightforward example
might be X-ray CT, where each projection is the same as a standard X-ray image
acquired under that orientation.

∗This description is not really suitable for all techniques. For example, in the case of magnetic
resonance imaging the raw data are not projection data but are rather directly acquired in Fourier
space. Moreover, in this case, directional information does not stem from the applied rf field itself
but from its combination with a suitable gradient of the magnetic field utilized in the measurement.
The basic strategy of using a penetrating radiation applies nevertheless.
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Having acquired the projection data for a sufficiently complete set of direc-
tions, usually covering an angular range of 360◦ or 180◦ around the patient, the
next step is tomographic image reconstruction.

Various standard mathematical techniques exist to calculate from a sufficiently
complete set of projections the complete three-dimensional structure of the inves-
tigated object.

The algorithms can be roughly divided into two groups: analytical and iterative
procedures.

The analytical procedures utilize variants of the filtered backprojection
approach. This approach is based on a mathematical theorem that goes back
to 1911, namely, the Radon transformation, which in two dimensions defines
the relationship between the complete set of all possible line integrals (the
projections or Radon transform) through a two-dimensional function f (x, y)

and that function itself (which represents a cross-sectional slice through our
object).

Iterative image reconstruction utilizes well-defined trial-and-error approaches
whose background lies in mathematical statistics. Here, image reconstruction
consists in providing the algorithm with an initial guess of the object that then
is subjected to a simulated imaging process, thus generating artificial projection
data that are compared with the actual measured data. From this comparison,
correction factors are derived, which in turn are applied to each image pixel
of the first image estimate, thus generating a new improved image estimate.
This iterative loop of image estimation, simulated projection and image estimate
improvement, is repeated until some convergence criterion is met.

Analytical image reconstruction is applied whenever the nature of the data
allows it since the computational burden is much smaller than is the case for the
iterative approaches. Analytical reconstruction is the default approach in CT as
well as in MRI.

For SPECT and PET applicability of analytic procedures is limited. This is
due to the fact that these tracer techniques operate at extremely high sensitivities
(compared to CT and MRI) but suffer from influences of the statistical nature of
the decay of the radioactive tracers, which translates into considerable statistical
noise of the projection data. This in turn frequently leads to sizable artifacts
during image reconstruction. In recent years, the ever-increasing computer speed
allowed to move to iterative algorithms as the default reconstruction method in
SPECT and PET.

2.3 IMAGE DATA REPRESENTATION: PIXEL SIZE AND IMAGE
RESOLUTION

The early tomographs usually acquired only single cross-sectional slices of an
appreciable slice thickness (that is, low spatial resolution perpendicular to the
primary image plane). Nowadays, tomographic techniques are capable of produc-
ing not only single cross-sectional images but, rather, contiguous stacks of such
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images representing consecutive cross-sections through the investigated object.
The spatial orientation of the cross sections (i.e., image plane orientation) is usu-
ally determined by the orientation of the object within the Field of View (FOV)
of the tomograph: with the exception of MRI the major techniques generate cross
sections whose orientation is collinear to the symmetry axis of the tomograph’s
gantry, that is, the image plane is parallel to the plane defined by the tomograph’s
gantry. This slice orientation is usually called transaxial.

Despite the fact that the transaxial image plane is usually the one that has
been measured in the first place, it is now primarily a matter of taste, whether
one prefers to view data organized as a stack of consecutive two-dimensional
transaxial images or as representing a three-dimensional digital image volume,
which then can be “sliced” via suitable software tools to yield cross sections of
arbitrary orientation.

The latter approach (arbitrary slicing of 3D volumes) only works well if the
spatial resolution is similar along each direction within the image volume. This
is guaranteed in modern designs where spatial resolution is indeed approximately
isotropic.

From a user point of view, a tomograph can be then seen as a kind of 3D
digital camera. As is the case for any digital camera, one has to be careful
not to confuse actual image resolution with the digital grid on which the data
are displayed. This point is at the same time trivial and a source of recurring
confusion and will, therefore, be now examined more closely.

It is common usage to specify the number of image pixels along both axes of
the image matrix to characterize a digital camera. In the case of three-dimensional
tomographic data, one has three such axes. Let the primary transaxial image plane
be the x/y-plane, and let the z-axis point along the image stack. The number of
resolution cells across each axis of the FOV is also called the sampling of the dig-
ital image volume†. A typical figure for clinical whole body spiral CT would be

nx × ny × nz = 1024 × 1024 × 1000

and for a clinical PET tomograph

nx × ny × nz = 256 × 256 × 250

Three-dimensional image pixels are more accurately called voxels. Each voxel
represents a constant small volume within the FOV of the tomograph. The voxel
size is simply equal to the ratio of the actual metric extension of the imaged
volume along each axis divided by the number of resolution cells along the same

†We view sampling here as being contiguous across the data so that each pixel contains the average
of the input signal over the pixel extension (histogramming). A slightly different, more common
definition would be to represent the imaging process by equally spaced “point samples” from the
continuous input signal. The difference between both definitions is small for densely sampled data
but can be notable otherwise. For the tomographic techniques discussed here, the histogramming
description is more adequate.
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axis. The important point to realize is that the voxel size in general does not
describe the spatial resolution of the image data. Using the example of a digital
camera again, the achievable spatial resolution is controlled by the optical system
(i.e., the lens) and the resulting image is then discretized into a finite number of
pixels by the Charge-Coupled Device (CCD) detector chip located in the focal
plane. In a reasonable design, the number of pixels has to be chosen in such a
way that each pixel is significantly smaller than the smallest structure that can
be resolved by the camera. Only if this requirement is not fulfilled, that is, if the
pixel size is larger than the resolving power of the optical system, is the effective
image resolution controlled by the image matrix size (i.e., the number of pixels
along each axis). On the other hand, if the pixel size is decreased well below the
resolution limit, no quality gain will be noticed in the digital image.

Exactly the same holds true for tomographic data; the image voxel size should
be chosen in such a way that the voxels, which, contrary to usual digital pho-
tographies, need not be cubic, are significantly, but not excessively, smaller than
the known spatial resolution limit of the respective tomograph. This is reflected
in the typical figures given earlier. CT data are stored in much finer sampled
digital image volumes than PET data simply because the spatial resolution typ-
ically is better by about a factor of 5. If, on the other hand, one would decide
to store a given PET image volume using the much finer sampling (larger 3D
image matrix) as used in CT this would obviously not result in improved spatial
resolution of the PET data.

This qualitative statement can be made mathematically exact. This is the con-
tent of the Nyquist-Shannon sampling theorem; readers may refer (Nyquist, 1928;
Shannon, 1949), or any good textbook on digital image processing, such as Gon-
zalez and Woods, 2007. A continuous signal can be restored from equally spaced
discrete point samples if the sampling rate (in our context the number of samples
per unit of length) is at least equal to twice the highest frequency occurring in the
Fourier spectrum of the signal. (Signals conforming to the implied assumption
that the Fourier spectrum has a finite upper limiting frequency are called band
limited).

As discussed in more detail in the next section, the image of a point source is
adequately represented by a Gaussian function with a standard deviation σ that
depends on the spatial resolving power of the imaging device. The relationship
between a Gaussian and its Fourier transform is given by

g(x) = e− 1
2

x2

σ 2 ⇒ G(f ) =
√

π

2
e− 1

2σ 2 · f 2

Thus, the Fourier spectrum is not really band limited in this case but at least
it drops off very rapidly at high frequencies. The standard deviation of G(f ) is
1/σ , and going up to twice this frequency already covers about 95% of the area
under the curve. Thus, a crude (rather low) estimate of the effective frequency
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limit is given by

flim ≈ 1

σ

that is, the inverse of the standard deviation of the original Gaussian g(x).
Leaving further mathematical details as well as considerations concerning the

consequences of violating the assumptions (discrete point samples from a band-
limited signal) aside, the sampling theorem implies that a reasonable estimate of
the sampling rate required for approximately restoring the continuous Gaussian
g(x) from discrete samples is two times the above limiting frequency, that is,
2/σ . This means, one would need approximately two samples over a length σ ,
which is about the same as four samples across the Full Width at Half Maximum
(FWHM) of the Gaussian.

This number should not be taken literally, but only as a rough estimate of the
sampling rate that will be necessary if one wants to “reconstruct” the continuous
Gaussian from its discrete samples. Even if one is not interested in actually per-
forming this task, it is obvious that the same sampling rate will suffice to map the
relevant structural details of the continuous signal (otherwise the reconstruction
of the continuous signal would not be possible) and thus to obtain a digital image
whose quality is limited not by the discretization but by the intrinsic resolution
of the imaging device.

The one-dimensional case will serve to illustrate the above a bit more. In
Figure 2.1 an idealized object, indicated in gray, is shown, consisting of several
rectangular structures of different sizes and signal intensities that are superim-
posed on a constant background that is assumed to extend well beyond the plot
boundaries.

The black curve is the image of this object obtained at a given finite intrinsic
spatial resolution of the imaging system. The implications of finite resolution
with regards to quantitative measurements in the tomographic data are discussed
in the next section. Here, we want to concentrate on the effects of final sampling,
that is, of final pixel size. These effects can be appreciated when looking at the
red curves in the figure. From Figure 2.1a–c, the number of pixels is increased
consecutively by a factor of 4. When the pixel size decreases and falls sufficiently
below the intrinsic spatial resolution (which is set to 4 mm in Fig. 2.1), the
measured signal (the red curve) approximates the black curve with increasing
accuracy. In Figure 2.1c the sampling is equal to the given estimate (four samples
across the FWHM of the peaks). As explained earlier, this sampling density is
more or less sufficient to restore the continuous signal (the black curves) from
the discrete samples. At this sampling rate the discretized signal (the red curve)
can itself serve as a reasonable approximation of the object (without the need
to actually use the sampling theorem). Decreasing the pixel size (at the expense
of increasing the total number of pixels) much further would not result in a
better spatial resolution but only in an increase of image size and, thus, computer
memory usage.
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Object ("infinite" resolution)
Continuous signal (intrinsic resolution)
Discretly sampled signal (8 pixels,
     pixel size = 16 mm)

Object ("infinite" resolution)
Continuous signal (intrinsic resolution)
Discretly sampled signal (32 pixels,
     pixel size = 4 mm)

0 20 40 60 80 100 120

0

2

4

6

8

10

Position (mm)

0 20 40 60 80 100 120

Position (mm)

In
te

ns
ity

 (
a.

u)

(c)

0

2

4

6

8

10

In
te

ns
ity

 (
a.

u)

(b)

0 20 40 60 80 100 120

Position (mm)

0

2

4

6

8

10

In
te

ns
ity

 (
a.

u)

(a)

Object ("infinite" resolution)
Continuous signal (intrinsic resolution)
Discretly sampled signal (128 pixels,
     pixel size = 1 mm)

FWHM = 4  mm, structure size = 16, 8, 3, 1, 2, 2, 2, 2  mm (from left to right)

Figure 2.1. Effects of finite sampling on object delineation in the one-dimensional case.
Shown in solid gray is the true object consisting of several rectangular peaks of varying
sizes and signal intensities. The imaging device is assumed to have a spatial resolution of
4 mm FWHM. The black curve then represents the result of the imaging process in the
continuous case. Using finite sampling, the object is actually imaged as shown in red for
three different pixel sizes. When the pixel size approaches or exceeds the intrinsic spatial
resolution, a significant quality loss is observed.
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On the other hand (Fig. 2.1a and b), if the pixel size is larger than the intrinsic
resolution of the imaging device, the effective resolution in the image is limited
by this inadequate pixel size. This results in increasing loss of detail (different
peaks no longer resolved) and discretization artifacts such as apparent shift of
peak position and discontinuous jumps in image intensity. In our example, at the
largest pixel size (Fig. 2.1a) the four separate peaks at the right hand side are no
longer resolved.

In summary, one has to choose a pixel size that is adapted to the given
resolution of the imaging device. As a rule of thumb, the pixel size should
not exceed one half of the effective peak width (i.e., FWHM) in order to keep
discretization errors tolerable, and reducing the pixel size by another factor of 2
(resulting in 4 pixels across the FWHM) is generally a good choice.

2.4 CONSEQUENCES OF LIMITED SPATIAL RESOLUTION

A major figure of merit for any tomographic technique is the achieved spatial res-
olution. Table 2.1 gives some typical numbers for the major approaches discussed
here.

These values are valid for the primary image plane (which usually will be
the transaxial plane). As has been indicated, modern tomographs are able to
provide near-isotropic resolution in all three dimensions, that is, the resolution
along the scanner axis is very nearly identical to that achieved in the transaxial
plane.

Now, what exactly is meant by this kind of number, that is, what does it
mean if spatial resolution is specified as being equal to 1 mm? Only the case of
isotropic (direction independent) resolution will be discussed, but the adaption to
the nonisotropic case should be straightforward.

Generally, spatial resolution is characterized by the Point Spread Function
(PSF).

The PSF is the image of a point source (i.e., an infinitely small source; in
practice this is a source whose linear dimensions are much smaller than the spatial

TABLE 2.1. Typical Spatial Resolution of Different
Tomographic Techniques

Typical Spatial
Technique Resolution (mm)

Clinical CT 1
Clinical MRI 1
Clinical PET 5
Small animal CT 0.03
Small animal MRI 0.06
Small animal PET 1.5



40 EVALUATION OF TOMOGRAPHIC DATA

resolution of the imaging device under consideration). The precise shape of the
PSF depends on the imaging device, but usually a three-dimensional Gaussian

PSF(r) = 1

(
√

2πσ)3
e− 1

2
r2

σ 2

is an adequate description. (This might be seen as a consequence of the central
limit theorem of mathematical statistics: each superposition of sufficiently many
random processes with a probability density function dropping sufficiently rapid
to zero for large deviations from the mean yields a normal distribution. In the
current context, this corresponds to the superposition of the large number of
factors contributing to the spatial resolution of the finally resulting tomographic
image data.) The standard deviation σ of this Gaussian describes the spatial
resolution. Instead of using σ , it is more common to specify the FWHM of
the PSF (simply because this figure is directly accessible in measurements). The
FWHM is the distance of the two points left and right of the center where the
PSF has dropped to 50% of its center (maximum) value. For the Gaussian, the
relation with the standard deviation σ is given by

FWHM = 2
√

2 · ln(2)σ ≈ 2.355 · σ ≈ 1.177 · 2σ

that is, as a rule of thumb the FWHM is about twice the size of σ . The FWHM is
not the strict limit for the minimal distance necessary to differentiate between two
structures within the image. Rather, this figure is an approximate limit near which
differentiation becomes increasingly difficult. This is illustrated in Figure 2.1.
The two rightmost peaks have a distance equal to the FWHM of 4 mm and
are barely discriminated in the measured signal. In the presence of image noise,
differentiation of these two peaks would no longer be possible at all.

Loss of identifiability of adjacent peaks is only one aspect of finite spatial
resolution. Another one is the mutual “cross talk” of neighboring structures.
This phenomenon is usually referred to as the Partial Volume Effect (PVE) with
regards to a loss of signal intensity from the Region of Interest (ROI) and called
spillover when referring to a (undesired) gain of signal intensity from neigh-
boring high intensity structures. The effect can be appreciated in Figure 2.1 in
several respects by comparing the continuous signal with the true object. For
one, all object boundaries exhibit an apparent smooth transit in signal intensity
between target and background (loss of precise definition of the boundaries).
Moreover, closely neighbored peaks acquire a slightly elevated signal intensity
from the mutual cross talk of the signal intensities in comparison to a more dis-
tant peak of the same size (see the group of the four 2-mm peaks at the right hand
side of the figure). At the same time, the target to background contrast is heav-
ily reduced because of signal spillover into the background region between the
peaks.

Another important aspect of limited spatial resolution is the limited recovery
of the correct original signal intensity even for well isolated peaks. In order to
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assess the effect quantitatively, the Recovery Coefficient (RC) is used, which
is defined as the ratio (after background subtraction) of the measured signal
intensity maximum to the true intensity of the respective structure. As shown in
Figure 2.1, the measured peaks only reach the original signal intensity if the size
of the imaged structure is significantly larger than the spatial resolution limit as
described by the FWHM.

Recovery limitation massively limits structure identification simply by decreas-
ing the signal to background ratio and frequently leads to underestimates of
signal intensity. For the smallest structure in Figure 2.1 (with a structure width
of 1 mm, that is, 1/4 of the FWHM), the RC is less than 25% of the true signal
intensity.

Limited recovery is an even more serious problem in the two- and three-
dimensional case in comparison to the one-dimensional example of Figure 2.1.
Figure 2.2 shows RC for homogeneous objects of three simple shapes for varying
object size. By “slab” we designate an object whose spatial extent in two of its
dimensions is much larger than the spatial resolution of the tomograph. The spa-
tial extent in these dimensions can then be considered as “infinite” and does have
no influence on the imaging process of cross sections through the slab. There-
fore, the slab curve corresponds to the one-dimensional situation already shown
in Figure 2.1. As a practical example, imaging of the myocardial wall corresponds
approximately to this case, since the curvature of the myocardium is small com-
pared to the spatial resolution (as well as compared to the wall thickness) and
can therefore be neglected when estimating the recovery effects. Similarly, a (cir-
cular) “rod” is an object whose extent along one dimension can be considered as
infinite and does not influence the cross-sectional imaging. This is thus the analog
of simple two-dimensional imaging. As a practical example, consider imaging of
the aorta or some other vessel. The third shape (sphere) approximates the imag-
ing of localized structures whose extent in all three dimensions is comparable
(as might be the case, e.g., for metastases of a tumor disease).

For these simple object shapes (or any combination of them in order to describe
more complex structures), simulation of the imaging process is rather straightfor-
ward (analytic convolution of the object with the PSF of the imaging device) and
yields formulas that describe the spatial variation of the measured signal for any
given spatial resolution (e.g., the continuous signal curve in Fig. 2.1 has been
determined in this way).

The resulting formulas especially provide the intensity value at the center of
the imaged structure. By dividing these values through the true intensity (i.e., by
normalizing to unit intensity) one obtains the RC s as defined by the following
expressions:

RCslab = erf(Z)

RCrod = 1 − e−Z2

RCsphere = erf(Z) − 2√
π

Z e−Z2
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Figure 2.2. Recovery curves for three simple object shapes. The object diameter is spec-
ified in multiples of the FWHM of the PSF. If the object diameter drops below about two
times the FWHM, recovery is rapidly decreasing, especially for rods and spheres.

where

erf (Z) = 2√
π

Z∫
0

e−x2
dx

is the so-called error function and

Z = 1√
2

R

σ
= 2

√
ln(2)

D

FWHM
≈ 1.67

D

FWHM
.

For a more detailed discussion of recovery-related effects see (Kessler et al.,
1984) (note that these authors use a different, and unusual, definition of the error
function that might be a potential source of error when applying their formulas).

The RCs are not dependent on the absolute object size, but rather on the size
of the object relative to the spatial resolution of the imaging device. Reducing at
the same time object size and the width of the PSF by the same factor leaves the
recovery unaltered. The curves in Figure 2.2 show the (peak) RCs as explained
earlier, that is, the ratio of the measured peak intensity (in the center of the
object) to the true intensity (which is assumed to be constant across the object).
The recovery values approach a value of one only for object diameters of about
three times the FWHM. For smaller objects, recovery decreases, most rapidly in
the 3D case. The differences between the curves become very large for objects
smaller than the FWHM. Already at a diameter of one-half of the FWHM, the
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peak recovery for a sphere is below 5% and about a factor of 10 smaller than for
a slab of the same diameter. In the presence of finite image noise and background,
such a small sphere will most probably not even be detectable, let alone assessable
in any quantitative fashion.

These cumulative adverse consequences of limited spatial resolution and image
noise are demonstrated in Figure 2.3, which uses the same sampling as in
Figure 2.1c and superimposes noise on the measured signal.

As can be seen by comparison with Figure 2.1c, objects near the resolu-
tion limit can no longer be correctly identified even at rather low noise levels.
Both discrimination of adjacent peaks as well as identification of isolated small
structures are compromised.

Up to now the consequences of limited spatial resolution with regard to mea-
sured signal intensity and detectability have been discussed.

Another point of interest is how accurately object boundaries can be local-
ized. Since all sharp edges present in the image are smeared out by the finite
resolution, one has to decide where on the slope the true boundary is located.
For arbitrary shapes, this question cannot easily be answered since this would
require a reversal of the imaging process (deconvolution), which can at best be
carried out approximately. It is useful, nevertheless, to investigate the situation
encountered with the simple object shapes discussed earlier.

It turns out that for the one-dimensional case (“slab”), the object boundaries
are usually located at a threshold of 50% of the peak intensity (after subtraction
of potential background) except for very thin slabs near or below the resolution
limit. Here the correct threshold becomes extremely size dependent and a reliable
determination of object size is no longer possible.

In the two- and three-dimensional cases, it turns out that the threshold is
generally size dependent and the threshold approaches the value of 50% only
very slowly with increasing object size. This is illustrated in Figure 2.4 for the
case of spheres.

Figure 2.5 shows the resulting dependence of the “edge detecting” threshold
for our three simple geometries as a function of object size. The object size
dependence persists (for rods and spheres) well beyond the range where recovery
limitations play a role. In contrast, the increase of the threshold at very small
object sizes is simply a consequence of the rapidly decreasing RC in this range.

The situation described earlier imposes certain restrictions on the ability to
delineate object boundaries in the image data correctly. If one resorts to interac-
tive visual delineation of the object boundary in the image data, the uncertainties
can be of the order of the FWHM, or even more, since the visual impression is
very sensitive to details of the chosen color table and thresholding of the display.
Depending on the relative size D/FWHM of the target structure and the question
to be answered, this uncertainty might be irrelevant in one case and intolerable
in the other. For example, for PET-based radiotherapy planning, unambiguous
and accurate definition of boundaries is of paramount importance even for larger
target structures.
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Figure 2.3. Influence of image noise and finite spatial resolution (using the same con-
figuration as in Fig. 2.1). For a given signal level, image noise most seriously affects
structures near the resolution limit.
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Figure 2.4. Profile through the center of a sphere for three different sphere diameters.
The solid horizontal line represents the threshold intersecting the profiles at the true object
boundary. The threshold generally is size dependent and usually smaller than 50% except
for very small sphere diameters.
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Figure 2.5. Object size dependence of the threshold intersecting the object boundary for
three simple object shapes. The threshold is specified as a percentage of the measured
(background corrected) signal maximum in the center of the object.

It is therefore necessary to use algorithmic approaches that are able to account
for effects such as those discussed above. Moreover, the presented results are
valid in this form only under idealized circumstances (with respect to object
shape, assumption of noise-free data, and Gaussian PSF and the assumption of
an otherwise perfect imaging process). The lesson is that, for any given tomo-
graph, it is necessary to investigate via phantom studies the exact behavior of the
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respective device under realistic circumstances and to use this information to opti-
mize algorithmic approaches, which are able to perform the desired quantitatively
correct object delineation.

2.5 TOMOGRAPHIC DATA EVALUATION: TASKS

2.5.1 Software Tools

Evaluation of tomographic data has two aspects: qualitative visual assessment of
the images and extraction of quantitative data.

Any commercial tomograph will come together with a set of (possibly insuf-
ficient) evaluation tools. These will at least encompass 2D visualization facilities
and functionality for defining two-dimensional ROIs. ROIs are finite size regions
in the images for which the user desires to get quantitative measures (e.g., diam-
eter, area, mean/minimum/maximum signal intensity). For ROI definition, the
user can select between different options, including prescribed shapes (rectangles,
circles, ellipses), irregular polygons, and threshold-based approaches.

Once the ROI is defined, the numerical data for the ROI are computed and
usually saved to a text file for further processing.

If one looks at the visualization and data evaluation software accompanying
the tomographs, usually some problems become apparent:

1. The standard software is often rather basic and does not always address
the special needs of experimental work.

2. Quality differences between products of different vendors are frequently
more severe in the software area than concerning the hardware.

3. Costs for additional vendor-provided visualization/evaluation workstations
are far from negligible and can, in a multiuser setting, constitute a sizable
fraction of the overall installation costs.

4. Customizability/extensibility of the software is usually restricted or not
possible.

From these observations it follows that restricting oneself to the possibilities
provided by the standard software tools coming with the tomograph is not rea-
sonable. Instead, one should define the evaluation tasks and then look for the
best tools available or, if this is an option, develop (part of) the necessary tools
in-house.

Medical imaging is a highly technical field that requires dedicated tools. One
consequence of this is that commercially provided tools are usually quite expen-
sive. Nevertheless, prices for products providing similar functionality can vary
extensively. It is always a good idea to check the availability of third-party prod-
ucts that sometimes are reasonable (or superior) alternatives to vendor-provided
additional data evaluation workstations or “extension packages.”

Last, one should check out the tools that are provided as open Source or are
otherwise are freely available in the public domain. As is true for other areas
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as well, there is a substantial amount of high quality software to be found here,
which might suit the user’s needs.

It would not make sense to give a comprehensive overview of the existing
commercial and open source tools; such an overview would be outdated very
rapidly, but two freely available and very valuable multipurpose tools should
be mentioned: octave and R. Both can be used as interactive data exploration
and visualization environments and include high level programming languages
and numerical libraries, allowing the automation of complex data evaluation
tasks without the need for low level programming in compiled languages (Eaton,
2011; R, 2011). A number of data processing tasks that are frequently relevant
irrespective of which tomographic technique is used are discussed next.

2.5.2 Data Access

If one concludes that the available (or affordable) vendor-provided software tools
are insufficient, the only remedy is to look for third-party software or implement
the missing functionality in-house.

A necessary requirement is that the tomographic data are available in an acces-
sible file format. A couple of years ago a multitude of proprietary file formats
was still in use. Proprietary formats always pose the problem that interfacing the
image data has to be solved for each vendor/modality separately.

The problem persists to a certain extent for the experimental devices used
in small-animal imaging, but at least for the tomographic techniques that have
found their way into clinical application one can safely expect that they provide
the image data in a form compliant with the DICOM standard (DICOM Standards
Committee, 2011).

Principally, adhering to a standard format is a good thing. With respect to
DICOM, however, the standard is complex and allows for many vendor-specific
entries (private tags) in the metadata part of the files. Interoperability between
different vendors cannot always be taken for granted.

If one plans to process the images with third-party software or own tools,
access to DICOM files is a must. Luckily, some noncommercial solutions exist,
for instance, the DCMTK DICOM toolkit (OFFIS e.V., 2011), which provides a
C library on top of which one’s own applications can be built.

2.5.3 Image Processing

Once the access to the tomographic data is solved, the next requirement is to
be able to perform standard image processing operations on the data. For slice-
oriented (two-dimensional) processing of the tomographic data, one can resort to
many different general purpose tools, but if the same tasks are to be performed
on 3D image volumes, it is necessary to resort to programs specially designed
for this. Generally, it is desirable to save the processed image data finally in the
original source file format in order to make use of the available viewing software.

There are a number of recurring image processing tasks that one will encounter
during evaluation of tomographic images.



48 EVALUATION OF TOMOGRAPHIC DATA

2.5.3.1 Slice Averaging. This is the easiest way of achieving reduction of image
noise and might especially be desirable if one deals with dynamic data where
the statistical quality of each image volume is usually reduced because of shorter
acquisition times. Averaging (or simply summing) slice ranges is nothing more
than increasing the effective slice thickness of the tomographic images.

2.5.3.2 Image Smoothing. Image smoothing is one of the important tasks for
which efficient tools should be available. The degree of smoothing defines the
effective spatial resolution of the final images. For many tomographic methods
it is not always wise to require that the full spatial resolution of the tomograph
is used. Doing so necessarily increases the noise component in the images. If it
turns out that the noise becomes so large that it masks relevant signals, using
adequate smoothing is usually the only sensible strategy. From a formal point of
view, smoothing is a special kind of filtering the data (namely low pass filtering).
The mathematical framework for this is digital signal processing. There are a
multitude of possible filter shapes possessing different properties. Depending on
the precise characteristics of the input data, one can optimize the filter shape with
respect to some desirable criteria. From a more pragmatic point of view, most
filters that progressively suppress high frequency components (going sufficiently
rapid to zero at high frequencies) perform well.

With respect to smoothing of 3D tomographic data, one should always use
3D filtering and avoid a slice-by-slice approach. It is thus possible to achieve a
much better noise reduction for any given spatial resolution.

Smoothing can be described as operating in the frequency domain (the Fourier
transform of the original data). This offers theoretical advantages and can be
computationally more efficient for certain types of filters (e.g., bandpath filters).
But usually it is more intuitive to describe smoothing as a weighted moving
average operating directly on the discrete image data. The filter is defined by
the filter kernel, which is the discretized equivalent of the intrinsic PSF of the
imaging device; the filter kernel can be interpreted as the result one obtains
when smoothing an image containing a single nonzero pixel. A two-dimensional
example is given in Figure 2.6.

The smoothing process is achieved by centering the filter kernel in turn on
each image pixel, computing the average of the covered pixels weighted with
the corresponding values of the filter kernel and assigning the resulting value
to the current center pixel. A reasonable smoothing filter should be symmetric
around its center and include weights that decrease monotonically toward the
filter edges.

Formally, one can view smoothing (or arbitrary filtering) as modifying the
intrinsic PSF of the imaging device. In the case of smoothing, the PSF will
become broader, that is, the spatial resolution decreases. In the 3D case, the
filter kernel becomes a cube instead of a square, but the averaging process is
the same. If the procedure described earlier is implemented literally, the com-
putation time increases with the third power of the filter width. If filtering a
given image volume with a kernel size of 3 × 3 × 3 would take 2 s, increasing
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Figure 2.6. Example of image smoothing by using a two-dimensional moving average.
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the kernel size to 9 × 9 × 9 pixels would increase computation time by a factor
of 27, that is, to about 1 min, making the approach unsuitable for large kernel
sizes. One solution to the problem is to note that many filters, such as the one
used in Figure 2.6, can be constructed from one-dimensional filters (in the above
example from the single one-dimensional filter (1 2 1)) by multiplying the com-
ponents of the one-dimensional filters that correspond to the coordinates in the
multidimensional filters. For such separable filters it is much more efficient to
perform three successive one-dimensional filterings along the three coordinates
of the image volume. This yields exactly the same result as direct 3D filtering.
The gain is especially dramatic for larger kernel sizes, since the computation
time only increases linearly with the filter kernel size with this approach.

Reasonable 3D smoothing of the tomographic data can substantially improve
the visual quality of the data; as discussed already, the data should be acquired
with a pixel size that is smaller than the FWHM of the PSF of the tomo-
graph. In this case, sizable intensity fluctuations between neighboring pixels
will not correspond to actual signal variations in the imaged object, but will
rather represent pure noise, that is, statistical fluctuations (Fig. 2.3). Filtering
such data with a smoothing filter whose own effective FWHM is of the same
order of magnitude than the intrinsic spatial resolution will deteriorate the final
spatial resolution only to a limited extent but will reduce the noise amplitude
massively.

Generally, the user should be aware that there always is a trade-off between
maintaining maximal image resolution and minimizing noise. (This also holds
true for the diametrical approach, namely trying to increase image resolution by
deconvolving the PSF “out of” the measured data).

As an example, Figure 2.7 shows three orthogonal intersecting slices from a
PET investigation of the human brain with the glucose analogue [18F]-2-fluoro-
2-deoxy-D-glucose (FDG). The leftmost column shows the original data. The
degree of three-dimensional smoothing increases through the columns from left
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Figure 2.7. Effect of three-dimensional image smoothing on spatial resolution and noise
level. Three orthogonal slices through the image volume from a PET investigation of the
human brain with the glucose analogue FDG are shown (top row, transaxial; middle row,
coronal; bottom row, sagittal). The leftmost column (A) shows the original image data that
exhibit notable image noise. Columns B–D show the same slices after three-dimensional
smoothing of the image volume with a cubic binomial filter kernel of width N = 3, 5, 7
pixels, respectively.

to right. In the second column, the smoothing leads to a significant noise reduction
while leaving the spatial resolution essentially unaltered. Only in the third and
fourth columns a loss of resolution becomes obvious.

A cubic binomial filter kernel of width N = 3, 5, 7 was used in this example.
The filter weights are defined by products of binomial coefficients‡

wijk = wi · wj · wk =
(

N − 1
i − 1

)
·
(

N − 1
j − 1

)
·
(

N − 1
k − 1

)

where

(
N − 1
k − 1

)
≡ (N − 1)!

(k − 1)!(N − k)!
, k = 1, . . . , N

For example, for N = 5, one gets w = (1, 4, 6, 4, 1). This type of filter is
similar in effect to Gaussian shaped filters and offers the advantage that the
kernel width alone defines the filter characteristic (for a Gaussian filter, the filter
width should be matched to the standard deviation in order to yield sensible
results).

‡To simplify the formulas, we omit the necessary normalization to a value of one for the sum over
all weights in the 3D filter kernel. Of course, this normalization should actually be included.
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In Figure 2.7, the spatial resolution corresponds to a FWHM of 3–4 pix-
els (in accord with our previous considerations concerning adequate sampling).
Therefore, the 3 × 3 × 3−point binomial smoothing used in column B affects the
resolution only marginally, but reduces the image noise notably. Increasing the
filter kernel size does cause a slight reduction of the image resolution but might
still be found acceptable, depending on circumstances.

2.5.3.3 Coregistration and Resampling. Another frequently necessary operation
is resampling of the image data, that is, modification of the voxel size. If one
wants to maintain the originally covered image volume, this implies change of
the 3D image matrix size as well. The need for this transformation regularly
occurs if tomographic data from different modalities are to be compared side by
side in a parallel display.

In order to evaluate spatially corresponding areas easily and reliably, it is nec-
essary to ensure first that both data sets are displayed with respect to a common
frame of reference. In principle, it would suffice to know the spatial transforma-
tion that connects the two native reference frames of both data sets (at least a
coupled 3D rotation/translation is required). If this transformation is known, a dis-
play program could theoretically handle the parallel display (taking additionally
into account the differing pixel sizes).

Practically, such an approach is not suitable for reasons of additional compli-
cations in data management as well as recurring computational overhead during
visualization. Therefore, the usual procedure consists in transforming both data
sets to a common voxel and image matrix size (resampling) and spatially trans-
forming one of the image volumes to match the other (coregistration).

Coregistration is a well-investigated field, and there are several methods avail-
able. Automatic algorithms use variants of multidimensional optimization strate-
gies to minimize some goodness of fit criterion, for example, the correlation
coefficient between the intensities of corresponding pixels from both image vol-
umes. The algorithms usually perform best for coregistration of image data from
the same modality. Difficulties increase if there is a need for plastic transforma-
tions, as is generally the case for intersubject coregistration but possible also for
intrasubject coregistration, for example, in the thorax.

Both operations (resampling and coregistration) imply interpolation within the
image data. For reasons of increased numerical accuracy, it is therefore advanta-
geous to combine both steps and to reduce the number of interpolations to one.

Interpolation becomes necessary because the image data are known only for
the given discrete voxels. A reduction of the voxel size and/or spatial transfor-
mation of the imaged object then always requires to determine new values “in
between” the given data. For practical matters, it usually suffices to use trilinear
interpolation in the given data instead of using the full mathematical apparatus of
the sampling theorem. A nearest neighbor approach, on the other hand, is usually
inadequate.
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Figure 2.8. Sum projections along different directions. Shown are projections in angular
steps of 45◦, starting with a frontal view in projection 1. These data are part of the
complete set of projection data from which the 3D tomographic volume is reconstructed.

2.5.4 Visualization

Tomographic data sets comprise large amounts of information. A single image
volume can easily consist of several hundreds of slices. Therefore, efficient visu-
alization tools are needed to analyze such data.

One useful technique is to navigate interactively through the image volumes
with orthogonal viewers that allow the user to view simultaneously three orthogo-
nal intersecting slices and to choose the slice positions interactively. Such viewers
do exist as stand-alone applications or are integrated in dedicated data evaluation
environments that offer additional functionality.

2.5.4.1 Maximum Intensity Projection (MIP). The large number of tomo-
graphic images in a typical investigation makes it desirable to utilize efficient
visualization techniques to augment (or sometimes even replace) the tedious
slice-by-slice inspection of the primary tomographic data.

Initially, most tomographic techniques measure projection data. Each mea-
sured tomographic projection corresponds to a summation through the imaged
volume along the given projection direction. The complete set of projections
along sufficiently many directions is the basis for the tomographic image recon-
struction, that is, the projection set already contains the complete information
concerning the interior structure of the imaged object. Each single projection, on
the other hand, contains only a small fraction of this information. The cumulative
contribution from overlapping structures along the projection direction especially
complicates identification (let alone localization) of smaller structures. This is
illustrated in Figure 2.8, which shows projections along selected directions (in
steps of 45◦).

The visual quality is low. Only prominent structures such as the heart, the
bladder, or the liver are identifiable. After image reconstruction (based on the
complete set of all projections, not only the few shown in the figure), a detailed
assessment of interior structures is possible, as demonstrated in Figure 2.9, where
coronal slices from the resulting tomographic image volume are shown.
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Figure 2.9. Selected coronal slices through the reconstructed tomographic image volume
resulting from the complete set of projection data underlying Figure 2.8.

A comparison of the last two figures clearly demonstrates that the sum projec-
tions are usually not useful to get an alternative visualization of the tomographic
data.

The idea of the Maximum Intensity Projection (MIP) consists in calculating
projections through the tomographic image volume, but contrary to the initially
measured sum projection data, one now looks for the maximum intensity pixel
along each projection ray and uses its value in the projection image.

MIP is a very helpful method to get a quick overview of high signal intensity
structures within an image volume. The approach works best for image data with
high image contrast between target structures and the surrounding tissue.

In comparison to more sophisticated volume rendering algorithms, MIPs
require only moderate computation time and might even be usable interactively
in real-time if OpenGL support is available.

Usually the projection is performed within the transaxial image plane. Then,
for each projection direction (from different angles around the edge of the transax-
ial slice), each transaxial slice contributes one row to the maximum projection
image. Figure 2.10 illustrates this schematically.

Each resulting maximum projection is completely overlap-free. The single
pixel of maximum intensity (along the given projection direction) determines
the intensity value in the projection image. However, each projection does not
contain any depth information, since the maximum projection will look the same
whether the maximum pixel in the tomographic data set was “at the front” or “at
the back” of the data set. But if the maximum projection is repeated along mul-
tiple viewing directions, any high intensity structure in the image volume will be
visible in many or all of the projections and the spatial location can be assessed.
MIPs are especially suitable for generation of animations for which maximum
projections are acquired at tightly spaced angles and then displayed as a cyclic
movie, yielding the impression of a rotating semitransparent object, providing a
view of the high intensity structures from different angles. However, this type
of visualization is no substitute for a thorough assessment of the tomographic
data themselves; MIPs will, for any given projection angle, display the maxi-
mum intensities along each projection ray, that is, hide everything else. If some
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Figure 2.10. Illustration of MIP. Along all projection rays through the tomographic image,
the maxima that generate one row in the projection plane are determined. Repeating this
procedure for the whole stack of transaxial tomographic images generates the maximum
intensity image corresponding to this projection angle.
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Figure 2.11. Example of volume rendering with maximum intensity projections (MIPs).
Shown are projections in angular steps of 45◦, starting with a frontal view in projection 1.

structure is lying inside a high intensity “shell,” it will be completely invisible
in a maximum projection. A central necrosis within a tumor, for instance, is not
detectable at all in a MIP of a FDG-PET investigation, since the necrosis exhibits
a much lower FDG uptake than the tumor rim, which “masks” the interior in the
MIPs (in Fig. 2.11, this masking occurs for the cavity of the heart).

2.5.4.2 Volume Rendering and Segmentation. The maximum projection method
is a simple and very useful visualization method in all situations where one is
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Figure 2.12. Example of the combination of different 3D visualization techniques. Two
tomographic data sets (CT and PET) of a human heart are shown. The CT data are
displayed in gray via selected tomographic slices as well as maximum projections onto
three orthogonal planes. In addition, the blood vessel geometry as derived by segmentation
of the CT data is shown in red. The PET data are displayed semitransparently by volume
rendering in green together with the segmented myocardial wall. The color used for the
PET data display represents variations in myocardial blood flow that can be compared
with the CT-derived information concerning blood vessel integrity. Courtesy of Prof. W.
Burchert, Department of Radiology, Nuclear Medicine and Molecular Imaging, Heart and
Diabetes Center, NRW, Germany.

interested in well-defined (localized, high intensity) structures. The MIPs algo-
rithm can be seen as the simplest example of a class of visualization techniques
called volume rendering techniques.

Volume rendering is closely related to the problem of partitioning the image
volume into different subvolumes (called segmentation) whose surfaces can
then be displayed in different ways. One example of this is demonstrated in
Figure 2.12.

This example shows CT and PET data of a human heart and combines several
techniques of visualizing the data: tomographic slices, maximum projections,
semitransparent volume rendering, and segmentation. This example combines
the detailed anatomical structure of the coronary arteries (derived from the CT
data set) with the metabolic information present in the PET data.
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2.5.5 Dynamic Tomographic Data

If one acquires a whole series of time “frames” (image volumes) in order to
investigate dynamic processes, one ends up with a fourth data dimension (besides
the three spatial coordinates), identifying a single voxel in a single time frame.
Such measurements are sometimes called 4D data sets (as in “4D CT”), but we
prefer calling them simply dynamic data.

A related possibility is the acquisition of gated data sets that use a stroboscopic
method to visualize the cyclic motion of the heart and the lung: external triggers
(ECG or a breathing trigger) are used to monitor and subdivide the motion cycle
into several “gates,” which are mapped into separate image volumes. Each volume
takes up a certain phase of the cyclic motion averaged over the duration of the
data acquisition. One benefit of gating is the ability to correct for motion artifacts
related to cyclic organ movement during the breathing cycle.

Dynamic measurements open up several possibilities not offered by static
measurements since they allow the monitoring of in vivo physiological transport
and metabolic processes. It is then possible to derive quantitative information
for parameters such as blood flow, oxygen consumption, and blood volume for
one or several ROIs or even each individual pixel within the tomographic image
volume.

This ability to noninvasively quantify regional blood flow and metabolism is
one of the strengths of the PET method. Apart from the possibility of using the
biologically relevant molecules as tracers by labeling them with a suitable isotope,
PET is superior to other tomographic methods because of the very good quantita-
tive nature of the measurement process, which yields the regional tracer concen-
trations in absolute numbers, and its strict adherence to the tracer principle (intro-
ducing negligible amounts of the substance into the organism), which ensures that
the measurement does not influence the investigated biological process.

Consequently, the kinetics of PET tracers can be treated as strictly linear,
which allows the straightforward use of compartment modeling for the derivation
of relevant parameters.

In principle, mathematical techniques similar to those used in PET can also
be used to analyze contrast agent kinetics in CT or MRI. On closer inspection,
however, the data evaluation is complicated by several factors. One of these
factors concerns deviation from linearity because of the use of sizable amounts
of contrast agent. This leads to deviations from linear kinetics (doubling the
administered amount no longer doubles the response) as well as pharmacological
effects that influence the outcome. For instance, one CT-based technique for
the assessment of cerebral blood flow is based on administering stable xenon
in sizable amounts that diffuse easily into brain tissue. The blood-flow-driven
washout of xenon is then used to derive quantitative values for the local cerebral
blood flow, in much the same mathematical way as when using PET with a freely
diffusible tracer (such as 15O-labeled water). But since xenon is an anesthetic and
has to be administered in sizable amounts, this leads to pharmacological effects
(drowsiness). It cannot be taken for granted that cerebral blood flow is unaffected
by this circumstance.
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More recently, perfusion CT, which analyzes the single pass kinetics
of common intravasal contrast agents using very high time resolution, has
become a very active field. The potential of this technique is obvious, but
there remain open questions with regard to systematic accuracy and validity
of the mathematical techniques applied (Ng et al., 2006; Stewart et al., 2006;
St Lawrence et al., 1998; van den Hoff, 2007a; van den Hoff, 2007b).

2.5.5.1 Parametric Imaging. If quantitation of dynamic data is performed on a
per-pixel basis, the results define a new tomographic image volume where the
pixel values no longer represent the primary signal (e.g., tracer concentration,
Hounsfield units) but yield directly the relevant biological information. This can
be evaluated visually or quantitatively via suitable ROIs.

Such parametric images are a valuable way of maximizing the information
accessible to the user. Since the parameters displayed in the images have a
direct biological interpretation (blood flow, glucose consumption, etc.), the visible
image contrast is directly interpretable in terms of these parameters. Usually
this is not the case when looking at the underlying dynamic data itself. Only
under favorable circumstances is it possible to select time frames from the series
around a certain time point in such a way that the image content is approximately
proportional to the actual quantity of interest.

2.5.5.2 Compartment Modeling of Tomographic Data. Only a basic account of
this technique is given, and the reader is otherwise referred to the literature, for
example, Carson, 2003; Lassen and Perl, 1979; van den Hoff, 2005; Willemsen
et al., 2002.

Compartment models describe the kinetics of tracers or contrast agents as
bidirectional transport between several “well-stirred” pools, that is, spaces that
do not exhibit any internal concentration gradients. This description seems a priori
inadequate. For instance, the bolus passage of a tracer (or contrast agent) through
the so-called Krogh cylinder is shown in Figure 2.13, as derived from a detailed
mathematical convection/diffusion simulation. The “compartment assumption”
of homogeneous distribution is fulfilled neither for the capillary nor for the sur-
rounding tissue.

Nevertheless, compartment models are frequently able to describe the mea-
sured data well and rarely lead to sizable bias in the derived parameters. Only
at time scales shorter than the capillary transit time (requiring a corresponding
time resolution of the experimental data), the compartment model description is
no longer suitable.

For dynamic tomographic data, however, compartment models are usually ade-
quate. Figure 2.14 shows the first step of translating the situation in Figure 2.13
to a workable compartment model.

In this model, the longitudinal concentration gradients are accounted for by
subdividing the capillary and surrounding tissue into sufficiently short sections
for which all internal gradients are negligible. In mathematical terms, going from
Figure 2.13 to Figure 2.14 is equivalent to replacing a partial differential equation
with a system of ordinary differential equations that is much easier to solve.
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Figure 2.13. Numerical simulation of the capillary transit of a very short bolus of a
permeable contrast agent or tracer through the Krogh cylinder. A longitudinal cross section
through the capillary and surrounding tissue is shown. The capillary wall is indicated by
the pair of white lines; the color indicates the concentration (blue, low; red, high) of
the injected substance. The tracer is entering from the left at t = 0.Imax is the maximum
concentration (specified as a fraction of the initial bolus amplitude at t = 0) in the system
at the given time point t = 1.3 s.
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Figure 2.14. Linear chains of compartments describe the longitudinal concentration vari-
ations visible in Figure 2.13, where f specifies the perfusion, that is, the blood flow
in units of (ml blood/min)/(ml tissue), c is tracer concentration, and k are rate constants
(units min−1). Referring, as usual in compartment modeling, all concentrations to the com-
mon total volume of the system have consequences for the interpretation of the model
parameters (e.g., the apparent asymmetry of k vs k and f vs k).

Depending on the nature of the investigated system and/or the actual time
resolution of the experimental data, this model configuration might be simplified
further. In this example, at the usual time resolution of dynamic tomographic data,
it is usually not possible to resolve details of the bolus passage. In Figure 2.15,
all concentration gradients inside the capillary and the tissue are ignored (the
behavior of the system can be described sufficiently using the average concen-
trations in these spaces, which is a weaker assumption, as it only assumes that
potential concentration gradients are stationary). This configuration represents a
two-compartment model, modeling the capillary space as one of the compart-
ments. Such a description might be adequate when modeling the transit of a
CT-contrast agent bolus imaged with high time resolution.
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Figure 2.15. After the end of the capillary transit, the chain shown in Figure 2.14 can be
collapsed into a single segment, which suffices to describe the “visible” tracer kinetics.
For finite bolus duration (longer than the capillary transit time), this approach might also
be adequate to describe the capillary transit itself.
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Figure 2.16. A further simplification, regularly applicable in PET (and generally for a
time resolution not better than about 1 s), assumes that the time course of tracer concen-
tration in the capillary blood space is identical to that in the arterial blood vessels.

It is possible to simplify the description even further, as depicted in
Figure 2.16. This configuration represents a one-compartment model, assuming
that the capillary promptly follows every concentration change in the arterial
input. This description is adequate for description of diffusible (reversibly
transported) tracers in PET.

The differences between the configurations in Figures 2.15 and 2.16 can be
subtle, as demonstrated in Figure 2.17.

Both models fit the data well. Thus, selection of the correct model, which influ-
ences interpretation of the derived model parameters, must be done beforehand
using available a priori information.

The above example is a special simple case. If the tracer kinetics is more com-
plicated (e.g., if the tracer is trapped in the tissue or undergoes further metabolic
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Figure 2.17. Simulated capillary passage of an idealized short bolus (red triangles) for
a semipermeable contrast agent or tracer (time scale given in seconds). (a) The model
from Figure 2.15 is used to generate a noisy artificial response curve (black circles) to
which the model is fitted, yielding the decomposition in contributions from the capillary
and from the tissue compartment. (b) The model from Figure 2.16 is used to fit the same
artificial response curve. The capillary contribution is not modeled separately. Even in
this idealized case, the data do not allow decision between the models.
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steps), the compartment model has to account for this by adding further tissue
compartments. In any case, the resulting model describes the measured data using
standard optimization techniques to derive the model parameter values that yield
the best fit of the model to the data. Performing this analysis on a per-pixel basis
enables the generation of parametric images as explained in Section 2.5.5.1.

2.6 SUMMARY

Evaluation of tomographic data combines techniques from digital signal pro-
cessing, image processing, multidimensional data visualization, and numerical
mathematical methods related to modeling and fitting the experimental data. It
also includes the tomographic image reconstruction itself.

Depending on the tomographic technique and the special question investigated,
emphasis might lie on qualitative evaluation and, thus, on image processing and
visualization or on derivation of quantitative measures by developing adequate
models and utilizing them for data description.

Generally, all aspects play an equally important role. Adequate integration of
all steps in the data evaluation ensures that the wealth of detailed information
present in tomographic data is used in an optimal way.
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X-RAY IMAGING
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Germany

3.1 BASICS

3.1.1 History

Wilhelm Conrad Röntgen was born in Lennep (nowadays a part of Rem-
scheid/Germany) in 1845 and grew up in Apeldoorn (Holland). From 1865
to 1868 he studied mechanical engineering in Zürich, and in 1870 moved to
Würzburg. After employment in Straßburg, Hohenheim, and Gießen, he was
offered a professorship in Würzburg in 1888, and in 1893 he was elected as
the rector of the University of Würzburg. His primary experiments were with
cathode rays, which he had studied since 1894. On November 8, 1895, late in
the evening, he happened to notice that a barium-platine-cyanuere coated screen
fluoresced each time he switched on the cathode ray tube (a Hittorf-Crooke tube).
This fortunate observation allowed him to reach the conclusion that the radiation
responsible for the fluorescence must be able to penetrate opaque materials.
About six weeks later, on December 22, he took the famous X-ray of his wife
Bertha’s hand (Leicht, 1994; Schedel, 1995). Röntgen termed this “unknown
radiation” he had discovered “X-Strahlen” (X-rays). Although this terminology
was kept unchanged by the English-speaking world, the radiation is called
“Röntgenstrahlen” in German and “pентгеновское излучение” (rentgenovskoe
izlučenie) in Russian, to honor its discoverer.

Biomedical Imaging: Principles and Applications, First Edition. Edited by Reiner Salzer.
© 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.
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3.1.2 Basic Physics

X-rays are part of the electromagnetic spectrum. By definition, X-rays are photon
radiation generated either by the rapid acceleration (or deceleration) of charged
particles (“Bremsstrahlung,” from the German bremsen = to brake and Stra-
hlung = radiation) or as a result of high energy transitions between the electron
shells of atoms or molecules.

For diagnostic applications, X-rays usually are produced in X-ray tubes, in
which electrons, accelerated to a certain kinetic energy using a high voltage, are
shot onto a metallic target. They are decelerated mainly by the Coulomb inter-
action with the electron shell of the target material, and the difference in kinetic
energy is emitted as electromagnetic radiation (bremsstrahlung). The intensity of
bremsstrahlung is continuously distributed with a linear decrease down to the
initial kinetic energy of the electrons. If the kinetic energy is sufficient to strip
an electron from the inner shell of the target, an electron from the target’s outer
energy level may transition to this unoccupied energy level. The energy differ-
ence between the initial and final energy levels of the transitioning electron is
emitted from the target’s electron shell in the form of a photon. This emitted
photon will have an energy characteristic of the electron shell of the target mate-
rial. The contribution of this process to the energy distribution obtained from an
X-ray tube (Fig. 3.1) is called the “characteristic spectrum.”

When X-rays interact with matter, one part of the rays will simply penetrate
it (transmission); another part will be deflected from their original direction,
which can be accompanied by a change in their energy (scattering); and a third
portion will be blocked by the matter and “become stuck” (absorption). In the
range of photon energies that is relevant for imaging applications, the underlying
processes are photoelectric effect, coherent (Rayleigh) scattering, and incoherent
(Compton) scattering. All three processes contribute to the attenuation within
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Figure 3.1. Schematic representation of a spectrum of an X-ray tube with tungsten anode
operated at a high voltage of 150 kV (according to Morneburg, 1995).
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an X-ray penetrating material. Their probabilities (which can be described
with the cross sections σPE, σcoherent, and σCompton, respectively) increase
with the atomic number and decrease with the photon energy, as shown in
Eq. (3.1)–(3.3).

In the photoelectric effect, the energy of one X-ray photon is completely
transferred to an electron within the shell of an atom in the absorbing material. If
the energy of the X-ray photon exceeds the binding energy of the electron in the
absorbing material, the latter leaves the atom with a kinetic energy equal to the
difference between the energy of the photon and the electron’s binding energy.
The dependence between the cross section (which expresses the likelihood of
interaction between the photon and the electron sheath), the material (represented
by its density ρ and its mean atomic number Z), and the photon energy Eγ can
be approximately described by Eq. (3.1)–(3.3):

σPE ∼ ρ
Z4

E
3,5
γ

(3.1)

σcoherent ∼ ρ
Z2

E2
γ

(3.2)

σCompton ∼ ρ
Z

Eγ

(3.3)

The photoelectric effect, as well as Rayleigh and Compton scattering, con-
tribute to the attenuation of X-rays. This attenuation can be described as a
reduction of the intensity in the original direction of the beam by a certain
percentage per amount of material through which it passes. In the simplest case,
this amount of material can be described as the length or thickness d, but descrip-
tions containing the density, the density per area, and so on, are used as well
(for instance, in osteodensitometry). This attenuation law that relates the current
intensity to the length (or thickness) of a zone of material and the initial intensity
can be written as follows:

I = I0 exp(−μd) (3.4)

where I0 is the initial intensity and I is the intensity after passing a zone of
material with an attenuation coefficient μ and thickness d. Similar to the cross
sections σ (Eqs (3.1)–(3.3)), μ decreases with the photon energy E and increases
with the mean atomic number Z (and in our notation, with the density ρ).

The high energy part of the spectrum emitted by the tube (the “harder radi-
ation”) will be less attenuated compared to its low energy part (“the softer
radiation”), thus the term “the spectrum will be hardened”. In other words, the
low energy part (the soft radiation) will contribute to the X-ray image to a lesser
degree compared to the high energy part. But the softer part of the spectrum
will strongly contribute to the radiation exposure of the patient, since a higher
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percentage of its energy will be deposited in the patient compared to harder X
radiation.

3.2 INSTRUMENTATION

X-ray imaging systems consist of the following components:

— high voltage generator
— X-ray tube
— beam filter for manipulation of the X-ray spectrum
— apertures for defining of the geometrical shape of the X-ray beam
— (often) a collimation unit for preventing scattered radiation from reaching

the image detector
— image detector

Depending on the field of application, these components can form devices
ranging from transportable units for static or dynamic imaging, including Bucky
and fluoroscopic devices, to computed tomographs (which are dealt with in
Chapter 4).

3.2.1 Components

3.2.1.1 Beam Generation. As mentioned earlier, for diagnostic applications
X-rays are generated by an X-ray tube, in which the electrons are accelerated in
an electric field of several tens up to about 150 kV. This high voltage is pro-
vided by the high voltage generator. High frequency (up to 20 kHz) converter
generators allow for high power with comparatively small transformer size and
negligible ripple, an advantage with respect to minimizing the radiation exposure
of patients.

The basic structure of a conventional tube can be described briefly as follows:
a vacuum tube contains a filament that is heated in order to thermally emit
electrons. The heating current regulates the number of released electrons, which
will be proportional to the X-ray dose. Electrons travel between the cathode and
the anode via the applied high voltage electric field, which ranges in energy from
several tens up to about 150 kV. In this electric field, electrons are accelerated
and give rise to the bremsstrahlung and the characteristic spectrum formed during
their interaction with the anode material.

One important parameter that determines maximum output power, as well as
spatial resolution, is the focus size on the anode. The focus size describes the
area of the anode on which the X-rays are generated. Since only about 1% of the
electrical power is converted to X-rays, heating of the anode is a problem that
limits the amount of irradiation achievable per focus area. In medical diagnostics,
most of the heat is distributed over a larger amount of anode material by the
application of rotating anodes. However, in the case of exposure to a series of
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images (or with fluoroscopy), the important parameters are the heat capacity of
the anode and the tube assembly, as well as anode cooling. They are described
in heat units (HU) (Eq. 3.5)

HU = U I t (3.5)

where the voltage U is given in kilovolt peak (kVp), the mean tube current
in milliamperes, and the exposure time in seconds. 1 HU is equivalent to 1 J.
Equation (3.5) is valid for two-pulse generators, where the peak current is about
1.4 times the mean current. For lower ripple (three-pulse generators and better),
where the peak current is nearly equal to the mean current, Eq. (3.5) has to be
multiplied by a factor of 1.35.

X-rays generated at a certain depth in the anode leave its surface at dif-
ferent angles, and have to cover different distances within the anode material.
This results in different attenuations, as well as hardening, of the beam. The
resulting inhomogeneity in the intensity and mean energy is described as Heel
effect.

As described earlier, photons from the low energy side of the spectrum con-
tribute less effectively to the X-ray image than those from the high energy side.
In terms of the radiation exposure of the patient, this means that low energy
photons give less signal per unit of incident X-ray dose. An optimal relationship
between contrast and patient dose could be achieved with monoenergetic radia-
tion. However, the spectrum of the beam reaching the patient can be improved to
a certain degree by application of appropriate beam filtering between the anode
and the patient with aluminum, copper, or, in the case of mammography, even
molybdenum or rhodium.

The radiation exposure the patient experiences must be limited to the region
of clinical interest. For collimating the primary beam, opaque and semiopaque
apertures can be positioned within the tube housing. Finally, the X-ray tube with
the anode drive, part of the cooling system (often oil based), collimator, and light
collimating system are enclosed in a tube shield or housing that prevents much
of the radiation leakage.

3.2.1.2 Reduction of Scattered Radiation. The dominating mechanisms of inter-
action between diagnostic X-rays and matter are absorption via the photoelectric
effect and Compton scattering. Scattering in the body of the patient results in rays
that do not propagate in a direction originating at the tube focus, thus leading to
blurred images. In imaging methods based on monochromatic radiation, Comp-
ton scattered photons can be recognized by their reduced energy compared to
the unscattered photons. However, since the X-ray tube emits a spectral distribu-
tion, this criterion is not useful in radiological diagnostics. Here, three different
approaches—all based on the different origins of scattered photons compared to
the unscattered ones—can be applied (Fig. 3.2).

The most commonly applied method is the insertion of an antiscatter grid,
which consists of absorbing lamellas, mostly arranged in parallel (occasionally
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Figure 3.2. Reduction of scattered radiation in the image. (a) Radiation scattered in
the object reaches the image detector. (b) An antiscatter grid eliminates most of the
deflected photons, and part of the primary radiation, thus making it necessary to increase
the patient dose. (c) Slit-scan technique. Most of the scattered radiation does not hit the
detector row. (d) Increased distance between the object and the image detector leads to
magnified images with a reduced portion of scattered radiation in the image and decreased
geometrical sharpness.



INSTRUMENTATION 69

also in two-dimensional orders) (Fig. 3.2b). Owing to the non-negligible cross
section of these lamellas, not only unwanted scattered but also unscattered radi-
ation will be absorbed, resulting in the need to increase the dose entering the
patient in order to maintain the required detector dose. This dose increase can be
on an order of magnitude from 3 to 8.

If the X-ray beam is narrowly collimated to a fan beam, and only one or a
few lines of the image are registered simultaneously using a line shaped sensor
(Fig. 3.2c), most of the scattered radiation passes by the sensor without the
need to increase the entrance dose. The disadvantage of this method is a drastic
increase in exposure time.

Increasing the distance between the object to be imaged and the image
detector not only leads to magnified images but also—depending on the focus
size—reduces sharpness. Magnifying the image in this manner does, however,
have the inherent advantage of cutting out a significant amount of the scattered
radiation, as this undesired radiation travels at an angle and will miss the image
sensor (Fig. 3.2d).

Finally, since the amount of scattered radiation depends on the path length of
the X-rays through the object, reducing the object thickness in several anatomic
regions such as the abdomen or mammae is a way to reduce scatter, as well as
entrance dose and overlay of anatomic structures.

3.2.1.3 Image Detection. The classic means of detection of X-ray images is the
use of silver-bromide-based film. Owing to the low effectiveness of this medium,
usually (except for the case of dental imaging) fluorescent screens are added.
However, even if automated, the developing, fixation, and drying processes are
quite laborious. Although in principle copies could be made, one film usually
is available at exactly one place, which occasionally leads to logistic problems.
This aspect, as well as technical issues, nowadays has allowed digital methods
for the most part to replace the classical film-screen techniques.

Description of Image Quality. The quality of images—not only digital ones—can
be described in a quantitative manner with just a few parameters and does not
require too much familiarity with system theory.

The perceptibility of a structure in the image in front of a background is
determined by the parameters image noise, contrast, and sharpness. Of great
importance for the quality assessment of radiologic images is their Signal to
Noise Ratio, SNR.

The noise is determined by the Poisson distribution of a number of inde-
pendent events (e.g., the X-ray quanta registered by the image detector). For
this reason, the standard deviation σ of the expected number of observed events
(equal to the parameter λ of the Poisson distribution) equals the square root of the
actuarial expectation, σ = √

λ. This leads to the following equation for the SNR
(Eq. 3.6)

SNR = λ

σ
≈ λ√

λ
=

√
λ (3.6)
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Of equal importance for the perception of structures in the image is the magni-
tude of the signal difference between the structure and the background compared
to the image noise. This parameter is described by the Contrast to Noise Ratio,
CNR. Here the contrast itself is used as a measure for the signal difference—a
reasonable definition, as the noise contributions to SA and SB superimpose in an
additive manner (Eq. 3.7):

CNR = SA − SB

σ
(3.7)

The impact of the sharpness on the perceptibility of structures, and in particular
small structures, and hence on the quality of an image B, is usually described as
convolution of an object function O (in the context of this chapter a nondistorted
image) with a point spread function, P , which describes the imaging properties
of the device (Eq. 3.8):

B = O ⊗ P (3.8)

In the case of an ideal distortion-free imaging system the point spread function
is a δ function.

In the case of imaging systems with finite resolution, smaller structures shall
always be pictured at inferior contrast. The dependence of the contrast on the
size of the structures (more exactly on the spatial frequencies νx , νy along the
coordinates x, y) is termed the Modulation Transfer Function (MTF). The MTF
can be calculated from the point spread function as the absolute value of the
corresponding Fourier transform F .

The critical frequency νmax is a measure for the minimal size of recognizable
structures, and is determined by a minimum threshold value for the contrast,
usually MTF(νmax) = 5%.

The perceptibility of details is determined by the spatial resolution (given
by MTF) and by the image noise. In X-ray diagnostics, the latter is controlled
by the dose and how effectively the dose is utilized by the imaging system.
While the dose applied to the patient is controlled by the user (and minimized
with regard to the actual diagnostic question), the utilization of the dose is an
attribute of the system. This attribute in general also depends on the size of
the structure (described by the direction-dependent spatial frequencies νx , νy).
In the case of smaller structures, blurring will lead to a cross-talking event (at
the entry side X-ray quanta; at the outlet impulses e.g.) to neighboring pixels on
the detector. Utilization of the dose can be defined as the percentage of X-ray
quanta reaching the image detector that contributes to the SNR of the image.
The utilization can be described by the parameters SNRin and SNRout, because
of the relationship between the number of quanta and their random variation as
given by the Poisson distribution (Eq. 3.6). Considering an incremental gain G

for the description of nonlinear characteristics (i.e., dose-dependent sensitivities),
the Detective Quantum Efficiency, DQE, can be described by the MTF, and the
noise power spectra from the incoming beam, Sf,in, and the outgoing signal, Sf,out,
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at the input and output sides, respectively:

DQE = G2MTF2 Sf,in

Sf,out
(3.9)

DQE is compromised by resolution power (MTF) and the utilization of the
X-ray radiation

(
Sf,in
Sf,out

)
, two crucial parameters of any imaging system.

In the case of analog imaging systems, for example, film-screen systems,
MTF approaches zero at high spatial frequencies. Digital systems, for example,
computed radiographic systems or flat panel detectors, sample the object O at a
spatial frequency determined by its design. According to the sampling theorem
by Nyquist and Shannon, the sampling frequency has to be at least twice the
spatial frequency of the smallest structure to be imaged. Violation of the sampling
theorem causes artifacts by aliasing, that is, the fundamental frequency cannot be
distinguished from its harmonics. In the case of a linear grating, aliasing causes
brightness variations that show up as a beat in the signal and is related to the
spatial frequencies of the grating and the pixel raster.

Film and Fluorescent Screen. The classical process of detection of X-rays is the
formation of metallic silver grains of about 1 μm (compared to 0.02–0.7 μm for
photographic films) in silver bromide crystals embedded in gelatin layers. Since
the sensitivity (the so-called speed) increases with the areal density of AgBr, the
thickness of these layers is about 0.03–0.04 mm, resulting in a silver content of
about 5 g m−2. The AgBr emulsion is mounted on a base that usually consists of
polyester. The sensitivity of such films is quite limited, that is, rather high doses
are required in order to reach a reasonable optical density. Therefore, fluorescent
screens are mounted in film cassettes. Incident X-rays cause the emission of
visible light, which causes additional blackening of the film. In practice, about
95% of the blackening is caused by fluorescent light and only 5% directly by
the X-rays. To further improve the sensitivity of such film-screen systems, films
with AgBr emulsions on both surfaces are used, as well as screens on both sides
of the film.

The optical density D of an X-ray film is defined as the logarithmic ratio of
incident light I0 and transmitted light I (Eq. 3.10).

Dopt = log

(
I0

I

)
(3.10)

The optical density of a film depends on the energy of the incident photons
and other effects, for example, the Schwarzschild effect. This holds true both
with and without the application of intensifying screens. The characteristic of a
film, that is, the relationship between dose and optical density, is described by an
S-shaped curve. Only beyond a minimum dose is the density due to exposition
able to be discriminated from the background (base and fog). On increasing
the dose, the optical density depends almost linearly on the logarithm of the
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dose, until a saturation region (shoulder) is approached. In order to achieve an
optimal exposure, the X-ray radiation dose together with the light emitted by
the fluorescent foils have to be adjusted such that the object-related variability
of the incident dose will be located on the linear part of the curve and hence
best be transformed into a variability of the optical density. Film-screen systems
of different sensitivities are available, depending on the thicknesses of both the
emulsions of the film and the fluorescent screens. Owing to the varying sizes
of the AgBr and phosphor crystals, as well as to different emulsion thicknesses,
film-screen systems of higher sensitivity are less spatially resolving; for example,
thicker layers ease the spreading of scattered light within the fluorescent screen
(Fig. 3.3).

The sensitivity of film-screen systems (and the image detector dose used in
the case of digital systems) is described by the speed, which in the case of X-ray
films is defined as (Eq. 3.11)

S = 1000 μGy

Dose( in μGy) for opt. density 1 above base + fog
(3.11)

For an estimate it can be assumed that a film-screen system of twice the speed
requires only half the radiation dose for the same optical density (usually at the
expense of reduced lateral resolution).

Image Intensifier. The image intensifier is the traditional receiver used to depict
time-dependent processes in the human body (Fig. 3.4). It consists of a vacuum
vessel. A fluorescent layer at the entry side converts X-rays into visible light.
The visible light subsequently hits a photocathode, which in turn generates an

0
0

20

40

60

M
T

F
 (

%
)

Thin screen
34 mg cm−2 Gd2O2S

Film

Thick screen
120 mg cm2 Gd2O2S

80

100

1 2 3

Spatial frequency (cycles/mm)

4 5 6 7 8

Figure 3.3. Modulation transfer function for film only as well as for films with fluorescent
screen having two different thicknesses. Source: From Bushberg et al., 2002.
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Figure 3.4. Structure of an image intensifier. Source: From Hendee and Ritenour, 2002.

amount of electrons proportional to the incident X-ray dose. The electrons are
accelerated by a high voltage ranging from 25 to 35 kV and are usually focused
by three focusing electrodes. The electrons gain energy in the high voltage
field and generate an electron-optical copy of the initial image on the output
screen, which converts it to visible light again. This visible image may now be
transformed (historically by a TV camera, nowadays mainly by Charge-Coupled
Device (CCD) chips) into an electronic signal. The input screen has to be bent in
order to ensure a uniform voltage field gradient. However, the bent shape always
causes pillow-shaped image distortions. The gain factor of an image intensifier,
calculated as a ratio of the visible images on the input and output screens, is
approximately 130. If the different sizes of the input and output screens are
taken into consideration, the brightness gain ranges between 2500 and 7000.

An important characteristic quantity of an image intensifier is the conversion
factor, defined as the ratio of luminance and dose rate (Eq. 3.12).

[Luminance]

[Dose rate]
= Cd

m2
/
mR

s
= Cds

mRm2
(3.12)

Dose rates of new image intensifiers are between 100 and 200 Cd s mR−1

m−2. They fall continuously during the lifetime of the image intensifier. Another
important characteristic quantity is the contrast ratio, which describes the ratio
of the output signals when the center of the input screen is covered by a lead
mask and when the input is unblocked, respectively. The contrast ratio should
be in a range of 15–30. The main reason for the occurrence of a signal in the
center of the input screen in spite of the lead cover is the propagation of scattered
light within the output screen. Different zoom factors may be selected by simple
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electrostatic means, that is, by mapping a section of the input screen onto the
output screen. The quantum efficiency of image intensifiers is usually inferior
to flat screen detectors (see below). This inferiority is mainly caused by the
aluminum cover on the input screen, which is needed for mechanical reasons.

Temporal Resolution and Signal to Noise Ratio. The SNR of an image is deter-
mined by both the number of image-forming X-ray quanta per pixel and the
DQE of the imaging system. This results in a tight relationship between SNR
and temporal resolution, if time-dependent phenomena are to be depicted. During
fluoroscopic examinations using image intensifiers, the output image is usually
calculated as a weighted average of the image intensifier signals at the current
and previous times. More recent frames will be given higher weighting factors
than previous ones. This procedure causes a certain lag in mobile structures in
the image. An alternative approach can be chosen for pulsed irradiation (see
below). Here the time resolution can be controlled by the pulse frequency and
the sampling rate, which suppresses the image lag or replaces it by a controlled
motion blur in the single images and/or by discontinuous movement displays.

Computed Radiography. Digital luminescence radiography, or Computed Radio-
graphy (CR), permits the registration of digital images on conventional X-ray
instruments. The setup consists of a cassette-based work procedure similar to that
of film-screen systems. The cassette contains a foil covered by a semiconduc-
tor material, for example, 85% BaFBr + 15% BaFI, doped with Eu. Interaction
between the X-ray radiation and the semiconductor causes luminescence (lumi-
nescence releases visible light only after stimulation, in contrast to fluorescence).
The X-ray quantum excites electrons from the valence band via the conducting
band to trapping centers (doping-generated localized energy levels between the
valence and conducting bands). Stimulation is achieved by sampling the storage
foil using red laser light. These photons lift the electrons from the trapping cen-
ters into the conducting band. From there, the electrons relax via intermediate
levels into the valence band. The excess energy is emitted as green light. The
amount of emitted luminescence light is almost proportional to the amount of
incident X-ray radiation. After reading, the storage foil is illuminated intensively
again in order to transfer all possible remaining electrons from the trapping cen-
ters back into the conducting band, thus erasing all remaining image information.
Afterward, the foil is ready for further X-ray recordings.

According to foil design, there are powder Imaging Plates (IPs) and needle
IPs. Powder IPs are made of 3- to 10-μm phosphor grains embedded in binder.
In needle IPs, the phosphor consists of needle-shaped crystals similar to those on
the input screens of image intensifiers. They permit improved lateral resolution,
that is, a higher cut-off frequency in the spatial domain (cf. MTF), and a superior
digital quantum efficiency. In the conventional design, IPs are read sequentially
pixel after pixel. The plate is moved row by row over a reading line, which in
turn is scanned by laser light directed by a movable mirror. Quicker reading is
achieved by reading whole rows at once. Readers of this type can be located next
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to the X-ray instrument, and the IP may already be read during the time it takes
for the patient to be repositioned between two exposures.

Flat Panel Detectors. From the viewpoint of workflow, a more straightforward
digital procedure can be achieved by application of flat panel detectors, that is,
direct radiography. Three basically different designs are available for flat panel
detectors, based on the direct or indirect conversion of X-rays into electrical
signals. The latter is achieved by converting the X-rays into visible light by
means of a scintillation layer with either a matrix of photodiodes located directly
below or by light sensors coupled to the scintillator via fiber optics.

The most common implementation of flat panels employs an indirect method
of detection based on a matrix of photodiodes or phototransistors on an amor-
phous silicon wafer, which in turn is covered by a scintillation layer (usually
made of cesium iodide). Flat panel detectors of this type have wide applica-
tions in radiography devices and, for the past several years, in fluoroscopic and
angiographic systems as well.

In another approach, the light emitted by the scintillator is forwarded via light-
guiding fibers to CCD chips. The advantage of this design is its good value for
money. The specifications concerning the DQE of such systems compared to the
previously mentioned designs are nonuniform.

It should also be mentioned that pn-CCD sensors can be used without scintil-
lators as well. With regard to the comparably low absorption of X-rays in silicon,
systems of this kind can be used only at low X-ray energies (e.g., in stereotactic
devices for breast diagnostics).

Typical implementations of direct conversion are selenium detectors. Initially
a surface charge is deposited on the selenium layer. The charge is sustained
because of the high electrical resistance of selenium. When the X-rays interact
with this layer, electron–hole pairs emerge because of the inner photoelectrical
effect. The electron–hole pairs moving in the applied electric field reduce the
surface charge. After exposure to radiation, either the remaining surface charge
is sampled or the resulting charge transfers are read off from the backside by
suitable microelectronic units. Owing to the dependence of the cross section of the
photoelectric effect on the forth power of the atomic number (Eq. 3.1), distinctly
more X-ray radiation is absorbed in CsI than in selenium (50% absorption of
50-keV X-ray quanta requires a selenium layer of 270 μm thickness). The charge
carriers generated by the radiation move parallel to the lines of electric flux. For
the same lateral resolution, distinctly thicker layers can be used with selenium
than with CsI powder. For this reason, selenium detectors exhibit a high DQE,
but this disadvantage can be compensated for by using CsI needle crystals.

Finally, an inexpensive direct radiographic alternative for flat panel detectors is
the connection of a scintillator layer (expediently also made of needle crystals) via
a lens system to a CCD chip. This design provides reasonable lateral resolution
but only a relatively low DQE.

Hybrid Systems. There are also systems on the market with an IP in a closed
mechanical surrounding. The IP is read immediately after X-ray exposure. With
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these devices, a workflow similar to that with flat panel devices can be achieved,
at equal image quality and only slightly higher dose requirements. Large
and hence expensive silicon wafers are not needed, but moving mechanical
parts have to be employed. The previous distinction between storage foil and
flat panel devices became fuzzy after the appearance of the hybrid systems
(Seibert, 2007).

Slit-Scan Technique. For a few application areas, the slit-scan technique is a direct
radiographic alternative for flat panel detectors. Row-by-row scanning of the
patient by a fan-shaped X-ray beam may be performed with parallel shifts of the
X-ray tube, and a detector row during radiation exposition (cf. the registration of
survey views for the interactive planning of Computed Tomographic (CT) cross
sections) provides images of low geometric distortion of the whole skeleton, for
example, for orthopedic purposes. If the required row sensor is made of ionization
chambers, the recording of the whole skeleton requires 1–2 minutes scan time
at a very low effective dose, on the order of 0.03 mSv. Another application
of the slit-scan technique is found in mammography. In addition to the low
distortion, this imaging technique has another advantage in that no antiscatter
grid is required (Fig. 3.2). On the other hand, the relatively extended exposure
time is a disadvantage, because it results in a much higher load on the X-ray tube
than in the case of a cone beam exposition. For this reason, X-ray tubes used in
slit-scan devices for mammography employ the thermally more stable tungsten
anodes, instead of molybdenum or rhodium anodes, which emit a superior spectral
composition of radiation.

3.3 CLINICAL APPLICATIONS

3.3.1 Diagnostic Devices

3.3.1.1 Projection Radiography. The basic layout of a workplace for X-ray
imaging of a lying, standing, or sitting patient is shown in Figure 3.5. The
machines have an automatic exposure system and allow a more or less free
selection of generator parameters (one-parameter technology: preselection of only
high voltage, definition of the integral of tube current over exposure time (the
so-called mAs-product) by the automatic exposure system; two-parameter tech-
nology: preselection of high voltage and tube current, this mode is of interest as
it allows for a certain amount of desired blurring in the image due to motion of
body parts (e.g., blurring of the moving lower jaw in the case of cervical spine
images) when extended exposure times are required; three-parameter technol-
ogy: the automatic exposure system is fully abandoned). In the case of immobile
X-ray workplaces, the distance between the detector and focus can be adjusted
beyond a minimum of 1 m. When working with cassettes, the format of the
cassette must be detected automatically in order to prevent regions of the patient
outside the image area from being exposed to direct irradiation. Smaller cut-
outs using a light aperture are of course possible. Antiscatter grids of various



CLINICAL APPLICATIONS 77

Control panel,
generator

Tube

Filter
aperture

Patient

Exposure control

Image sensor

Grid

Figure 3.5. Layout of an X-ray workstation.

designs (see Section 2.1.2) must be removable in order to permit the registration
of thin regions or the recording on infants with minimal radiation exposure and
simultaneous sufficient image quality. Image detectors can be (i) cassettes, which
contain either a film-screen system or a CR IP, or (ii) fully assembled detectors
(flat panel detectors, CCD-based detectors, slit-scan units, drum detectors, CR
automats).

The Automatic Exposure Control (AEC) system will shut off the beam gen-
eration after the optimal detector dose is reached. For this, sensors that monitor
a measure that is correlated to the detector dose are needed. Two approaches are
available. In the first, the measuring chambers are located directly in front of the
image detector. The advantage of this approach is a radiation measurement inde-
pendent of the design of the cassettes used; the disadvantage is a slight radiation
loss due to absorption within the sensor. This approach requires an appropriate
(although very small) enhancement of the patient dose. There might also be the
risk of reproduction of the sensor in the image. Measurements behind the cassette
provide the potential advantage of using the complete dose for image generation.
Only radiation transmitted through the image detector will reach the exposure
meter. This approach is preferentially used for mammography. As the sensitivi-
ties of both the image detector (i.e., the film-screen system, the CR IP or the flat
panel detector) and the sensor of the automatic exposure system are dependent
on the X-ray spectrum (that is, on high voltage, filtering, and beam hardening
within the patient (specified, e.g., by the thickness of the patient, compression
in mammography)), the corresponding detector dose measurements have to be
interpreted with respect to these parameters. Alternatively, the beam quality can
be recorded semiquantitatively using a tandem measuring chamber and utilized
for the correction of the dosimeter data. In the case of flat panel detectors, an
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additional concept for data collection needs to be mentioned: a subset of all pix-
els of the detector is either left out from recording the image or their charge is
initially only read via capacitive coupling for exposure control.

The two basic construction types are the Bucky table and the thorax wall stand,
but an X-ray tube mounted to a floor stand or a ceiling stand may well supply
both a Bucky table and a wall stand. The Bucky table is named after Gustav
Peter Bucky (* 3. September 1880 in Leipzig; † 19. February 1963 in New
York). The unit has a horizontally freely movable tabletop and ensures a distance
between the image detector and sensor-facing side of the patient of maximum
7 cm. The Bucky cabinet (containing the antiscatter grid) can be relocated over
a wide range.

In the case of a thorax wall stand, the recording unit may be relocated to very
low levels and moreover be tiltable over a wide range of angles, which facilitates
recordings in a sitting posture, examination of patients located on a transparent
bed, imaging of feet, and so on.

The layout of X-ray machines with flat panel detectors is basically the same
as that of cassette-based devices.

In dentistry and orthodontistry, more dedicated devices are used: dental radio-
graphic or teleradiographic devices and orthopantomographs, which may even
allow for the generation of CT-like images. Dental X-ray is the only medical
application of analog imaging using films without fluorescent screens because of
the limited space available. This approach is justified since the area of the patient
that is irradiated is usually small. In the case of digital dental X-rays the detectors
are usually CCD sensors or complementary metal-oxide semiconductor (CMOS)
transistors. The dose savings compared to tooth film without screen amounts to
between 10% and 90%.

The main applications of teleradiography are orthodontal and oral-surgical
therapies, when crucial sizes and angles have to be obtained from the recordings.
The required images of low distortion may be obtained employing distances of
preferably more than 1.5 m between the detector and focus. Teleradiographic
devices usually use film-screen systems or have CCD sensors installed and may
combine orthopantomographs with tomographic features (conventional tomogra-
phy, see below). In the case of Orthopantomography (OPG), the full dental region
of the upper and lower jaws is imaged by stacking quasi-line registrations, which
have been obtained using varying beam directions. This is achieved by moving
the X-ray tube and the detector around the patient and registering, as in the case
of slit-scan technique (Fig. 3.6), and results in images as seen in Figure 3.7. Some
machines also permit the registration of conventional tomograms perpendicular
to the orientation of the jaw (Fig. 3.8, see Section 3.3.3).

3.3.1.2 Mammography. Mammography instruments have to fulfill particular
demands because of the required high contrast for soft tissue, which can be
achieved with relatively low photon energy. For this reason, the working range
for high voltage is between 28 and 40 kV. In this range, the anode material
tungsten is inferior to molybdenum and rhodium because of radiation hygiene
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Figure 3.6. Principle of orthopantomography.

Figure 3.7. Orthopantomogram.

considerations. Mammography instruments employ tungsten anodes mainly when
using the slit-scan technique (see Section “Slit-Scan Technique”) in order to allow
for the long exposure times and the resulting thermal tube load, which are nec-
essary with this technique. The usual focal spot size is in the order of magnitude
of 0.1–0.3 (which is a dimension-free nominal quantity describing the dimen-
sions in millimeters under certain conditions). The benefits of compression also
include the reduction of movement blur and superposition, as well as of scattered
radiation due to the reduced path of the radiation through the tissue.

Another peculiarity of mammography instruments is the feature that allows
recording of magnified images. In general, the distance between the object to be
displayed and the image detector is minimized in order to reduce the geometrical
blur. The extreme high contrast between soft parts and microcalcifications (in
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(a)

(b)

Figure 3.8. (a) Planning of the positions for classical tomographic images on a gypsum
phantom. (b) Classical tomograms along and perpendicular to the row of teeth (Panorex-
plus, 2006).

particular due to the low energy of the photons) induce an improved perception
of the calcifications after magnification, as the blur due to magnification does
not overly diminish the contrast between calcifications and their surroundings.
Magnified images may be made using a small focus of 0.1 in order to limit the
geometrical blur. This implies an upper limit of the tube current in the range
of 25–30 mA, which results in exposure times of several seconds for optimally
exposed images and the corresponding risk of motion blur. A geometrical blur
due to magnification is of relevance only after the lateral resolution power of the
subsequent detector is exceeded.

In the case of mamma diagnostic, imaging may be supplemented by selective
biopsy or presurgical positioning of labels. Stereotactic punctures or labeling
take advantage of the 3D information, which is always present in complemen-
tary images from different directions. If the structure to be labeled or punctured
is located on two complementary images, the position of the instrument to be
introduced on a flat or bent surface outside the mamma as well as the maximum
penetration depth can be calculated and controlled by the computer. In addi-
tion to accessories that may be installed on instruments for mamma diagnosis,
there are special instruments available to treat a lying patient. In this case, the
image detectors, apart from flat panel detectors, are predominantly CCD detec-
tors, since, in contrast to imaging diagnosis, the whole mammae do not need to be
imaged.



CLINICAL APPLICATIONS 81

3.3.1.3 Fluoroscopy. Instruments for fluoroscopic examinations are used to
monitor time-dependent events, for example, the passage of contrast agents
or functional imaging of moving joints. Common features and dissimilarities
between imaging and fluoroscopic instruments are summarized in Table 3.1.
Obviously, flat panel detectors or an assembly of image intensifiers and Bucky
cabinet can be used for combined imaging and fluoroscopic instruments. In these
cases, the scatter grid is a stationary grid. Fluoroscopic instruments allow the
patient to adopt an inclined position if necessary for the required distribution of
contrast agents in the body. Some of these instruments can be (partly) controlled
from the patient’s bed, which in turn requires suitable radiation protection for
the employees. So far, image intensifiers are for the most part used as the image
sensor, but they are increasingly being replaced by flat panel detectors.

The mechanical layout of the instruments can allow X-ray tubes above or
below the table. There are also particularly flexible instruments, the so-called
C-arm instruments, such as those used for angiography (see Section 3.3.1.4). The
arrangement of the X-ray tube above the bed permits a relatively long distance
between the focus and the detector and thus combines a relatively small geomet-
rical distortion with good access to the patient. The arrangement of the X-ray
tube below the bed can provide easier radiation protection. From a radiation-
hygienic point of view, the below-bed arrangement offers safer manipulations
of or at the patient within the ray path, as the hand of the examiner is not hit
by the intense primary radiation but only by the distinctly less intense part of
the radiation transmitted by the patient. For radiation-hygienic reasons, it is also
required to leave the last image of a radioscopic sequence on the monitor after
turning off the radiation. This allows a radiation-free thorough investigation of
this image as well as readjustment of the opaque and/or semiopaque shutters
without additional exposition.

Owing to occasional extended examination times, a radioscopic investigation
may lead to relatively high radiation doses for the patient. To reduce this dose,
keeping a small average tube current is recommended. This can be achieved by
two approaches: reducing the continuous tube current and therefore smoothing
the measured data over time (to preserve a certain SNR) or applying pulsed
irradiation. Depending on the diagnostic question and the chosen compromise

TABLE 3.1. Detectors in Imaging and in Fluoroscopic
Instruments

Detectors Imaging Fluoroscopy

Cassettes (film-screen
systems, computed
radiography)

x

Flat panel detectors x x
CCD detectors x (x)
Image intensifiers x
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between patient dose and SNR, a certain loss of information on the time scale
has to be accepted (see Section “Temporal Resolution and Signal to Noise Ratio”).
If the same dose, the same time resolution, and the same SNR are compared,
pulsed irradiation provides depiction with less blur at the expense of a continuous
display of movement.

In fluoroscopic investigations, the AEC regulates parameters that directly
influence the mean tube current (affecting either the tube current or the pulse
width, in case of pulsed irradiation) and—in contrast to the exposure meters of
cameras—the high voltage and therefore the image contrast. Devices based on
image intensifiers are controlled by deflecting a part of the light emerging from
the output screen. Flat panel detectors may permit signal collection by reading
particular pixels, as discussed earlier, or are equipped with ionization chambers.
The characteristic curves of AEC are optimized for different criteria: A control
optimized for minimal radiation exposure shows a fast transition to high values
of high voltage, and hence it provides a comparably low contrast image. In con-
trast, a characteristic curve optimized for high image contrast shows an extended
region at lower values of high voltage but achieves high values of high voltage
only in the region of maximum power deliverable by the generator. In the case
of some fluoroscopic instruments, the information acquired by the exposure con-
trol during the last fluoro sequence can be used to calculate the default setting
for a subsequent static imaging. It applies in particular for the specification of
the high voltage according to a transfer characteristic, which may be specific for
different organs. The tube current again is shot off after a particular detector dose
is reached. This type of exposure control does not require any user intervention;
hence, it is termed zero-parameter technology in analogy to the three-, two- and
one-parameter technologies discussed earlier for static X-ray workplaces.

3.3.1.4 Angiography. The attenuation of X-ray radiation by blood or blood ves-
sels is not very different from the attenuation by the surrounding tissue. For this
reason, blood vessels are almost invisible in projection radiographic images. They
can be distinguished after injecting a contrast agent, which basically raises the
mean atomic number, for example, because of its content of iodine. Equations
3.1–3.3 indicate how the attenuation (composed of absorption and scattering) is
enhanced. A concentration of the contrast agent that is sufficiently high for good
contrast in the image of the vessels, but below toxic limits, is achieved by intro-
ducing a catheter in the vicinity of the vessels under investigation to administer
the contrast agent during the recording using a motorized injector. The vessels
containing the contrast agent together with other strongly attenuating structures
are overlaid in the image. For investigations of some regions of the body, such as
the skull, it might be desirable to avoid this kind of overlay. This can be achieved
by collecting one or several native images (depending on the SNR) before admin-
istration of the contrast agent. The native image will be subtracted in real time
from the series of images with the contrast agent. The result is basically an image
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(a) (b) (c)

Figure 3.9. Digital subtraction angiography: the image series starts before injection of
the contrast agent, and an image used as mask is obtained (b), which will be subtracted
in real time from the images obtained during the injection of the contrast agent (a). The
result is displayed in (c).

representing only the contrast agent containing vessels. This procedure is termed
Digital Subtraction Angiography (DSA). By selection of appropriate weighting
factors it is possible that anatomical landmarks may remain more or less visible
in the image (Fig. 3.20). Moreover, 3D information may be obtained by varying
the beam direction during a sufficiently prolonged administration of the contrast
agent, for example, continuously by approximately 180◦, thus providing a 3D
display of the complete tree of the vessel. This procedure is termed rotational
angiography. In structures of high contrast, this method may produce CT-like
displays (see Section 3.3.1.5). Either image intensifiers or flat panel detectors
can serve as image detectors in DSA, as was the case with the fluoroscopic
instruments. The typical size of these image detectors is approximately 23 cm
diameter for cardiologic applications (left heart catheterization), approximately
33 cm for neuroradiologic applications, and up to 40 cm for angiography in other
regions of the body. Instruments with sufficiently large image detectors may be
laid out as multifunctional instruments and used for radiographic investigations
as well.

Pictures of blood vessels cannot always be unambiguously assessed. A contrast
agent containing a structure beyond the lumen of the vessel may indicate an
aneurysm, that is, expansion of the vessel wall that may potentially burst. A very
similar picture may be obtained if a totally harmless loop of a vessel is imaged
from an unfavourable direction. For this reason, angiography requires a very
flexible beam geometry, which may be achieved by mounting the X-ray tube and
the image receptor to a common C-arm. The rotational angiography mentioned
earlier can also be easily accomplished by the C-arm geometry.

During the navigation of the catheter to the destination, the required dose of
the contrast agent can be minimized by a procedure called road mapping. Small
amounts of the contrast agent are released when the catheter rests at particular
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positions. An image is recorded at this position, which is then inverted and
superimposed on subsequent radioscopic images. No further doses of the contrast
agent are required in order to look up the position of the catheter within the
vessel. As pulsations of the vessel or movements of the patient may hamper
the correlation between the road map and the current radiographic image, the
procedure may need to be repeated after some time.

Vessels may also be diagnosed using CT and Magnetic Resonance Imaging
(MRI) (Chapters 4 and 5). These tomographic technologies provide slightly less
information but employ much milder conditions for the patient. DSA is there-
fore of continuously decreasing importance as a diagnostic tool. At the same
time, it gains interest as a therapeutic tool for vessel intervention, as it permits,
for example, dilatation, thrombus removal, or stent placement through dedicated
catheters.

3.3.1.5 Portable Devices. Portable X-ray devices are equipped with low output
generators (20–35 kW) in order to limit the weight of the device and to ensure
convenient power supply (AC mains power). Such devices can even be battery
operated, and some of them can also be conveyed from place to place with motor
drives. Some of these instruments are basically radiation generators consisting
of a generator, an X-ray tube, and the necessary mechanics; others are complete
digital portable devices with a flat panel detector as well as an image processing
and display unit.

Portable radiographic devices usually have image intensifiers ranging from 14
to 24 cm in diameter. Similar devices using flat panel detectors are feasible as
well. The layout of portable devices is based on the C-arm concept (see Section
3.3.1.4, Fig. 3.10). For mechanical reasons, computing equipment is often located

(a) (b)

Figure 3.10. Portable fluoroscope (Siemens) for the operating room (a) permitting CT-like
3D image reconstructions (b).
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on a separate trolley. Frequently used image processing tools are Multiplanar
Reconstruction (MPR) and Maximum Intensity Projection (MIP). Depending on
the configuration, these devices may be suitable for DSA, that is, they provide
subtracted images in real time. High end devices even permit the rotation of the
C-arm by at least 180◦ during irradiation and the calculation of CT-like images,
which display structures of higher contrast (usually bones) in a quality acceptable
for intraoperative application of these devices.

3.3.2 High Voltage and Image Quality

X-rays may be used to image practically all regions of the body. Depending on
the requested or required contrast and thickness of the body parts to be inves-
tigated, a suitable X-ray spectrum has to be chosen for the available diagnostic
devices. This can be done by selecting high voltage, choosing radiation filters
where appropriate, and/or by selecting the optimal anode material. As the atten-
uation coefficient μ decreases on increasing photon energy (Eqs. (3.1)–(3.3)),
higher energy radiation may be required for thicker body regions (increased
high voltage) in order to ensure the required detector dose at sufficiently low
irradiation dose for the patient (according to the current German guidelines,
75–85 kV for examinations of the lumbar spine in anteroposterior arrangement
and 85–95 kV in lateral arrangement (BAeK, 2007; Fig. 3.11)). An immediate
consequence of the reduced attenuation is images of lower contrast for struc-
tures either of varying area density or of varying mean atomic number. The
high contrast for soft tissue necessary in case of mamma diagnostics requires
a reduced high voltage. Appropriate diagnostic strategies (compression of the
mamma) ensure a short path through the tissue and consequently sufficiently low
irradiation.

Investigations of the chest may require images showing bony structures (ribs,
spine) as well as soft tissue (e.g., lung parenchyma, mediastinal organs). Contrast
between bones and soft tissue is determined by the photo effect; Eq. 3.1 indicates
the forth power dependence of the photo effect on atomic number. But, the influ-
ence of the photo effect decreases faster than that of Compton scattering when
photon energy is increased. This permits registration of images of both bones and
soft tissue structures if hard radiation (high voltage above 100 kV) is used. On
the other hand, application of high voltage below 100 kV, for example, typical
for portable devices, permits superior diagnosis of the cortical and trabecular
bones of the ribs (Fig. 3.12).

High contrast images of iodine-based contrast agents are obtained using high
voltages at around 80 kV, which positions the focus of the intensity distribution
of the spectrum close to the K-absorption edge of iodine (33 keV) depending on
beam filtering. In the case of fluoroscopic devices (Fig. 3.13), these criteria may
not be fulfilled because of the characteristic curve of the exposure control in the
particular device (see Section 3.3.1.3).
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(a) (b)

Figure 3.11. Images of the lumbar spine (a) in the anteroposterior projection at 81 kV
and (b) in lateral projection at 90 kV.

(b)(a)

Figure 3.12. Thorax image (a) at 117 kV (hard X-ray technique) and (b) at 77 kV (soft
X-ray technique). Higher contrasts at lower high voltage are observed among soft tissue
parts, among bone tissue parts, as well as between soft and bone tissue parts.
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Figure 3.13. Fluoroscopic colon investigation at 96 kV after rectal administration of an
iodine-containing contrast agent and subsequent administration of air (“double contrast”).

3.3.3 Tomography/Tomosynthesis

The production of sharp images usually requires that, during exposure, the rel-
ative movement between the object and the optical system is smaller than the
resolution of the imaging system. In classic tomography and its digital equivalent,
termed as shift-and-add tomosynthesis , this condition is violated in a well defined
way: radiation source and image detector move on (at least theoretically) parallel
planes, while the center line between them always passes through a stationary
point. This results in sharp and accentuated object structures in the plane of this
point, while all other structures passed by the beam before and afterwards are
blurred. In the case of digital imaging devices, the position of the intersection
point, hence the location of the sharply displayed plane, can be shifted by appro-
priate displacement of the corresponding images (Figs. 3.14 and 3.15). In some
devices, the radiation source and possibly the image detector move in a circular
path. Procedures for tomographic reconstruction may be applied for processing
larger quantities of measured angular positions and a wider range of covered
angular segment (e.g., algebraic procedures, see Section 3.3.1.5).

3.3.4 Dual Energy Imaging

The dependence of the attenuation coefficient μ on both photon energy and mate-
rial properties (density, mean atomic number) permits distinction between differ-
ent materials. The classic dual energy absorptiometry used in Nuclear Medicine
is based on two images acquired with monochromatic radiation of different ener-
gies, and the (surface) densities of both (supposed) components are calculated
using a linear system of equations. The images discussed here may be taken
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Figure 3.14. Shift-and-add tomosynthesis: depending on the shift of the individual images
before overlay, either plane A or plane B is depicted sharply. Source: From (Dobbins and
Godfrey, 2003).

by polychromatic radiation as well, but this requires approximations and cali-
brations. (Fig. 3.16). The two measurements may be performed using the same
X-ray tube, but with different high voltages or using various radiation filtration
at the detector side during one exposure.

The prevailing application of this approach in projectional radiography is
osteodensitometry, where the mineral content of the bones is determined as area
density. The same set of images can be used to estimate the ratio between mus-
cle and fat tissue in the body, particularly, when (by slit-scan measurement, see
Section “Slit-Scan” Technique) a whole-body scan is carried out.

Dual energy imaging is gaining increasing importance in CT as well (see
Chapter 4).

3.3.5 Computer Applications

Technically more simple, but of high relevance clinically, is the utilization of
the three-dimensional information in the case of stereotactic punctures and lesion
marking in female breasts (see Section 3.3.1.2). The target region is marked
in two subsequent images, which are obtained at different angles, and then the
region’s 3D position may be calculated. The guiding tool of the marking or
puncture device is positioned above the calculated location of the lesion. In the
case of movable lesions, the positioning of the guiding tool can be checked by
additional images (Fig. 3.17).

Physicians can be assisted during diagnosis by digital image processing,
for example, by emphasizing suspect structures or areas in mammograms, by
using a multiscale local contrast measure defined in the wavelet domain, or
even with knowledge-based classifiers. These procedures are not restricted to
mammography.
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(a) (b)

(c) (d)

1 cm

Figure 3.15. Mammographic tomosynthesis images of three different planes (a–c) and
a conventional mammogram of the same region. The calcification of an invasive ductal
carcinoma is detected more easily from the tomosynthesis (c) than from the projectional
radiogram (d). Source: From (Dobbins and Godfrey, 2003).



90 X-RAY IMAGING

(a)

(b)

Figure 3.16. Dual energy images of the thorax: (a) classical image, (b) soft tissue image,
(c) bone image. Source: From (GE, 2009).
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(c)

Figure 3.16. (Continued )

(a) (b)

Figure 3.17. Stereotactic wire marking of ductal carcinoma in situ with hematoma after
core needle biopsy. Imaging with 28 kV in mediolateral (a) and craniocaudal (b) projec-
tions.
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(a) (b) (c)

Figure 3.18. Stenosis of the anterior tibial artery (arrow). (a) Stenosed vessel (subtraction
image), (b) balloon catheter positioned (unsubtracted), (c) status post balloon catheter
dilatation.

3.3.6 Interventional Radiology

DSA may be used to display blood vessels for diagnostic purposes, but sectional
views (see Section 3.3.1.4 and Chapters 4 and 5) are much gentler as compared
to the former. For therapeutic purposes, however, the access to vessel lesions by
X-ray-guided positioning of catheters is of considerable importance.

When indicated, thrombosed vessels may be recanalized by lysing drugs.
In contrast to intravenous treatment, a high concentration of the drug may be
achieved by local fibrinolysis via catheter, keeping side effects minimal. Stenosed
or occluded regions may be dilated mechanically by a balloon catheter (Fig. 3.18)
or be stabilized by insertion of a stent (Fig. 3.19).

Styptic materials such as tissue glue, metal coils, or particles sized between
50 and 1000 μm can be introduced by catheters into the vessels that feed the
bleeding (Fig. 3.20).

Portal hypertension due to liver cirrhosis can be treated by creating an artificial
connection between the hepatic portal vein and a liver vein and stabilizing it by
a stent (Transjugular Intrahepatic Portosystemic Shunt—TIPS).

Interventional radiology based on projectional radiography is also successfully
applied for taking biopsies of tissue or for preoperative marking of lesions (see
Section 3.3.5).

3.4 RADIATION EXPOSURE TO PATIENTS AND EMPLOYEES

A variety of methods for medical imaging based on X-rays is available.
A similar wide range of radiation doses to patients corresponds to the different
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Figure 3.19. Stent in the arteria femoralis sinistra.

imaging methods. The required effective dose ranges from 0.01 mSv for
extremity images to approximately 1 mSv for images of the spine and to several
millisieverts for fluoroscopic examinations (and CT). The above-mentioned dose
values correspond to 1.5 days to several years of mean natural radiation exposure
in Germany (SSK, 2006). The patient dose required for a particular diagnostic
procedure is primarily determined by the image detector. Actual values of DQE
are above 50% for modern fluoroscopic devices; hence, a dose reduction to less
than 50% is anticipated for the future. The radiation exposure documentation
required by the German X-ray control law (Röntgenverordnung) usually refers to
the dose–area product for several reasons: on one hand the product of the dose
and irradiated area makes sense biologically, as the risk for damages caused by
irradiation is approximately proportional both to the dose and to the number of
involved cells. The latter corresponds roughly to the exposed area of the patient.
On the other hand, the dose–area product can easily be measured. As the irradi-
ated area increases with the squared distance to the radiation source and the dose
decreases at the same rate, the product of area and dose remains independent
of the distance. Thus a reliable value for the patient can easily be measured by
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(a) (b) (c)

Figure 3.20. Embolization of bleeding in the renal pelvis-calyx system. (a) Extravasation
of contrast indicates bleeding, (b) imaging of 18 coils placed, (c) bleeding supplying
vessels are closed.
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Figure 3.21. Dose distribution around surgical C-arm X-ray system in horizontal beam
geometry. Source: Modified from Schulz, 2005.

a detector mounted on the protective case of the tube. The conversion of the
dose–area products into effective doses requires additional information because
of the varying radiation sensitivity between different tissue types.

The maximum allowed exposition per year in Germany for professionals in
medicine is 20 mSv (effective dose with consideration of additional organ-specific
limitations) (RöV, 2002). During 2005, this value was exceeded by 6 of the
239,178 monitored professionals in medicine. In the case of 99.99% of these
professionals, the measured annual dose was ≤10 mSv (BfS, 2005). Such low
exposure data can be achieved only by strict use of radiation protection gear and
adherence to safety guidelines. According to (Naidu et al. 2005), abandonment
of thyroid gland protection may lead to doses of 10 mSv or more in that organ
for the endoscopist.

Attention must be paid during operations in the vicinity of the patient to
whether body parts of the investigator are exposed to primary radiation, such as
in applications of the over-table X-ray system (see Section 3.3.1.3). The spatial
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distribution of scattered radiation has to be taken into account, both for application
of radiation protection gear and for positioning of the staff, for example, in the
vicinity of an image intensifier in the operating room. Above a certain thickness
of the radiation scattering body—as in case of an abdomen investigation—the
expected exposure is higher on the side of the X-ray tube than on the side of the
image detector (Fig. 3.21).

REFERENCES

BAeK. Leitlinie der Bundesärztekammer zur Qualitätssicherung in der Röntgendiagnostik.
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COMPUTED TOMOGRAPHY

Stefan Ulzheimer and Thomas Flohr
Computed Tomography Department, Siemens Healthcare, Forchheim, Germany

4.1 BASICS

4.1.1 History

The first commercial medical X-ray Computed Tomography (CT) scanner was
built in 1972 by the English engineer G.N. Hounsfield for the company EMI Ltd.
as a pure head scanner with a conventional X-ray tube and a dual-row detector
system moving incrementally around the patient.

It was able to acquire 12 slices, each 13 mm thick, and reconstruct the images
with a matrix of 80 × 80 pixels in approximately 35 min. Figure 4.1 shows the
image of the head on one of these early scanners and how it compares to the
image quality of a state-of-the-art CT scanner today. Today, the whole brain can
be visualized with high quality from a 10-s scan.

Until 1989 there were no principally new developments in conventional CT,
although of course the performance of the CT scanners increased dramatically
with the engineering progress. By then, the acquisition time for one image
decreased from 300 s in 1972 to 1–2 s, slices as thin as 1 mm became possible,
and the in-plane resolution increased from 3 line pairs per centimeter (lp/cm) to
10–15 lp/cm with typically 512 × 512.

As it was foreseen in the late seventies that acquisition times of mechanical CT
scanners would be far too long for high quality cardiac imaging for the next years
or even decades to come, a completely new technical concept for a CT scanner
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(a) (b)

Figure 4.1. Development of computed tomography over time. (a) Cross-sectional image
of a brain in the year 1971 and (b) the whole brain with sagital, coronal, and cross-sectional
slices in the year 2007. Courtesy of Mayo Clinic, Rochester.

without moving parts for extremely fast data acquisition of 50 ms was suggested
and promoted as Cardiovascular Computed Tomographic (CVCT) scanner. Later,
these scanners were also called ultrafast CT scanners or, giving a hint about the
scanning principle, “Electron Beam Computed Tomographic” (EBT or EBCTs)
scanners. After the company “Imatron,” which originally developed and produced
these systems, was acquired by one of the major CT manufacturers several years
ago, the development and production of these systems was stopped. High cost
and limited image quality combined with low volume coverage prevented the
wide propagation of the modality.

With the introduction of slip ring technology to get power to and data off the
rotating gantry, continuous rotation of the X-ray tube and the detector became
possible. The possibility of continuous rotation led to the development of spiral
CT scanners in the early nineties (Crawford and King, 1990; Kalender et al.,
1990), a method already theoretically proposed several years before (Mori, 1986;
Nishimura and Miyazaki, 1988). Thus, volume data could be acquired without
the danger of mis- or double-registration of anatomical details. Images could be
reconstructed at any position along the patient axis (longitudinal axis, z-axis), and
overlapping image reconstruction could be used to improve longitudinal resolu-
tion. Volume data became the very basis for applications such as CT angiography
(Rubin et al., 1995), which has revolutionized noninvasive assessment of vascular
disease. The ability to acquire volume data was the prerequisite for the devel-
opment of three-dimensional image processing techniques such as Multiplanar
Reformations (MPRs), Maximum Intensity Projections (MIPs), Surface Shaded
Displays (SSDs), or Volume Rendering Techniques (VRTs), which have become
a vital component of medical imaging today.

Main drawbacks of single-slice spiral CT are insufficient volume coverage
within one breathhold time of the patient and missing spatial resolution in
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z-axis due to wide collimation. With single-slice spiral CT, the ideal of isotropic
resolution, that is, of equal resolution in all three spatial axes, can be achieved
only for very limited scan ranges (Kalender, 1995).

Larger volume coverage in shorter scan times and improved longitudinal res-
olution became feasible after the broad introduction of four-slice CT systems
by all major CT manufacturers in 1998 (Klingenbeck-Regn et al., 1999; McCol-
lough and Zink, 1999; Hu et al., 2000). The increased performance allowed for
the optimization of a variety of clinical protocols. Examination times for stan-
dard protocols could be significantly reduced; alternatively, scan ranges could be
significantly extended. Furthermore, a given anatomic volume could be scanned
within a given scan time with substantially reduced slice width. This way, for
many clinical applications the goal of isotropic resolution was within reach with
four-slice CT systems. Multidetector Row Computed Tomography (MDCT) also
dramatically expanded into areas previously considered beyond the scope of third-
generation CT scanners based on the mechanical rotation of the X-ray tube and
detector, such as cardiac imaging with the addition of Electrocardiographic (ECG)
gating capability enabled by gantry rotation times as low as 0.5 s (Kachelriess
et al., 2000; Ohnesorge et al., 2000). Despite all these promising advances, clini-
cal challenges and limitations remained for four-slice CT systems. True isotropic
resolution for routine applications had not yet been achieved for many appli-
cations requiring extended scan ranges, since wider collimated slices (4 × 2.5
mm or 4 × 3.75 mm) had to be chosen to complete the scan within a reason-
able timeframe. For ECG-gated coronary Computed Tomographic Angiographies
(CTAs), stents or severely calcified arteries constituted a diagnostic dilemma,
mainly because of partial volume artifacts as a consequence of insufficient lon-
gitudinal resolution (Nieman et al., 2001), and reliable imaging of patients with
higher heart rates was not possible because of limited temporal resolution.

As a next step, the introduction of an eight-slice CT system in 2000 enabled
shorter scan times, but did not yet provide improved longitudinal resolution
(thinnest collimation 8 × 1.25 mm). The latter was achieved with the introduction
of 16-slice CT (Flohr et al., 2002a; Flohr et al., 2002b), which made it possible to
routinely acquire large anatomic volumes with isotropic submillimeter spatial res-
olution. ECG-gated cardiac scanning was enhanced by both, temporal resolution
was improved by gantry rotation times as low as 0.375 s, and spatial resolution
was improved (Nieman et al., 2002; Ropers et al., 2003).

The generation of 64-slice CT-systems introduced in 2004 has become the
established standard in the high end segment of the market. Two different scanner
concepts were introduced by different vendors: the “volume concept” pursued by
GE, Philips, and Toshiba aims at a further increase in volume coverage speed by
using 64 detector rows instead of 16 without changing the physical parameters of
the scanner compared to the respective 16-slice version. The “resolution concept”
pursued by Siemens uses 32 physical detector rows in combination with double
z-sampling, a refined z-sampling technique enabled by a periodic motion of the
focal spot in the z-direction, to simultaneously acquire 64 overlapping slices with
the goal of pitch-independent increase of longitudinal resolution and reduction



100 COMPUTED TOMOGRAPHY

of spiral artifacts. (Flohr et al., 2004; Flohr et al., 2005a). With this scanner
generation, CT angiographic examinations with submillimeter resolution in the
pure arterial phase become feasible even for extended anatomical ranges. The
improved temporal resolution due to gantry rotation times as low as 0.33 s has
the potential to increase clinical robustness of ECG-gated scanning at higher heart
rates, thereby significantly reducing the number of patients requiring heart rate
control and facilitating the successful integration of CT coronary angiography
into routine clinical algorithms (Leschka et al., 2005; Raff et al., 2005). Today
high end single source scanners offer rotation times of as low as 0.30 s and can
acquire up to 128 slices with an isotropic resolution of down to 0.3 mm (Siemens
SOMATOM Definion AS+, SOMATOM Definition Edge).

In 2005, the first Dual Source Computed Tomographic (DSCT) system, that
is, a CT system with two X-ray tubes and two corresponding detectors offset by
90◦ was introduced by Siemens (Flohr et al., 2006). The key benefit of DSCT
for cardiac scanning is improved temporal resolution. A scanner of this type pro-
vides temporal resolution of a quarter of the gantry rotation time, independent
of the patient’s heart rate and without the need for multisegment reconstruction
techniques. DSCT scanners also show promising properties for general radiology
applications. First, both X-ray tubes can be operated simultaneously in a standard
spiral or sequential acquisition mode, providing high power reserves when nec-
essary. In addition, both X-ray tubes can be operated at different kilovolt settings
and/or different prefiltrations, allowing dual energy acquisitions. Applications
of dual energy CT include tissue characterization, calcium quantification, and
quantification of the local blood volume in contrast-enhanced scans. A second
generation of dual source CT scanners (SOMATOM Definition Flash) enabled
further improvements in Cardiac CT and Dual Energy CT through wider detectors
with 128 slices and further increased rotation speed.

4.1.2 Basic Physics and Image Reconstruction

As described in Chapter 3, the photon intensity I behind an object depends on
the primary photon intensity I0, the distance d it traveled through the object, and
a constant that depends on the material and the energy of the photons, the linear
attenuation coefficient μ. For a homogeneous object and monoenergetic photons
the physical law is a simple exponential relationship:

I = I0 · e−μ·d (4.1)

The fact that μ depends on the attenuating material makes it possible to dis-
tinguish materials with different attenuation coefficients. Measuring the two-
dimensional distribution of the attenuation coefficients μ(x, y) or μ(r, ϕ) in polar
coordinates is the actual goal of CT. Each projection—in CT the measurement
of intensities from one direction is called projection —is a superposition of the
attenuation coefficients of all materials along one ray. From Eq. (4.1) we get
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for a single ray, that is, a fixed angle � and distance ξ from the center of
rotation.

I = I0 · e− ∫ d
0 μ(r)·dr (4.2)

or

− ln
I

I0
= −

∫ d

0
μ(r) · dr (4.3)

To obtain a two-dimensional distribution of attenuation coefficients with
n2 values or an image with n2 pixels we need at least n2 independently
measured intensities I in equation (4.3). I0 is usually known from a calibration
measurement using rays outside the actual field of measurement. For a 5122

image matrix, a minimum of 5122 = 262,144 independent projection values are
needed. If one tries to solve this problem iteratively as it was done in the early
days of CT, this would result in a linear equation system of 5122 equations with
5122 unknown parameters.

For all practical purposes, this is even today not possible and therefore a
numerical approach called filtered backprojection (Chapter 2) is used in all scan-
ners to solve the problem. The applied filter or convolution kernel can be used
to influence the image characteristics. For example, “sharp” kernels increase
resolution and noise, whereas “soft” kernels decrease them.

The determined attenuation coefficient μ itself is an inconvenient measure, as
it is not very descriptive and depends on the X-ray spectrum used. Therefore,
the so-called CT value or CT number (CT#) given in Hounsfield units (HU;
Chapter 2) was introduced. It is defined as

CT# = μ − μwater

μwater
· 1000 HU (4.4)

where μwater is the attenuation coefficient of water for the respective tube voltage.
It is determined by calibration measurements for each spectrum used. According
to this definition, the CT value of water is zero and that of air is −1000 HU.

Unfortunately, the attenuation coefficient does not only depend on the material
but also on the energy of the photons that interact with the material. Therefore, the
spectrum changes on the X-ray’s path through the material. For X-ray systems,
this introduces a further integration over all photon energies E in Eq. (4.2):

I =
EMAX∫

0

I0(E) · e− ∫ d
0 μ(E,r)·drdE (4.5)

This dependency is usually ignored in initial image reconstruction for all
materials except water. This may result in so-called beam hardening artifacts,
which can be corrected for in iterative processes. A more detailed overview of
MDCT systems and image reconstruction techniques may be found in (Flohr
et al., 2005b).
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4.2 INSTRUMENTATION

The overall performance of an MDCT system depends on several key com-
ponents. These components include the gantry, X-ray source, a high powered
generator, detector and detector electronics, data transmission systems (slip rings),
and the computer system for image reconstruction and manipulation.

4.2.1 Gantry

Third-generation CT scanners employ the so-called “rotate/rotate” geometry, in
which both the X-ray tube and the detector are mounted onto a rotating gantry and
rotated around the patient (Fig. 4.2). In an MDCT system, the detector comprises
several rows of 700 and more detector elements, which cover a Scan Field of
View (SFOV) of usually 50 cm. The X-ray attenuation of the object is measured
by the individual detector elements. All measurement values acquired at the
same angular position of the measurement system form a “projection” or “view”.

X-ray tube

Collimator

Control

Data measurement system

High voltage generator

Figure 4.2. Basic system components of a modern “third-generation” CT system. First-
generation systems used a collimated pencil beam and therefore required a translation
of the pencil beam and the single detector element before each rotational step to scan
the whole object. Second-generation scanners used a small fan beam but still required
translational and rotational patterns of the X-ray source and the small detector array,
whereas the fan beam of third-generation scanners covered the whole object the first time
and allowed for a pure rotational motion of the tube and the detector around the patient.
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Typically, 1000 projections are measured during each 360◦ rotation. The key
requirement for the mechanical design of the gantry is the stability of both focal
spot and detector position during rotation, in particular with regard to the rapidly
increasing rotational speeds of modern CT systems (from 0.75 s in 1994 to 0.33
s in 2003). Hence, the mechanical support for the X-ray tube, tube collimator,
and Data Measurement System (DMS) has to be designed such as to withstand
the high gravitational forces associated with fast gantry rotation (∼17G for 0.42
s rotation time, ∼28G for 0.33 s rotation time). Rotation times of less than 0.25
s (mechanical forces >45G) appear to be beyond today’s mechanical limits.

4.2.2 X-ray Tube and Generator

State-of-the-art X-ray tube/generator combinations provide a peak power of
55–100 kW, usually at various, user-selectable tube voltages, for example, 80,
100, 120, and 140 kV. Different clinical applications require different X-ray
spectra and hence different kilovolt settings for optimal image quality and/or
best possible signal to noise ratio at the lowest dose. Furthermore, the tube
current (mA) can be freely selected to adjust the dose to the patient. Lower
tube voltages require over-proportionately higher tube currents to achieve the
same dose to the scanned object. In a conventional tube design, an anode plate
of typically 160–220 mm diameter rotates in a vacuum housing (Fig. 4.3). The
heat storage capacity of the anode plate and tube housing—measured in Mega
Heat Units (MHU)—determines the performance level: the bigger the anode
plate the larger the heat storage capacity and the more scan seconds can be
delivered until the anode plate reaches its temperature limit. A state-of-the-art
X-ray tube has a heat storage capacity of typically 5–9 MHU, realized by
thick graphite layers attached to the backside of the anode plate. An alternative
design is the rotating envelope tube (STRATON, Siemens, Forchheim, Germany,
(Schardt et al., 2004)). The anode plate constitutes an outer wall of the rotating
tube housing; it is therefore in direct contact with the cooling oil and can be
efficiently cooled via thermal conduction (Fig. 4.3). This way, a very high heat
dissipation rate of 5 MHU/min is achieved, eliminating the need for heat storage
in the anode, which consequently has a heat storage capacity close to zero.
Thanks to fast anode cooling, rotating envelope tubes can perform high power
scans in rapid succession. Owing to the central rotating cathode, permanent
electromagnetic deflection of the electron beam is needed to position and shape
the focal spot on the anode. The electromagnetic deflection is also used for the
double z-sampling technology of a 64-slice CT system (Flohr et al., 2004; Flohr
et al., 2005a).

4.2.3 MDCT Detector Design and Slice Collimation

Modern CT systems use solid-state detectors in general. Each detector element
consists of a radiation-sensitive solid state material (such as cadmium tungstate,
gadolinium oxide, or gadolinium oxisulfide with suitable dopings), which
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Anode
Cooling oil

X-rays

X-rays

Deflection unit
Anode

e-Beam

Cathode

(a)

(b)

Figure 4.3. Schematic drawings and pictures of a conventional X-ray tube (a) and a
rotating envelope tube (b). The electrons emitted by the cathode are represented by green
lines; the X-rays generated in the anode are depicted as purple arrows. In a conventional
X-ray tube, the anode plate rotates in a vacuum housing. Heat is mainly dissipated via
thermal radiation. In a rotating envelope tube, the anode plate constitutes an outer wall
of the tube housing and is in direct contact with the cooling oil. Heat is more efficiently
dissipated via thermal conduction, and the cooling rate is significantly increased. Rotating
envelope tubes have no moving parts and no bearings in the vacuum. (Images are not
drawn to scale).

converts the absorbed X-rays into visible light. The light is then detected by a Si
photodiode. The resulting electrical current is amplified and converted into a dig-
ital signal. Key requirements for a suitable detector material are good detection
efficiency, that is, high atomic number, and very short afterglow time to enable
the fast gantry rotation speeds that are essential for ECG-gated cardiac imaging.

A CT detector must provide different slice widths to adjust the optimal scan
speed, longitudinal resolution, and image noise for each application. With a
single-slice CT detector, different collimated slice widths are obtained by prepa-
tient collimation of the X-ray beam. For a very elementary model of a two-slice
CT detector consisting of M = 2 detector rows, different slice widths can be
obtained by prepatient collimation if the detector is separated midway along the
z-extent of the X-ray beam.

For M > 2 this simple design principle must be replaced by more flexible
concepts requiring more than M detector rows to simultaneously acquire M slices.
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Different manufacturers of MDCT scanners have introduced different detector
designs. In order to be able to select different slice widths, all scanners combine
several detector rows electronically to a smaller number of slices according to
the selected beam collimation and the desired slice width.

For the four-slice CT systems introduced in 1998, two detector types have been
commonly used. The fixed array detector consists of detector elements with equal
sizes in the longitudinal direction. A representative example for this scanner type,
the GE Lightspeed scanner, has 16 detector rows, each of them defining a 1.25-
mm collimated slice width in the center of rotation (Hu et al., 2000; McCollough
and Zink, 1999). The total coverage in the longitudinal direction is 20 mm at the
isocenter; owing to geometrical magnification the actual detector is about twice
as wide. In order to select different slice widths, several detector rows can be
electronically combined to a smaller number of slices. The following slice widths
(measured at the isocenter) are realized: 4 × 1.25 mm, 4 × 2.5 mm, 4 × 3.75 mm,
4 × 5 mm (Fig. 4.4a). The same detector design is used for the eight-slice version
of this system, providing 8 × 1.25 mm and 8 × 2.5 mm collimated slice width.

A different approach uses an adaptive array detector design, which comprises
detector rows with different sizes in the longitudinal direction. Scanners of this
type, the Philips MX8000 four-slice scanner and the Siemens SOMATOM Sen-
sation 4 scanner, have eight detector rows (Klingenbeck-Regn et al., 1999). Their
widths in the longitudinal direction range from 1 to 5 mm (at the isocenter) and
allow for the following collimated slice widths: 2 × 0.5 mm, 4 × 1 mm, 4 × 2.5
mm, 4 × 5 mm, 2 × 8 mm, and 2 × 10 mm (Fig. 4.4b).

Sixteen-slice CT systems have adaptive array detectors in general. A repre-
sentative example of this scanner type, the Siemens SOMATOM Sensation 16
scanner, uses 24 detector rows (Flohr et al., 2002a) (Fig. 4.4c). By appropriate
combination of the signals of the individual detector rows, either 16 slices with
0.75 mm or 1.5 mm collimated slice width can be acquired simultaneously. The
GE Lightspeed 16 scanner uses a similar design, which provides 16 slices with
either 0.625 or 1.25 mm collimated slice width. Yet another design, which is
implemented in the Toshiba Aquilion scanner, allows the use of 16 slices with
0.5, 1, or 2 mm collimated slice width, with a total coverage of 32 mm at the
isocenter.

The Siemens SOMATOM Sensation 64 scanner has an adaptive array detector
with 40 detector rows (Flohr et al., 2004). The 32 central rows define a 0.6-
mm collimated slice width at the isocenter; the four outer rows on both sides
define a 1.2-mm collimated slice width (Fig. 4.4d). The total coverage in the
longitudinal direction is 28.8 mm. Using a periodic motion of the focal spot in
the z-direction (z-flying focal spot), 64 overlapping 0.6-mm slices per rotation
are acquired. Alternatively, 24 slices with 1.2 mm slice width can be obtained.
Toshiba, Philips, and GE use fixed array detectors for their 64-slice systems. The
Toshiba Aquilion scanner has 64 detector rows with a collimated slice width
of 0.5 mm. The total z-coverage at the isocenter is 32 mm. Both the GE VCT
scanner and the Philips Brilliance 64 have 64 detector rows with a collimated
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slice width of 0.625 mm, enabling the simultaneous readout of 64 slices with a
total coverage of 40 mm in the longitudinal direction (Fig. 4.4e).

4.2.4 Data Rates and Data Transmission

With increasing number of detector rows and decreasing gantry rotation times,
the data transmission systems of MDCT scanners must be capable of handling
significant data rates: a four-slice CT system with 0.5 s rotation time roughly gen-
erates 1000 (projections) × 700 (detector channels) × 4 (detector rows) × 2
bytes (per detector) = 5.6 MB of data per rotation, corresponding to 11.2 MB/s;
a 16-slice CT scanner with the same rotation time generates 45 MB/s; and a
64-slice CT system can produce up to 180–200 MB/s. This stream of data is a
challenge for data transmission off the gantry and for real-time data processing
in the subsequent image reconstruction systems. In modern CT systems, con-
tactless transmission technology is generally used for data transfer, either laser
transmission or electromagnetic transmission with a coupling between a rotating
transmission ring antenna and a stationary receiving antenna. In image recon-
struction, computer images are reconstructed at a rate of up to 40 images per
second for a 512 × 512 matrix using special array processors.

4.2.5 Dual Source CT

A recently introduced DSCT system is equipped with two X-ray tubes and two
corresponding detectors (Flohr et al., 2006). The two acquisition systems are
mounted onto the rotating gantry with an angular offset of 90◦. Figure 4.5
illustrates the principle. Using the z-flying focal spot technique (Flohr et al.,

Tube A

Tube B

Rotation
direction

z x

y

Det A

D
et

 B26 cm

Figure 4.5. Schematic illustration of a dual source CT (DSCT) system using two tubes
and two corresponding detectors offset by 90◦. A scanner of this type provides temporal
resolution equivalent to a quarter of the gantry rotation time, independent of the patient’s
heart rate. In a technical realization, one detector (A) covers the entire scan field of view
with a diameter of 50 cm, while the other detector (B) is restricted to a smaller, central
field of view.
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2004; Flohr et al., 2005a), each detector acquires 64 overlapping 0.6-mm slices
per rotation. The shortest gantry rotation time is 0.33 s. The key benefit of
DSCT for cardiac scanning is improved temporal resolution. In a DSCT scanner,
the halfscan sinogram in parallel geometry needed for ECG-controlled image
reconstruction can be split up into two quarter scan sinograms, which are simul-
taneously acquired by the two acquisition systems in the same relative phase of
the patient’s cardiac cycle and at the same anatomical level because of the 90◦

angle between both detectors. Details of cardiac reconstruction techniques can
be found in Section 3.3.

With this approach, constant temporal resolution equivalent to a quarter of the
gantry rotation time, Trot/4, is achieved in a centered region of the scan field of
view. For Trot = 0.33 s, the temporal resolution is Trot/4 = 83 ms, independent
of the patient’s heart rate.

DSCT systems show interesting properties for general radiology applications,
too. If both acquisition systems are simultaneously used in a standard spiral or
sequential acquisition mode, up to 160 kW X-ray peak power is available. These
power reserves are beneficial not only to examine morbidly obese patients, whose
number is dramatically growing in Western societies, but also to maintain ade-
quate X-ray photon flux for standard protocols when high volume coverage speed

(a) (b)

Figure 4.6. Case study illustrating the clinical performance of dual source CT (DSCT) for
ECG-gated cardiac imaging. VRT renderings of a 59-year-old male patient with suspicion
of Right Coronary Artery (RCA) stenosis. The mean heart rate of the patient during the
scan was 85 bpm. (a) Diastolic reconstruction at 65% of the cardiac cycle. (b) End systolic
reconstruction at 28% of the cardiac cycle. In both cases the coronary arteries are clearly
depicted with little or no motion artifacts.



MEASUREMENT TECHNIQUES 109

is necessary. In addition, both X-ray tubes can be operated at different kilovolt
and milliampere settings, allowing the acquisition of dual energy data. While dual
energy CT was already evaluated 20 years ago (Kalender et al., 1986; Vetter et al.,
1986), technical limitations of the CT scanners at those times prevented the devel-
opment of routine clinical applications. On the DSCT system, dual energy data
can be acquired nearly simultaneously, with subsecond scan times. The ability to
overcome data registration problems should provide clinically relevant benefits.
The use of dual energy CT data can in principle add functional information to the
morphological information based on X-ray attenuation coefficients that is usually
obtained in a CT examination.

With the DSCT system, the depiction of the moving coronary artery phantom
is nearly free of artifacts, thereby allowing for a reliable evaluation of the in-stent
lumen. Figure 4.6 shows a clinical example to illustrate the clinical performance
of DSCT for ECG-gated cardiac scanning.

4.3 MEASUREMENT TECHNIQUES

The two basic modes of MDCT data acquisition are axial and spiral (helical)
scanning.

4.3.1 MDCT Sequential (Axial) Scanning

Using sequential (axial) scanning, the scan volume is covered by subsequent
axial scans in a “step-and-shoot” technique. Between the individual axial scans,
the table is moved to the next z-position. The number of images acquired during
an axial scan corresponds to the number of active detector slices. By adding
the detector signals of the active slices during image reconstruction, the number
of images per scan can be further reduced and the image slice width can be
increased. A scan with 4 × 1 mm collimation as an example provides either
four images with 1 mm section width, two images with 2 mm section width,
or one image with 4 mm section width. The option to realize a wider section
by summation of several thin sections is beneficial for examinations that require
narrow collimation to avoid partial volume artifacts and low image noise to detect
low contrast details, such as examinations of the posterior fossa of the skull or
the cervical spine.

With the advent of MDCT, axial “step-and-shoot” scanning has remained in
use for only few clinical applications, such as head scanning, high resolution lung
scanning, perfusion CT, and interventional applications. A detailed theoretical
description to predict the performance of MDCT in the step-and-shoot mode has
been given in (Hsieh, 2001).

4.3.2 MDCT Spiral (Helical) Scanning

Spiral/helical scanning is characterized by continuous gantry rotation and contin-
uous data acquisition while the patient table moves at a constant speed (Fig. 4.7).
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Figure 4.7. Principle of spiral/helical CT scanning: the patient table is continuously trans-
lated while multiple rotations of scan data are acquired. The path of the X-ray tube and
detector relative to the patient is a helix. An interpolation of the acquired measurement
data has to be performed in the z-direction to estimate a complete CT data set at the
desired image position.

4.3.2.1 Pitch. An important parameter to characterize a spiral/helical scan is
the pitch p. According to IEC (International Electrotechnical Comission) speci-
fications p is given by

p = tablefeed per rotation/total width of the collimated beam

This definition holds for single-slice CT as well as for MDCT. It shows
whether data acquisition occurs with gaps (p > 1) or with overlap (p < 1) in
the longitudinal direction. With 4 × 1 mm collimation and a tablefeed of 6 mm
per rotation, the pitch is p = 6/(4 × 1) = 6/4 = 1.5. With 16 × 0.75 mm colli-
mation and a tablefeed of 18 mm per rotation, the pitch is p = 18/(16 × 0.75) =
18/12 = 1.5, too. For general radiology applications, clinically useful pitch val-
ues range from 0.5 to 2. For the special case of ECG-gated cardiac scanning,
very low pitch values of 0.2–0.4 are applied to ensure gapless volume coverage
of the heart during each phase of the cardiac cycle.

4.3.2.2 Collimated and Effective Slice Width. Both single-slice and multislice
spiral CT require an interpolation of the acquired measurement data in the lon-
gitudinal direction to estimate a complete CT data set at the desired plane of
reconstruction. As a consequence of this interpolation, the slice profile changes
from the trapezoidal, in some cases almost rectangular, shape known from axial
scanning to a more bell-shaped curve (Fig. 4.8). Z-axis resolution is no longer
determined by the collimated beam width scoll alone (as in axial scanning), but
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Figure 4.8. Effective slice width in spiral/helical CT: the collimated slice profile, which
is a trapezoid in general, is indicated in red. The SSPs after spiral/helical interpolation are
bell shaped; see the blue curves for the most commonly used single-slice approach (180-
LI) at different pitch values. This approach (180-LI) relies on a projection-wise linear
interpolation of direct and complementary data. In spiral/helical CT, z-axis resolution is
no longer determined by the collimated slice width alone, but by the effective slice width,
which is defined as the full width at half maximum (FWHM) of the SSP.

by the effective slice width s, which is established in the spiral interpolation
process. Usually, s is defined as the Full Width at Half Maximum (FWHM)
of the Slice Sensitivity Profile (SSP). The wider s gets for a given collimated
beam width scoll, the more the longitudinal resolution degrades. In single-slice
CT, s increases with increasing pitch (Fig. 4.9). This is a consequence of the
increasing longitudinal distance of the projections used for spiral interpolation.
The SSP is not only characterized by its FWHM, but by its entire shape: an
SSP that has far-reaching tails degrades longitudinal resolution more than a well-
defined, close to rectangular SSP, even if both have the same FWHM and hence
the same effective slice width s. For a further characterization of spiral SSPs, the
Full Width at Tenth Area (FWTA) is often considered in addition.

4.3.2.3 Multislice Linear Interpolation and z-Filtering. Multislice linear inter-
polation is characterized by a projection-wise linear interpolation between two
rays on either side of the image plane to establish a CT data set at the desired
image z-position. The interpolation can be performed between the same detector
slice at different projection angles (in different rotations) or different detector
slices at the same projection angle. In general, scanners relying on this technique
provide selected discrete pitch values to the user, such as 0.75 and 1.5 for 4-slice
scanning (Hu, 1999) or 0.5625, 0.9375, 1.375 and 1.75 for 16-slice scanning
(Hsieh, 2003). The user has to be aware of pitch-dependent effective slice widths
s. For low pitch scanning (at p = 0.75 using 4 slices and at p = 0.5625 or 0.9375
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Figure 4.9. (a) FWHM of the SSP as a function of the pitch for the two most commonly
used single-slice spiral interpolation approaches, 180◦ linear interpolation (180-LI) and
360◦ linear interpolation (360-LI). For both, the slice significantly widens with increasing
pitch as a result of the increasing distance of the interpolation partners. (b) MPRs of
a spiral z-resolution phantom scanned with 2 mm collimation (180-LI) show increased
blurring of the 1.5-mm and 2-mm cylinders with increasing pitch as a consequence of the
increasing effective slice width.

using 16 slices), s∼scoll and for a collimated 1.25-mm slice the resulting effective
slice width stays at 1.25 mm. The narrow SSP, however, is achieved by conjugate
interpolation at the price of increased image noise (Hu, 1999; Hsieh, 2003). For
high pitch scanning (at p = 1.5 using 4 slices and at p = 1.375 or 1.75 using 16
slices), s∼1.27scoll and a collimated 1.25-mm slice results in an effective 1.5- to
1.6-mm slice. To obtain the same image noise as in an axial scan with the same
collimated slice width, 0.73–1.68 times the dose depending on the spiral pitch
is required, with the lowest dose at the highest pitch (Hsieh, 2003). Thus, as a
“take home point,” when selecting the scan protocol for a particular application,
scanning at low pitch optimizes image quality and longitudinal resolution at a
given collimation, yet at the expense of increased patient dose. To reduce patient
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dose, either milliampere settings should be reduced at low pitch or high pitch
values should be chosen.

In a more advanced z-filter multislice spiral reconstruction (Taguchi and Ara-
date, 1998; Schaller et al., 2000), the spiral interpolation for each projection angle
is no longer restricted to the two rays in closest proximity to the image plane.
Instead, all direct and complementary rays within a selectable distance from
the image plane contribute to the image. A representative example for a z-filter
approach is the adaptive axial interpolation (Schaller et al., 2000) implemented in
Siemens CT-scanners. Another example is the MUSCOT algorithm (Taguchi and
Aradate, 1998) used by Toshiba. Z-filtering allows the system to trade-off z-axis
resolution with image noise (which directly correlates with required dose). From
the same CT, raw data images with different slice widths can be retrospectively
reconstructed. Only slice widths equal to or larger than the sub-beam collimation
can be obtained. With adaptive axial interpolation, the effective slice width is
kept constant for all pitch values between 0.5 and 1.5 (Klingenbeck-Regn et al.,
1999; Schaller et al., 2000; Fuchs et al., 2000). Therefore, longitudinal resolution
is independent of the pitch (Fig. 4.10). As a consequence of the pitch-independent
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Figure 4.10. Adaptive axial interpolation for a four-slice CT system: SSP of the 2-mm
slice (for 4 × 1 mm collimation) at selected pitch values. The functional form of the SSP,
and hence the effective slice width, are independent of the pitch. Consequently, MPRs
of a spiral z-resolution phantom scanned with 2-mm slice width show clear separation of
the 1.5- and 2-mm cylinders for all pitch values.
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spiral slice width, the image noise for fixed “effective” milliampere-second (mAs)
(that is mAs divided by the pitch p) is nearly independent of the pitch. For 1.25-
mm effective slice width reconstructed from 4 × 1 mm collimation, 0.61–0.69
times the dose is required to maintain the image noise of an axial scan at the
same collimation (Fuchs et al., 2000). Radiation dose for fixed effective mAs is
independent of the pitch and equals the dose of an axial scan at the same mAs.
Thus, as a “take-home point,” using higher pitch does not result in dose saving
at a fixed effective mAs, which is an important practical consideration with CT
systems relying on adaptive axial interpolation and the “effective” mAs concept.

With regard to image quality, narrow collimation is preferable to wide col-
limation, because of better suppression of partial volume artifacts and a more
rectangular SSP, even if the pitch has to be increased for equivalent volume cov-
erage. Similar to single-slice spiral CT, narrow collimation scanning is the key
to reduce artifacts and improve image quality. Best suppression of spiral artifacts
is achieved by using both narrow collimation relative to the desired slice width
and reducing the spiral pitch.

4.3.2.4 Three-Dimensional Backprojection and Adaptive Multiple Plane Recon-
struction (AMPR). For CT scanners with 16 or more slices, modified reconstruc-
tion approaches accounting for the cone-beam geometry of the measurement rays
have to be considered: the measurement rays in MDCT are tilted by the so-
called cone angle with respect to a plane perpendicular to the z-axis. The cone
angle is largest for the slices at the outer edges of the detector, and it increases
with increasing number of detector rows if their width is kept constant. Some
manufacturers (Toshiba, Philips) use a 3D filtered backprojection reconstruction
(Feldkamp et al., 1984; Grass et al., 2000; Hein et al., 2003; Wang et al., 1993).
With this approach, the measurement rays are backprojected into a 3D volume
along the lines of measurement, this way accounting for their cone-beam geom-
etry. Other manufacturers use algorithms that split the 3D reconstruction task
into a series of conventional 2D reconstructions on tilted intermediate image
planes. A representative example is the Adaptive Multiple Plane Reconstruction
(AMPR) used by Siemens (Flohr et al., 2003a; Schaller et al., 2001b). Multislice
spiral scanning using AMPR in combination with the “effective” mAs concept is
characterized by the same key properties as adaptive axial isnterpolation. Thus,
all recommendations regarding selection of collimation and pitch that have been
discussed there also apply to AMPR.

4.3.2.5 Double z-Sampling. The double z-sampling concept for multislice spiral
scanning makes use of a periodic motion of the focal spot in the longitudinal
direction to improve data sampling along the z-axis (Flohr et al., 2004; Flohr
et al., 2005a). By continuous electromagnetic deflection of the electron beam in
a rotating envelope X-ray tube, the focal spot is wobbled between two different
positions on the anode plate. The amplitude of the periodic z-motion is adjusted in
a way that two subsequent readings are shifted by half a collimated slice width
in the patient’s longitudinal direction (Fig. 4.11). Therefore, the measurement



MEASUREMENT TECHNIQUES 115

–10
–600

–400

–200

0

200

400

600

MDCT system with z-flying focal spot

S

SFOV
rlim

z-Axis

Detector

Focus position 1 2

Anode

S/2

–8 –6 –4 –2 0
z(mm)

r 
(m

m
)

2 4 6 8 10

e

Figure 4.11. Principle of improved z-sampling with the z-flying focal spot technique.
Owing to a periodic motion of the focal spot in the z-direction two subsequent M-slice
readings are shifted by half a collimated slice width scoll/2 at the isocenter and can be
interleaved to one 2M-slice projection.

rays of two subsequent readings with collimated slice width scoll interleave in
the z-direction and every two M-slice readings are combined to one 2M-slice
projection with a sampling distance of scoll/2.

In the SOMATOM Sensation 64 (Siemens, Forchheim, Germany) as an
example of an MDCT system relying on double z-sampling, two subsequent
32-slice readings are combined to one 64-slice projection with a sampling
distance of 0.3 mm at the isocenter. As a consequence, spatial resolution in
the logitudinal direction is increased, and objects <0.4 mm in diameter can be
routinely resolved at any pitch (Fig. 4.12). Another benefit of double z-sampling
is the suppression of spiral “windmill” artifacts at any pitch (Fig. 4.13).

4.3.3 ECG-Triggered and ECG-Gated Cardiovascular CT

4.3.3.1 Principles of ECG-Triggering and ECG-Gating. For ECG-synchronized
examinations of the cardiothoracic anatomy, either ECG-triggered axial scanning
or ECG-gated spiral scanning can be used. A technical overview on ECG-
controlled CT scanning may be found in (Flohr et al., 2003b).

In ECG-triggered axial scanning, the heart volume is covered by subsequent
axial scans in a “step-and-shoot” technique. The number of images per scan
corresponds to the number of active detector slices. In between the individual
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Figure 4.12. Demonstration of z-axis resolution for a MDCT system using the z-flying
focal spot technique. MPRs of a z-resolution phantom (high resolution insert of the CAT-
PHAN, the Phantom Laboratories, Salem, NY, turned by 90◦) in the isocenter of the
scanner as a function of the pitch. Scan data has been acquired with 32 × 0.6 mm col-
limation in a 64-slice acquisition mode using the z-flying focal spot and reconstructed
with the narrowest slice width (nominal 0.6 mm) and a sharp body kernel. Independent
of the pitch, all bar patterns up to 16 lp/cm can be visualized. The bar patterns with
15 lp/cm are exactly perpendicular to the z-axis, corresponding to 0.33 mm longitudinal
resolution.

axial scans the table moves to the next z-position. Owing to the time necessary
for table motion, only every second heart beat can be used for data acquisition,
which limits the minimum slice width to 2.5 mm with four-slice or to 1.25 mm
with eight-slice CT systems if the whole heart volume has to be covered within
one breath-hold period. Scan data are acquired with a predefined temporal offset
relative to the R-waves of the patient’s ECG-signal, which can be either relative
(given as a certain percentage of the RR-interval time) or absolute (given in mil-
liseconds) and either forward or reverse (Flohr and Ohnesorge, 2001; Ohnesorge
et al., 2000) (Fig. 4.14).

To improve temporal resolution, modified reconstruction approaches for partial
scan data have been proposed (Flohr and Ohnesorge, 2001; Ohnesorge et al.,
2000), which provide a temporal resolution up to half the gantry rotation time
per image in a sufficiently centered region of interest. Gantry rotation times as
short as 0.4 s, 0.37 s, or even 0.33 s are offered by 16-slice and 64-slice CT
systems. In this case, temporal resolution can be as good as 200 ms, 185 ms, or
165 ms.
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Figure 4.13. Reduction of spiral artifacts with the z-flying focal spot technique. Left:
Thorax scan with 32 × 0.6 mm collimation in a 64-slice acquisition mode with z-flying
focal spot at pitch 1.5. Right: Same scan, using only one focus position of the z-flying
focal spot for image reconstruction. This corresponds reasonably well to evaluating 32-
slice spiral data acquired without z-flying focal spot. Owing to the improved longitudinal
sampling with z-flying focal spot (left) spiral interpolation artifacts (windmill structures
at high contrast objects) are suppressed without degradation of z-axis resolution.
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Figure 4.14. Schematic illustration of absolute and relative phase setting for ECG-
controlled CT examinations of the cardiothoracic anatomy.

With retrospective ECG gating, the heart volume is covered continuously by
a spiral scan. The patient’s ECG signal is recorded simultaneously to data acqui-
sition to allow for a retrospective selection of the data segments used for image
reconstruction. Only scan data acquired in a predefined cardiac phase, usually
the diastolic phase, is used for image reconstruction (Flohr and Ohnesorge, 2001;
Kachelriess et al., 2000; Ohnesorge et al., 2000; Taguchi and Anno, 2000). The data
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segments contributing to an image start with a user-defined offset relative to the
onset of the R-waves, similar to ECG-triggered axial scanning (Fig. 4.15).

Image reconstruction generally consists of two parts: multidetector row spiral
interpolation to compensate for the continuous table movement and to obtain scan
data at the desired image z-position, followed by a partial scan reconstruction of
the axial data segments (Fig. 4.15).

4.3.3.2 ECG-Gated Single-Segment and Multisegment Reconstruction. In a
single-segment reconstruction, consecutive multislice spiral data from the same
heart period are used to generate the single-slice partial scan data segment for
an image (Fig. 4.15). At low heart rates, a single-segment reconstruction yields
the best compromise between sufficient temporal resolution on one hand and
adequate volume coverage with thin slices on the other.

The temporal resolution of an image can be improved up to Trot/(2N) by
using scan data of N subsequent heart cycles for image formation in a so-called
multisegment reconstruction (Cesmeli et al., 2001; Flohr and Ohnesorge, 2001;
Kachelriess et al., 2000; Taguchi and Anno, 2000); Trot is the gantry rotation
time of the CT scanner. With increased N , better temporal resolution is achieved
but at the expense of slower volume coverage: every z-position of the heart has
to be seen by a detector slice at every time during the N heart cycles. As a
consequence, the larger the N and the lower the patient’s heart rate, the more the
spiral pitch has to be reduced. With this technique, the patient’s heart rate and
the gantry rotation time of the scanner have to be properly desynchronized to
allow for improved temporal resolution. Depending on the relationship between
the rotation time and the patient heart rate, the temporal resolution is generally
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Figure 4.15. Principle of retrospectively ECG-gated spiral scanning with single-segment
reconstruction. The patient’s ECG signal is indicated as a function of time on the horizontal
axis, and the position of the detector slices relative to the patient is shown on the vertical
axis (in this example for a four-slice CT system). The table moves continuously, and
continuous spiral scan data of the heart volume are acquired. Only scan data acquired in
a predefined cardiac phase, usually the diastolic phase, are used for image reconstruction
(indicated as red boxes). The spiral interpolation is illustrated for some representative
projection angles.
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not constant, but varies between one half and 1/(2N) times the gantry rotation
time in an N-segment reconstruction. There are “sweet spots,” heart rates with
optimal temporal resolution, and heart rates where temporal resolution cannot
be improved beyond half the gantry rotation time. Multisegment approaches rely
on complete periodicity of heart motion, and they encounter their limitations in
patients with arrhythmia or patients with changing heart rates during examination.
They may improve image quality in selected cases, but the reliability of obtaining
good-quality images with N-segment reconstruction goes down with increasing
N . In general, clinical practice suggests the use of one segment at lower heart
rates and N ≥ 2 segments at higher heart rates (Flohr and Ohnesorge, 2001;
Flohr et al., 2003b). Image reconstruction during different heart phases is feasible
by shifting the start points of the data segments used for image reconstruction
relative to the R-waves. For a given start position, a stack of images at different z-
positions covering a small subvolume of the heart can be reconstructed because of
multislice data acquisition (Flohr and Ohnesorge, 2001; Ohnesorge et al., 2000).

Prospective ECG triggering combined with “step-and-shoot” acquisition of
axial slices has the benefit of smaller patient dose than ECG-gated spiral scanning,
since scan data is acquired in the previously selected heart phases only. However,
it does not provide continuous volume coverage with overlapping slices, and mis-
registration of anatomical details cannot be avoided. Furthermore, reconstruction
of images in different phases of the cardiac cycle for functional evaluation is not
possible. Since ECG-triggered axial scanning depends on a reliable prediction of
the patient’s next RR-interval by using the mean of the preceding RR-intervals,
the method encounters its limitations for patients with severe arrhythmia. To
maintain the benefits of ECG-gated spiral CT but reduce patient dose, ECG-
controlled dose modulation has been developed (Jakobs et al., 2002). During the
spiral scan, the output of the X-ray tube is modulated according to the patient’s
ECG. It is kept at its nominal value during a user-defined phase of the cardiac
cycle, in general the mid to end -diastolic phase. During the rest of the cardiac
cycle, the tube output is typically reduced to 20% of its nominal values although
not switched off entirely to allow for image reconstruction throughout the entire
cardiac cycle. Depending on the heart rate, dose reduction of 30–50% has been
demonstrated in clinical studies (Jakobs et al., 2002).

The major improvements from 4-slice to 64-slice scanners include improved
temporal resolution due to shorter gantry rotation times, better spatial resolution
owing to submillimeter collimation and considerably reduced examination times
(Flohr and Ohnesorge, 2001; Flohr et al., 2003b) (Fig. 4.16).

4.4 APPLICATIONS

4.4.1 Clinical Applications of Computed Tomography

Even though the driving force for the development of CT in the past years was
cardiac CT with a strong focus on reducing temporal resolution and effective
scan times, cardiac CT examinations still only account for a very small amount
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Figure 4.16. Progress in longitudinal resolution for ECG-gated cardiac scanning from
4-slice CT to 64-slice CT. The four-slice CT scanner with 4 × 1 mm collimation (bot-
tom) can resolve 0.9- to 1.0-mm objects. With 16 × 0.75 mm collimation, 0.6-mm objects
can be delineated (center). The 64-slice CT scanner with 64 × 0.6 mm collimation and
double z-sampling can routinely resolve 0.4-mm objects (top). The corresponding patient
examples depict similar clinical situations (a stent in the proximal Left Anterior Descend-
ing Artery (LAD)). With the 64-slice system, an in-stent re-stenosis (arrow) can be
evaluated. Four-slice case courtesy of Hopital de Coracao, Sao Paulo, Brasil; 16-slice case
courtesy of Dr A. Küttner, Tübingen University, Germany; and 64-slice case courtesy of
Dr C. M. Wong, Hong Kong, China.

of all CT examinations. Figure 4.16 shows an impressive example of small and
fast moving coronary arteries with a diameter of 5 mm in proximal segments
down to 2 mm in distal segments depicted within state-of-the-art systems.

Of course, all traditional applications benefited from the tremendous improve-
ments of scanner and data postprocessing technology in the past years.

Today, CT is the technique of choice for evaluating head injury; assessing
spinal, pelvic, or abdominal trauma; characterizing parenchymal lung diseases;
in combination with other techniques staging of almost all solid tumors, including
lymphoma; and treatment planning for most solid tumors. Figure 4.17 shows an
example where CT is used for tumor staging, in this case a lymphoma.

During the past years, CT angiography became increasingly important to depict
the inner opening of blood filled structures, especially arteries. As blood itself
is not clearly visible in CT images, because of its low contrast with respect to
other soft tissue structures in the body, iodinated contrast material is injected
intravenously for CTA examinations.

CTA is used to examine blood vessels in key areas of the body, including the
abdominal aorta and arteries to the kidneys and intestines, the brain, kidneys,
pelvis, legs, lungs, heart and neck. Figure 4.18 shows an example of a CTA of
the abdominal aorta and the peripheral vessels displayed in VRT and an MIP.
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Figure 4.17. Example of a lung scan used for tumor staging.

The procedure is used to identify disease and aneurysms in the aorta or in
other major blood vessels; detect atherosclerosis disease in the carotid artery of
the neck, which may limit blood flow to the brain and cause a stroke; identify
aneurysms or arteriovenous malformation inside the brain; or detect atheroscle-
rotic disease that has narrowed the arteries to the legs.

It can be used to diagnose disease in the renal artery or visualize blood flow to
help prepare for a kidney transplant, guide surgeons making repairs to diseased
blood vessels, such as implanting or evaluating a stent, detect injury to one or
more arteries in trauma patients, or evaluate the details of arteries feeding a tumor
before surgery.

CTA can identify dissection in the aorta or its major branches; show the
extent and severity of atherosclerosis in the coronary arteries; help plan for a
surgical operation, such as coronary bypass; screen individuals for arterial disease,
especially patients with a family history of arterial disease or disorders; and
evaluate prospective kidney donors.
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Figure 4.18. Example of CTA of the abdominal aorta and peripheral arteries in the
legs that shows strong calcifications in the MIP representation (right) and occlusions of
both the femoral arteries and the thick collateral vessels that were formed to bypass that
occlusion.

In the past years, CTA became the primary choice to examine pulmonary
arteries in the lungs to rule out Pulmonary Embolism (PE). This short
selection of areas where CTA is used shows the wide applicability of the
examination.

4.4.2 Radiation Dose in Typical Clinical Applications and Methods
for Dose Reduction

Exposure of the patient to radiation during CT and the resulting potential radiation
hazard has recently gained considerable attention both in the public and scientific
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literature (Brenner et al., 2001; Nickoloff and Alderson, 2001). Typical values
for the effective patient dose of selected CT protocols are 1–2 mSv (millisievert)
for a head examination, 5–7 mSv for a chest CT, and 8–11 mSv for CT of
the abdomen and pelvis (McCollough, 2003; Morin et al., 2003). This radiation
exposure must be appreciated in the context of the average annual background
radiation, which is 2–5 mSv (3.6 mSv in the United States).

CT is considered to be a “high dose” examination because compared to a
typical chest X-ray with an effective dose of approximately 0.1 mSv it exposes
the patient to 20–100 times of the radiation. Moreover, because of its undoubted
diagnostic benefits the percentage of CT examinations compared to other diag-
nostic examinations is continuously rising. In 1989, the National Radiological
Protection Board in the United Kingdom showed that despite comprising only
2% of all examinations, CT contributed around 20% of the collective dose to the
UK population from diagnostic X-ray imaging (Shrimpton et al., 1991). The use
of CT has been steadily increasing, and more recent data indicate that CT now
accounts for 40% of the collective dose to the US population from medical X-rays
(Mettler et al., 2000). This is a global trend, especially pronounced in the United
States where CT became the almost universal initial diagnostic tool. It must be
emphasized that the dose of single CT examinations is still low compared to radi-
ation dose ranges with proven health hazards. There is no study that can associate
CT with additional cancer incidence in the examined patients. Nevertheless, even
though the risk is small but not exactly known, the ALARA principle (As Low
As Reasonably Achievable) must be applied in all examinations involving the
exposure of patients to X-rays and there must be a clear clinical indication for the
examination.

In CT, the average dose in the scan plane is best described by the weighted
computerized tomographic dose index CTDIw (McCollough, 2003; Morin et al.,
2003), which is determined from CTDI100 measurements both in the center and
at the periphery of a 16-cm lucite phantom for head and a 32-cm lucite phantom
for body. For the CTDI100 measurements, a 100-mm-long ionization chamber
is used. CTDIw is a good estimate for the average patient dose as long as the
patient size is similar to the size of the respective phantoms. CTDIw is defined
according to the following equation (Morin et al., 2003)

CTDIw = 1/3CTDI100(center) + 2/3CTDI100(periphery)

CTDIw, given in milligray (mGy), is always measured in an axial scan mode.
It depends on scanner geometry, slice collimation and beam prefiltration as well
as on X-ray tube voltage, tube current mA, and gantry rotation time Trot.

The product of tube current in mA and Trot is the mAs value of the scan. To
obtain a parameter characteristic for the scanner used, it is helpful to eliminate
the mAs dependence and to introduce a normalized (CTDIw)n given in mGy per
mAs:

CTDIw = mA × Trot × (CTDIw)n = mAs × (CTDIw)n



124 COMPUTED TOMOGRAPHY

(CTDIw)n still depends on X-ray tube voltage and on slice collimation. Both
parameters are needed to specify (CTDIw)n. Scan protocols for different CT
scanners should always be compared on the basis of CTDIw and never on the basis
of mAs, since different system geometries can result in significant differences of
the radiation dose applied at identical mAs.

To represent the dose in a spiral scan, it is essential to account for gaps or
overlaps between the radiation dose profiles from consecutive rotations of the
X-ray source (Morin et al., 2003). For this purpose, CTDIvol, volume CTDIw,
has been introduced

CTDIvol = 1/p × CTDIw

= mAs × 1/p × (CTDIw)n = mA × Trot × 1/p × (CTDIw)n

where p is the spiral pitch. The factor 1/p accounts for the increasing dose
accumulation with decreasing spiral pitch due to the increasing spiral overlap.
In principle, this equation holds for single-slice CT as well as for MDCT. Some
manufacturers such as Siemens and Philips have introduced an “effective” mAs
concept for spiral/helical scanning, which includes the factor 1/p into the mAs
definition:

(mAs)eff = mA × Trot × 1/p = mAs × 1/p

For spiral/helical scans, (mAs)eff is indicated on the user interface. The dose
of a multidetector row spiral/helical scan is simply given by

CTDIvol = (mAs)eff × (CTDIw)n

Some other manufacturers, such as Toshiba and GE, have not introduced the
effective mAs concept and decided to keep the original the conventional mAs
definition. When comparing the scan parameters for CT systems of different
manufacturers, the underlying mAs definition has to be taken into account and the
correction for pitch has to applied manually when this is not done automatically
through effective mAs. This is of particular importance for scan protocols relying
on very low pitch settings such as in ECG-gated cardiac CT.

CTDIw is a physical dose measure and therefore does not provide full infor-
mation on the radiation risk associated with a CT examination. For this purpose,
the concept of “effective dose” has been introduced by ICRP (International Com-
mission on Radiation Protection). The effective dose is given in millisievert. It is
a weighted sum of the dose applied to selective radiation-sensitive organs in a CT
examination and includes both direct and scattered radiation. The weighting fac-
tors depend on the biological radiation sensitivities of the respective organs. The
effective patient dose depends on the scanned range and scanned body region.
For a comparison of effective dose values for different protocols or different
scanner types, scan ranges should be similar.
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The most important factor for reducing radiation exposure is an adaptation
of the dose to patient size and weight (Donelly et al., 2001; Frush et al., 2002;
Wildberger et al., 2001). This is of particular importance in pediatric imaging.
Dose reduction can also be achieved by mAs reduction and lower kV settings.

Another means to reduce radiation dose is to adapt the X-ray tube voltage to the
intended application. In contrast-enhanced studies, such as in CTA, the contrast
to noise ratio for fixed patient dose increases with decreasing X-ray tube voltage.
As a consequence, to obtain the desired contrast to noise ratio, patient dose can be
reduced by choosing lower kV settings. Ideally, 80 kV should be used for CTA in
order to reduce patient dose. Clinical studies (Schaller et al., 2001a) have demon-
strated a potential for dose reduction of about 50% when using 80 kV instead of
120 kV for performing CTA. In reality, however, the maximum X-ray tube cur-
rent available at 80 kV is generally not sufficient to scan bigger patients, which
limits the routine application of this approach. Use of 100 kV appears as a suit-
able compromise and the method of choice for performing CTA. A recent study
recommends 100 kV as the standard mode for aortoiliac CTA and reports a dose
saving of 30% without loss of diagnostic information (Wintersperger et al., 2005).

An approach that finds increased implementation in clinical practice is anatom-
ical tube current modulation. In this technique, the tube output is adapted to the
patient geometry during each rotation of the scanner to compensate for strongly
varying X-ray attenuations in asymmetrical body regions such as the shoulders
and pelvis. The variation of the tube output is either predefined by an analysis
of the localizer scan (topogram, scout view) or determined online by evaluat-
ing the signal of a detector row. With the use of this technique, dose can be
reduced by 15–35% without degrading image quality, depending on the body
region (Greess et al., 2000). In more sophisticated approaches, the tube output is
modified according to the patient geometry not only during each rotation but also
in the longitudinal direction to maintain adequate dose when moving to different
body regions, for instance, from thorax to abdomen (automatic exposure control).
Automatic adaptation of the tube current to patient size prevents both over- and
underirradiation, considerably simplifies the clinical workflow for the technician,
and eliminates the need for lookup tables of patient weight and size for adjusting
the mAs settings.

4.5 OUTLOOK

In future, the trend toward a larger number of slices will not be driven by the
need to increase scan speed in spiral acquisition modes, but rather by the desire
to increase volume coverage in nonspiral dynamic acquisitions, for example, by
the introduction of area detectors large enough to cover entire organs, such as
the heart, the kidneys or the brain, in one axial scan (∼120 mm scan range).
With these systems, dynamic volume scanning will become feasible, opening up
a whole spectrum of new applications, such as functional or volume perfusion
studies. Area detector technology is currently under development, but no com-
mercially available system so far fulfills the requirements of medical CT with
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regard to contrast resolution and fast data read-out. A scanner with 256 × 0.5 mm
detector elements has been proposed by one manufacturer and appears conceptu-
ally promising, but has not left the prototype stage so far (Mori et al., 2004; Mori
et al., 2006). Prototype systems by other vendors use CsI-aSi flat panel detec-
tor technology, originally used for conventional catheter angiography, which is
limited in low contrast resolution and scan speed. Short gantry rotation times
<0.5 s, which are a prerequisite for successful examination of moving organs
such as the heart, are beyond the scope of such systems. Spatial resolution is
excellent, however, because of the small detector pixel size (Gupta et al., 2006).
In preclinical installations, potential clinical applications of flat-panel volume CT
systems are currently being evaluated (Knollmann and Pfoh, 2003; Gupta et al.,
2003). The application spectrum ranges from ultrahigh resolution bone imaging
to dynamic CT angiographic studies and functional examinations. Figure 4.19
shows an example of a dynamic CTA of a living rabbit.

The combination of area detectors that provide sufficient image quality with
fast gantry rotation speeds will be a promising technical concept for medical CT
systems. Yet, a potential increase in spatial resolution to the level of flat-panel CT
will be associated with increased dose demands, and the clinical benefit has to be
carefully considered in the light of the applied patient dose. Reduction of patient
dose, in general, will remain a big topic in CT. Especially iterative reconstruction
(IR) techniques will become more important in the future. IR uses iterative loops
to improve image quality and lower image noise and can potentially help to

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.19. Study illustrating the performance of a prototype CT system with CsI-aSi
flat-panel detector. Perfusion of the heart and the thoracic vasculature in a rabbit is shown;
notice the evolution of first-pass contrast transit from the Inferior Vena Cava (IVC) (a) to
the right side of the heart (b), to the left side (c–f), and then finally to the venous system
(g, h); frame rate, 30 frames per second; tube voltage 100 kV; tube current 30 mA; time
shift between subsequent images 2.5 s; rotation time 5 s. Courtesy of Dr Rajiv Gupta,
MGH, Boston, USA.
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reduce dose in CT and remove remaining artifacts. A detailed description of IR
is beyond the scope of this book chapter.

For further reading, very useful up-to-date information regarding CT is readily
available on the Internet, for example at the UK MDA CT website www.medical-
devices.gov.uk or at www.ctisus.org.
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5.1 INTRODUCTION

Magnetic resonance technology comprises the hardware, software, and imaging
techniques used in Magnetic Resonance Imaging (MRI) and Magnetic Resonance
Spectroscopy (MRS). MRI has become one of the most useful imaging techniques
used in medical diagnosis. Thousands of MRI systems have been produced and
installed in clinics since the first introduction to hospitals in the early 1980s. In
recognition of the importance of MRI to the practice of medicine, Dr Paul Lauter-
bur and Sir Peter Mansfield were awarded the 2003 Nobel Prize in Medicine for
their discoveries concerning MRI. The Nuclear Magnetic Resonance (NMR) phe-
nomenon, on which MRI is based, was discovered in 1945 by Purcell, Torrey,
and Pound at Harvard (1) and independently by Bloch, Hansen, and Packard at
Stanford (2). This followed the discovery of electron paramagnetic resonance by
J. Zawoysky in 1944. Their work was continued by Hahn (3), who discovered the
Spin Echo (SE), and Gabillard (4, 5), who showed that a magnetic field gradient
can be used to obtain the spatial distribution of a sample of spins. These discov-
eries were used exclusively in chemistry until the 1950s, when NMR began to
find an application in medicine with the discovery of the relationship between
relaxation times and water content in tissue. This was confirmed by Damadian in
1971 (6), who showed that the relaxation times of cancerous and normal tissues
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may differ. The early 1970s saw the development of diverse MRI approaches by
Mansfield (7–9), Hinshaw (10), Andrew (11), Lauterbur (12), Garroway (13),
Hoult (14), Kumar (15), and many others.

MRI allows the visualization of internal structures of a body containing water
and fat molecules. Since the human body consists of more than 50% water
(about 90% in brain), MRI could be used to image practically any organ. Clin-
ically, MRI is used for early disease diagnosis, while research areas cover new
fast imaging techniques, high resolution human and animal anatomy, and details
of physiology and pathology. Although the detected signal comes from water
or fat molecules, MRI is sensitive to much more than simple Proton Density
(PD). The contrast in MR images can come from blood flow, blood oxygenation,
water diffusion, or specific properties of tissues, and is called relaxation times .
The contrast in an MR image depends on the specific imaging technique used,
allowing many types of image appearances, thus giving many options for the
clear visualization of specific tissues or physiology. This makes the technique
superior in flexibility to other imaging modalities such as Computed Tomogra-
phy (CT, Chapter 4) or Ultrasound (US, Chapter 11), which use only radiation
absorption, reflection, or scattering to obtain an image. Because MR uses only
magnetic and radiofrequency (rf) fields, unlike CT, it does not expose the patient
to harmful ionizing radiation. MRI can easily provide isotropic 2D or 3D images
in any plane, whereas both CT and US techniques are more limited geometri-
cally. Furthermore, MRI suffers from neither heavy absorption in bone (as do
X-rays) nor strong reflections from bone (as does US) and thus is ideal for brain
and spine imaging—the Central Nervous System (CNS) being encased within
bony structures. MRI offers excellent contrast between soft tissues also superior
to other modalities.

Owing to this impressive set of advantageous features, the application of MRI
has become very broad and includes the diagnosis of many diseases, such as
cancer, stroke, brain disorders, and heart conditions. MRI continuously expands
into other areas and finds new applications such as the assessment of surgery
using intraoperative MRI (16) or image-guided procedures such as biopsy or
laparoscopy. The combination of MRI with the specific biochemical information
provided by MRS provides potentially a powerful tool for clinical management
of problems such as stroke, tumor classification, and monitoring and assessment
of other diseases.

To produce an MR image, a strong magnetic field (order of 1 T), time-variable
magnetic field gradients, and a rf field are used. As the Signal to Noise Ratio
(SNR), and thus image resolution available, increases with the magnetic field
strength, as explained in the following sections, there is an industry trend toward
the use of stronger magnets. The standard clinical system is equipped with a 1.5-T
magnet, but 3-T systems have recently been granted approval by the US Food and
Drug Administration (FDA) for clinical use. While stronger magnets (above 3 T)
are technically feasible, their possible, yet not proven, harmful side effects and
high costs (usually $1M per 1 T for each unit) are the limiting factors. However,
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new pulse sequences and new types of rf coils are being continuously introduced,
improving image quality and extending applications of MRI and MRS.

Many books have been published explaining the principles of MRI (17) and
the details of MRI techniques (18, 19).

5.2 MAGNETIC NUCLEI SPIN IN A MAGNETIC FIELD

Atoms with an odd number of nucleons (neutrons + protons) have net non-zero
spin, caused by the rotation of charged nuclei. Such spinning nuclei can be
imaged with MRI (Table 5.1). Among such atoms are hydrogen (1H), carbon
(13C), fluorine (19F), phosphorus (31P), nitrogen (15N), oxygen (17O), and sodium
(23Na). These occur in varying abundance within the human body. Owing to the
overwhelmingly high content of protons in the tissues (due to water), MRI of
hydrogen atoms is predominant in clinical MRI. Some gases, for example, xenon
(129Xe) or helium (3H), also possess spin and thus can be imaged after inhalation.
However, because of their low density, they must be hyperpolarized (pumped
with “extra” energy using laser light) to provide sufficient signal for imaging.

The physics of NMR is described in detail by quantum mechanics, but the
classical approach is much easier to understand; therefore, it is herein presented.
Following this approach, the spin can be envisioned as a very small rotating
magnet, denoted frequently as an arrow (vector). Spins placed in an external mag-
netic field precess around that field (Fig. 5.1). The frequency of that precession

TABLE 5.1. Properties of Some NMR Sensitive Nuclei

Natural Resonance Frequency Relative NMR
Nucleus Abundance (%) Spin (I ) (MHz at 1 T) Sensitivitya

1H 99.98 1/2 42.57 1.0000
2H 1.5 ×10−2 1 6.54 0.0628
13C 1.108 1/2 10.71 0.0632
14N 99.63 1 3.08 0.0139
15N 0.37 1/2 4.31 0.0103
17O 3.7 ×10−2 5/2 5.77 0.2144
19F 100 1/2 40.05 0.8851
23Na 100 3/2 11.26 0.3498
29Si 4.6832 1/2 8.46 0.0395
31P 100 1/2 17.23 0.1639
35Cl 75.53 3/2 4.17 0.0480
37Cl 24.47 3/2 3.47 0.0333
39K 93.10 3/2 1.99 0.0109
41K 6.88 3/2 1.09 0.0033
43Ca 0.145 7/2 2.86 0.0951
57Fe 2.19 1/2 1.38 0.0010

aCalculated for the same amount of nuclei.
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Figure 5.1. Rotation of the spin in the external magnetic field B0.

is proportional to the magnetic field and is described by the Larmor equation:

ω0 = γ

2π
B0 (5.1)

where ω0 is Larmor frequency (in Hz), γ is a gyromagnetic ratio that depends
on the nuclei, B0 is the externally applied magnetic field (in tesla). As can be
seen from Eq. (5.1), different nuclei precess with different frequencies in the
same magnetic field. The frequency of the precession of the most commonly
used NMR nuclei and their NMR sensitivities are shown in Table 5.1. Because
of the linear relationship between the frequency of rotation and the external field,
both ω0 and B0 values are used interchangeably in the literature. For example,
one can hear about 1.5 T or 64 MHz MRI system, because 1.5 T corresponds
roughly to the proton frequency of 64 MHz (γH = 2.675 rad/sT) and vice versa;
3 T corresponds to 128 MHz. The magnetization created by a nucleus depends
also on the type of nuclei because the difference in the energy of the system spins
up and down depends on its magnetic moment, which is different for different
nuclei. The sensitivity shown in Table 5.1 (last column) shows the signal that
could be received from a particular element, assuming the same number of nuclei.
The sensitivity of 1H is assumed to be one.

Equation (5.1) describes the behavior of a single spin, whereas in imaged
objects there are many spins (order of 1024). When such an object is placed in a
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M0

B0

Figure 5.2. Spins placed in the external magnetic field B0 create net magnetization �M0

along the direction of the field.

magnetic field, its spins align either parallel or anti-parallel to the field (Fig. 5.2).
There is only a very small difference, about one per million, between the number
of spins aligned parallel to the field and those aligned antiparallel. This small
difference makes MR less sensitive than other imaging methods, such as infrared
spectroscopy (Chapter 9). This excess of spins creates a net magnetization, which
is detected by MR systems as the NMR signal. The amplitude of the magnetiza-
tion depends on the strength of the external magnetic field. For instance, in the
Earth’s magnetic field the magnetization is practically undetectable. Therefore,
very strong magnetic fields must be generated by specially designed magnets
(most frequently superconductive) to be able to produce enough signal. The
magnetic fields used in present clinical MRI systems vary from 0.2 to 3 T (the
Earth’s magnetic field is about 50 μT, i.e., about 500,000 times lower). Experi-
mental MRI systems currently reach 14 T, while systems for NMR spectroscopy
approach 20 T (almost 1 GHz for protons).

5.2.1 A Pulsed rf Field Resonates with Magnetized Nuclei

As explained above, there is a net magnetization created when magnetic nuclei
are placed in a magnetic field. In other words, the patient becomes magnetized.
The application of an external rf field (or precisely its magnetic component B1)
in the plane perpendicular to the external magnetic field, crucially at the rf corre-
sponding to the frequency of the rotating spins, “flips” some or all of them from
up to down position (Fig. 5.3). This phenomenon is known as nuclear magnetic
resonance (NMR).
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Figure 5.3. (a) Spin rotates around the magnetic field B0. (b) Application of the rf pulse,
corresponding to the frequency of the spin rotation, flips the spin.

To understand what happens after the rf pulse is applied, let us assume that
the external magnetic field is applied in the z direction and the rf pulse is applied
in x-y plane. Before the pulse is applied, �M0 (the sum vector of all spins) is
in equilibrium and is aligned along the external �B0 magnetic field (Fig. 3a).
Following the application of the rf pulse, the net magnetization �M0 flips away
from its equilibrium position (Fig. 5.4). This tilt is called the flip angle (ϕ)
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Figure 5.4. (a) Application of the ϕ degree rf pulse tilts the magnetization �M0 from its
equilibrium position along the z direction by the angle ϕ. (b) Magnetization lies along
the x direction after the 90◦ rf pulse is applied.
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and depends on the product of the amplitude and duration of the rf pulse. For
a rectangular pulse of duration tp, and rf amplitude B1, the flip angle can be
expressed as ϕ = γB1tp or more generally for a pulse of any shape:

ϕ =
tp∫

0

γB1(t)dt (5.2)

where B1(t) is the envelope of the rf pulse of duration tp.
As can be seen from Eq. (5.2), the stronger the rf field applied or the longer

it lasts the larger the flip angle. An rf pulse that flips the magnetization 90◦ from
the equilibrium position is termed 90◦ (or π /2) pulse, and similarly for other flip
angles (45◦

, 180◦, etc.). The maximum NMR signal available from a sample is
obtained after a 90◦ pulse.

5.2.2 The MR Signal

To produce the rf field and detect the signal, rf coils (often referred to as rf
probes or resonators or incorrectly as antennas) are used. The simplest rf coil is
a solenoid. The coils are designed to produce their rf field in x-y plane (Fig. 5.5).
After the application of a 90◦ rf pulse, the magnetization �M0 rotates along the
z direction in the x-y plane. The Mxy component of the magnetization induces
a voltage in the coil that can be amplified and detected. The rf pulse not only
flips the spins but also imposes the phase coherence of the spins. Immediately
after, the rf pulse (Fig. 5.6b) spins have the same phase, but soon after they
dephase because each spin rotates in a slightly different magnetic field due to

B0

M0

Rf coil

y

z

x

∼

Figure 5.5. Rotating magnetization �M0 induces current in the receiving rf coil.



138 MAGNETIC RESONANCE TECHNOLOGY
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Figure 5.6. Behavior of the magnetization �M0 in the external magnetic field B0 along the
z direction: x-y plane (top row), z-x plane (bottom row): (a) Magnetization in equilibrium;
(b) magnetization just after 90◦ rf pulse; (c) magnetization returns to equilibrium after
time t from the application of the 90◦ rf pulse; spins dephase in x-y plane.

inhomogeneities of the magnetic field (order of 10−6 of the main field in standard
MRI magnets). Inhomogeneous magnetic field means that there is a different
field at each point. Thus, spins within the same field rotate with slightly different
frequencies that depend on their position (ω(�r) ∼ B0(�r)), causing an overall
spin vector dephasing. As spins lose their phase coherence, the amplitude of the
induced MR signal decreases. This natural process is known as Free Induction
Decay (FID), and its exponential decrease is described by time called T ∗

2 (“t 2
star”).

5.2.3 Spin Interactions have Characteristic Relaxation Times

As mentioned above, the signal induced in the rf coil (caused by Mxy) decreases
with time because of the inhomogeneity of the external magnetic field. This is,
however, not the only reason that causes the signal to decay. Before the 90◦

pulse is applied, there is a net magnetization along the z direction ( �Mz = �M0)
(Fig. 5.6a). The 90◦ rf pulse flips magnetization �M0 to the x-y plane, creating a net
magnetization in the x-y plane (Mxy) (Fig. 5.6b). At that point, the Mz component
is zero. After the rf pulse is removed, the net magnetization Mz returns, like
all natural processes, to equilibrium (Fig. 5.6c); this process of rebuilding Mz

is called longitudinal or spin-lattice relaxation . The time constant describing the
recovery of the magnetization is known as the T1 relaxation time. The decay of the
magnetization Mxy in the x-y plane is called transverse or spin-spin relaxation or
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T2 decay . One can show that (for a Lorentzian spectral function) 1
T ∗

2
= γ�B0

2 + 1
T2

thus T ∗
2 ≤ T2 · T1 and T2 are defined exactly as the time needed for 63% of

the Mz to recover and Mxy to decay, respectively. The details of the processes
causing the relaxation can be found, for example, in Reference (20). Generally,
the longitudinal relaxation is caused by the rotational and translational molecular
motion, which creates a small time-varying magnetic field as seen by the spin, and
which causes spins to flip and transfer their energy to the surrounding molecules
(lattice). Therefore, this type of relaxation is particularly efficient in the presence
of paramagnetic substances (such as O2). Thus, pure, degasified water has a
T1 of about 4 s (the exact value depending on the external magnetic field and
temperature), whereas water in brain or blood has a T1 of about 100 ms because of
dissolved ions creating fluctuating magnetic fields. As a result, the energy of the
spins dissipates as heat (although a very small amount). Conversely, the transverse
relaxation (T2) is caused by interactions among spins themselves. Each flip of
a spin changes the local magnetic field, which in turn affects surrounding spins
and accelerates the transition of spin from one position to the other. Contrary to
longitudinal relaxation, there is no net heat created in this process. As in all natural
processes, the relaxations have exponential behavior and can be mathematically
described, following the 90◦ pulse, as Mz(t) = 1 − M0 exp(−t/T1), Mxy(t) =
exp(−t/T ∗

1 ). Both processes, the return of Mz to its equilibrium and the decay
of Mxy to zero, can be probed by an MR system and exploited to obtain image
contrast.

5.3 IMAGE CREATION

To create an MR image, the main magnetic field, three gradients of the magnetic
field, and an rf field are all required. This section describes mathematically how
an image can be created if all these requirements are provided.

5.3.1 Slice Selection

One of the advantages of MRI over other imaging techniques is the possibility
of selection of the slice of interest. To understand how the slice is selected, we
will first consider the rf pulses used in MRI. As mentioned before, rf pulses are
needed to generate an MR signal. There are two types of rf pulses: non-selective
and selective (Fig. 5.7). Each pulse used in MRI is “filled” with an rf field
corresponding to the Larmor frequency. Therefore, its shape is called an envelope
function . A detailed analysis of the rf pulses, for example (21), reveals that each
pulse has its own frequency spectra. It means that an rf pulse “contains” not only
one particular frequency but rather a band of frequencies, the distribution of which
depends on the shape (envelope function) of the rf pulse. For example, a very long
(infinite) sinusoidal pulse in the time domain (s(t) = sin ω0t) produces only one
frequency (ω0) in the frequency domain, but a rectangular pulse has a spectrum
of frequency distributed around the central frequency ω0 and decreasing with the
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Figure 5.7. (a) Selective (soft) rf pulse and its Fourier transform. (b) Nonselective (hard)
rf pulse and its Fourier transform.

frequency offset from ω0 (Fig. 5.7a). The most commonly used selective pulses
in MRI are pulses with so-called sinc (sinc(x) = sin x/x) envelope (Fig. 7b),
because their frequency spectra is nearly rectangular, leading to a rectangular
slice profile. Other complex pulses, for example, based on Hermite function,
are also used, as their slice profile is even closer to rectangular than the sinc
function.

The mathematical formula describing the relationship between the time
and frequency domains is called a Fourier Transform (FT): F(ω) =∫ +∞
−∞ S(t) exp(2iπωt)dt , where F(ω) is the frequency domain of the signal

S(t) in the time domain (22). Interestingly, the inverse FT links F(ω) with
S(t) : S(t) = ∫ +∞

−∞ F(ω) exp(−2iπωt)dt . The FT is of fundamental importance
in MRI, where it is used to process the MR signal to obtain an MR image. FT
was first applied in NMR by Richard Ernst in 1966 (23). The application of FT
to NMR later allowed the extension to MRI and the subsequent development of
other imaging techniques. The simultaneous application of the constant gradient
(Gz = dB

dz
= const) of the magnetic field and the selective rf pulse allows slice

selection (Fig. 5.8). When the gradient is applied, for example, along the z

direction (B(z) = zdB

dz
), the frequency of the spins (Eq. 5.1) depends on their

position along that direction (ω(z) = z�ω
�z

). The stronger the gradient and/or the
narrower the rf pulse bandwidth (BW) the thinner the selected slice, according to
the formula: �z = �ω/γGz, where Gz is a constant gradient in the z direction,
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Figure 5.8. Process of slice selection using gradient of the magnetic field and selective
rf pulse. (a) Selective rf pulse corresponding to the frequency 63.98 ± 0.01 MHz selects
a slice of �z thickness. (b) The same rf pulse as in (a), but the gradient is two times
stronger: slice thickness is now half as wide as above.

�ω is the BW of the rf pulse, and �z is the slice thickness. In modern MRI
systems, gradient coils can generate field gradients up to 40 mT/m, which along
with the application of a standard selective rf pulse of several kHz BW allows
submillimeter slice thicknesses.

To analyze in detail the slice selection process shown in Figure 5.8, let us
assume that a patient is lying in the 1.5-T magnet and both the main field and
the gradients are applied along the z direction. And let us also assume that the
frequency in the center of the magnet is exactly 64.00 MHz. If we add a magnetic
field gradient to the main field, the precession frequency of the spins in a patient’s
body will depend on their position: spins will precess faster in the legs and
slower in the head. If we now apply a selective rf pulse, with the spectrum width
�ω = ω0

�z
z

= 0.02 MHz and with frequency ω0 corresponding to the frequency
of the spins rotating in the head (63.98 MHz) (Fig. 8a) we excite, thus select,
only spins in the slice �z that spins rotate at the frequency 63.98 ± 0.01 MHz.
What happens is that the band of frequencies presents in the rf pulse matches
the resonant frequencies of the spins within a thin slice of the patient.
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In a second experiment, we use the same selective rf pulse but double the
strength of the gradient (Fig. 5.8b) and thus select a different slice (e.g., through
a chest), because now the spins rotating with the frequency matching that of the
rf pulse are “shifted” (to the right in Fig. 5.8b) because of the stronger gradient.
Furthermore, the selected slice �znew in now only half as wide, because now
the same �ω corresponds to half the thickness of the previous slice: �znew =
�ω/γ 2Gz. In other words, we have narrowed the frequency window. In this
way, slice thickness could be controlled.

The other way of changing the slice thickness is to use a selective pulse with
a narrower spectrum. This could be accomplished, for example, by using longer,
thus more selective rf pulses or by changing their shape. To select a different
slice but of the same thickness, an rf pulse with different center rf frequency
is used. Unfortunately, selective pulses do not have perfect rectangular spectra;
therefore, spins may experience slightly different rf fields across the slice and
their flip angles may be different. Such “slice profile” effects can be the source
of artifacts.

5.3.2 The Signal Comes Back—The Spin Echo

To understand how an MR image is created, first we will explain the spin (or
Hahn) echo. The SE was discovered by Erwin Hahn in 1950 (3). As we already
know, the application of a 90◦ rf pulse with frequency corresponding to the
frequency of the rotating spins creates a net magnetization in x-y plane (Fig. 5.9).
Owing to the inhomogeneities of the magnetic field and the relaxation T2, the
spins dephase after the rf pulse is removed, leading to decay of the MR signal.
This process is detected by the rf receiver coil as the FID with the T2* time.
Because FID occurs just after the rf pulse and is usually very short, its detection
is rather difficult. Therefore, often additional rf pulses are used to collect the MR
data. The most common is the application of the 180◦ pulse after the 90◦ pulse.
The 180◦ pulse, also called a refocusing pulse, flips all spins vectors by 180◦

about some axis. Specifically, a 180◦
y pulse (180◦ with y phase) flips the spins

about the y axis. (The 180◦
x pulse would flip the spins along x axis.) As can be

seen from Figure 5.9, the spins dephasing will now rephase again, and exactly
after the same time (t) as 180◦ pulse was applied after 90◦ pulse, they will all
align along the y axis. In other words, after the 180◦ pulse is applied, the spins
that rotated fast (dephased faster) will continue to rotate faster, but now they
will chase the slower rotating spins to catch them up on the y axis, exactly after
the same time as the time interval between 90◦ and 180◦ pulses. To explain the
SE phenomenon, many authors bring an analogy of the sprinters beginning the
race at the same start point and then, at any point during the race, they suddenly
(180◦ pulse) move back with the same speed (as in a move played backwards).
As one can easily imagine, all sprinters will reach the starting point at the same
time (they will be in phase again). Fortunately, in real life, the time cannot be
set backwards, so there is a sense of running fast if you want to win!

The application of a series of 180◦ pulses following the 90◦ pulse creates
a series of SEs (Fig. 5.10), as each 180◦ keeps refocusing spins. If there were
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Figure 5.9. Spin echo: (a) magnetization in equilibrium; (b) 90◦ rf pulse applied;
(c) spins dephasing for time t ; (d) 180◦ rf pulse applied, spins rephasing; and (e) spins
align along the y axis as in (b) after time t .

no relaxation processes, as assumed above, the amplitude of each echo would
remain constant. However, in reality, between the application of a 90◦ pulse
and the detection of each SE, spins interact with each other (T2 relaxation),
causing some of them “to be lost” in this time, thus reducing the amplitude of
the echoes. Therefore, echo train amplitude will be decreasing with T2 constant.
The application of a 90◦

x pulse followed by a series of 180◦
y pulses is called the

CPMG pulse sequence, from the name of its discoverers in 1954: Carr, Purcell,
Meiboom, and Gill (24). This is the most frequently used method of measurement
of the T2 relaxation time in MR.

5.3.3 Gradient Echo

The other method of obtaining an MR signal in the form of an echo is the so-
called Gradient Echo (GE). This method allows a much faster acquisition of the
signal because it does not require the application of 180◦ rf pulses. Instead of
the refocusing rf pulses, typically lasting about 2–5 ms, a gradient reversal is
used (Fig. 5.11). Following the low angle rf pulse (usually 5–15◦) for the fast
data acquisition, a negative gradient is applied, followed by the reverse gradient
of the same duration and amplitude. The negative gradient causes the spins to
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Figure 5.10. MR signal created by a 90◦ pulse and a series of 180◦ pulses (CPMG pulse
sequence). The FID of the signal following the 90◦ pulse depends on T2*; the curve
connecting peaks of echoes created by series of 180◦ pulses is T2 dependent.
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Figure 5.11. Gradient echoes created by a switching gradient. The decay curve is T2*
dependent.

rotate with different frequencies that depends on the spins’ spatial position (ω =
γGxx), causing their dephasing with time. Following the negative gradient, the
positive one is applied, causing spins to refocus, as now the faster defocusing
ones are faster to refocus. However, unlike SE, GE is affected by the main field
inhomogeneities, because this effect is not cancelled by the rf refocusing pulses.
The rf refocusing 180◦ pulse, in contrary to the switching gradients, reverses the
effects of the inhomogeneous field. As a consequence, the GEs are T2* dependent.
The switching gradients, as refocusing pulses, can be repeated to obtain a GE
train (Fig. 5.11) and used in GE imaging (Section 5.8).

Advanced readers may be interested in the so-called stimulated echo, which
is created by three rf pulses. Because of the need for three rf pulses and an
amplitude of only half that of an SE, the stimulated echo is not commonly used
in MRI (3). In addition, stimulated echoes may present as image artifacts in
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sequences using more than two rf pulses for the single excitation. However, the
stimulated echo has found an application in localized MR spectroscopy.

5.4 IMAGE RECONSTRUCTION

Now that basic MR terminology and phenomena have been covered, we can
proceed with the details of the nature of the MR image creation.

To understand how an MR image is created, we shall consider a pulse sequence
based on SE, as shown in Figure 5.12. The general principles of other pulse
sequences are similar. Section 5.3.1 discussed how a slice is selected using simul-
taneously the selective rf pulse and the gradient of the magnetic field. As shown
in Figure 5.12a gradient in the z direction and a selective rf pulse are used to
excite spins in the desired slice. The application of two additional orthogonal
gradients in x and y directions allows information about the spatial position of
the spins.

The y gradient (Gy) applied after the first rf pulse for a short time t causes
the spins to rotate with a different frequency along y, thus accumulating a final
phase (ϕ(y) = γGyyt) that depends on the position of the spins along the y

direction (Fig. 5.13). This gradient is called phase encoding . (The gradient with
the same amplitude and duration is also applied after SE sequence to begin the
next acquisition from the same spin settings; this is omitted in Fig. 5.12 for
simplicity.)

The application of the second gradient along the x direction (the so-called read
gradient) during the acquisition of the SE causes spins to rotate with a frequency
dependent on the x position of the spins. This way, each spin has a different
frequency or phase depending on its spatial position. The electronics used in MR
can detect the phase and frequency of the MR signal. The pulse sequence has to be

TE

Rf

Gz

Gy

Gx

TR

180° Spin echo 180°90°90°

Figure 5.12. Slice-selective spin echo (SE) pulse sequence: Gz, slice selection gradient;
Gy , phase encoding gradient; Gx , frequency encoding gradient, TR, repetition time, and
TE, echo time.
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Figure 5.13. (a) Spins of the object placed in the perfectly homogenous magnetic field.
(b) Spins change phase and frequency after the application of two perpendicular gradients.

repeated with different amplitudes of the phase encoding gradient to reconstruct
an image in two dimensions, as the multiple phases in a single data acquisition
cannot be resolved. The acquired data (SE) is digitized using an Analog to Digital
Converter (ADC) and stored in the computer memory, and then the 2-dimensional
(2D) FT converts frequency into position, first along read direction and then along
the phase direction to reconstruct a 2D image. The details of the FT procedure
can be found, for example, in Reference 19. The time interval between data points
collected along the read direction is called sampling rate, which is the inverse
of the receiver sampling BW. The raw data collected by an MRI system and
an image created after FT is applied are shown in Figure 5.14. The top picture
shows the data (sampled echo) collected with different phase encoding gradients
starting from its positive maximum value (first row) down to maximum negative
value (last row). The maximum MR signal, and the most valuable information
about an imaged object, is collected in the center of the data matrix (center line),
where phase encoding gradient is close to zero. The raw data is often referred to
as k-space. An introduction of the k-space concept simplified the mathematical
description of MRI methods; however, its analysis is beyond the scope of this
chapter, but can be found, for example, in References 19, 21.

The described method applies to all MRI techniques, as one direction is always
frequency encoding and the other phase encoding, and 2D FT is used for image
reconstruction.

As mentioned earlier, phase encoding must be repeated to be able to obtain
2-dimensional information about the object. Therefore, the spins must be excited
more times, thus the rf pulses, 90◦ and 180◦, as well as all the gradients are
applied repetitively, but each time the amplitude of the phase encoding gradient
varies.

5.4.1 Sequence Parameters

The time between each consecutive 90◦ rf pulse is called Repetition Time (TR),
while the time between a 90◦ pulse and the maximum amplitude of the echo is
called Echo Time (TE) (Fig. 5.12). The time required to obtain data to create an
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Figure 5.14. (a) The raw data acquired by the MRI system. Each horizontal line corre-
sponds to echo obtained at different phase gradients. The read gradient is constant for
each line. (b) Image obtained after 2D FT is applied to the raw data.

image is called the total acquisition time (or scan time). For pulse sequences that
require multiple excitations, the total acquisition time is equal to TR multiplied
by number of phase encoding steps. To increase SNR and image quality, the
pulse sequence may be repeated and data co-added, but at the expense of an
extended total acquisition time.
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Proper selection of such sequence parameters allows different MR image con-
trast to be obtained. This selectable image contrast is a major difference between
MRI and other imaging techniques. This unique feature dramatically enhances
diagnostic capabilities of MRI, as tissue contrast can be tailored to the disease
under investigation. This also makes MRI interpretation more complex because
a tissue, for example, fat or blood, may be bright on one image but dark on
another, depending on a pulse sequence and parameters used.

5.5 IMAGE RESOLUTION

As explained in Section 5.3.1, the imaged slice in MRI is selected by the gradients
and the selective rf pulse. In medical practice, the most commonly used slice
thickness, an important MR image parameter, is around 1 mm. While a thinner
slice would ideally provide more precise diagnostic information, thinner slices
also require longer scan times to produce image with high enough quality. An
equally important MR image parameter is in-plane or spatial resolution. Spatial
resolution is defined as the separation between two neighboring points of the
imaged object, which can be distinguished. In MRI, spatial resolution depends
on the Field of View (FOV) and the number of points (pixels) along each direction
(Chapter 2). The number of pixels in the read direction depends on the number
of collected (sampled) data points. The number of phase encoding gradient steps
used to collect each row of data determines the image resolution in the phase
encoding direction. However the raw data matrix may be different from the image
matrix because of postprocessing methods such as zero filling (increasing the size
of the data matrix by filling the data with zeros before FT), which are used to
improve displayed image quality (while remaining the same scan time).

The image resolution depends on the size of the imaged object and the matrix
size. For example, for human head imaging, FOV is usually 24 cm and data
matrix 256 × 256. These parameters give in-plane resolution of 0.94 mm × 0.94
mm (FOV/matrix size = 0.94 mm). For a smaller object, say a finger, FOV may
be 2 cm and matrix, 256 × 256, which gives an in-plane resolution of 78 μm ×
78 μm.

The question arises: what are the limits of resolution? Couldn’t we just increase
the number of sampling points and phase encoding steps to increase the resolution
indefinitely? Unfortunately, there is no simple answer, as there are important
trade-offs that limit the resolution: signal-to-noise ratio (SNR), gradients strength,
rf power, and diffusion. The limits of gradient strength and rf power are due to
hardware limitations and subject safety (see Section 14), diffusion is a property
of a living tissue, while SNR limit as associated with both physics and hardware.

The FOV and hence the image resolution limit due to the gradients strength
is described by Nyquist theorem:

FOV ∼ 1

G�t
(5.3)
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where �t is the sampling rate in the read direction or the duration of the phase
gradient and G is the amplitude of the gradient. As can be seen from the equation,
the FOV is inversely proportional to the gradient strength. The amplitude of the
gradients is limited by the construction of the gradient coils, by the gradient
amplifiers, and ultimately by safety concerns. Currently, gradient amplifiers pro-
ducing 2 kV and a few hundred amperes are used to generate a 40-mT/m gradient
in clinical systems, while smaller experimental MRI systems can provide a gradi-
ent stronger than 1000 mT/m, allowing resolution of about 10 μm. An additional
safety issue in human systems is the regulatory limits on gradient rise time (dB/dt)
imposed to avoid nerve stimulation.

Water molecules in biological objects move with the speed of about 2 μm/ms
due to diffusion. This process is yet another limitation of the resolution in MRI,
and in particular in MR microimaging, where resolution reaches 10 μm or even
less. Diffusive motion in the presence of the strong and long gradient required
for high resolution leads to signal loss from irreversible dephasing.

5.6 NOISE IN THE IMAGE—SNR

There are a few different definitions of SNR. In MRI, SNR is usually defined as
the ratio of the averaged signal intensity over the imaged object (or part of it) to
the average noise intensity, calculated over a small area outside the imaged object
(i.e., noise background). It can also be defined as the ratio of the mean signal
intensity within the imaged object to the standard deviation of the background
noise selected outside the object. Both definitions describe how strong the signal
is in relation to the noise. In MRS, SNR is usually defined as the ratio of the
signal amplitude to the average baseline noise. Of course, the higher the SNR
the better image quality, which in turn can allow higher resolution. Without
high SNR, high resolution images, although technically feasible, cannot provide
meaningful images. Frequently the term Contrast-to-Noise Ratio (CNR) is also
used to describe image quality and its value in detecting pathology. CNR is a
measure of the difference in contrast between two tissues, relative to overall
SNR. CNR can be improved by the selection of proper parameters of the pulse
sequence, to best emphasis the difference in relaxation times, as described in
Section 5.7.

Quantum mechanics shows that the MR signal is proportional to the square
of the strength of the main magnetic field (S ∼ B2

0 ) and to the number of spins,
namely, the volume of the sample (20). The undesired noise comes from the
random thermal motion of water (and other) molecules of the sample and elec-
tronic noise of the MR system, including the noise of the receiver coil and the
preamplifier. Therefore, SNR depends on many factors such as the strength of
the magnetic field, resistance and quality factor (Q) of the coil, its geometry,
sample volume, filling factor of the coil, and so on.

Experience has lead to a rule of thumb that says that, if all other aspects
of the experiment are held constant, SNR is proportional to the main magnetic
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field strength. This formula holds for human systems up to 3 T. The detail
analysis of SNR was first presented by Hoult (25). A relatively easy way of
improving SNR is multiple acquisitions of the same data. This is accomplished
by repeating the pulse sequence with identical parameters and adding the collected
data. This is called repetition , or averaging (N), or number of excitations (Nex).
It may be proved that SNR increases with the root square of the repetitions
(SNR ∼ √

N). Because each repetition increases the total scan time twofold to
double SNR requires a fourfold longer acquisition time, so this approach clearly
has its practical limits. The linear relationship between the field strength and the
SNR explains the tendency to introduce stronger magnets as an effective, yet
expensive, way of increasing SNR.

5.7 IMAGE WEIGHTING AND PULSE SEQUENCE PARAMETERS TE
AND TR

The signal induced by the magnetization in an rf coil is proportional to the number
of excited protons in the imaged object, thus regions with higher PD exhibit a
stronger signal. These signal differences can be observed using PD-weighted (PD
or ρ) MRI; however in general, the variation in PD between healthy and diseased
tissue is rather small. Fortunately for MRI’s clinical diagnostic applications, there
are better alternatives.

Abnormal tissues vary in a number of parameters including T1, T2 and T2*
relaxation times, also diffusion, blood flow, susceptibility, and various other
effects that influence the MR signal in detectable ways.

While MRI does allow the precise quantification of these parameters, it is
more common to use the “weighted” MR techniques. As an example, T1-weighted
imaging means that the image contrast is created mostly (although not entirely)
based on the differences in T1 values of the tissues. A similar terminology applies
to T2, PD, or Diffusion-Weighted (DW) MRI. In this way, tissues with generally
rather similar proton densities but differing in some other tissue property can
be better visualized (Fig. 5.15). For instance, cancerous tissues can be better
identified using T1 or T2 than PD. So how is this achieved in practice?

5.7.1 T 2-Weighted Imaging

As explained in Section 5.2.3, the decay of the echo amplitudes in an SE pulse
sequence depends on the T2 relaxation time. Therefore, the longer the TE the
lower the amplitude of the echo due to T2 relaxation. For example, consider two
tissues (Fig. 5.16): A with short T2 (for example, fat or muscle tissue) and B

with long T2 (e.g., cyst or blood). If we chose a very short TE, little T2 weighting
will develop, and the difference in the amplitudes of echoes from both tissues
will be small. However, if we use a longer TE (typically of the order of T2 or
longer), the difference in the echo amplitudes increase and become detectable.
To totally avoid any T1 contribution, TR must be rather long (5T1 or longer).
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(a) (b)

(c)

Figure 5.15. MR images of the brain. (a) T1 weighted (GE pulse sequence: TR = 475
ms, TE = 2.46 ms; slice thickness 4 mm, FOV = 25 cm). (b) PD weighted (SE pulse
sequence: TR = 3000 ms, TE = 20 ms, slice thickness 4 mm, FOV = 22 cm). (c) T2

weighted (SE pulse sequence: TR = 6000 ms, TE = 90 ms, FOV = 22 cm; slice thickness
4 mm).

Because relaxation times depend on both the imaged tissue and the main
magnetic field strength, the optimal TE and TR values parameters vary. However,
the standard parameters for clinical T2-weighted MRI are TE > 80 ms and TR
> 2000 ms. A longer TR increases total scan time; therefore, often T2-weighted
images have some contribution of T1. To avoid T1 weighting, TR should be
longer than 5 s, as T1 of tissues is in the order of 0.5–2.0 s.

5.7.2 T 2*-Weighted Imaging

T2*-weighted images can be obtained similarly; however, instead of an SE, a
GE pulse sequence is used. To allow fast imaging, usually a small flip angle is
applied. A low flip angle avoids T1 weighting (even at short TR values) because
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Figure 5.16. Return of magnetization after a 90◦ pulse in the y direction for tissues with
(a) short T2 and (b) long T2.

the magnetization remains closely aligned along the z-axis. Of course, a lower flip
angle decreases the SNR, as only part (M0 sin ϕ) of the available magnetization
becomes transverse and thus detectable. The typical T2*-weighted parameters for
GE are TR = 100–500 ms, flip angle = 5–20◦, and TE = 20–50 ms. Note that
the TR and flip angle are coupled; smaller flip angle allows shorter TR, and
larger flip angle requires longer TR to avoid T1 contribution.

5.7.3 Proton-Density-Weighted Imaging

PD-weighted images can be obtained, in both SE and GE, using an as short as
possible TE and long TR, to minimize both T2 and T1 weightings. Spins of each
tissue have no time to relax in the x-y plane (short TE) but return to maximum
value along the z direction (long TR). To obtain PD image using GE, typical
parameters are TR > 300 ms, TE < 10 ms, and flip angle <10◦.

5.7.4 T 1-Weighted Imaging

In T1-weighted imaging, the contrast mostly depends on the T1 values of tissues.
To obtain a T1-weighted image and avoid T2 contribution, both TR and TE
should be short. A short TR (order of 200–400 ms) allows only partial recovery
of the net magnetization along the z direction. Therefore, fast relaxing (short
T1) tissues appear brighter. T1-weighted images are usually used for anatomy.
However, many tumors have T1 values different from those of normal tissue;
therefore, T1 is also used for the detection of pathology.

5.8 A MENAGERIE OF PULSE SEQUENCES

MRI was established about 30 years ago, but hundreds of imaging techniques
have since been invented. However, practically all of them are modifications of
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Figure 5.17. Gradient echo (GE) pulse sequence: TE, echo time; TR, repetition time; Gz,
slice selection gradient; Gy , phase encoding gradient; Gx , frequency encoding gradient.
The phase encoding gradient is repeated after the echo to destroy transverse magnetization
before the next excitation.
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Figure 5.18. Gradient echo echo planar imaging (GE–EPI) pulse sequence: Gz, slice
selection gradient; Gx , frequency encoding gradient, and Gy , phase encoding gradient.

SE, GE or Echo Planar Imaging (EPI). Since MR images are created using a
series of gradient and rf pulses, this has led to imaging techniques known as
pulse sequences .

Both SE (Fig. 5.17) and GE (Fig. 5.18) pulse sequences require spins to be
excited multiple times.

The application of a single low flip angle pulse per repetition in GE allows the
collection of an image in the order of a few seconds, which is much faster than
SE. The first description of GE, including an application of the gradients and low
flip angles to obtain a fast image was presented by Hasse in 1989 (26) and called
FLASH (Fast Low Angle Shot). This sequence uses so-called spoiling gradients
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and/or rf spoiling (27) after the acquisition of the echo to destroy the transverse
magnetization before the next excitation. When balanced (refocusing) gradients
instead of spoiling gradients are used to keep magnetization tilted by the same
angle throughout the pulse sequence using the series of rf pulses, the sequences
are the so-called Steady-State Free Precession (SSFP) (28). Pulse sequences based
on SSFP are, for example, Gradient Refocused Acquisition in the Steady-State
(GRASS) or Fast Imaging with Steady-State Precession (FISP or True-FISP) (29,
30). FISP is more sensitive to T2 than the standard GE pulse sequence, which is
mostly T2* sensitive.

5.8.1 EPI

The fastest MRI technique, echo planar imaging (EPI), was first introduced by
Mansfield in 1977 (31). In the standard version of this technique (single-shot
GE-EPI), spins are excited only once (Fig. 5.18), which allows an MR image to
be obtained within 50–100 ms. Because GE is used, this pulse sequence is T2* or
PD (very short TE) weighted. Very short TE (order of 2–5 ms) can be used. This
technique uses low rf power (low flip angle) and very rapidly switching gradients,
which create significant acoustic noise due to the gradient coil vibrations. Because
the spins are excited only once, there must be enough echo signal available
throughout the entire sequence. Therefore, very good shimming of the magnetic
field to prolong T2* has to be achieved before the execution of the sequence,
as the amplitude of echoes decreases with T2*. The T2* decay also reduces the
resolution of EPI in comparison to SE or GE. The image resolution can be
increased using multiple-shot EPI, but at the expense of an increased scan time.
Since in EPI, spins are excited only once (single-shot EPI), EPI is T2 (SE-EPI)
or T2* (GE-EPI) weighted. There is also some PD weighting that depends on the
TE value; the shorter the TE the more PD weighting and less T2 and vice versa:
longer TE, more T2 and less PD weighting.

To reduce T2* decay effect and the noise generated by the gradient coils,
so-called spiral EPI (32) was introduced. The sequence uses sinusoidal gradient
waveforms with increasing amplitude in phase and read directions, that creates a
spiral trajectory in the k-space (hence the name).

The modification of EPI, SE-EPI, uses 90◦ and 180◦ pulses followed by switch-
ing gradients as shown in Figure 5.19. In this way, T2 weighting is introduced
to EPI.

5.8.2 FSE

Another commonly used pulse sequence is the Fast Spin Echo (FSE), which uses
a series of 90◦ –180◦ –180◦ –180◦ – . . . selective rf pulses, similar to the CPMG
pulse sequence (Fig. 5.10), along with the appropriate gradients. Each 180◦ pulse
allows collection of an SE, which thus speeds up the acquisition. For instance,
for an Echo Train Length (ETL) of 8, only 256/8 = 32 repetitions are needed,
instead of 256. FSE is very significant clinically because it allows strong T2
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Figure 5.19. Spin echo echo planar imaging (SE-EPI) pulse sequence: Gz, slice selection
gradient; Gy , phase encoding gradient; and Gx , frequency encoding gradient.

weighting in a short acquisition time. Recall that for SE both long TR and TE
are required for T2 weighting—this is slow. FSE can achieve a very long TE for
the later echoes in the train, and also a very long TR, as the number of repetitions
is reduced by the factor ETL, decreasing the overall acquisition time drastically.

5.8.3 Inversion-Recovery

Inversion Recovery (IR) is an alternative method for the introduction of T1 image
weighting. It involves the application of a 180◦ inversion pulse before the imaging
sequence (Fig. 5.20), followed by a variable interval called the Inversion Time
(TI). The effect of the inversion pulse is to flip all spins to the −z axis. The spins
then relax back toward the +z axis with time constant T1. At some point, they
must pass though the origin, that is, zero Mz. This is known as the null point . If
the 90◦ excitation pulse (for any sequence) is applied at this point in time, then
spins at the null will not be excited and will appear black in the image. In this
way, unwanted signal (e.g., from tissue A) can be suppressed. In practice, tissue
A is usually blood or fat.

There are many combinations of IR with other imaging techniques. Fast inver-
sion recovery is a combination of IR and FSE and allows T1 and/or T2 weighting
depending on the selected parameters. STIR (Short Ti Inversion Recovery) is
used mostly for fat suppression and applies short TI (100–200 ms) to null the
signal from fat, as TI is comparable to fat’s T1. To suppress signal from fluids
that have long relaxation times (∼2 s), such as Cerebrospinal Fluid (CSF), TI
corresponding to T1 of CSF is selected. Therefore, a pulse sequence with a long
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Figure 5.20. Return of magnetization after 180◦ pulse for the tissue with short (A) and
long (B) T1. Magnetization after inversion time (TI) for tissue with short T1 is zero
(MA(TI) = 0), but there is a net magnetization for tissue with long T1 : MB(TI) 	= 0. An
imaging sequence may start after time TI to avoid signal from tissue A.

TI (over 1500–2500 ms) called Fluid Attenuated Inversion Recovery (FLAIR)
(33–36) is frequently used for brain and spinal cord imaging to null bright CSF.

5.8.4 DWI

In some diseases, for example, stroke, water diffusion is reduced because of cell
swelling and their disruption; therefore, diffusion-weighted (DW) MRI is often
used (37, 38). DW-MRI can be added to most standard pulse sequences by adding
diffusion-sensitizing gradients along one or more directions (depending on the
application). The principle is that if a pair of gradients is used, first a dephase
gradient, followed after a delay by a rephase gradient, then all static spins will
see no net effect. However, moving spins will be at different locations for the
two pulses, so will not fully rephase. For random motion (i.e., diffusion), this
results in signal loss due to the partially randomized spin phases. The signal
reduction depends on the diffusion speed of the spins, amplitude, and duration
of the gradients. To obtain stronger diffusion weighting, stronger and/or longer
duration gradients must be used.

For SE sequences, DW is implemented by adding two identical gradient pulses,
one before and one after the 180◦ pulse. For GE sequences, a positive polarity
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pulse is followed by a negative polarity one. Areas of reduced diffusion, such as
stroke, appear bright in DW-MRI.

While standard DW-MRI techniques suffer from motion artifacts, the recent
application of fast imaging (EPI) along with high magnetic field (3 T and above)
can generate fast, high quality DW-MRI. Moreover, multiple diffusion weightings
in different directions can be measured to study the directionality of diffusion.
The three gradients x, y, z may be combined to create a gradient along combined
directions, for example, x-z or x-y. This is the basis of Diffusion Tensor Imaging
(DTI) technique, which shows diffusion coefficients in nine directions. Because
neurons exhibit faster diffusion along the nerve fibers that surround tissues, points
along the maximum diffusion can be connected in three dimensions, using a
software program, to create fiber tracking MRI showing spatial distribution of
neuronal tissues in brain and recently in spinal cord (Fig. 5.21).

Figure 5.21. Fiber tracts of the human brain and cervical spinal cord. Red color rep-
resents fibers running left-right, green represents fibers running anterior-posterior, and
blue represents fiber tracts running inferior-superior (3 Tesla Siemens Trio, IBD/NRC,
Winnipeg, MB, Canada).
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5.8.5 MRA

The ability of MRI to measure flow (39) is used in Magnetic Resonance Angiog-
raphy (MRA) to visualize vasculature, arteries and veins (Fig. 5.22) (40, 41).
There are two basic MR methods that make MRI flow sensitive: Time of Flight
(TOF) (42, 43) and Phase-Contrast (PC) MRA (44, 45).

TOF MRA usually uses a GE pulse sequence with short TR and TE. It uses to
its advantage the fresh, full magnetization flowing into the imaged slice, which is
larger than the magnetization of the stationary spins. The short TR (shorter than
T1 of the stationary tissue) does not allow the stationary spin to fully recover;
therefore, fresh, in-flowing spins have a stronger signal and appear bright.

PC MRA is accomplished by including bipolar gradients in the pulse sequence:
a pair of gradients of the same amplitude but opposite direction is applied one
after another. Such gradients affect only the phase of moving spins. This tech-
nique, unlike TOF MRA, is sensitive to both incoming spins and spins flowing
within the imaged area.

There are 2D and 3D versions of MRA. To obtain a 3D image of blood vessels,
a postprocessing method called Maximum Intensity Projection (MIP) is used. The
MIP method combines multislice 2D data into one 3D data set by assuming that
the strongest signal comes from the vessels. Multiple projections of only the areas
of maximum signal (41) onto the image are performed, creating a 3D image of
blood vessels. This 3D dataset can then be visualized from different angles by
rotation.

Figure 5.22. MR angiography at 3 T (Siemens Canada).
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To improve the quality of MRA, contrast agents to reduce T1 of the blood are
often used, allowing short TR and increasing the blood signal. This technique is
called contrast-enhanced MRA (46).

5.8.6 Perfusion

An MRI technique called perfusion MRI allows the measurement of cerebral
(or other) blood volume (CBV). The technique uses a short T2 intravenous bolus
injection (e.g., Gd based) along with a fast T2 or T2* pulse sequence. The flowing
contrast agent causes a transient decrease in the signal from the blood vessels.
Data postprocessing analyzes the decay in the signal with time to calculate the
volume and speed of the blood. This information is particularly useful in ischemia
or in diseases causing metabolic disorders.

Other MRI techniques, still under development, allow for temperature and
elastic properties of the tissue to be imaged.

5.9 ENHANCED DIAGNOSTIC CAPABILITIES OF MRI—CONTRAST
AGENTS

Abnormal tissues are observed with MRI mostly because of their different relax-
ation times in comparison to healthy tissues. However, the differences are often
too small to be readily detectable. To increase the difference, and thus improve
CNR, agents that decrease T1 and/or T2 are used. They decrease the tissue proton
relaxation times because of their paramagnetic properties, which cause enhanced
magnetic field fluctuations in their vicinity, which act to increase proton relax-
ation. Contrast agents are injected intravenously (∼0.1 mmol/kg). Because tumors
have better vasculature than the surrounding tissue, the density of contrast agents
is higher within the tumor. This causes a stronger decrease in the relaxation
times within the tumor and results in better tumor contrast. Contrast agents are
also particularly useful in the diagnosis of CNS tumors, as they pass through the
ruptures in the Blood–Brain Barrier (BBB).

The most common contrast agents are gadolinium(Gd) based. Because Gd ions
are toxic if used without a shell, chelates, such as Diethylene Triaminepentaacetic
Acid (DTPA), are used to ensure Gd biocompatibility. Gd-DTPA shortens mostly
T1. Other contrast agents, such as iron oxide, shorten T2.

5.10 MOLECULAR MRI

Experimental MRI systems using very high fields (9.4 T and above) allow
imaging with in-plane resolution below 20 μm (47, 48). Nonetheless, even this
resolution does not allow for true in vivo observation of single cells or molecules.
Standard human MRI allows detection of tumors of the order of millimeters in
diameter (∼108 cells) but no smaller.
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However, the recent developments in nanotechnology and molecular biology
(49, 50) have allowed this limit to be overcome, and cellular or even molecu-
lar MRI was recently established. Molecular MRI uses strong paramagnetic or
superparamagnetic Nanoparticles (NPs) (such as FeCo nanocrystals) that decrease
relaxation times more than standard contrast agents (such as Gd-DTPA). Biolog-
ically active entities such as stem cells or antibodies can then be labeled with
these NPs and be tracked with MRI. Owing to their strong paramagnetic proper-
ties, even small amounts of NPs can allow imaging of small numbers of specific
cells, targeted by the appropriate biological vehicles. The development of this
method allows the detection of cancer and other diseases at a very early stage,
which is extremely important to achieve successful treatment. In addition, NPs
used in MRI can also be synthesized with a shell that can be detected with other
imaging modalities, such as infrared spectroscopy (Chapter 9), expanding MRI
into multimodal diagnostic imaging (49). A very recent study showed that it may
also be possible to not only diagnose the disease but also treat by thermoablation
of the abnormal tissues using rf-generated heat absorbed by certain types of NPs
(51–53) attached to the target.

5.11 READING THE MIND—FUNCTIONAL MRI

Functional Magnetic Resonance Imaging (fMRI) is a technique that has intro-
duced imaging into new areas of neuroscience, psychology, and clinical applica-
tions. fMRI allows for noninvasive, indirect observation of the neuronal activity
in the brain (54) and, very recently, in the spinal cord (55, 56). With fMRI,
it is possible to dynamically image blood oxygenation levels during the synap-
tic activity. This mechanism is called Blood Oxygen Level Dependent (BOLD)
MRI and was first observed with MRI in 1990 by Ogawa et al. (57). Deoxyhe-
moglobin (a paramagnetic substance) shortens T2* (and to a lesser extent T2).
During brain activation, the amount of oxyhemoglobin increases and deoxy-
hemoglobin decreases, increasing T2*, detectable as an increase in GE signal
intensity. Since the changes in the signal intensity are rather small (2–5%), in
order to increase the statistics, an fMRI study usually comprises 2–3 rest and 2
active periods. This pattern of stimulation is called the paradigm . Therefore, sub-
jects under fMRI examination are requested to repeat the task (e.g., finger tapping
or a mental task) two or more times. During the fMRI experiments, serial MR
images are obtained continuously and at as high a rate as possible. Statistical
analysis (58) of the collected images is used to determine voxels of activa-
tion , by correlating their signal intensity changes over time with the paradigm.
The paradigm for the correlation analysis is usually designed as a ramped step
increase/decrease in signal intensity when the stimulation comes on and off dur-
ing the experiment. Voxels undergoing signal intensity changes that correlate
with the defined paradigm (with a correlation coefficient threshold of p ≤ 0.01
or better) are assumed to represent regions of neuronal activation corresponding
to the applied stimulation. The activated voxels are then overlaid with a color
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Figure 5.23. fMRI image showing areas of neuronal activity caused by a movement of
the left (red) and right (yellow) hands.

scale corresponding to level or correlation to the paradigm, onto high resolution
anatomical images (Fig. 5.23). To optimize fMRI sensitivity to T2* relaxation,
GE or EPI pulse sequences are used with TE ≈ T2* (about 30 ms at 1.5 T).

There are other possible mechanisms that may also be involved in fMRI
based on changes in diffusion (59) and extravascular proton content (60) during
neuronal activation.

5.12 MAGNETIC RESONANCE SPECTROSCOPY

MR spectroscopy (MRS) represents a whole new dimension to biological MR.
Historically, MRS (or NMR spectroscopy) preceded MRI as a simpler technique
ex vivo and found an application in biochemistry in the 1960s. Spectroscopy
provides information about the chemical composition of the object studied.

As mentioned in Section 5.2, the Larmor frequency (frequency of the spins
rotating in the magnetic field) depends on the strength of the external field. Elec-
trons orbiting the nucleus shift the main field by a few parts per million (ppm).
Thus, the frequency of the nuclei depends on the local electron environment,
that is, on the position of the nuclei within the molecule, in other words, on
the chemistry. For this reason, this effect is called chemical shift (δ), and it is
the principle that gives MRS the ability to locate MR-sensitive atoms within
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Figure 5.24. MR spectrum of benzyl acetate. The peaks correspond to different positions
of 1H in the compound.

a molecule. Because each compound has a unique chemical structure, its MR
spectra can be used for identification. For example, the spectra of benzyl acetate
C6H5CH2COOCH3 (Fig. 5.24) reveals three peaks corresponding to the three
different proton locations within the compound. The amplitude of the peaks cor-
responds to the number of protons within the compound. Note the smaller peak
in Figure 5.24 from CH2 (two protons), relative to CH3 (three protons).

In vitro MR spectra are obtained by applying an rf pulse (usually nonselec-
tive 90◦), followed by FT of the collected data. No gradients are required. The
stronger the external field, the easier it is to separate peaks in the spectra, therefore
the use of strong magnets (up to about 20 T) for high resolution spectroscopy.
Critical, however, is making the main field as homogenous as possible (so-called
shimming), as the FID decreases faster with the field inhomogeneities and the
spectral signals (lines) become broader and overlap. To be able to identify spectra
independently of the strength of the external field, chemical shift (δ) is expressed
in ppm as δ = ωnuclei−ωcalib

ω0
, where ωcalib is the Larmor frequency of the external

marker (usually water) and ω0 is the frequency of the spectrometer.
MR spectra used as a “fingerprint” of a compound allows identification of

metabolites and monitoring of metabolic processes in tissues. As the content
and the ratio of specific metabolites, such as choline, creatine, N-acetyl-aspartate
(NAA), glucose, or lactate, change with pathology (e.g., in cancer or stroke), MRS
can be used to identify the disease (61) or its stage. The same principles apply
to other NMR nuclei; however, their MR sensitivity is usually lower than 1H,
thus a longer acquisition time is needed to collect valuable data. Of particular
interest is phosphorus (31P), which is important in energy storage and energy
exchange processes within cells. For example, 31P MRS shows changes in the
ratio between Phosphocreatine (PCr) and Inorganic Phosphate (Pi) during muscle
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exercise, as well as the shift in the peaks frequency due to changes in pH (62).
The ratio PCr/Pi can be diagnostic, as it varies in certain diseases (64).

5.12.1 Single Voxel Spectroscopy

Single voxel localized MRS allows the collection of MR spectra from a selected
region of interest (voxel) within a patient. To define the voxel, three selective
pulses, along with slice selection gradients, are applied in three directions. The
signal is collected from the spins in the intersection of the three planes. The two
most common of these methods are Stimulated Echo Acquisition Mode (STEAM)
and Point Resolved Spectroscopy (PRESS). STEAM uses stimulated echoes to
collect the data (63, 64). PRESS uses SEs and results in double the signal strength
in comparison to STEAM (65).

MRS requires very good field shimming before the collection of data. An
example of an in vivo spectrum from a selected voxel at 9.4 T is shown in
Figure 5.25. In practice, because spectral resolution and SNR increases with the
field, MRS benefits greatly from higher field strengths (3 T or higher); however;
it is not uncommon to see good spectra at 1.5 T.

5.12.2 Spectroscopic Imaging

An interesting combination of MRS and MRI is MR Spectroscopic Imaging (SI
or MRS imaging) or Chemical Shift Imaging (CSIs). SI shows the spectra from
each voxel (usually 16 × 16 or 32 × 32) overlaid on anatomical MR images. In
this way, observations of differences in metabolite content between, for example,
left and right hemispheres, or abnormal spectra in dubious areas, can be made
and used for enhanced diagnosis. A disadvantage of SI is the long time required
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Figure 5.25. MR spectrum of metabolites from VOI shown in (a) at 9.4 T using STEAM.
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to collect data from all, usually small (∼5 mm × 5 mm × 5 mm), voxels. The
distribution of a selected metabolite within the subject may be displayed as an
image. This is achieved by selecting a particular peak of the spectrum from each
voxel, calculating the total area under that peak and assigning a pixel intensity
or color at each point.

5.13 MR HARDWARE

To the patient, CT and MRI systems look much alike—resembling a tube or
ring. However, this is the only similarity between the techniques, as both the
principles and equipment are very different.

As described in the previous sections, to obtain an MR image, an external
static, variable magnetic gradients, rf field, data acquisition, and postprocessing
are all needed. To achieve all this, each MRI system consists of a set of sub-
systems with distinct functions: magnet and shim system, gradient system, rf
system, and the user interface and control system. Alternatively, the system can
be broken down by physical assemblies: magnet, gradient coils, rf coils, power
amplifiers, and console. The schematic diagram of an MRI system is shown in
Figure 5.26. The components are described in detail by Chen and Hoult (66).

5.13.1 Magnets

The basic parameters of a magnet are the strength of the magnetic field (expressed
in tesla (SI) or Gauss; 1 T = 10,000 Gs), the homogeneity of the field within
the Volume of Interest (VOI) (ppm over Diameter of Spherical Volume (DSV)),

Rf coil

rf
amp

x
amp

y
amp

z
amp

Preamplifier

Spectrometer
(electronics)

Gradient coil

Magnet

Figure 5.26. Schematic of major components of an MRI system.
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and the fringe field that describes the distribution of the field around the magnet.
The edge of the fringe field is usually defined at the 5 Gs line. This denotes the
distance from the center of the magnet to the location where the field has fallen
to 5 Gs.

MR magnets must generate a field stronger than 0.1 T. Currently, most clinical
systems generate 1.5 T. However, human 3 T magnet systems, which recently
obtained FDA approval, are more and more common. Seven-tesla whole-body
magnets are used in human research systems, and even higher field whole-body
systems are under construction. Experimental animal systems, with a magnet bore
of 30 cm or less, are usually equipped with magnets of 4.7 T (200 MHz), 7 T
(300 MHz), 9.4 T (400 MHz), and 11.7 T (500 MHz) (Fig. 5.27), whereas stronger
(14 T) magnets are under construction. Magnets generating a magnetic field of
20 T or above are used for ex vivo MRS. Stronger magnets are not common
yet not only due to the technical challenges associated with the construction of
magnet but also due to safety issues. There are three types of magnets used in
MRI depending on the manufacturing process: permanent, electromagnets, and
superconductive.

The majority of human and all high field experimental MRI systems are
equipped with superconductive magnets . These can produce very stable and
strong magnetic fields up to about 20 T. Their shape usually resembles a vertical
(Fig. 5.27a) or horizontal (Fig. 5.27b) cylinder. All human and most animal MRI
systems are horizontal. The most important geometric parameter of the super-
conductive magnet is the diameter of its inner tube (“the bore”) of the magnet.
Shimming coils, gradients coils, and body rf coils (in humans systems) are placed
within the bore of the magnet.

Construction of superconductive magnets became possible following the dis-
covery of the phenomenon of superconductors, which carry electrical current
without any resistance. Superconductive materials (e.g., alloy niobium–titanium)

(a) (b)

Figure 5.27. Vertical experimental 11.7-T MRI system (IBD/NRC), magnet (Magnex
Scientific, England), and console (Bruker, Germany). (b) 3-T Siemens Trio MRI system.



166 MAGNETIC RESONANCE TECHNOLOGY

have no resistance at a very low temperature (∼4 K). Superconductive magnets
are made of many turns of superconductive solenoidal wire, submersed in liquid
helium at its boiling point of a temperature of 4.2 K (−269◦C). The magnet
is charged with an electrical current of hundreds of amperes into the supercon-
ductive wire. As long as the wire is submersed in liquid helium, the current
remains constant—forever. To prevent excessive boiling, the liquid helium is
separated from the warm air in the magnet room with layers of liquid nitrogen
(77K = −196◦C) and vacuum. Most magnets produced before the year 2000
require filling with liquid hydrogen every 5–6 weeks and with liquid helium
every few months. However, most twenty-first century magnets are equipped
with helium cryocoolers, thus liquid nitrogen is not required. Should the liq-
uid helium level become too low, the magnet may disastrously and expensively
“quench,” as the wire temperature becomes too high to sustain superconductiv-
ity. The wire becomes resistive, generating a large amount of heat, causing rapid
helium boiling and evaporation. So each system must be also equipped with a
fat quench line to vent the helium gas outside to prevent oxygen depletion in the
magnet room.

Human superconductive 1.5- and 3-T magnets, with bore diameter of about
1 m, despite so-called active shielding (superconductive wires around the main
wire restraining the outside field), have a rather large fringe field: the 5-Gs line
extends about 2–4 m from the center of the magnet. This can be a distinct siting
issue for 3-T magnets in particular. At the time of writing, large bore magnets
over 4 T are not actively shielded; thus, their fringe field is much larger (order of
10 m). In that case, an iron cage around the magnet is often used to reduce the
fringe field. The price for the MRI system based on a superconductive magnet
is roughly $1M per 1 T, that is, a 1.5-T system costs about $1.5M.

Permanent magnets are constructed with hundreds of brick-shaped (about 5 cm
× 5 cm × 10 cm each), very strong permanent magnets, supported by a steel
structure with high magnetic permeability, which becomes part of the magnetic
circuit. The small magnets are made of iron-rare-earth elements (Nd-Fe-B). The
shape of the magnet is usually four post (Fig. 5.28) or C-shaped. The supporting
steel structure and the posts (or the arm) shape the magnetic field created by the
small magnets. Owing to the open design, children and claustrophobic patients
can be imaged with less stress. Motion of joints (e.g., knee) can also be easily
imaged because of the legroom afforded by the open design. The maximum field
for human imaging is 0.35 T, so the acquisition time required to obtain an MR
image of 1.5-T quality is much longer. However, for many practical applications,
the exquisite 1.5-T image quality is unnecessary, and permanent magnet systems
are a viable alternative. Recent advantages in pulse sequence development such
as parallel imaging, allowing decrease of the acquisition time, however, make
permanent magnets more appealing. The fringe field is very small, and a 5-
Gs line is usually about 0.5 m from the magnet’s edge. Permanent magnets
are maintenance free, as they require no power supply or cryogens to operate;
however, their weight is about 10 tonnes (10,000 kg). As the field strength of
permanent magnets drifts down with increasing temperature, thermal stabilization
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Figure 5.28. A 0.2T four-post MRI system (MRI-Tech, Canada).

(about ±1◦C) or field drift compensation systems are required in the magnet
room. Modern air conditioning systems can easily meet this requirement. Field
compensation system, called B0 compensation , is also simple to implement by
using an additional pair of circular wires on magnet poles.

Electromagnets (resistive magnets) are rather uncommon in MRI. They use
conductive wires to produce the magnetic field and generate fields up to 0.5 T.
They require huge amounts of electrical power provided by a water-cooled power
supply. As small variations in the wire current cause changes in both the field
strength and homogeneity, dedicated field stabilization systems are needed. Short-
term instabilities can be dealt with by flux stabilizers, while long-term drift is
minimized using additional field coils.

5.13.2 Shimming

Shimming is the process of fine-tuning the magnet field uniformity. There are
three methods: passive, active with resistive coils, and active with superconduc-
tive coils.

The use of iron pieces for shimming is called passive shimming and is used
for shimming to about 10 ppm. Washer-like iron pieces of about 1-cm diameter
are placed on both poles of the magnet in very specific locations, as determined
by computerized field analysis.

For high field human MRI, the homogeneity should be about 10 ppm over
30–50 cm DSV, while for MRS, local homogeneity should be in the order of
1 ppm over a voxel volume. (It can be proved that for MRS the variation in
field frequency should not be larger than 1/πT2 over the sample volume (67).)
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Although superconductive magnets produce highly uniform fields, homogeneity
improvement of the field is often needed. Passive shimming, using iron pieces
placed on the inner surface of the bore of the magnet, is used. Superconductive
wires (cryoshims) submersed in liquid helium are also used in some magnets for
active shimming. The shims are charged after the main wire is charged.

As a sample or a subject changes the magnetic field because of their magnetic
properties, additional shimming is often needed before each imaging session.
This fine shimming is accomplished by resistive, Room Temperature (RT) shims.
These shims are usually incorporated into the gradient coils on their external
surface. As each field can be mathematically expressed in spherical harmonics,
the process of shimming aims at the minimization of specific harmonics, denoted
as x, y, z, 2xy , z2 − y2, and so on. RT shims are particularly useful in MRS
and multiecho pulses (such as GE-EPI), as they are very sensitive to any field
inhomogeneity.

A permanent magnet has a “raw” homogeneity of about 300–500 ppm over
30–50 cm DSV. Passive shimming allows improvement of homogeneity to about
10 ppm. Of course, there are no cryoshims available for permanent or electro-
magnets.

5.13.3 Rf Shielding

The NMR signal is very weak, so the magnet is placed in an rf-shielded room
to prevent any external rf interferences that could cause spurious signals to be
detected by the system. The shielding efficiency should be about 100 dB. There
must be special conductive doors installed to make sure that the room is “rf
sealed” during imaging. All cables coming into and out of the magnet room
must go through an rf filter panel to block unwanted signals, while nonconductive
tubes may go through waveguides that prevent rf leakage.

5.13.4 Gradient System

Gradients provide spatial information in MRI. The gradient system consists of:
waveform generation, gradient power amplifiers, high power cables and filters,
and finally the gradient coils within the magnet. To generate a time-variable gra-
dient, needed for spatial spin encoding, the magnetic field gradient coils are made
of resistive wires overlaid on the surface of a fibreglass tube. As three perpendic-
ular gradients are needed, usually six layers of wire are used: three inner layers
generating gradients within the VOI and three layers used as a magnetic shield
to prevent eddy currents being induced in the cryostat. Of course, each layer
must be electrically separated and water or air cooling must be provided, as large
currents are generated when gradients are working. The gradients are wired on
the surface of a fibreglass tube and immobilized and electrically separated with
an epoxy resin or a similar substance. The tube is then placed inside the bore of
the magnet. Important parameters of the gradients coils are linearity over VOI,
efficiency, maximum strength, and rise time or slew rate. The linearity defines
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how constant the gradient is over the VOI (usually better than 5%). This is a very
important parameter, as any deviation from linearity distorts an image. The max-
imum gradient produced by the gradient coils can be calculated by multiplying
the coil efficiency (in mT/m/A) by the maximum current provided by gradient
amplifiers. Modern MRI clinical systems provide a maximum gradient of about
40 mT/m, while experimental MR systems provide gradients over 1000 mT/m.
Gradient amplifiers generate hundreds of amperes and hundred of volts. Minimum
rise time is the minimum time required to achieve maximum gradient amplitude.
This time varies from system to system and depends on inductance and resistance
of the coil and the gradient amplifiers used. In clinical systems, minimum rise
times vary from 100–500 μs, while it is less than 100 μs in experimental MR
systems. Another frequently used parameter is the slew rate, which combines
maximum gradients strength and their rise times, expressed in mT/m/s.

5.13.5 MR Electronics—The Console

The rack of low power electronics and the computers used to run the system is
termed the console. A typical breakdown of a console would be into a Graphical
User Interface (GUI), a synchronous high speed control assembly, and a low
speed asynchronous control assembly.

The main tasks of the high speed synchronous control are to generate the
gradient, rf, and timing waveforms and to acquire and digitize the NMR signals.
Modern systems may have a large number of receiver channels, such as 32. Low
speed control is used for tasks such as configuration of gains, switches, shim
currents, temperature monitoring, and so on.

There is no console standardization in the industry—each major and minor
manufacturer, both clinical and otherwise, have their own designs. Thus, it can
be a major task to transfer experience from one to another. On the bright side,
however, all clinical manufacturers do comply to a standard clinical image data
format (DICOM).

The three largest commercial suppliers of human MRI systems are GE,
Siemens, and Philips. Two major suppliers of experimental MRIs are Bruker
and Varian. There are many smaller suppliers around the world.

Most commercial MR consoles are based on dedicated and sophisticated
computers. However, recent progress in personal computers allowed their appli-
cation to MRI. A few smaller commercial suppliers (e.g., ONI Corp, Maran
(Oxford Instruments)) and even research institutions have created systems based
on PCs. For example, the National Research Council of Canada has designed a
console system that integrates simulation of the MR experiment with the acqui-
sition of experimental data. The device consists of a magnetic resonance (MR)
research console with a full-function hardware-independent pulse programming
environment and a parallel computer cluster running Bloch equation MR physics
simulations on a 3D digitally defined spin phantom. The system is designed to
allow precise side-by-side comparisons of experimental against theoretical pre-
dictions for real world, complex pulse sequences and is in operation on both 0.2T
and 9.4 T systems (67).
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5.13.6 Rf Coils

The rf coils (rf probes) generate the rf (B1) pulse fields and receive the MR
signals. The basic construction principles are simple, based on the L-C resonance
circuit. There are transmit (Tx)-only, receive (Rx)-only, and combined transmit
and receive (Tx/Rx) rf coils. Most clinical systems are equipped with a Tx-only
large rf coil (body rf coil) and a selection of local Rx-only coils. The parameters
of the rf coil are B1 (rf) field homogeneity, quality factor (Q), and the coil’s
FOV. MRI and MRS require both maximal SNR and homogeneous B1 field.
Unfortunately, these requirements usually conflict: the better the SNR the worse
the B1 and vice versa.

An inhomogeneous B1 transmit field causes variations in the MR image inten-
sity because of the spatial dependence of the flip angles (compare Eq. 5.2). This
is particularly inconvenient when more than one pulse is used for MRI or MRS.
In quantitative MRS, metabolite concentration cannot be properly evaluated when
the rf coil produces an inhomogeneous B1 field. Therefore, the application of rf
coils producing a spatially uniform B1 field is preferred.

The best SNR is produced over a small FOV by a local (surface), single loop
coil (Figs 5.29c and 5.30), which, however, produces a very inhomogeneous
B1 field, dropping rapidly with distance from the coil. Various designs of small
Rx-only coils are used for particular body parts such as the knee, arm, or head.

Volume coils produce a homogenous B1 field over a large area, such as the
body or the head. The most common volume coils are saddle coil, the solenoidal
coil, the Alderman-Grant, the Helmholtz pair, and birdcage (Fig. 5.29). Unfor-
tunately, they suffer from low sensitivity (as receiver coils) and high power
requirements (up to 30 kW) compared to the surface coil (68). Examples of
various rf coils are shown in Figure 5.30.

Coil sensitivity depends on the geometry, quality factor (Q), material used
for the coil construction, electric circuit used to couple the coil (inductive or
capacitive), filling factor of the coil (ratio between the volume of B1 and the
volume of the imaged object), and type of polarization (linear or circular).

Almost all volume coils and some surface coils use quadrature detection (so-
called Circular Polarized (CP) coil) (69, 70). The quadrature detection allows
SNR increase by up to

√
2 when compared to the Linear Polarized (LP coil)

coil. The quadrature rf coil requires the creation of two equal and orthogonal
B1 fields. This can be easily achieved in the birdcage coils using proper driving
system and two of its modes. The quadrature coil requires less power when
compared to the LP coil.

Surface coils produce high SNR but within limited FOV. To extend the FOV
over the sample a phased array technology was introduced (71). Each element of
the array, coupled to an independent receiver channel, works as an independent
surface coil maximizing SNR and increasing FOV.

Advanced MRI systems allow multinuclear studies to be performed. Quantifi-
cation of tissue metabolites by heteronuclear MRS can be achieved using dual-
frequency rf coils. The dual-frequency coils allow simultaneous measurement of
two nuclei frequencies, such as 1H and phosphorus (31P). The proton signal is
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(c)

(a) (b)

Figure 5.29. Inner structure of rf coils. (a) Birdcage, (b) surface, (c) inductively coupled
Helmholtz pair (NRC, Canada).

usually used for high resolution imaging, whereas the other frequency is used for
spectroscopy. The proton frequency also provides the sensitivity needed for shim-
ming. Dual-frequency coils have to deliver the SNR of the single-frequency rf
coil as well as produce homogenous rf field over the sample volume. To achieve
these needs, double-tuned quadrature birdcage coils were developed (72).

5.14 MRI SAFETY

MRI is a noninvasive imaging technique with no long-term side effects observed.
However, there are a few potential safety issues that should be considered when
working with MRI systems or as a subject of MR examination: static magnetic
field, rf power absorbed by the subject, and variable gradients of the magnetic
field.

5.14.1 Magnet Safety

While long-term effects of the static magnetic field on living organisms have not
been observed, the FDA, as a precaution, set up a limit of 3 T for human clinical
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(a) (b)

(c) (d)

(e)

Figure 5.30. Examples of rf coils. (a) Breast coil (IBD/NRC), (b) solenoidal volume coil
(IBD/NRC), (c) surface coil (IBD/NRC), (d) head coil (Siemens, Germany), and (e) phase
array torso coil (Siemens, Germany).

MRIs. Other countries followed that limit. Potential subtle, long-term biological
effects aside, there is always an immediate danger—projectiles.

Magnetic fields attract ferromagnetic objects, such as oxygen tanks, scissors,
carts, computers, and so on. Such objects can become projectiles and injure
or kill anyone between the magnet and the object. Therefore, there must be
no ferromagnetic objects within the 5-Gs line. Some surgical clips, prosthesis,
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and implants may also be attracted by the magnet. However, some of them,
made of nonferrous material, are MRI compatible and can be safely imaged.
Nonetheless, in most cases they create artefacts in MR images. Of course, under
no circumstance can patients with pacemakers be imaged. It is considered that the
region outside the 5-Gs line is safe for practically all objects, including cardiac
pacemakers, but it may be worth to remember that magnetic cards (such a credit
card or hotel magnetic key) may be erased by the field around 5 Gs.

In very rare cases, moving in the magnet may cause a temporal discomfort,
depending on the individual’s sensitivity, because of the eddy currents induced
in the brain due to the motion in the magnetic field.

Clinical MRI systems are equipped with rf power amplifiers capable of gen-
erating up to 30 kW rf power in short pulses, which heat up tissues and can be
potentially harmful. Therefore, the regulations do not allow the use of rf power
that would heat the tissue by more than 1◦C. However, this definition is not
convenient in MRI; therefore, Specific Absorption Rate (SAR) is used. This is
defined as rf power absorbed in tissue per unit mass, and is expressed in watts
per kg (W/kg). The SAR limits vary from 3 W/kg to 12 W/kg depending on the
total exposure time and on the part of the body. Clinical MRI systems calculate
the SAR value before the pulse sequences are run and lock-out the imaging in
case SAR exceeds the allowed value. It also should be noted that SAR increases
with B0

2 for fields below 4 T.

5.14.2 Gradient Safety

Gradient coils produce a time-varying magnetic field (dB/dt) that can cause
peripheral nerve stimulation and involuntary muscle contraction. Therefore dB/dt
is also limited.

In addition, fast switching current in the gradient coils causes acoustic noise
due to coil vibrations, which depends on the pulse sequence used. The more
demanding the pulse sequence from the point of view of the gradient strength
and rise time, the noisier the sequence is. Therefore, fast pulse sequences such
as EPI are usually very noisy. However, spiral EPI, which reduces the gradients’
rise time, makes the sequence quieter. DW-MRI is also often noisy because of
strong diffusion gradients. Because the gradient strength required increases with
the field strength, the stronger the magnet, the noisier the pulse sequences are.
But this is also the reason why there is practically no noise in low field MRI,
such as 0.2 T.

5.15 IMAGING ARTEFACTS IN MRI

MRI allows imaging of many different tissue properties depending on the tech-
nique used. The variety of techniques is possible because of the sensitivity of
MRI to different phenomena. This sensitivity, however, may cause a lot of arte-
facts due to the hardware imperfections, improper pulse sequence tuning, or some
external factors. Hardware imperfections may include inhomogeneous main field,
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nonlinear gradients, inhomogeneous rf field, or eddy currents induced in the cryo-
stat, to mention a few. Improper optimization of pulse sequences may cause a
lot of artefacts depending on the pulse sequence used, for example, multiecho
pulse sequences may produce unwanted stimulated echoes, improper rf spoiling
or refocusing may create unwanted MR signals, etc. The most common artefacts
are susceptibility artefacts, flow, phase wrapping (aliasing), or motion ghosting.
Phase wrapping occurs when the FOV is smaller than the object size along the
phase encoding direction, because of the impossibility of distinguishing between
φ and φ + 360◦ phase of the signal. This artefact manifests itself when a part of
an image shows on the opposite side of the imaged object. The FOV is increased
to rectify this problem.

However, there is no good remedy for the susceptibility artefact caused by the
variation in the magnetic field between two different tissues or image objects,
such as lungs and blood or bone and implants. The images can be badly distorted
in such areas, especially for sensitive sequences such as EPI.

Motion artefact (ghosting) is the most common artefact caused by the motion
of the subject during data acquisition. It is observed as a blurring or multiplication
of the object, depending on the degree of movement, along the phase encoding
direction, due to phase misregistration. The remedy is obvious but not always
possible, as not all patients can stay motionless for the imaging session. This
is particularly important in fMRI, when series of images are compared and any
misregistration can lead to incorrect data analysis; therefore, software programs
are used to realign the images.

Flow artefact may cause areas of flowing spins to enhance or reduce image
intensity. Artefacts from pulsatile flow in arteries may also cause periodic
ghosting.

5.15.1 High Field Effects

Serious problems with image homogeneity and SAR occur when the size of the
imaged object becomes comparable with the half wavelength (in this object) of
the rf field used for imaging. This occurs, for instance, for whole-body imaging
at field strengths above 3 T. As described and explained by Hoult (73), even
a perfectly made rf coil, producing a homogenous rf field, will not provide a
homogeneous image because of this interaction between the rf field and the
tissue. As a result, images may be, for example, dark in the center and bright at
the edges, or vice versa, depending on the power of the rf pulse used. Maybe
of even more importance than image inhomogeneities, is the local SAR that
may exceed SAR limits in certain areas of the body, because of the uneven
distribution of the electrical field. This problem is a major challenge in very
high (>3 T) human MRI. One approach to deal with this problem, the use
of multiple transmit systems, was recently introduced (74) and is a subject of
research.
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5.16 ADVANCED MR TECHNOLOGY AND ITS POSSIBLE FUTURE

A major direction in MR technique development is the reduction of imaging time
without any decrease in image resolution. Probably the biggest advancement
in this area recently was triggered by the introduction of the parallel imaging
technique (75–78). This is a technique requiring MRI systems equipped with
multiple receivers. Parallel imaging works by using knowledge of the spatial
sensitivity response of multiple receiver coils to decode under-sampled data to
produce images.

There are two basic approaches to parallel imaging with different mathemat-
ics, but which fundamentally achieve the same result. They are the Simultaneous
Acquisition of Spatial Harmonics (SMASH) (75) and its modifications, Sensi-
tivity Encoding (SENSE) (77) and Generalized Autocalibrating Partially Parallel
Acquisitions (GRAPPA) (78). Parallel imaging allows reduction of the acquisition
time without any loss in data-acquisition efficiency.

The challenges associated with image homogeneity at high field spurred the
development of multi-transmit systems (transmit array), which allow control of
both phase and amplitude in each independent transmit channel. While such a
design has been primary used for B1 shimming it may possibly also be used for
new MRI techniques, which can reduce some gradient requirements to obtain
an MR image (79). The possible combination of receive and transmit phase
array systems, should it be successful, may overcome the image resolution
limits caused by the standard way of data collection (with gradients). Such
a system of the future may push the resolution limits and at the same time
avoid acoustic noise generation and safety issues associated with dB/dt
and SAR.

In summary, new MRI techniques, new discoveries, and new applications keep
broadening the MRI horizons. The information provided by MRI allows better
and better diagnosis, more timely treatments, and better outcomes.
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6.1 INTRODUCTION

The terms “multimodality imaging” and “correlative microscopy” are employed
in the biomedical literature to designate any combination of two or more
microscopic techniques applied to the same region in a biological specimen.
“Correlative microscopy” should not be confused with “fluorescence correlation
microscopy,” which is a method to measure diffusion of fluorescent molecules
in cells (Brock and Jovin, 1998). The purpose of multimodality imaging is
to obtain complementary data, each imaging modality providing different
information on the specimen that is under investigation. Correlative Light
and Electron Microscopy (CLEM) is by far the most widespread form of
multimodality imaging.

CLEM makes use of the fact that imaging with photons on one hand, and
electrons on the other, offers specific advantages over one another. For instance,
the low magnification range inherent to Light Microscopy (LM) is particularly
well suited for the rapid scanning of large and heterogeneous sample areas,
while the high resolution that can be achieved by Electron Microscopy (EM)
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allows for the subsequent zooming in on selected areas of interest to obtain
ultrastructural detail. A further advantage of LM is that it can be used to study
dynamic processes, up to the molecular level, in living cells and tissues. The
recent surge in live-cell imaging research has catalyzed a renewed interest in
CLEM methodologies, as the interpretation of the dynamic processes observed
by LM often requires high resolution information from EM data. CLEM is also
gaining in momentum in the field of cryoelectron microscopy where the low
contrast conditions and low electron dose requirements put a constraint on the
detection efficacy.

Current CLEM procedures face a number of challenges. First, sample prepa-
ration methods for LM and EM can be quite divergent because of different
requirements for preservation, embedding, sectioning, and counterstaining. There-
fore, alternative sample preparation protocols that are suitable for both LM and
EM need to be devised. Second, CLEM often requires the correlated localiza-
tion of specific molecules in cells or tissues, for which specialized detection
systems need to be developed. Standard detection methods are based on tagging
of molecules either with fluorochromes for LM or with gold particles for EM
and are thus less suitable for CLEM where the tag should ideally be visible in
both modalities. Third, the transition from imaging by LM to EM may involve
handling and additional processing of samples, which can lead to changes in
orientation and morphology of the sample. This in turn can hamper the finding
back of and correlation with previously established areas of interest.

This chapter discusses past, present, and prospective strategies for CLEM. Spe-
cial emphasis is given to 3D imaging methods, in particular electron tomography.

6.2 HISTORICAL PERSPECTIVE

When Porter, Claude, and Fullam published in their 1945 landmark article the
earliest transmission electron microscopic images of an intact cell, describing for
the first time the endoplasmic reticulum, they made a side-by-side comparison
with light microscopic images (Porter et al., 1945). Although they did not
perform genuine CLEM—the light and electron micrographs were not taken
from the same cells—the authors clearly felt the need to correlate their electron
microscopic observations with the more familiar light microscopic data as a
means to validate their novel findings. Thus, in a sense, CLEM is as old as the
earliest applications of EM to biological samples. In the 1950s–1980s, numerous
“correlated light and electron microscopic” studies were published based on the
same concept of comparing structures observed by LM with similar structures
visualized by EM. True CLEM emerged in the early 1970s and culminated in the
1980s with the publication of a dedicated book in the authoritative Hayat series on
EM techniques (Hayat, 1987), and with the development of instrumentation such
as a combined instrument for LM and scanning EM (Wouters and Koerten, 1982)
and the commercial LEM 2000 (Akashi Seisakusho Ltd., Tokyo, Japan) for LM
and transmission EM. Interestingly, and perhaps ironically, among the first gen-
uine CLEM applications were studies that combined EM with live-cell imaging
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(Buckley, 1971), the latter being again responsible for the recent revival
of CLEM. Neuroanatomy was another field of research that pioneered
CLEM techniques to facilitate sampling of central nervous tissue for EM
(Hollander, 1970).

The 1990s saw a steady decrease in the use of EM for life science
studies (Geuze, 1999). Several factors were responsible for this decline.
First, the genomics era was in full bloom, and the inherent emphasis on
functional/mechanistic studies overshadowed the static images and descriptive
data that EM produced. Second, there had been major developments in LM, the
most important of which was the introduction of “turnkey” systems for confocal
laser scanning microscopy (Paddock, 1996). These systems offered improved
resolution up to the subcellular level, while requiring less investment, infras-
tructure, and expertise than a typical EM setup. Hence, confocal microscopes
replaced the electron microscopes in many cell biology laboratories. Last but
not least, the discovery of Green Fluorescent Protein (GFP; see Section 6.4.1.1)
and the demonstration that it could be used to tag proteins genetically stirred
a revolution in biomedical research, as it allowed for the tracking of specific
proteins in living cells by means of fluorescence microscopy.

In the present postgenomics climate, EM is coming back with a vengeance.
Despite the dip in EM-based research during the previous decade, the develop-
ment of novel EM technologies moved forward at a steady pace, resulting in
several breakthrough applications. Among them are electron tomography (see
Section 6.5.4) and cryoelectron tomography (see Section 6.5.5), which are tech-
niques for high resolution 3D visualization and which are gradually becoming
mainstream tools in structural molecular biology. As discussed in more detail
later, (cryo)electron tomography is often hampered by the lack of landmarks in
the 2D views used to select areas of interest. CLEM has the potential to play an
important role here by facilitating the search for such areas of interest. In addi-
tion, CLEM is taking front stage in live-cell imaging, where there is growing
demand for fine structural information on processes whose dynamics have been
recorded light microscopically.

6.3 STAINS FOR CLEM

Biological specimens are notorious for their high intrinsic translucency and elec-
tron permeability. As a result, images produced by LM and Transmission Electron
Microscopy (TEM) exhibit poor contrast. Specialized imaging techniques can be
used to enhance contrast, such as differential interference contrast (DIC) for
LM (Salmon and Tran, 2003), energy filtering for TEM (de Bruijn et al., 1993),
and Z-contrast imaging for Scanning Transmission Electron Microscopy (STEM)
(Carlemalm and Kellenberger, 1982). Alternatively, contrast enhancement can be
achieved by means of chemical staining. Despite the obvious drawback of pos-
sible structural and chemical sample alteration that is inherent to such staining
procedures, histochemical and cytochemical techniques are still widely employed
and will remain popular because of their relative ease of use and the high level of
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morphologic detail they can reveal. Stains for LM are mostly dye based (chro-
mophores and fluorophores), whereas EM stains employ electron-dense heavy
atoms (osmium, uranium, and lead compounds). Thus, usually, the same stain
cannot be visualized both by LM and EM. There are, however, a few exceptions,
such as the Golgi-impregnation procedure, which is based on a silver-precipitation
reaction and used to stain neurons (Fairen, 2005). In general, LM and EM stains
can be combined, but the thinness of ultrathin sections required for EM reduces
the uptake of LM dyes thereby diminishing the intensity of the stain. Jones et al.,
reported that toluidine blue is a suitable LM stain for epoxy sections of osmicated
tissue if the section thickness is above 100 nm (Jones et al., 1982). The toluidine
blue stain is useful in surgical histopathology, as it allows for the LM detection
of areas of diagnostic importance in thin sections of human biopsies.

An alternative approach for staining biological samples for CLEM is the
inclusion of low molecular weight fluorescent dyes, such as acridine orange
and saffranin O, in the substitution medium used during freeze substitution (the
principle of freeze substitution is discussed in Section 6.5.6) (Biel et al., 2003;
Pfeiffer et al., 2003). The rationale for this method is that just as molecules with
a molecular weight up to 700 Da are washed out of the sample during freeze
substitution (Pfeiffer et al., 2000), small molecules can also infiltrate the sam-
ple. Originally, the technique was developed for staining of high pressure frozen
samples (see Section 6.5.5 for the principle of high pressure freezing), and the
fluorescence signal was recorded by confocal laser scanning microscopy through
the block face of a specimen block. Ultrathin sections were subsequently cut
from the same block face, and EM images were correlated with the correspond-
ing slices in three-dimensional reconstructions of confocal image stacks (Biel
et al., 2003). The protocol was therefore rather cumbersome and laborious. In
our laboratory, we have successfully labeled nuclei of chemically fixed cells and
tissues with acridine orange and visualized the fluorescence directly in ultrathin
sections, thus allowing for the correlation of LM and EM in the exact same slice
(Fig. 6.1) (van Driel et al., 2008).

6.4 PROBES FOR CLEM

While the histo- and cytochemical stains discussed earlier provide visual clues of
gross features that can be used as landmarks in a multimodal coordinate system,
molecular probes or indicators can be employed to label and detect specific
molecules in and around cells. In addition, there are probes that can detect ions,
pH, membrane potential, enzymatic activities, and molecular interactions.

6.4.1 Probes to Detect Exogenous Proteins

6.4.1.1 Green Fluorescent Protein. Genetically encoded indicators have
become extremely popular among cell and molecular biologists as a tool to
study the spatiotemporal expression of proteins in living cells. For this purpose,
cells or whole organisms are genetically altered so that they express one or
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Figure 6.1. CLEM in action. African green monkey kidney epithelial cells (Vero) grown
under standard cell culture conditions were plunge frozen in liquid-nitrogen-cooled ethane,
freeze substituted, and flat embedded in Lowicryl HM20 resin. Acridine orange, a fluo-
rescent label for DNA and RNA, was added to the acetone/uranyl acetate mixture used
as solvent and fixative, respectively, during the freeze-substitution step. After trimming
of the specimen block, fluorescently labeled cells could be observed in the block face,
viewed with a confocal laser scanning microscope. The fluorescence was retained in ultra-
thin sections of 100 nm, cut from the block face and collected on an electron microscope
grid. The fluorescence micrographs of the block face and sections on grid each represent
a montage of 16 individual images acquired with a 10X objective and stitched with the
help of image processing software. As demonstrated in the zoom image taken at higher
magnification (63X objective), acridine orange enabled the selection of a rare mitotic
event. By means of a coordinate system, the same cell was easily retrieved in the electron
microscope. The electron micrograph was acquired at a relatively low magnification to
allow for direct comparison with the fluorescence micrograph. In addition to facilitating
the search for dividing cells, acridine orange can also help identify cells with characteristic
nuclear patterns in complex tissues (e.g. neutrophils, Langerhans cells, and tumor cells).
The block face in the upper left panel measures about 2 × 1 mm, the grid in the upper
right panel has a diameter of 3 mm, and the scale bars in the bottom panels represent
10 μm.
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more proteins of interest ectopically with a built-in amino acid sequence that
serves as the indicator. The most widely used sequence is 238 amino acids
long and encodes for GFP (Chalfie et al., 1994). The gene for GFP, which is a
naturally occurring fluorescent protein, was isolated from the jellyfish Aequorea
victoria (Prasher et al., 1992). GFP emits green light when illuminated with
blue light. In the jellyfish, the blue light is generated upon the binding of Ca2+
ions to the luminescent protein aequorin (Shimomura, 2005). In the laboratory,
the blue light is generated by lasers or mercury or xenon vapor lamps. Several
mutants of GFP that emit stronger fluorescence and at different wavelengths
have been engineered (Tsien, 2005), the latter allowing for the detection of
molecular interactions by means of specialized microscopic techniques such as
Fluorescence Energy Resonance Transfer (FRET) and Fluorescence Lifetime
Imaging (FLIM).

Unfortunately, GFP cannot be observed directly by EM, thus restricting some-
what its usefulness for CLEM. Nevertheless, several procedures have been estab-
lished for correlated LM and EM detection of GFP. A number of these procedures
are based on the principle of 3,3′-Diaminobenzidine (DAB) oxidation by free
oxygen radicals. The free radicals can be formed during the enzymatic conver-
sion of peroxide by Horseradish Peroxidase (HRP) or during photobleaching of
fluorochromes by means of intense illumination and with oxygen present. When
DAB is oxidized, it polymerizes and precipitates at the site of oxidation. The
osmiophilic DAB precipitate becomes electron dense when treated with osmium
tetroxide and can thus be visualized by EM (Hanker, 1979; Maranto, 1982).

In principle, the fluorescence of GFP itself could be used to photo-oxidize
DAB. However, this is currently a matter of debate in the literature. On one
hand, Because the GFP chromophore is buried inside the protein, and because of
the lack of an aqueous environment, it would not be able to generate sufficient free
radicals for efficacious photoconversion of DAB (Gaietta et al., 2002; Mironov
et al., 2000). On the other, Monosov et al. demonstrated that GFP targeted to
peroxisomes in yeast cells was able to photo-oxidize DAB at sufficient levels
to permit EM localization (Monosov et al., 1996); Grabenbauer et al. recently
reported on an improved method for GFP-mediated photo-oxidation (Grabenbauer
et al., 2005). The improvements of the method, which they termed GRAB for
Gfp Recognition after Bleaching, consisted in the reduction of background by
quenching of autofluorescence and blocking of endogenous enzyme activities and
in the use of elevated oxygen content throughout the photoconversion reaction.
To this date, and to the best of our knowledge, only the two studies mentioned
here have employed photo-oxidation by GFP. Additional studies will be needed
to further validate the practicability and universality of the approach, and the
development of GFP derivatives with higher sensitivity for illumination-based
EM detection may be needed to unleash its full potential.

An alternative method that also uses DAB oxidation to reveal GFP by EM,
one that appears more widely accepted, is based on the detection of GFP by GFP
antibodies that in turn are decorated by HRP-conjugated secondary antibodies
(Mironov et al., 2000; Mironov et al., 2005). In a typical experiment, the GFP
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signal is first monitored in living cells by means of time-lapse fluorescence
microscopy, that is, live-cell imaging. When at a given point in time the GFP
signal develops an interesting pattern that merits EM clarification, the cells are
rapidly fixed to immobilize the GFP pattern and underlying structures. There-
after, the cells are permeabilized to allow access of the antibodies to the GFP
epitopes, the DAB precipitation reaction is carried out, and cells are postfixed
with osmium tetroxide and embedded in a resin to permit ultramicrotomy. The
GFP-HRP approach has been used successfully to identify and characterize
transport intermediates along the secretory pathway (Polishchuk et al., 2000).
A drawback of the procedure is that the requirements for immunolabeling (mild
fixation and cell permeabilization) are antithetical to optimal conditions for ultra-
structural preservation. This limitation could be overcome by adapting the GFP
immunodetection strategy for use with ultrathin cryosections (Tokuyasu method;
see also Section 6.5.6), which is advertised for its superior ultrastructural preser-
vation while retaining immunogenicity. In this scenario, detection of GFP should
be carried out using immunogold rather than immunoperoxidase labeling (Koster
and Klumperman, 2003; Polishchuk et al., 2006; Verdijk et al., 2005; Westbroek
et al., 2003). Usually, the preparation of cells for cryosectioning involves
enzymatic or mechanic dispersion and centrifugation to obtain a cell pellet
that is suitable for freezing. However, these steps will obliterate the spatial
coordinates needed for correlating cells at the LM and EM level. To circumvent
such problems, Oorschot et al. have developed a flat-embedding method that
allows for ultracryotomy of cultured cells while preserving their topology
(Oorschot et al., 2002).

The aforementioned procedures for the detection of GFP at the EM level suffer
from limitations with regard to the precision of correlation that can be achieved
between the LM and EM images. This is because the LM image represents an
optical section through a cell layer, which cannot be exactly matched with the
EM image that is taken from an ultrathin section cut through the same cell layer.
Using high resolution (i.e., high numerical aperture) objectives in combination
with image deconvolution, the optical section thickness that can be attained is
typically around 200 nm, whereas an ultrathin section usually varies in thickness
from 50 to 70 nm. In addition to this mismatch between optical and ultrathin
section thickness, there may be a discrepancy between the relative depths in the
cells at which the sections are taken. Furthermore, there may be differences in
the planar angle of the light optical and electron optical section because of the
realignment of the cell or tissue block in the ultramicrotome.

6.4.1.2 Tetracysteine Tags. Although GFP and its derivatives have been suc-
cessfully incorporated into many different proteins without detectably interfering
with the functions of these proteins, the considerable size of the GFP analogs
(approximately 30 kDa) can pose a problem when coupled to smaller proteins
(Evans and Martin, 2002; Frischknecht et al., 2006). This was elegantly demon-
strated in a study by Andresen et al., which showed that the genetic tagging of
GFP to β-tubulin was nonviable in haploid yeast cells, while tagging with shorter
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sequences did not interfere with the formation and dynamics of microtubules
(Andresen et al., 2004). For this reason, alternative genetically encoded markers
that are smaller and thus less likely to interfere with the biological function of
the tagged protein are sought. A method that is becoming increasingly popular is
based on protein tagging with a tetracysteine (4C) motif, which is a small pep-
tide sequence of 10–20 amino acids containing two pairs of cysteine residues
that flank a pair of spacer amino acids (Cys-Cys-Xaa-Xaa-Cys-Cys, where Xaa
represents a noncysteine amino acid) (Giepmans et al., 2006; Tsien, 2005). This
motif can bind to fluorescent biarsenical derivatives, each arsenic interacting with
one of the cysteine doublets. The most widely employed biarsenical dyes are the
green light emitting FlAsH (Fluorescein-Based Arsenical Hairpin Binder) and the
red light emitting ReAsH (Resorufin-Based Arsenical Hairpin Binder) (Machleidt
et al., 2007; Tsien, 2005). These dyes are membrane permeable and can therefore
be used to label 4C tags in living cells (Gaietta et al., 2002; Rudner et al., 2005).
Because arsenics are potentially cytotoxic, FlAsH and ReAsH need to be admin-
istered to the cells in combination with an antidote, such as 1,2-ethanedithiol or
β-mercaptoethanol. In addition to reducing the toxicity of the biarsenical dyes,
the antidote diminishes the fluorescence of the dyes before their binding to a 4C
motif. Nevertheless, background fluorescence is an issue in this technique that
can hamper the detection of weak signals. Part of this background fluorescence
can be due to nonspecific binding of biarsenicals to endogenous proteins that
are cysteine-rich (Stroffekova et al., 2001). Considerable effort has been directed
toward optimizing the 4C/biarsenical labeling technique, and the future is likely
to hold further improvements. Already, new biarsenical probes that produce less
background have been devised, and novel 4C motifs that display higher affinity
and stronger fluorescence have been found (Adams et al., 2002; Martin et al.,
2005; Spagnuolo et al., 2006).

The 4C/biarsenical detection system can also be employed for CLEM. Gai-
etta et al., showed that ReAsH bound to tetracysteine motifs and immobilized
by chemical fixation was able to photoconvert DAB (Gaietta et al., 2002). This
technique allowed the authors to demonstrate differences in the intracellular traf-
ficking route between newly synthesized and older connexins, which are the
building blocks of gap junctions (Sosinsky et al., 2003).

6.4.1.3 Theme Variations: Split GFP and GFP-4C. As discussed in Sections
6.4.1.1 and 6.4.1.2, the currently available toolbox of genetic probes for live-cell
imaging and CLEM has a number of limitations. Thus GFP and GFP analogs can
cause functional interference and may produce only weak photoconversion reac-
tions, while nonspecific reactions, cytotoxic effects, and the need for a reducing
environment can plague the 4C/biarsenical system. Indeed, establishing a proce-
dure for live-cell imaging and CLEM always implies that one needs to find a com-
promise between functional integrity and experimental feasibility. And for as long
as the ideal probe remains to be discovered, there is merit in developing adapta-
tions of existing detection systems that may remedy some of the side effects.

Ghosh et al., showed that when GFP is split into two polypeptides they will not
fluoresce independently, but when coexpressed in bacteria they will reconstitute
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and fluoresce (Ghosh et al., 2000). However, in order for the reconstitution to
occur, the polypeptide sequences needed to be linked to antiparallel leucine zipper
domains. Cabantous et al., extended this research and engineered self-assembling
GFP fragments (Cabantous et al., 2005). They showed that small GFP fragments
(16 amino acids long), coupled to the protein of interest via a linker peptide,
could self-assemble with the complementary GFP fragment that was expressed
separately. Because the split GFP approach involves the coming together of
two GFP fragments, it has been proved to be useful to study protein–protein
interactions, coexpression, and conformational changes in proteins (Magliery
et al., 2005; Zhang et al., 2004). In the future, it may also become a power-
ful alternative to the 4C/biarsenical system by displaying the same advantage as
the latter (small tag attached to protein of interest) but without the disadvantages.
It would be conceivable then to expand the complementary GFP fragment with
an HRP sequence (∼44 kDa) to achieve optimal DAB oxidation for CLEM.

In a different adaptation published recently, part of the Golgi resident enzyme
α-mannosidase II was fused to a hybrid tag containing both a GFP and a 4C
sequence (Gaietta et al., 2006). This construct was used to study by means of
CLEM the reassembly of the Golgi apparatus in daughter cells formed during
mitosis. Live-cell imaging was carried out by monitoring the GFP fluorescence,
while 4C/ReAsH was used to photoconvert DAB for visualization at the EM level.
The advantage of this procedure lies in the fact that the photoconversion of DAB
was not triggered by direct excitation of ReAsH but by FRET between GFP and
ReAsH. Because FRET occurs only when the participating fluorochromes are less
than ∼8 nm apart, the DAB precipitation becomes more specific as background
fluorescence of ReAsH is virtually eliminated.

6.4.2 Probes to Detect Endogenous Proteins

The genetic approaches outlined in Section 6.4.1 can be very powerful for study-
ing a protein’s dynamic function, localization, and interactions. However, since
a genetically tagged protein is always overexpressed in cells or tissues, it may
affect in unpredictable ways its own behavior and that of its endogenous coun-
terpart (Andresen et al., 2004; Hanson and Ziegler, 2004). Therefore, there is a
constant necessity to obtain feedback from nontransformed cells or tissues. The
most widespread detection system is based on the recognition of unique epi-
topes in proteins by monospecific antibodies. The antibodies can be visualized
by fluorochromes, gold particles, or the product of an enzymatic reaction (e.g.,
HRP/DAB) (Sternberger, 1986). Often, the label is not conjugated to the pri-
mary antibody but to a secondary detection molecule that recognizes the primary
antibody; the secondary molecule can be an antibody as well or the bacterially
derived protein A and protein G. The advantages of indirect immunobased detec-
tion are that (i) the cross-linking of the label does not compromise the specificity
of the primary antibody, (ii) it opens up the possibility of signal amplification, and
(iii) the same secondary probe can be used to detect different primary antibodies.

Immunocytochemical procedures usually require prior chemical fixation of
the biological material, and to ensure accessibility of intracellular epitopes to



PROBES FOR CLEM 189

the detection molecules, membranes have to be permeabilized. Paradoxically,
only mild chemical fixatives can be used, as the stronger fixatives suppress the
immunogenicity of the specimen. Weak fixation and permeabilization have a
negative impact on the ultrastructural preservation. It follows that protocols for
immuno-EM necessitate a careful balance of antigenicity and preservation.

In addition to antibody-based detection systems, there are a number of com-
pounds that display high affinity for specific proteins and that can be conjugated
to fluorescent or other types of indicators. Classic examples are the cytoskeletal
markers, phalloidin and paclitaxel. Phalloidin is a toxin derived from the death
cap mushroom, Amanita phalloides , and binds specifically to filamentous actin
(Small et al., 1999; Vetter, 1998; Wulf et al., 1979). Paclitaxel, better known by
its trade name Taxol, is a compound derived from the bark of the Pacific yew
tree, Taxus brevifolia , and labels microtubules (Manfredi et al., 1982). Eosin-
labeled phalloidin is not only fluorescent but also suitable for photo-oxidation,
ergo for CLEM (Capani et al., 2001). Because phalloidin and eosin are both
small molecules, they can easily penetrate fixed cells and tissues.

6.4.2.1 Antifluorochrome Antibodies. Antibodies raised against fluorochromes
can be used to bring a gold label in the vicinity of a fluorescent label. The fea-
sibility of this approach was first demonstrated in the early 1990s by van Dam
et al., who used gold-conjugated antibodies against Fluorescein Isothiocyanate
(FITC) to detect at the ultrastructural level a protein (gut-associated circulating
cathodic antigen) in the worm Schistosoma mansoni (van Dam et al., 1991).
Hence the technique is potentially useful for CLEM studies. Recently, Coleman
et al., reported that the fluorochrome Alexa Fluor 488 remains immunoreactive
even after fixing with glutaraldehyde and osmium tetroxide, embedding in epoxy
resin, and etching with sodium ethoxide (Coleman et al., 2006). They demon-
strated that it was thus possible to perform pre-embedding immunolocalizations
of a transporter and an ion channel in rat kidney and to detect the Alexa Fluor
488 label subsequently in semithin and thin plastic sections with anti-Alexa Fluor
488 antibodies. These antibodies were in turn detected by secondary antibodies
conjugated either to a fluorophore for LM or to colloidal gold for EM.

6.4.2.2 Combined Fluorescent and Gold Probes. The ideal CLEM probe is
self-contained and visible by LM as well as by EM. One possible design that has
received reasonable attention in the literature is to conjugate to the same antibody
or antibody fragment both a fluorochrome and a gold particle. Early attempts to
generate such a probe led to the notion that fluorescence is quenched by colloidal
gold, presumably by FRET from the fluorochrome to the gold particle (Powell
et al., 1998). Despite that, secondary antibodies with both a fluorochrome conju-
gate and 5- or 10-nm colloidal gold are still commercially available. Kandela and
Albrecht recently demonstrated that these are actually a mixture of antibodies
carrying either fluorochromes only or both fluochromes and colloidal gold.
They went on to show that the fluorescence of the colloidal-gold-conjugated
antibodies was almost completely quenched (Kandela and Albrecht, 2007).
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These probes are therefore not suitable for a 1:1 colocalization as is ideally
required for correlation between LM and EM, especially when taking into
account the difference in penetration rate between antibodies with and without a
gold label.

The problem of fluorescence quenching by gold can be overcome by using
small gold cluster complexes, that is, nanogold, instead of colloidal gold (Robin-
son and Vandre, 1997). Owing to the smaller size of the gold particle, there is
an additional advantage, namely, the probe can penetrate cells and tissues more
readily. The accessibility of antigenic sites to FluoroNanogold probes is further
increased by coupling the fluorochrome and nanogold to only that portion of
an antibody (the Fab′ fragment) that binds to the antigen. However, nanogold
particles are too small and display too little contrast to be observed by EM at
the normal magnification range for heavy-metal-stained biological specimens.
An enlargement step is therefore required to increase the size and contrast of the
gold particles. This can be achieved either by gold toning or by silver enhance-
ment (Baschong and Stierhof, 1998; Sawada and Esaki, 2000). Both techniques
are prone to artifacts, ranging from ultrastructural modifications to nonspecific
precipitations (Baschong and Stierhof, 1998). They also eliminate the fluores-
cent properties of the fluorochrome, so that fluorescence microscopy needs to
be performed before the enlargement step. It is possible, however, to view the
silver-enhanced immunogold signal by means of brightfield LM, thus allow-
ing for precise correlation between the fluorescence and electron microscopic
images. Notwithstanding the pitfalls associated with the use of FluoroNanogold,
a number of studies have emphasized its potential for CLEM applications. Most
notably, Takizawa and Robinson applied FluoroNanogold to ultrathin cryosec-
tions of human placental tissue and were thus able to investigate by CLEM the
subcellular distribution of markers of caveolae and endosomes (Takizawa and
Robinson, 2003). A spin-off of this research was the realization that because of
their thinness, ultrathin cryosections yield very sharp fluorescence micrographs
that lack z-axis blur (Mori et al., 2006).

6.4.2.3 Quantum Dots. Quantum Dots (Qds) are inorganic fluorescent
semiconductor nanocrystals. They possess unique properties that are extremely
advantageous for biomedical applications in general, and CLEM in particular:
(i) QDs can be tuned to emit light at a wide spectrum of wavelengths by changing
their composition and size; (ii) in comparison with organic fluorophores, QDs
possess a long Stoke’s shift and a narrow emission spectrum, thus allowing for
superior spectral separation and improved detection sensitivity; (iii) QDs of dif-
ferent emission wavelengths can be excited by the same excitation wavelength,
which facilitates imaging of multiple labels; (iv) unlike organic fluorophores,
QDs can be illuminated over extended periods of time without showing any
noticeable photobleaching; (v) because they are inorganic, QDs are resistant to
biodegradation and can therefore be used for in vivo imaging over extended
periods of time; (vi) QDs possess elevated two-photon absorptivity (up to 47,000
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Goeppert-Mayer units), making them ideal for multiphoton fluorescence
microscopy; and (vii) QDs are electron dense, and their sizes are within the
range of immunogold particles, so that they can be detected by EM (Bruchez,
2005; Giepmans et al., 2005; Jaiswal and Simon, 2004; Larson et al., 2003;
Nisman et al., 2004).

QDs are rapidly finding applications in many areas, ranging from nanotech-
nology to consumer electronics. The composition of QDs varies accordingly,
and many laboratories are working on new and improved flavors. QDs that are
employed in fluorescent probes typically possess a core–shell structure, the core
consisting of cadmium selenide (CdSe) and the shell of zinc sulfide (ZnS). This
core–shell configuration results in enhanced quantum yield and photostability.
The size of the core determines the wavelength of the emitted light. Without
modifications, QDs are toxic and hydrophobic, properties that are incompatible
with studies in living cells, tissues, or whole organisms and that render difficult
their conjugation to biomolecules. Therefore, QDs for biomedical research are
encapsulated with a polymer to prevent leaking of the toxic metals and to permit
binding of biomolecules. Nevertheless, the potential toxic effects of QDs remain
an area of concern among many investigators (Chang et al., 2006; Hardman,
2006; Ryman-Rasmussen et al., 2007). It is a complicated matter because QDs
can have such different compositions and consequently display very different
degrees of toxicity.

QDs have been used and are commercially available as conjugates with sec-
ondary antibodies or streptavidin for indirect detection methods, but they can
also be labeled directly to the primary detection molecule. Owing to their size
and properties, QDs cannot traverse the membrane of cells, thus limiting their
usefulness for live-cell imaging. It is therefore a challenge for current research
to devise protocols that allow passage of QDs across the membrane of living
cells. Hoshino et al., took a step in this direction by demonstrating that QDs
conjugated with peptides that encode either a nuclear localization signal or a
mitochondrial localization signal are rapidly targeted to nuclei or mitochon-
dria, respectively, of cells in culture (Hoshino et al., 2004). Another strategy
involves the uptake of QDs via endocytosis, allowing, for instance, monitor-
ing of the dynamics of receptor internalization (Chang et al., 2006; Genovesio
et al., 2006; Michalet et al., 2005; Seleverstov et al., 2006; Sundara Rajan and
Vu, 2006). Recently, Duan and Nie reported that a surface coating of QDs with
polyethylene glycol grafted polyethylimine allows the QDs to escape from endo-
somes via endosomolysis (Duan and Nie, 2007). Although it is a stretch to name
these QDs “cell penetrating,” they represent promising candidates for intracellu-
lar delivery of QDs. Further data will be needed to assess their cytotoxicity and
their ability to be stably conjugated to biological detection molecules such as
antibodies.

6.4.2.4 Dendrimers. Dendrimers constitute an exciting new class of nanocarri-
ers. They are named after their dendritic architecture, which consists of branched
subunits attached to a central core. The surface of dendrimers can be modified
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to confer special properties pertaining to their biocompatibility (Najlah and
D’Emanuele, 2006). Dendrimers have already found numerous applications in
pharmaceutics. Their ability to encapsulate drugs allows for site-specific and
controlled drug delivery, protection of drugs against premature biodegradation,
decreased toxicity, and improved solubility. In addition to the entrapping of
molecules within the dendritic structure, it is possible to conjugate molecules,
such as antibodies, to surface groups of dendrimers (Roberts et al., 1990). Of
special interest is the ability of dendrimers to enter cells, which renders them
very useful as carriers for intracellular delivery (Najlah and D’Emanuele, 2006).
As a matter of fact, dendrimers are already used quite successfully as gene
carriers, that is, transfection agents, and are commercially available for that
purpose (SuperFect reagent from Qiagen).

At the time of writing, there are no known CLEM applications yet that employ
dendrimer nanotechnology. However, it is in the line of expectation that this will
change soon, as there is growing awareness of the potential benefits of using
dendrimers as nanoprobes. A particularly promising area of research involves
the coating of QDs with dendrimers (Liu et al., 2006). In doing so, Wisher
et al. recently demonstrated that dendrimer-coated QDs, with a total diameter
of 11 nm, were internalized by NT2 cells and that these fluorescent nanocarri-
ers could cotransport the calcium-binding protein, S100A4 (Wisher et al., 2006).
The mechanism via which dendrimers are internalized appears to involve endo-
cytosis. Escape of the dendrimers and their cargo from endosomal compartments
are likely to represent a major obstacle for efficient cytosolic delivery. If future
research unequivocally demonstrates that dendrimer-based nanoprobes can effec-
tively translocate from endosomal compartments to the cytosol, they will become
extremely powerful tools for live-cell imaging and CLEM detection of endoge-
nous proteins and other molecules.

6.4.3 Probes to Detect Nonproteinaceous Molecules

In principle, all of the indicators discussed in Section 6.4.2 can also be employed
to visualize biomolecules that are nonproteinaceous (e.g., lipids, nucleic acids,
sugars). To this effect, they need to be conjugated to specific bioprobes. To name
a few, lectins derived from either plants or animals are used to detect various
sugar residues, oligonucleotides can be designed and synthesized to detect spe-
cific RNA and DNA sequences, and cholera toxin binds to plasma membrane
ganglioside GM1, which partitions into lipid rafts. Some probes for nonproteina-
ceous molecules display intrinsic fluorescent properties, thereby obviating the
need for conjugation to a separate fluorochrome. A widely used example of such
a probe is FM 1-43, an amphipatic molecule that intercalates into the outer leaflet
of lipid bilayers, after which its fluorescence increases greatly. FM 1-43 is often
employed to visualize activity-dependent membrane recycling, that is, the cou-
pled process of endocytosis and exocytosis, in nerve terminals (Cochilla et al.,
1999). Of particular interest for CLEM, it has been shown that FM 1-43 can be
detected at the EM level via photo-oxidation of DAB (Darcy et al., 2006; Henkel
et al., 1996; Nishikawa and Sasaki, 1996).
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6.5 CLEM APPLICATIONS

6.5.1 Diagnostic Electron Microscopy

The advent of Enzyme-Linked Immunosorbent Assay (ELISA) and nucleic acid
amplification tests has led to a considerable diminution in the diagnostic use of
EM (Biel and Gelderblom, 1999). Nevertheless, there are still numerous clini-
cally important diseases where EM excels as a diagnostic tool. These include skin
and renal diseases involving structural defects of components of the extracellular
matrix, in particular collagen; ciliary disorders such as Kartagener’s syndrome
where dynein arms and other components of the axoneme are absent or defective;
lysosomal storage diseases; and pulmonary conditions caused by intrapulmonary
deposits, especially asbestos (Alroy and Ucci, 2006; Carlen and Stenram, 2005;
Foster et al., 2005; Howell et al., 1998; Suzuki et al., 2005). Diagnostic EM
is also a vital and powerful tool for the identification of infectious agents such
as viruses. When combined with a negative stain procedure, it is a more rapid
method for viral diagnosis than other diagnostic tests that are currently available
(Biel and Gelderblom, 1999). Moreover, and in contrast to other tests, diagnostic
EM does not require any prior assumptions about the nature of the infectious
agent, so that even unexpected pathogens can be detected. It is this same undi-
rectedness that renders EM also important as a tool for assessing tumor cell
lineage in the course of tumor diagnosis. Examples of ultrastructural determi-
nants for cell lineage are Birbeck granules (Langerhans cells), lamellar bodies
(alveolar epithelial type II cells), Weibel-Palade bodies (endothelial cells), and
intercellular junctions (epithelial cells).

CLEM can complement diagnostic EM techniques as a means to facilitate the
search in biopsies for areas of disease that require ultrastructural analysis. Thus,
at the LM level, tissue samples can be surveyed to obtain rapidly relevant infor-
mation on the orientation, architecture, and location of tissue components (Jones
et al., 1982). It is then a matter of selecting areas of interest, which can be zoomed
into at the EM level. To give an example, thin basement membrane nephropathy
and X-linked Alport syndrome are glomerular disorders that are characterized by
diffuse thinning of the glomerular basement membrane. Ultrastructural examina-
tion of renal biopsies is considered an essential step toward the final diagnosis
of these diseases. However, the thickness of the glomerular basement membrane
varies greatly, and to obtain accurate measurements, care must be taken that the
methods for tissue preparation and morphometry are standardized. For instance,
it is common practice to measure the thickness of the basement membrane in at
least 2 glomeruli and at random sites in different capillary loops with the same
orientation (Foster et al., 2005). It would be much less time consuming if the
selection of areas to be measured could be done at the LM level.

The now defunct LEM 2000 combined light and electron microscope (Akashi
Seisakusho Ltd., Tokyo, Japan) was equipped with a microprocessor that enabled
the recording of coordinates for multiple areas of interest selected in LM mode.
The coordinates could then be retrieved in EM mode to permit precise correlation
with the LM fields of view. The LEM 2000 used a larger grid size (7 mm in
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diameter; for comparison, standard grid size is 3 mm), allowing for the observa-
tion of larger sample areas (Nelson, 1986). These features made the LEM 2000
an instrument of choice for diagnostic CLEM (Jones et al., 1982). It is therefore
puzzling that the LEM 2000 has not become more of a mainstream microscope in
pathology departments. Maybe it was introduced ahead of its time when its true
potential could not yet be appreciated (the Commission of the European Com-
munities decided on July 6, 1981, that the LEM 2000 may not be imported free
of common customs tariffs duties because “apparatus of scientific value equiv-
alent to the said apparatus, capable of being used for the same purposes, are
currently being manufactured in the Community”). At present, it would be the
right time to resurrect a combined light and electron microscope system, taking
advantage of modern digital imaging techniques, microscope automation, and
ever increasing computing resources. The LM mode of the LEM 2000 allowed
only widefield images to be taken. Therefore, it was necessary to generate con-
trast by staining the ultrathin sections with toluidine blue. A modern version
of an integrated CLEM system should also include the possibility of visualiz-
ing fluorescent signals in order to increase the palette of stains and probes that
can be applied to specimens. As a matter of fact, such an integrated system
has recently been developed. Named LEM, for light and electron microscope,
it comprises a laser scanning fluorescence microscope built into a commercially
available TEM (Agronskaia et al., (2008)). The principle of the LEM is illus-
trated schematically in Figure 6.2. The laser scanning fluorescence microscope of
the LEM is a retractable unit mounted on one of the TEM’s side ports. Imaging
in LM and EM mode is done sequentially, using the original sample stage and
specimen holder of the TEM. Intermodal coordinate retrieval is fully automated
via software implementation. The lateral optical resolution of the Fluorescence
Laser Scanning Microscope (FLSM) is estimated at 0.55 μm for an excitation
wavelength of 470 nm. The power of the LEM system has been demonstrated
already using several different biological samples. This integrated approach oblit-
erates the disadvantages that accompany conventional CLEM procedures. It will
be useful in many areas of biomedical research, such as diagnostic EM.

6.5.2 Ultrastructural Neuroanatomy

Neuroscientists have embraced and developed CLEM techniques to elucidate the
intricate microcircuits formed by neuronal connections in the central nervous
system and to correlate (electro)physiological data with morphological character-
istics. Owing to their considerable size, neurons are readily classified at the LM
level, while EM resolution is required to characterize their synaptic connectivity
(Valentijn et al., 1989). For a long time, CLEM was performed by means of
the combined Golgi-EM technique (Fairen, 2005; Peters, 2002). Central to this
technique was the Golgi impregnation method, which randomly impregnated in
tissue blocks a subset of neurons and glial cells with a metallic deposit. At the
LM level, impregnated cells appeared dark, and cell bodies with their processes
(dendrites and axons) could be viewed in three dimensions. The metallic impreg-
nation was electron dense, so that the same neurons could be identified at the
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FM mode
(a) (b) (c)

(d)

TEM mode

Objective lens

Specimen
grid Vacuum window

Dichroic
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Figure 6.2. Schematic representation of the integrated light and electron microscope
(LEM), which was recently developed as a novel approach to CLEM. The LEM comprises
a Fluorescence Laser Scanning Microscope (FLSM) that is mounted as a retractable unit
(depicted in orange) on one of the side ports of a commercial TEM (a). The FLSM is
positioned perpendicular to the TEM specimen holder. In fluorescence microscopy mode
(FM mode), the specimen and specimen holder are rotated 90◦ so that the specimen can
be scanned by the laser beam of the FLSM unit (b). In TEM mode, the FLSM unit is
retracted and the specimen tilted to the 0◦ position, allowing for imaging with the electron
beam. (c) A typical fluorescence micrograph of a 300 μm × 300 μm area taken with the
LEM in FM mode and a zoom of the boxed area acquired in TEM mode. The sample was
a thin plastic section of rat duodenum in which the mucous granule fields of goblet cells
were fluorescently labeled with Alexa Fluor 488 conjugated wheat germ agglutinin. The
optical module of the FLSM (d) was designed to fit in the limited space available in the
TEM column and to be vacuum compatible. For this reason, the objective consists of a
single aspherical lens, shielded from the rest of the optical system by a thin, flat vacuum
window. The fluorescence emission is detected by an Avalanche Photo Diode (APD).
(With thanks to Dr Sasha Agronskaia for help with the recording of the fluorescence
micrograph in (c)).

EM level. Several enhancements to the technique, such as deimpregnation and
gold toning, resulted in finer ultrastructural detail (Fairen, 2005).

Today, the Golgi-EM technique has fallen from grace; as alternatives, more
predictable methods are available. These include intracellular or juxtacellular
injection of fluorescent tracers (e.g., lucifer yellow) and loading of synaptic vesi-
cles with FM 1-43 or one of its spectral variants (Cochilla et al., 1999; Stewart,
1981). Photoconversion of DAB can then be used to obtain an electron-dense
label for EM analysis (Maranto, 1982; Nikonenko et al., 2005). Another approach
is to perform pre-embedding labeling of the tracer with silver-enhanced ultrasmall
gold (Morozov et al., 2002).
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6.5.3 Live-Cell Imaging

The recent surge in live-cell imaging research and the concomitant development
of genetic probes account in a large part for the renaissance of CLEM techniques
that is currently taking place. The combination of CLEM and live-cell imaging
opens up the possibility to obtain ultrastructural information at a chosen moment
during the progression of a dynamic process that was captured at LM resolution.
Hence, instead of representing a static image with features of unknown pedigree,
an EM micrograph now becomes a high resolution “snapshot” in which the
features have a known history. The interpretational gain is therefore immense.
An elegant example of the power of CLEM combined with live-cell imaging
is the work of Svitkina and Borisy on actin dynamics (Svitkina and Borisy,
1998; Svitkina et al., 2003). By combining live-cell imaging of GFP-actin with
platinum replica EM, these authors were able to develop models explaining the
molecular mechanisms by which lamellipodia and filipodia are formed. This is
also a demonstration of live-cell imaging at its simplest: making use of unique
features to detect actin filaments at the EM level, there was no need to apply a
label for EM visualization.

The studies by Svitkina and Borisy took advantage of the fact that the cellular
protrusions they investigated were thin enough to be imaged in toto. It is a
commonly encountered problem, however, that the cells in which a dynamic
process is observed are too thick for subsequent EM analysis. The current remedy
is embedding of the cells in either ice or a resin, followed by ultrathin sectioning.
The drawback of this strategy, as discussed in Section 6.4.1.1, is that an optical
section recorded by LM can never be matched exactly with an ultrathin section
because of differences in section thickness and section angle. In the worst-case
scenario, it could result in a fluorescent signal being attributed erroneously to
an ultrastructural feature that is not at all present in the optical section from
which the fluorescence was recorded. A prospective solution that depends on the
implementation of image processing routines is to perform multimodal alignment
of three-dimensional reconstructions of both LM image stacks and EM tilt series
(see Section 6.5.4).

When the fluorescent signal under investigation stems from a genetically
tagged protein that does not display any particular structural feature recogniz-
able at the EM level, additional processing is required to convert the fluorescent
label in an electron-dense label. Photoconversion of DAB and (silver-enhanced)
immunogold labeling are the currently available options. Photoconversion appears
to yield the best results when the DAB precipitation is confined to a fully or
partially membrane-enclosed space, such as the lumen of a Golgi cisterna, a
synaptic vesicle, or a dendritic spine (Capani et al., 2001; Darcy et al., 2006;
Grabenbauer et al., 2005). Owing to the nature of the reaction, DAB staining
is rather diffuse. As a consequence, there is limited high resolution information
available in DAB-labeled structures. Immunogold labeling, on the other hand,
can be capricious, as several parameters pertaining to sample preparation (e.g.,
fixation, permeabilization) influence the efficacy and uniformity of the label. In
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this regard, when one scrutinizes published examples, the correlation between
fluorescent and immunogold signals can sometimes be quite obscure.

6.5.4 Electron Tomography

Analogous to the miscellaneous forms of tomography used in modern diagnostic
medicine—several of which are discussed in the present volume—electron
tomography is a technique that generates a 3D reconstruction, that is, a
tomogram, from a series of 2D images taken of a 3D object at different viewing
angles (Koster et al., 1997; McEwen and Marko, 2001). As its name indicates,
electron tomography deals with 2D images that are acquired with an electron
microscope. The high resolution of EM enables electron tomography to model
structures that are as small as macromolecules. The different 2D viewing angles
are obtained by tilting the specimen in the electron beam while acquiring images
at discrete tilt angles (McIntosh et al., 2005). With increasing tilt angles, the
path length of the electron beam through the specimen increases gradually, up
to a point where the majority of the electrons are scattered and image detail
is lost. In practice, this means that the maximum usable range of tilt angles
goes from −70 to 70◦. As a consequence, tomograms display a so-called
missing wedge artifact due to the lack of 3D information at higher tilt angles.
The missing wedge is characteristic for electron tomography, that is, it is not
found in medical tomographies. It causes a distortion along the viewing axis
perpendicular to the tilt axis, which results in the fading of linear structures
such as membranes and fibers. Fortunately, the missing wedge artifact can be
greatly reduced by tilting the specimen around two orthogonal axes, resulting in
a dual-axis tomogram (Marsh, 2005; McIntosh et al., 2005).

The development and implementation of electron tomographic techniques
goes hand in hand with the ongoing progress in computer-assisted microscope
automation, digital image acquisition, and computing resources (Leapman, 2004).
A powerful computing environment is important not only to display the large data
sets tomograms consist of but also to calculate the 3D reconstructions from the
2D data. Several algorithms are available to generate tomograms, but the most
commonly used are based on the principle of back projection (Fig. 6.3).

With an appropriate viewer program, tomograms can be browsed slice by slice,
and along any of the three axes. Each tomographic slice represents an image that
is just a few nanometers thick. The resolution is comparably high on all three
axes. Conversely, in a conventional 2D electron micrograph the lateral resolution
is also in the order of a few nanometers, but the z-axial resolution is limited
by the section thickness (typically 50–70 nm; Fig. 6.4) (McIntosh et al., 2005).
The fine structural detail in three dimensions revealed by a tomogram can be
overwhelmingly complex. It is therefore common practice to generate graphic
models in which features of interest are accentuated by different colors; shadows
and color gradients are applied to simulate lighting and perspective (for some
colorful examples, see References Marsh, 2005; McIntosh et al., 2005; Trucco
et al., 2004). These graphic representations can be drawn by hand or generated
with the assistance of image processing routines such as an edge detection filter.
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Figure 6.3. The principle of electron tomography. Depending on the projection angle of
the light source, the 3D rabbit will cast a different 2D shadow. By analogy, a 3D biological
sample will generate varying 2D projections when it is tilted in the electron microscope.
By back projection of a series of 2D images into a virtual 3D space, the source 3D object
can be reconstructed. (Based on a cartoon by John O’Brien, which appeared in The New
Yorker magazine).

Electron tomography is still too time consuming to allow for live 3D browsing
of a specimen. For this reason, areas of interest need to be selected in 2D views.
If the electron-accelerating voltage of the electron microscope is sufficiently ele-
vated or if an energy filter is used, high resolution electron tomograms can be
made from specimens that are up to 400 nm thick, and yet thicker specimens
have been imaged with special high voltage electron microscopes. Even at more
standard specimen sizes (around 200 nm thick) for electron tomography, it can be
difficult to find areas of interest in a 2D image because of the stacking of electron-
dense features that obscure the image. In this respect, CLEM has the potential to
facilitate the search for areas of interest, as the section thickness will not obscure
photon-based imaging. Crucial for this application is the availability of fluorescent
labeling protocols that are compatible with thin plastic sections and EM process-
ing. An alternative approach that is interesting to highlight here is the GRAB
technique by Grabenbauer et al., already mentioned in Section 6.4.1.1, which
allowed the authors to study by means of CLEM and electron tomography the
Golgi distribution of the glycosylation enzyme N-acetylgalactosaminyltransferase
(Grabenbauer et al., 2005).

Apart from aiding in the retrieval of areas of interest, CLEM techniques are
also invaluable for electron tomography in combination with live-cell imaging.
Thus McEwen et al. used video LM to track chromosome movement in living
cells and subsequently employed CLEM to perform electron tomography on the
kinetochores of the same chromosomes (McEwen et al., 1997).

6.5.5 Cryoelectron Microscopy

Electron microscopists working in the life sciences have always been concerned
with possible side effects of chemical fixation, dehydration, embedding, and



CLEM APPLICATIONS 199

(a)

(c)

(b)

Figure 6.4. The power of electron tomograpy. Images illustrate alternative views of a
Weibel-Palade body, a specialized secretory granule, in a human umbilical vein endothe-
lial cell. The Weibel-Palade body measures approximately 450 × 200 nm. (a) A standard
2D electron micrograph. Note the ill-defined boundaries of the Weibel-Palade body, which
appears to contain seven longitudinal striations running in parallel. The black dots corre-
spond to 10-nm gold particles; they were applied on the section as fiducial markers to aid
in the alignment of the tomographic images. (b) A tomographic slice 4 nm thick taken
from the reconstruction of the Weibel-Palade body after imaging by dual-axis tomography.
Note that the boundaries are much sharper and that the organelle now contains 58 cross-
sectioned tubules. (c) A 3D model of the internal organization of the Weibel-Palade body,
superimposed on a tomographic slice. Evidently, the tomography data reveal important
features that are masked in the 2D micrograph.

contrasting on the ultrastructural preservation of tissues, cells, or isolated macro-
molecular complexes (see, e.g., Murk et al., 2003). Thus, the question arises
as to what extent structural and molecular interactions observed in heavily pro-
cessed specimens reflect the functioning in living cells. Cryoelectron microscopy
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emerged out of an urge to address this very question (Lucic et al., 2005; McIn-
tosh, 2001). Central to cryoelectron microscopic techniques is the preservation of
biological specimens in their native, that is, hydrated, state. This is done via vitri-
fication, a process whereby the specimen is cooled very rapidly to liquid nitrogen
temperatures, so that the water in and around the specimen becomes vitreous,
that is, an amorphous or noncrystalline liquid (Costello, 2006). In the process,
all molecules become immobilized without any alteration in their location or
chemical composition. This is sometimes referred to as cryofixation , which is a
confusing term because it wrongly suggests that the molecules are cross-linked.

The most commonly used vitrification methods are plunge freezing and high
pressure freezing (Braet et al., 2007; McDonald and Auer, 2006; McIntosh et al.,
2005). The former consists in the plunging of the specimen into a cryogen, ethane
or propane, that is cooled by liquid nitrogen, and the latter uses high pressure
(around 2100 bar) combined with rapid freezing to prevent ice crystal formation.
Plunge freezing is limited by a vitrification depth of just a few micrometers and
is therefore suitable only for thin cells and suspensions of macromolecules. High
pressure freezing, on the other hand, permits cryoimmobilization of samples up to
0.2 mm thick and is therefore also suitable for tissue fragments such as biopsies.

There is a price to be paid when studying biological samples in their native
state. First, samples need to remain cooled at all times after vitrification to avoid
ice crystal formation, which will occur if the temperature rises to −135◦C or
higher (Al-Amoudi et al., 2004). This requires highly specialized equipment and
techniques for handling and imaging. Second, cryoelectron micrographs display
an elevated signal to noise ratio because of the lack of image contrast. The
reason for this is that the samples cannot be stained and they can only be viewed
under low electron dose conditions in order to avoid radiation damage. Third,
when the specimen thickness reaches 1μm or above, it cannot be observed
anymore by a regular TEM. This restriction can be overcome by cutting
ultrathin vitreous sections of the objects that are too large for direct observation
(Al-Amoudi et al., 2004). This approach, termed CEMOVIS for Cryoelectron
Microscopy of Vitreous Sections, adds to the complexity and required skills of
the whole sample preparation procedure. Despite all the limitations mentioned
here, several laboratories around the world perform cryo-EM and CEMOVIS
routinely and successfully.

Cryo-EM is most rewarding when combined with tomography. Cryoelectron
tomography allows for the 3D imaging of cellular components in a close-to-
native state, with a resolution of 4–5 nm, high enough to detect macromolecular
complexes (Grunewald et al., 2003; Steven and Aebi, 2003). There is increasing
awareness that many of a cell’s molecules are organized in larger macromolec-
ular complexes or machines (Chiu et al., 2006; Nogales and Grigorieff, 2001),
of which the ribosome is the quintessential example (Medalia et al., 2002); other
examples are the nuclear pore complex (Beck et al., 2004) and the proteasome
(Nickell et al., 2007; Walz et al., 1998). One of the most exciting applications of
cryoelectron tomography is to map the cellular distribution of such macromolecu-
lar complexes. The mapping is achieved with the help of computational methods,
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in particular, pattern-recognition algorithms such as template matching via cross-
correlation. This field of research, which was baptized “visual proteomics” by
one of its front-runners, the Baumeister group at the Max Planck Institute in Mar-
tinsried, Germany, aims at establishing 3D atlases of supramolecular structures in
cells (Nickell et al., 2006). Once available, these atlases would have the potential
to provide novel insights into the spatial regulation of protein interactions.

The aforementioned low contrast conditions and low electron dose require-
ments for cryo-EM make it particularly difficult to retrieve areas of interest.
Quite frequently, one only knows if the selected areas are interesting after the
final image or tilt series is collected and enhanced by image processing routines.
Several laboratories are currently developing cryo-CLEM methods as a tool to
identify areas for subsequent cryo-EM analysis (Leis et al., 2005; Sartori et al.,
2005). The technical challenge these laboratories are facing is that fluorescence
microscopy needs to be performed on specimens kept at liquid nitrogen tempera-
tures, while using optics that yield sufficient resolution to obtain subcellular detail.
Furthermore, labeling with a fluorescent marker needs to be carried out before the
cryoimmobilization procedure. This is an additional complication, because many
fluorescent probes cannot penetrate the plasma membrane of living cells without
additional treatment, such as microinjection, lipofection, or electroporation.

6.5.6 Immuno Electron Microscopy

Ultrastructural studies emanating from a cell biological question often call for
the localization of a specific protein. Immunogold detection is the most widely
used method. There are several strategies for decorating the protein of interest
with an immunogold tag. Pre-embedding immunogold labeling is carried out on
chemically fixed material before resin embedding. To enhance penetration of
the antibodies and gold particles, the specimen is usually permeabilized. This
can be done by using a detergent to extract membranes or by using a number
of freeze-thaw cycles to puncture membranes with ice crystals (Stirling, 1990);
some investigators even go as far as smashing tissue fragments in a homogenizer
(Michalet et al., 2005). It will come as no surprise that these techniques yield
poor ultrastructural preservation.

Much better preservation can be obtained with postembedding immunogold
labeling on ultrathin sections. The Tokuyasu method, named after its inventor,
utilizes ultrathin sections of chemically fixed material, cut by means of cryoul-
tramicrotomy (Liou et al., 1996; Tokuyasu, 1973); the labeling and microscopy,
however, is performed at room temperature. This technique can be combined
with electron tomography, and as such, it has enabled Zeuschner et al., to ana-
lyze COPII-coated transport carriers between the endoplasmic reticulum and
the Golgi apparatus (Zeuschner et al., 2006). Immunogold labeling can also
be performed on ultrathin sections of resin-embedded specimens. Acrylate- and
methacrylate-based resins can be directly labeled, while epoxy resins require
additional treatment, such as surface etching with sodium ethoxide, for antigen
retrieval (Groos et al., 2001; Newman and Hobot, 1999). Freeze substitution is
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the preferred method for specimen infiltration with resin, as it results in improved
morphology and immunoreactivity (Shiurba, 2001. The principle behind freeze
substitution is to replace the ice in a cryoimmobilized specimen by an organic
solvent (e.g., acetone or methanol) while a low temperature is maintained (-80
to −90◦C) (Giddings, 2003; Shiurba, 2001). As the temperature is slowly raised,
fixatives added to the solvent will start to cross-link biomolecules in the sample.
Subsequently, the sample is infiltrated with resin, and the resin is polymerized
either by UV illumination at low temperatures (−30◦C) or by warming (60◦C).

The postembedding immunostaining techniques can be adapted for CLEM
by using bifunctional probes, such as antibodies conjugated to FluoroNanogold,
HRP/DAB, or QDs (Groos et al., 2001; Robinson et al., 2001). Alternatively,
probes that only provide visual clues at the LM level to reveal histoarchitectural
features can be used, which can aid in general orientation and identification of
specific areas (McNary et al., 1964). In a number of studies, CLEM has been
carried out on adjacent ultrathin and semithin sections cut by cryoultramicrotomy
(Mironov et al., 2003; van der Wel et al., 2005). The rationale for this approach is
that the semithin cryosectioning technique allows for the sampling of larger tissue
areas, typically 2 × 2 mm; this facilitates the pinpointing of areas of interest,
which can then be isolated by further trimming of the specimen block to an
area, typically 300 × 200 μm, suitable for ultrathin sectioning and immunogold
labeling for immuno-EM (van der Wel et al., 2005).

6.6 FUTURE PERSPECTIVE

The ultimate CLEM experiment would yield a 3D reconstruction that combines
perfectly aligned fluorescence microscopic and electron tomographic data taken
throughout a whole cell or tissue fragment, with a resolution in all three planes of
100–200 nm and 3–4 nm, respectively. The apotheosis would be complete if such
a CLEM image volume could in turn be correlated with a 3D volume obtained
by a type of medical tomography, for instance, computer tomography (CT). The
main ingredients for achieving these goals are already available. Thus confocal
laser scanning microscopy followed by deconvolution-based image restoration
allows for optical sectioning of a cell with a z-resolution that is nearly as good
as the lateral resolution of 100–200 nm (Agard et al., 1989; Hell et al., 1997).
Methods for serial section electron tomography have been developed together
with algorithms to join multiple tomograms (Marsh, 2005; Soto et al., 1994).
The bottleneck at present is that such an endeavor would take many months if
not years to complete. This is mainly due to a lack of computational tools for
high throughput analysis of complex 3D data sets.

Another consideration for future directions in CLEM is the development of
universally applicable protocols. Presently, many different recipes for CLEM are
described in the literature, and especially for the novice venturing in this field
of research, the information and available options may be daunting. This is well
illustrated in Figures 6.5–6.7, which recapitulate the various CLEM strategies
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Postfixation, dehydration, and
plastic embedding

Freeze substitution (optional
addition of fluorescent stain)

Photoconversion of diamino benzidine
(DAB)

Diffusion-and interaction-dependent
labeling

Live-cell probes (e.g., mitotracker,
FM1-43)

Live-cell imaging - fluorescence
microscopy

Cryoimmobilization (plunge freezing or
high pressure freezing)

Intracellular tracer injection (e.g., lucifer
yellow, biocytin)

Immunobased labeling (antibodies
conjugated to e.g., FluoroNanogold, QDs)

Cryoultramicrotomy

Postembedding labeling

EM - electron tomography Cryo-EM - cryoelectron tomography

Cryofluorescence microscopy

Figure 6.6. Schematic representation of possible CLEM strategies using diffusion- and
interaction-dependent labeling techniques.

discussed here. Clearly, an important reason for this amalgam of methods is the
lack of a multifunctional probe that can be used ubiquitously. QDs are promis-
ing, but currently their applicability is restricted by their difficulty to traverse cell
membranes. The same problem haunts fluoronanogold probes, albeit to a lesser
extent, but their need for silver enhancement is not without complications as well.
Future developments in the field of multimodal indicators are therefore eagerly
awaited. A new generation of reporters that have the potential to form multi-
functional probes is represented by infrared up-converting phosphors (Corstjens
et al., 2005).

New developments in instrumentation for EM and LM will also have a great
impact on CLEM applications. Notably, Focused Ion Beam (FIB) technology is
showing promise as a tool to thin whole frozen-hydrated cells so that they can
be imaged by cryo-EM (Marko et al., 2006; Marko et al., 2007). It would be
extremely helpful if a fluorescence microscopic signal could be used as a guide
for the FIB procedure. In parallel, light microscopic techniques that exceed the
diffraction limit of resolution by at least fivefold (e.g., Total Internal Reflectance
Fluorescence Microscopy (TIRFM) and 4Pi microscopy) (Egner and Hell, 2005;
Schneckenburger, 2005) have been developed. Recent advances in wet EM, also
referred to as Environmental Scanning Electron Microscopy (ESEM), are likely
to boost CLEM applications as well (Timp et al., 2006). Unlike conventional
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Photoconversion of diamino benzidine
(DAB)

Postfixation, dehydration, and
plastic embedding

Freeze substitution (optional
addition of fluorescent stain)

Diffusion-and interaction-dependent
labeling

Green fluorescent protein

Live-cell imaging - fluorescence
microscopy

Cryoimmobilization (plunge freezing or
high pressure freezing)

Cryoultramicrotomy

Postembedding labeling

EM - electron tomography Cryo-EM - cryoelectron tomography

Cryofluorescence microscopy

Figure 6.7. Schematic representation of possible CLEM strategies using recombinant
protein labeling. Note that the tetracysteine method actually uses a combination of genetic
tagging and diffusion-/interaction-dependent labeling.

EM, wet EM permits the observation of hydrated samples without the need for
specimen preparation (Muscariello et al., 2005).

Unquestionably, there are interesting times ahead for EM and LM techniques
in general, and for CLEM in particular.
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TRACER IMAGING

Rainer Hinz
Wolfson Molecular Imaging Centre, University of Manchester, Manchester, UK

7.1 INTRODUCTION

The Nobel Prize in Chemistry 1943 was awarded to George de Hevesy for his
work on the use of isotopes as tracers in the study of chemical processes. This was
just 8 years after the first radioindicator study in life sciences with a manmade
radionuclide was reported (Chievitz and Hevesy, 1935). Since then, the use of
the tracer principle has provided a wealth of knowledge about the biochemical
pathways in living organisms. In particular, combination with imaging, that is,
the recording of spatial and temporal distributions of radiolabeled molecules
within the body, has made it possible to quantitatively acquire parameters such
as blood flow, rates of metabolism, or receptor binding to describe physiological
processes.

In the first tracer studies, only crude spatial information about radioactive
source distributions was available by positioning a single detector at various
locations around the subject. In 1950, Benedict Cassen invented the rectilin-
ear scanner. This device produced planar images by mechanically scanning a
detector in a rasterlike pattern over the area of interest. However, because of
the sequential nature of the scanning, this technique required very long imaging
times.

By 1952, Hal Anger completed the first prototype of a pinhole camera with
a photographic plate. In late 1956, he developed the design now seen in cur-
rent “Anger camera” systems replacing the film and screen with a single sodium
iodide (NaI) crystal and a Photomultiplier Tube (PMT) array (Anger, 1958). The
first use of the Anger camera to produce tomographic images was reported by

Biomedical Imaging: Principles and Applications, First Edition. Edited by Reiner Salzer.
© 2012 John Wiley & Sons, Inc. Published 2012 by John Wiley & Sons, Inc.

215



216 TRACER IMAGING

Kuhl and Edwards (1964). In conjunction with Allan M. Cormack and Godfrey
N. Hounsfield’s developments of computer-assisted tomography, for which they
were awarded the 1979 Nobel Prize in Physiology or Medicine, the first tomo-
graphs were built. By acquiring views of the tracer distribution from a vari-
ety of angles, the three-dimensional tracer distribution within the body can be
reconstructed. In contrast to conventional Computed Tomography (CT) where
X-ray transmissions are used, in Single-Photon Emission Computed Tomogra-
phy (SPECT) γ -rays and in Positron Emission Tomography (PET) positrons are
the sources of image information.

Figure 7.1 demonstrates how, through imaging, molecular pathways and
molecular interactions in human tissue are studied (Jones, 1996). It serves as an
illustration for the challenge of a highly interdisciplinary field stretching from
basic science disciplines such as physics, chemistry, biology, and mathematics
through applied sciences such as engineering and computing to matters of
quality assurance, compliance, and regulatory affairs.

The following sections provide a quick overview of SPECT and PET imag-
ing, starting with isotope production and continuing through radiochemistry and
radiopharmacy to a description of measurement techniques and applications.

7.2 INSTRUMENTATION

To perform tracer imaging studies, a comprehensive instrumentation set is
required. In this chapter, a brief overview of the tracer imaging instrumentation
is provided in four sections. The first section introduces the production of
short-lived isotopes that are commonly used in imaging. The second section
summarizes some of the main radiolabeling strategies. The last two sections of
this chapter provide an introduction to the devices used for imaging as well as
to peripheral detectors and bioanalysis systems required to perform quantitative
imaging studies.

For more details on the instrumentation of molecular imaging, the reader is
referred to monographs such as Phelps et al., (1986) or Valk et al., (2003).

7.2.1 Radioisotope Production

Radioisotopes for tracer imaging are either γ - or positron emitters. For most prac-
tical applications in imaging, they are produced in specially designed generators
or with cyclotrons.

The most widely used SPECT isotope 99mTc is a fission product from the
fission of uranium or plutonium in nuclear reactors. The vast majority of
the 99mTc used in medical work is generated from 99Mo, which is formed by the
neutron activation of 98Mo. 99Mo has a half-life of 67 h, so short-lived 99mTc
(half-life = 6 h), which results from its decay, is being constantly produced. The
imaging unit then chemically extracts the technetium from the solution by using
a technetium-99m generator, which is also known as a technetium cow .
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Other single-photon emitters such as 201Tl, 123I, and 67 Ga and positron emit-
ters (18F, 15O, 13N, 11C) are produced in cyclotrons using specific gas, solid,
or liquid targets. The group of positron-emitting radionuclides can be produced
by inducing energies in the order of a few to about 10 MeV in so-called PET
cyclotrons that are small in size and self-shielded so that they can be installed
directly in the imaging center without the need to build a costly shelter (vault).
The most effective reactions are those of the (p, n) type implemented with highly
enriched stable nuclides and protons accelerated in these small PET cyclotrons,
for example,14N(p, α)11C and 18O(p, n)18F. In such cases, the radionuclides
obtained are not contaminated with any stable nuclide of the same element and
are referred to as No Carrier Added (NCA) substances .

Liquid target systems have been developed for the production of nucleophilic
[18F]fluoride from the 18O(p, n)18F reaction using highly enriched [18O]water
targets. The volume of the liquid target is generally kept low in order to minimize
the use of enriched isotopes. Target cooling is critical as hundreds of watts are
usually imparted into less than 1 ml of liquid. The target pressure in a sealed
system increases with the temperature of the liquid as it turns to vapor. This
process allows the production of [18F] fluoride with high specific activity within
a few hours at quantities of about 100 GBq.

A gas target system is frequently used to produce electrophilic [18F] fluorine
gas from the 20Ne(d, α)18F reaction by deuteron bombardment. This method,
however, produces relatively low yields of [18F] F2 gas (less than 37 GBq) and
a lower specific activity than with the 18O(p, n)18F reaction.

Oxygen-15 is one of the earliest radioisotopes used in PET and continues to
be used for studies of blood flow and blood volume, using primarily [15O]water
and [15O]CO. It has also been used directly in the form of [15O]O2 for tis-
sue oxygen utilization measurements. The simplest reaction to produce 15O is
14N(d, n)15O, taking advantage of the high yields at low energy and the eco-
nomical use of the natural isotopic abundance of the target material. Gas targets
are used, typically with 99% N2 gas and an admixture of an appropriate gas
to form the required chemical product. In the case of [15O]water, hydrogen is
used as the mix gas. Similarly, replacing the hydrogen with oxygen produces
[15O]O2.

Several routes exist for 11C production, which can be performed with low
energy particles and allow the recovery of 11C from the target with automated
systems. In contrast to the solid target technology of the 11B(p, n)11C reaction
that requires subsequent extraction of 11C from the target, the gas phase produc-
tion with 14N(p, α)11C has the advantage of greatly simplifying the subsequent
chemistry, as the 11C is produced in the form of carbon dioxide CO2 or methane
CH4. The basic system is identical to that for 15O production, in that the tar-
get gas is primarily natural nitrogen, with a small admixture of an appropriate
balance gas to produce the desired product. In the case of [11C]CO2, the mix is
<1% oxygen, while for methane, a higher mix of hydrogen is optimal, on the
order of 10%.
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7.2.2 Radiochemistry and Radiopharmacy

After the production of radioisotopes, a radiochemistry procedure is used to
produce the radiolabeled compounds for the imaging study.

18F can react as an electrophile (i.e., an electron-deficient species that seeks
electron-rich reactants with high electron densities such as carbon) or as a nucle-
ophile (i.e., an electron-rich species that seeks electron-deficient reactants).

The nucleophilic routes use high specific activity [18F]fluoride and are substitu-
tion reactions of different types. The electrophilic reaction routes use [18F]fluorine
with lower specific activity and are direct fluorination of aromatic rings or regios-
elective demetallations.

For the production of 11C-labeled compounds, methyl iodide [11C]CH3I is
widely used as an alkylating agent for nucleophiles. It is produced either by
conversion of carbon dioxide [11C]CO2 to [11C]methoxide followed by reaction
with hydroiodic acid or by a gas phase reaction of methane [11C]CH4 with iodine.
Another widely used labeling agent for the production of amines, amides, and
carboxylic acids is [11C]cyanide, which can be obtained from carbon dioxide
[11C]CO2 or from methane [11C]CH4.

The manufacturing of radiopharmaceutical products for administration to
human subjects requires the manufacturer to hold a licence from the regulatory
body. The licensing agency, for example, in the United Kingdom, the Medicines
and Healthcare Products Regulatory Agency (MHRA), expects a quality assu-
rance system in place to ensure that the procedures used are in accordance
with the principles of Good Manufacturing Practice (GMP). This quality
assurance system covers all activities from design, development, production,
and installation to servicing and documentation (Långström and Hartvig,
2008).

In GMP, an important part is the documentation of every aspect of the process,
activities, and operations involved in the manufacture of pharmaceuticals. This
documentation must show how the product was made and tested. GMP requires
that all manufacturing and testing equipment has been qualified as suitable for
use, and that all operational methodologies and procedures such as manufactur-
ing, cleaning, and analytical testing utilized in the pharmaceutical manufacturing
process have been validated according to predetermined specifications, to demon-
strate that they can perform their purported functions.

Quality Control (QC) is concerned with checking and testing the radiopharma-
ceuticals for release (Frier, 2000). QC is performed independently of the radio-
pharmaceutical production. Because the physical half-life of the radionuclides is
short in relation to the time required for some of the QC tests, for instance, for
sterility and for apyrogenicity, these tests are performed retrospectively. Most of
the tests, however, are performed before the release of the radiopharmaceutical
for administration. These are measurements of radionuclide purity, radiochemical
purity, the specific activity and the amount of stable impurities, for instance, the
precursor. For a 11C-labeled product, these QC tests should not require more than
20 min (one isotope half-life) to release the product for injection.
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For 99mTc technetium kits, the most likely radiochemical impurities are
pertechnetates. Chromatographic methods that separate the components of a
mixture by exploiting differences in the relative affinities for an adsorbent
(stationary phase) and a developing solvent (mobile phase) are used to check
the continued stability of the kit.

7.2.3 Imaging Devices

The basis of tracer imaging is the detection by external devices of the radiation
emitted from the radiolabel attached to the tracer injected into humans or animals.
In most cases, nuclear disintegration of the radiolabel is detected via registering
photons, which are either uncorrelated (hence single-photon imaging) or which
are paired as the result of positron annihilation. This imaging technique is then
known as coincidence imaging or positron imaging . Other imaging modalities
such as fluorescence imaging are not covered here; see Chapter 8 in this book.

The imaging devices described here are subdivided into cameras for planar
imaging and tomographs. They can also be classified in terms of the way they
are operated; they acquire either static images, which are snapshots of the tracer
distribution not taking note of the changes over time, or dynamic sequences of
images, which are series of consecutively acquired images reflecting not only the
spatial but also the temporal distribution of the imaging probe.

In a simple planar imaging setup, for instance, for bone scans, the detector
array is in a fixed position over the patient and all data are acquired from a single
angle. The acquired image then closely resembles that of a radiological X-ray
image.

If multiple planar images, each of which is the result of summing data over
a short time interval, are acquired over time, then the kinetics of the tracer
distribution in the organ is also captured. For example, kidney function is assessed
by renal dynamic imaging with the agent 99mTc-diethylene triamine pentaacetic
acid (99mTc-DTPA).

In contrast to planar imaging, multiple views of the tracer distribution are
acquired from a variety of angles in tomographic imaging. This is achieved by
rotating either one or multiple camera heads around the patient, a system design
that is commonly found in SPECT. The other option that is usually employed in
PET is to build a ring of detectors, thus acquiring entire sets of projections in
planes perpendicular to the axis of the tomograph. Explanations on how the origi-
nal activity distribution can be restored from the measurements of the projections
follow later in the section on image reconstruction.

As in planar imaging, tomographic images can be acquired in the static mode
or as a dynamic sequence of consecutive images. A special acquisition proto-
col is that of whole-body imaging, which is used in [18F]Fluorodeoxyglucose
([18F]FDG) PET to scan the entire body for metastatic disease. Here, the patient
couch is moved through the scanner step by step, acquiring one image per bed
position such that at the end of the acquisition a whole-body image can be
assembled from this series of images.
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After this general overview of the different acquisition modes in tracer imag-
ing, a more detailed description of the physical processes underlying PET imaging
are provided as an example highlighting various aspects specific to tracer imaging
technology.

The positron emission occurs in proton-rich nuclei, the positron emitter,
whereby in the nuclear field a proton p is converted into a neutron n emitting a
positron e+ and an electron neutrino νe. For example, the nuclear disintegration
of 11C via positron emission follows the reaction

11C → 11B + e+ + νe

Both the positron and the neutrino leave the nucleus. As the neutrino is without
electric charge and has only a minuscule mass, it passes through matter almost
undisturbed. The positron, however, interacts with the surrounding matter until it
finally undergoes positron–electron annihilation. In the annihilation, the positron
and electron are converted into two or three photons, with the cross section for
the conversion into two photons being 372 times higher than the cross section
for the conversion into three photons.

e+ + e− → 2γ

These two photons each have an energy of 511 keV and travel on an almost
collinear path in opposing directions. The detection of these two photons in
coincidence by two detectors constitutes the principle of positron imaging and is
illustrated in Figure 7.2.

The connection of the two points where the photons are detected is known
as the Line of Response (LOR), illustrated in Figure 7.3a. As the photons inter-
act with matter on their paths, they may be absorbed or scattered. As shown in
Figure 7.3b where the photon γ2 is deflected as the result of scatter, LORs are
then incorrectly assigned. Two main strategies are used to compensate the errors
arising from photon scattering. First, because the photon loses energy when it
undergoes Compton scattering, the detectors register only the photons that fall
in a preset energy window, for example, between 400 keV and 600 keV. This
means that all photons with energy below the lower level of the energy window
will not be passed on to form coincidence events. Second, the tomographic image
reconstruction procedure contains special mathematical components to perform
a scatter correction. With the help of a scatter model, the contribution of scat-
tered photons within the energy window to the acquired projections is estimated
from the distribution of the attenuation coefficients in the object and from an
assumed positron emitter distribution. These estimated scattered events can then
be subtracted from the measured coincidences, thus removing the impact of the
scattered events from the data.

The coincidence processing unit pairs two single events into one coincidence if
these two events fall within the coincidence time window, which is, depending on
the timing resolution of the detectors, typically a few nanoseconds long. Photons
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Figure 7.2. Principle of the positron detection. A pair of detectors A and B registers in
coincidence the photon pair that has been produced by the annihilation of the positron e+
with the electron e−.
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Figure 7.3. Coincidence types in PET. The PET scanner shown in the diagram consists
of eight planar detector heads, a design that has been adopted for the High Resolution
Research Tomograph (HRRT). (a) A true coincidence occurs when both detected photons
γ1 and γ2 originate from the same positron annihilation. If at least one of the two photons
is deflected as a result of being scattered in tissue, then a scattered coincidence (b) is
recorded. If the two detected photons γ1 and γ2 are produced by two separate positron
annihilations, then a random or accidental coincidence is recorded (c).
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originating from two different positron annihilations may accidentally be detected
as a coincidence event (Fig. 7.3c). However, because these two sources are not
correlated, an estimate of random coincidences can be obtained from acquiring
delayed coincidences, that is, the combination of two single events that occur in
a delayed time window.

As the processing of an event in the radiation detector and the subsequent
electronic circuitry requires a small, but finite, amount of time, two events fol-
lowing each other very shortly cannot always be identified as two separate events.
This effect of the system being temporarily “blind” to events is characterized by
a “dead time,” which is the minimum time the system needs to again be able
to process another event following an initial event. The fraction of events lost
because of dead time increases with the activity of the radiation source, therefore
making it important to apply a correction to SPECT and PET data. On the basis of
the characterization of the count rate performance of a particular scanner, math-
ematical methods of dead time correction are implemented in the tomographic
image reconstruction.

At present, all commercially produced PET systems use inorganic scintil-
lator crystals, for instance, thallium-activated sodium iodide NaI(Tl), bismuth
germanate BGO, lutetium oxyorthosilicate LSO, or gadolinium oxyorthosilicate
GSO, for the detection of photons. These scintillators emit visible light that
can be measured with a position-sensitive photo detector, such as PMTs or an
array of avalanche photodiodes, from the interaction with the incident photons.
The preference for these scintillators results from their good stopping power for
511 keV photons because of their high effective atomic number and density and
their good energy resolution due to their light output. For small animal imag-
ing, however, High Density Avalanche Chamber Positron Cameras (HIDACs) are
also used because of their excellent spatial resolution. These devices are based
on the principle of position-sensitive multiwire proportional chambers, although
they have a poor detection efficiency for 511 keV photons and a very limited
energy resolution.

Most commercially available PET systems record coincidence events only by
the LOR where the photon pair was registered. However, some systems have,
because of shorter coincidence time windows of less than 1 ns, the ability to
measure in addition to the LOR the Time of Flight (TOF) of the photons. The
tomographic image reconstruction process can then take not only the detected
LOR into account but also a probability distribution for where along the LOR
the annihilation occurred.

In order to be able to correct the emission images for the effects of photon
attenuation and scatter in the object, the knowledge of the distribution of the
attenuation coefficients in the object is required. For relatively simple objects
such as the head, sometimes a calculated attenuation map is used, which is
derived from a crude estimate of the contour of the skull from the acquired
emission data. In most cases, an attenuation map of the object is generated from
a CT scan in combined SPECT/CT or PET/CT systems, or from a transmission
scan performed with rotating external rod or point sources. Figure 7.4 provides
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Figure 7.4. PET data acquisition. The diagram shows the set of scans that is required to
quantitatively reconstruct the images of the emission scan. On combined PET/CT systems,
a CT scan is performed to obtain the attenuation map, thus replacing both the blank scan
and the transmission scan.

an overview of the scans that comprise the PET data acquisition. In contrast to
the transmission scan that is required every time the object in the scanner is
changed, the blank scan is acquired once per day or so, often in combination
with the daily system stability tests. For the characterization of the detector
efficiencies, an acquisition with good statistical quality, that is, a large enough
number of counts per detector element, is required. This is the reason why these
normalization scans, which can take up to 1 week on some scanners such as the
High Resolution Research Tomograph (HHRT), are usually performed only after
maintenance cycles or in case of replacement of scanner components.

Dual modality SPECT/CT and PET/CT systems have been hugely successful
over the last decade as they provide anatomical data from the CT colocalized
with functional data from the SPECT or PET investigation. This is a particular
advantage outside the head where the simple rigid body coregistration of images
normally is not satisfactory. Furthermore, it also reduces the time required for
the transmission scan (typically between 5 and 15 min per bed position) to just
a few seconds for a CT scan, thus substantially increasing the throughput in
whole-body imaging studies with multiple bed positions.

First prototypes of combined PET and Magnetic Resonance Imaging (MRI)
systems suitable for human imaging are being evaluated at the moment. Owing
to the strong electromagnetic fields in and around an MR scanner, it is a bigger
challenge to design the PET components for a PET/MR system than it is for the
combined PET/CT systems, which were—and still are—basically a CT scanner
and a PET scanner set up next to each other such that the patient bed can be
used by both scanners.
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All PET scanners available today operate in a three-dimensional (3D) mode.
This means that there are no septa in the scanner to collimate the radiation, and
that, in principle, LORs exist between any combination of two detector elements
in the tomograph. Some scanners are still equipped with retractable septa that
can be moved into the scanner for 2D acquisitions or to perform transmission
scans with external sources using positron emitters such as 68Ge. The scanner’s
sensitivity is significantly lower in the 2D mode than it is in the 3D mode,
although the fraction of scattered events is also smaller because of the smaller
solid angle in axial direction.

SPECT entirely relies on the use of collimators to generate images from
single-photon emitters without the “electronic collimation” via the detection of
coincidences between pairs of photons. Different designs of collimators are used
to project the images onto the detector heads. Dependent on the imaging needs,
pinhole, parallel-hole, converging-hole, or diverging-hole collimators are used.
The trade-off in the choice of the best collimator is between efficiency and
resolution. A collimator with longer septa and smaller holes provides a higher
resolution as it defines better the direction of the photons but it lets fewer pho-
tons through to the detector. On the other hand, collimators with larger holes and
shorter septa have a higher efficiency but provide a lower image resolution. For
isotopes with higher photon energies (Table 7.1), collimators with thicker septa
are needed to reduce the penetration of the septa by the γ -rays.

Many of the techniques described above for providing quantitative PET data
are also used on SPECT and combined SPECT/CT systems. Nonetheless, the
accuracy of the quantification in SPECT does not reach that of PET.

7.2.4 Peripheral Detectors and Bioanalysis

In addition to the imaging devices already described, an instrumentarium of
peripheral devices is required to perform quantitative tracer imaging. The pro-
cedures for the production of radioactivity, radiosynthesis, and QC all require
specialized equipment for measuring masses, activities, and other parameters.

Before human administration, the activity dispensed is usually measured in a
dose calibrator, which is a shielded ion chamber specially designed to provide
immediate readings of the activity in a vial or syringe. This measurement of the
injected activity enables the calculation of a semiquantitative parameter of tracer
uptake in tissue, the Standardized Uptake Value (SUV).

SUV = Tissue activity concentration

Injected activity · body weight · tissue density

The SUV is a unitless entity, and normally the tissue density is assumed to be
equal to that of water, and a value of 1 g cm−3 is used. Oncology applications often
use the SUV as a measure to characterize the malignancy of lesions in [18F]FDG PET
studies, although the SUV has been described as being subject to many sources of
variability not least due to the inhomogeneities in body composition. For example,
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TABLE 7.1. Physical properties of radioisotopes most commonly used in SPECT
and PET listed by half-life

SPECT

Principal Number of Photons
Photon per 100

Isotope Half-Life Energy (keV) Disintegrations

99mTc (technetium) 6.01 h 140.5 88.5
123I (iodine) 13.22 h 27.2 24.69

27.5 45.98
159.0 83.25

111In (indium) 2.8049 d 171.28 90.61
245.35 94.12

67Ga (gallium) 3.2613 d 93.31 37.8
184.58 20.9
300.22 16.8

PET

Maximum in Mean Positron
Positron Range in Branching

Isotope Half-Life (min) Energy (MeV) Water (mm) Fraction

15O (oxygen) 2.041 1.7350 2.8 0.9989
13N (nitrogen) 9.967 1.1985 1.6 0.9982
11C (carbon) 20.37 0.9605 1.2 0.9975
18F (fluorine) 109.7 0.6335 0.6 0.9686

Values are taken from Laboratoire National Henri Becquerel recommended data (http://www.
nucleide.org/DDEP_WG/DDEPdata.htm)

a positive correlation with body weight is the consequence of a lower uptake of
[18F]FDG in adipose tissue in comparison with other types of tissue.

The absolute quantification of the radiotracer kinetics in the tomographic
images normally requires an input function. This is the time course of the radio-
tracer in the supply stream that drives the tissue response, which is the time
course of the concentration of the radiolabeled compound in arterial plasma. In
contrast to the acquisition of the images that is performed by a single instru-
ment, the SPECT or PET camera, the measurement of the plasma input function
requires the combination of several laboratory devices.

Online blood detector devices are used to provide whole blood activity
measurements of continuously withdrawn blood. These online blood counters
provide data with excellent temporal resolution (typically about one activity
reading per second), but because of the small counting volume, their sensitivity
is inferior to counting discrete blood samples of a larger volume, that is, of a
few milliliters. Because the tubing has to be directly connected to the subject,
they have to be operated directly at the bedside, which exposes them to the
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radiation background originating from the injected activity in the patient and
require bigger efforts for shielding.

A series of discrete blood samples is collected during the scan in syringes that
are heparinized to prevent coagulation, that is, to stop the blood from clotting.
By centrifuging the blood samples, blood plasma is separated from the erythro-
cytes and other blood cells, that is, thrombocytes (platelets) and leukocytes. The
activities of whole blood and of plasma are measured in well counter devices.
For PET, well counters are often custom made of big crystals in order to provide
sufficient stopping power and counting efficiency for the 511-keV photons. For
the commonly used SPECT isotopes, automated γ -counters are commercially
distributed devices, in which racks with samples are automatically handled by a
robotic system, placing one or multiple samples at the same time into a single well
or a multiwell counter. Such systems achieve a high sample throughput; however,
measurements often need to be corrected for cross talk between the wells.

For radiotracers that undergo metabolism in the body, quantitative assays
of the plasma samples to determine the fraction of radioactivity that is due to
unmetabolized parent compound may also be required to obtain the input func-
tion. The laboratory setup required for these investigations often involves Solid
Phase Extraction (SPE) followed by High Performance Liquid Chromatography
(HPLC) or Thin Layer Chromatography (TLC). Figure 7.5 shows an example
chromatogram obtained from an HPLC analysis run.
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Figure 7.5. Analysis of radiolabeled metabolites in a plasma sample. The data are from
the 15-min sample of a human subject injected with 370 MBq of Pittsburgh Compound-B
or [11C]PIB, a marker of amyloid deposition in brain. The large plot shows the HPLC trace
with three identifiable peaks. The peak of the unmetabolized parent compound with about
9 min retention time follows two more hydrophylic metabolites that partly overlap. The
figure inset shows the measurements of the fractions of radioactivity in plasma belonging
to metabolite 1, metabolite 2, and [11C]PIB. Eight plasma samples were analyzed for
this 90-min PET scan. The plot illustrates that the parent [11C]PIB (red line) is rapidly
metabolized in humans.
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Other ancillary measurement systems are used in conjunction with tracer imag-
ing studies to improve the quality of the imaging data. For example, in cardiac
studies, the signal from an electrocardiograph, which records the electrical activ-
ity of the heart over time, is used to gate the imaging data. By reconstructing
images according to the phases of the cardiac cycle, the blurring of the heart in
the images due to cardiac motion can be greatly reduced.

In brain imaging studies, infrared motion tracking systems are used to track
involuntary movements of the head during the image acquisition. As head motion
can been seen as rigid body motion, a resorting of the lines of response from the
PET emission scan can be performed with the motion tracking information.

7.3 MEASUREMENT TECHNIQUES

This portion of the chapter on tracer imaging measurement techniques is sub-
divided into two sections. The first section provides a short introduction into
tomographic image reconstruction, that is, the restoration of activity distribution
in the object imaged. The second section on quantification method then takes us
forward to the field of kinetic modeling, that is, the extraction of physiologically
interpretable parameters from the imaging data.

7.3.1 Tomographic Image Reconstruction

In tomographic tracer imaging, sets of projections through the object of interest
are acquired. The role of image reconstruction is to accurately restore the orig-
inal distribution of the activity concentration in three-dimensional space. Using
mathematical language, the imaging process can be described in terms of inte-
gral theory, and then methods of solving inverse problems can be applied to the
measured data (Natterer and Wübbeling, 2001).

Two main strategies are used to reconstruct tomographic images, Filtered Back
Projection (FBP) and iterative image reconstruction. FBP is an analytical recon-
struction method and is widely used to reconstruct images from scanners with
ring geometry and in modalities with a high signal to noise ratio, such as X-ray
CT and MRI. FBP is computationally fast and has linear properties, which means
the precision of the reconstructed images is independent of the location within
the image and the intensity of the object. Data from 3D acquisitions normally
need to be preprocessed in a Fourier rebinning step to estimate equivalent parallel
projections before they can be reconstructed with FBP.

Iterative image reconstruction starts from an initial estimate of the source
distribution, usually a constant activity value; predicts the response of the imaging
system to this source distribution (this step is also called forward projection); and
then derives from the comparison of the measured projections with the calculated
projections a set of corrections to apply to each element of the image volume. This
process of repeated updates of the image continues until the predicted projections
have converged sufficiently close to the measured projections.
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The Maximum Likelihood Expectation Maximization (ML-EM, Shepp and
Vardi, 1982) algorithm forms the basis of the majority of the iterative image
reconstruction techniques used in tracer imaging today. It is, however, very slow
to converge. By grouping projection data into an ordered sequence of subsets and
processing the data in these subsets within each iteration, an acceleration of the
convergence by a factor proportional to the number of subsets can be achieved
(Hudson and Larkin, 1994).

As iterative image reconstruction is a nonlinear process, the precision of the
reconstructed voxel counts is dependent on the original intensity and also on
the distribution of the activity across the reconstructed object. For example, the
convergence of the iteratively reconstructed images is slower in areas of low
activity (often referred to as cold spots , which could, for instance, be areas of
an infarct in myocardial images) than in the surrounding areas of the image with
higher activity. Voxels close to high intensity objects (this could be, e.g., the
bladder for tracers with high renal excretion) are not as precisely reconstructed
as in other parts of the image. These nonlinear properties make it particularly
challenging to obtain quantitative images with iterative image reconstruction.

On the other hand, iterative image reconstruction provides the possibility to
more accurately model the entire imaging process than FBP. For example, reso-
lution effects can be included into the system matrix such that the EM algorithm
gradually recovers the modeled resolution with each update (Reader et al., 2003).
For data from tomographs with nonring geometry, which do not provide com-
plete sets of projections and with spatially varying point spread functions, FBP
cannot be used. High resolution tomographs inherently deal with a small number
of counts per voxel such that the approximation of the Poisson distribution for
the description of the probability of the nuclear disintegration by the Gaussian
distribution is no longer accurate. Again, iterative image reconstruction offers the
advantage over FBP that accurate models for the underlying statistical processes
can be incorporated.

To visually appreciate the difference in image quality provided by FBP and
Ordered Subset Expectation Maximization (OSEM), Figure 7.6 shows an example
from a PET scan in the abdomen.

7.3.2 Quantification Methods

The genuine strength of imaging with radiolabeled tracers in comparison with
many other imaging modalities is that estimates of parameters of biological func-
tion can be obtained. Quantification in the first instance applies to the physics of
the imaging process, that is, the accurate restoration of the activity concentrations
in the blood and the tissue. This quantitative tracer concentration signal acquired
in a dynamic sequence then paves the way to quantifying the underlying physio-
logical processes, for instance, blood flow, metabolic rates, or ligand binding to
receptors. This link is established via a tracer kinetic model whose model param-
eters describe the exchange of the tracer between compartments. As examples,
Figure 7.7 shows the configuration of three widely used compartmental models.
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Figure 7.6. Tomographic image reconstruction. Displayed is a transaxial slice from a
scan of the abdomen performed on a combined PET/CT system following the intravenous
injection of an [18F]FDG bolus. On the left hand side, the result from the reconstruction
with filtered back projection (FBP) is shown. It has streak artefacts characteristic of FBP
across the entire image, including the parts outside the body. On the right hand side
is the result from iterative image reconstruction using the Ordered Subset Expectation
Maximization (OSEM) method after 4 iterations with 16 subsets. It visually appears
much smoother and has no image artefacts. The image reconstructed from the spiral CT
scan is shown for comparison in the center. Because the trans axial field of measurement
of the CT scanner is with 500 mm smaller than that of the PET scanner, the outer parts
of the arms are cut. For patient comfort during the PET scan, the subject was positioned
with the arms next to the body. In between the two arms, some artefacts due to beam
hardening can be seen in the CT image.

7.3.2.1 The Flow Model. The blood flow model in Figure 7.7a has been intro-
duced by Kety and Schmidt (1948). It was originally developed for quantitative
Cerebral Blood Flow (CBF) studies with nitrous oxide N2O but is now widely
used with all freely diffusable tracers, for example, [15O]water. In this one-tissue
compartment model, the rate constant K1 describes the transfer of the tracer
from arterial blood plasma into the tissue and is—- under the assumption that
the properties of this transfer, that is, the tracer extraction, are constant over the
measurement duration—proportional to tissue perfusion. The ratio of K1/k2 is
known as the partition coefficient and is equal to the distribution volume of the
tracer in tissue.

7.3.2.2 The Irreversible Model for Deoxyglucose. The two-tissue compartment
model shown in Figure 7.7b was developed by Sokoloff and coworkers for
[14C]deoxyglucose (Sokoloff et al., 1977) and was soon applied to human
[18F]fluorodeoxyglucose ([18F]FDG) studies (Reivich et al., 1979). It is the basis
for the measurement of the regional cerebral metabolic rate of glucose rCMRglu

with [18F]FDG in brain PET studies. The two rate constants, K1 and k2, in
the model reflect the transport of FDG across the Blood–Brain Barrier (BBB).
The rate constant k3 represents the phosphorylation of FDG by hexokinase into
FDG-6-phosphate, which—in contrast to glucose—does not undergo further
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Figure 7.7. Examples of compartmental models. (a) the flow model (Kety and Schmidt,
1948), (b) the deoxyglucose model (Sokoloff et al., 1977), and (c) the neuroreceptor
binding model (Mintun et al., 1984).

glycolysis. With estimates of these three rate constants, the combined forward
rate constant KI can be calculated, from which rCMRglu is obtained

rCMRglu = Cglu

�
· KI = Cglu

�
· k1 · k3

k2 + k3

The steady-state concentration of glucose Cglu in plasma has to be measured
in conjunction with the PET scan. The so-called lumped constant � is required
to convert the metabolic rate of FDG into the metabolic rate of glucose and
accounts for differences in enzyme affinities and in the transport across the BBB
between glucose and FDG.

Estimates of the model microparameters can be obtained by fitting the tissue
time-activity curve using the measured input function, that is, the time course of
radioactivity in plasma, and the equations describing the compartmental model.
Bias-free parameter estimates are generally provided by weighted nonlinear least
squares methods. However, these methods are time consuming, require initial
parameter estimates as starting values for the optimization algorithm and may
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not converge to a unique solution. Therefore, linearized versions of the model
equations are often used in order to obtain parameter estimates with linear least
squares methods (Blomqvist, 1984). These rapid methods enabled the genera-
tion of parametric maps, that is, images representing the estimated values of
parameters such as CBF or rCMRglu. Figure 7.10 shows examples of parametric
images generated with spectral analysis (Cunningham and Jones, 1993), which is
based on the general properties of linear systems rather than assuming a specific
compartmental model configuration.

An alternative method to obtain estimates of the combined forward rate con-
stant KI from graphical analysis has been published by Gjedde (1981) and Patlak
et al. (1983). The idea of this graphical analysis of irreversible binding is to
replace the measurement time t on the abscissa with a “virtual” or “stretched”
time obtained by dividing the plasma integral with the plasma concentration. Fur-
thermore, if the concentration in tissue on the ordinate is replaced by the ratio of
the tissue concentration over the plasma concentration, then for any irreversible
system, the obtained plot asymptotically approaches a straight line, whose slope
is equal to KI (Patlak and Blasberg, 1985). The result of the data transform of
the Gjedde-Patlak plot is how the tissue time-activity curve would have looked
if the input function had been a unit step function or, in terms of tracer imaging,
if the concentration of radiotracer in plasma had been kept constant over time by
continuous tracer infusion. In Figure 7.8, an example plot from a dynamic PET
study with [18F]FDG is shown.
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Figure 7.8. Example of graphical analysis of irreversible binding (Gjedde-Patlak plot).
The 28 data points (red crosses) were acquired over 60 min in a dynamic [18F]FDG PET
study with simultaneous measurement of the plasma input function. The blue solid line
depicts the fit obtained from a single exponential approaching a straight line. The dashed
gray line is the estimated asymptote whose slope equals to the combined forward rate
constant KI .
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7.3.2.3 The Neuroreceptor Binding Model. The standard model for the quantifi-
cation of neuroreceptor binding in dynamic PET studies is shown in Figure 7.7c
(Mintun et al., 1984). It has subsequently been adopted for dynamic SPECT
neuroreceptor studies (Laruelle et al., 1994).

The most widely used outcome parameter of neuroreceptor imaging studies,
the binding potential BP, was defined based on this model as

BP = k3

k4
= Bmax

KD

The binding potential links the two rate constants k3 and k4 of the in vivo imag-
ing model with the two parameters Bmax, denoting the maximum concentration
of receptors that are available for binding, and KD, the radioligand equilibrium
dissociation constant. This model, therefore, translates concepts established in
traditional in vitro neuroreceptor binding assays to in vivo molecular imaging.

The model contains three separate tissue compartments for free radioligand in
brain tissue, for nonspecifically bound radioligand, and for radioligand specifi-
cally bound to the binding sites of interest (Cunningham and Lammertsma, 1995).
Specific binding refers to binding that is displaceable by the unlabeled ligand or
other compounds that compete for the same binding site with the radioligand.
On the other hand, the concept of nonspecific binding accounts for all binding
that is not displaceable by an excess of unlabeled ligand and that usually occurs
to lipids, proteins, cell membranes, and so on. It is assumed that the binding
follows the classic kinetics of bimolecular association and unipolar dissociation.
If the rate constants for these two reactions are kON and kOFF, respectively, then
the dissociation constant KD equals to kOFF/kON.

Radioligands may bind specifically to several targets, for instance, N-[11C-
Methyl]spiperone (NMSP) binds to dopamine D2 receptors and serotonin 5-HT2

receptors. This property is referred to as nonselective binding and needs particular
consideration in the design and analysis of the imaging study. In the striatum,
where the concentration of D2 receptors is much higher than the concentration
of 5-HT2 receptors, NMSP was used to study binding to D2 receptors (Wagner
et al., 1983).

Changes of the binding potential BP determined in in vivo imaging studies
cannot distinguish between changes in the concentration of the binding sites,
changes in the apparent affinity, and changes due to the concentration of com-
petitors to the same binding sites, for example, endogenous neurotransmitters. In
order to examine these contributions to the binding potential, scanning protocols
with multiple tracer injections with varying amounts of co-injected stable ligand
have been developed (Delforge et al., 1990).

In most receptor imaging studies, the tracer is administered as a bolus that is
the closest approximation of an impulse input function that is achievable. As it is
usually assumed that the rate constants of the underlying model are constant over
the period of the scan, from a bolus injection scan the estimates of the model
microparameters can be obtained. Other studies aim at identifying changes of
binding during the scan, for instance, due to a pharmacological challenge. Here,
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the radiotracer is administered as a bolus followed by a constant infusion to
maximize the ability to detect changes of the specific binding of the radiotracer
(Carson et al., 1997).

As with the Gjedde-Patlak plot for irreversibly binding tracers, graphical meth-
ods have been developed to estimate the total volume of distribution of a tracer
with reversible binding. This Logan plot (Logan et al., 1990) allows the quantifi-
cation of radioligand binding without the knowledge of a specific compartmental
configuration. It does, however, suffer from a noise-induced bias (underestimation
of the total volume of distribution) due to the transformation of the time-activity
data into the new co-ordinates of the Logan plot.

7.4 APPLICATIONS

From the very beginning, PET applications were focused on the brain and the
heart as the principle organs of interest (Phelps et al., 1986). This has dramatically
changed over time, and today the vast majority of PET scans in the clinical field
is performed with [18F]FDG in oncological applications, and molecular imaging
has become a major tool for research in oncology (Kim and Yang, 2000). In
this chapter, short introductory summaries of the role of molecular imaging in
neuroscience, cardiology, and oncology are given. Two brief sections on the use
of tracer imaging for drug development and on small animal imaging conclude
this chapter.

7.4.1 Neuroscience

In brain research, SPECT and PET are primarily used as tools for measuring
cerebral physiologic function, such as blood flow and glucose metabolism, and
neurochemical systems, for example, the synthesis, storage, release, receptor
binding, and reuptake of neurotransmitters. In terms of disease areas, molecular
imaging is used to study epilepsy, cerebrovascular disease, movement disor-
ders, dementia, and a range of psychiatric disorders, for example, schizophrenia,
depression, and substance abuse (Duncan, 1997; Herholz et al., 2004).

7.4.1.1 Cerebral Blood Flow. The most widely used techniques for the mea-
surement of Regional Cerebral Blood Flow (rCBF) are [99mTc]HMPAO/SPECT
and [15O]water/PET. The use of these two tracers is based on different
principles. [99mTc]HMPAO acts as a “chemical microsphere,” that is, it is
intravenously administered and completely extracted and retained in proportion
to local flow. Radiolabeled water, on the other hand, is seen as an example of
a freely diffusible tracer to which the reversible one-tissue compartment model
(Fig. 7.7a) applies. Under the assumption of a complete extraction, the rate
constant K1 of the model represents tissue blood flow. However, the diffusion of
water into tissue is limited, which results in an incomplete extraction of water.
As a consequence of less tracer entering the tissue, the flow is underestimated
by the flow model, an effect with increasing severity as the flow increases.
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Another widespread application of rCBF measurements using [15O]water PET
but without full quantification is in functional brain mapping. The acquired PET
images are interpreted in an autoradiographic way, that is, it is assumed that the
acquired voxel counts are proportional to rCBF, thus avoiding the need for mea-
suring the arterial input function. In a repeated scan design, automated [15O]water
generator systems produce a series of activity boli, which are highly reproducible
in terms of the administration length and profile in comparison with manual
injection of the activity from a syringe.

During a typical scanning session in an activation study, the subject repeats
certain neurobehavioral tasks, normally one of which is used to characterize the
“resting state” or “baseline” condition, while the others are motor or cognitive
tasks. Active nerve cells consume oxygen carried by hemoglobin from the cap-
illaries. The local response to oxygen utilization is an increase in rCBF to the
areas of increased neural activity, occurring after a delay of a few seconds. This
hemodynamic response is captured in the repeated measurements of rCBF with
[15O]water PET. Special statistical analysis software known as Statistical Para-
metric Mapping (SPM) has been developed to identify clusters of task-associated
differences in rCBF (Frackowiak et al., 2004). This methodology of functional
brain mapping has been very successfully adopted by Functional Magnetic Res-
onance Imaging (fMRI); however, [15O]water PET is still the modality of choice
for studies of subjects with implanted stimulators or other materials that are
incompatible with strong magnetic fields. As an example, Figure 7.9 shows a
typical output from an SPM analysis, highlighting the areas of the brain that
were shown to be functionally involved in the task performance.

7.4.1.2 Neurotransmitter Systems. Owing to its superior sensitivity, molecu-
lar imaging is the principal tool for performing studies of the neurotransmitter
systems in the living human brain. A wide spectrum of imaging probes has
been developed for both the excitatory and the inhibitory systems (Table 7.2).
γ -Aminobutyric Acid (GABA) is the main inhibitory neurotransmitter that hyper-
polarizes the postsynaptic membranes at the inhibitory synapses. On the other
hand, excitatory neurotransmitters, for example, dopamine, depolarize the post-
synaptic membrane at the excitatory synapses.

For many steps of the neurochemistry chain of neurotransmitter systems, for
example, neurotransmitter synthesis from precursor, neurotransmitter storage and
release, the interaction of neurotransmitter with the receptors, and the reuptake of
the neurotransmitter into the presynaptic terminal or the metabolic breakdown of
the neurotransmitter, imaging biomarkers have been used. A field that has been
particularly intensely studied with PET and SPECT is neuroreceptor imaging.
One of the typically asked questions is whether there is a group difference in
neuroreceptor binding, for example, between gender- and age-matched healthy
control subjects and a cohort of patients.

Another application of tracer imaging is the in vivo measurement of
brain receptor occupancy by drugs. For example, the central occupancy by
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Figure 7.9. Example output from a statistical parametric mapping (SPM) analysis.
Regions of the brain in which there was a statistically significant correlation between
reduced [11C]raclopride binding potential and task performance. The task in this study
was playing a video game, which led to an increased release and binding of dopamine
to its receptors. Top row, the transverse and coronal glass brain views show those voxels
with a significant inverse correlation of [11C]raclopride binding potential with the highest
performance level reached. Bottom row, three-dimensional SPM projections superimposed
on representative transaxial and coronal magnetic resonance image brain slices. Source:
Figure adapted by permission from Macmillan Publishers Ltd: Koepp et al., 1998. This
study published for the first time behavioral conditions under which dopamine is released
in humans, illustrating the ability of PET to detect neurotransmitter fluxes in vivo during
manipulations of behavior.

antipsychotic and antidepressant drugs has been studied in relationship to the
administered dose, plasma concentration, and clinical response.

PET investigations demonstrated that the occupancy of dopamine D2/D3

receptors correlates better with the plasma concentration than with the doses
of the antipsychotics. From analysis of the clinical effects, it was established
that 60–70% dopamine receptor occupancy is required to effectively treat
the positive symptoms of schizophrenia (Farde et al., 1988). Furthermore,
extrapyramidal side effects were associated with higher occupancies of 80%
or more. These findings subsequently led to an improvement of the treatment
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TABLE 7.2. Brain neurotransmitter systems with example imaging markers

Neurotransmitter System with Target Tracer

Dopaminergic System
Dopamine synthesis [18F]6-Fluoro-l-DOPA

[18F]6-Fluoro-l-m-tyrosine
Dopamine transporter [11C]PE2I [99mTc]TRODAT-1

[123I]FP-CIT [123I]PE2I
Striatal dopamine D2/D3 receptors [11C]Raclopride [123I]IBZM
Extrastriatal dopamine D2/D3 receptors [11C]FLB457 [123I]Epidepride
Striatal and extrastriatal dopamine D2/D3

receptors
[11C]Fallypride

D1 receptors [11C]SCH23390 [11C]NNC 112
Serotonergic System
Serotonin transporter [123I]β-CIT [11C](+)McN-5652

[11C]DASB
Serotonin 5-HT1A receptors [11C]WAY-100635 [18F]MPPF
Serotonin 5-HT2A receptors [18F]Setoperone [18F]Altanserin

[11C]MDL 100,907
[123I]5-I-R91150

Other Systems
Opiod receptors (several subtypes) [11C]Carfentanil

[11C]Diprenorphine
[18F]Cyclofoxy

γ -Aminobutyric acid GABAA receptors [11C]Flumazenil [123I]Iomazenil
Peripheral benzodiazepine binding site [11C]PK11195 [11C]DPA-713
Neurokinin NK1 receptors [11C]GR205171 [18F]SPA-RQ
Histamine H1 receptors [11C]Doxepine
Adenosine A1 receptors [18F]CPFPX
Adenosine A2A receptors [11C]SCH442416 [11C]TMSX
Norepinephrine NET transporter [11C]MeNER
Muscarinic cholinergic receptors, M2

subtype
[18F]FP-TZTP

Nicotinic acetylcholine receptors (nAChR0),
α4β2 subunit

[11C]Nicotine 2-[18F]F-A-85380
[123I]5-IA-85380

Acetylcholinesterase activity [11C]PMP [11C]MP4A
Monoamine oxidase type A (MAO-A) [11C]Clorgyline

[11C]-Deuterium-clorgyline
Monoamine oxidase type B (MAO-B) [11C]l-Deprenyl

[11C]l-Deuterium-deprenyl
Vesicular monoamine transporter 2

(VMAT2)
[11C]DTBZ

N-methyl-d-aspartate (NMDA) receptor [123I]CNS-1261

aThis list comprises mostly tracers that have been used in human clinical research



238 TRACER IMAGING

of patients with antipsychotics such as clozapine, haloperidol, risperidone, per-
phenazine, and olanzapine.

7.4.1.3 Metabolic and Other Processes. As the main energy substrate for the
brain is glucose, a lot of effort has been spent on imaging studies of glucose
metabolism, predominantly using [18F]FDG. Virtually in all brain disorders,
rCMRglu measurements have been performed over the last 30 years; a comprehen-
sive review can be found in Herholz et al. (2004). As an example, the lower part
of Figure 7.10 illustrates the characteristic pattern of glucose hypometabolism in
the temporal and parietal cortex obtained in subjects with Alzheimer’s Disease
(AD) dementia.

Another enzymatic system that has been the subject of a number of
quantitative tracer imaging studies not only in brain but also in peripheral organs
such as the lungs is that of Monamine Oxidase MAO (Fowler et al., 1996). The
enzyme MAO plays a major role in controlling the levels of neurotransmitters,
amines, and drugs. There are two MAO subtypes, MAO-A and MAO-B,
with different specificities for the endogenous amines, for which irreversible
inhibitors have been radiolabeled with 11C as imaging markers (Table 7.2).
By substituting the hydrogen with deuterium in the carbon–hydrogen bond of
[11C]clorgyline and [11C]l-deprenyl, the isotope effect was exploited to improve
the properties of the radiotracer.

Two of the hallmark pathological features of AD are amyloid plaques and
neurofibrillary tangles in the brain. Neuropathological dyes such as Congo red
have been used for a long time for postmortem staining of human brain tis-
sue samples. Attempts to develop radiolabeled in vivo imaging markers have
been hampered by the poor brain penetration of most of these compounds. Just
recently, a 11C-labeled thioflavin T derivate called [11C]6-OH-BTA-1, or more
commonly [11C]PIB for “Pittsburgh Compound-B,” and a hydrophobic radioflu-
orinated derivative of 2-{1-[6-(dimethylamino)-2-naphthyl]ethylidene} malonon-
itrile, named [18F]FDDNP, brought the breakthrough to human imaging studies
involving large subject cohorts and longitudinal follow-up of patients (Nordberg,
2004). The example data from [11C]PIB scans of an elderly control subject and
an AD patient, shown in the upper part of Figure 7.10, illustrate the huge qual-
itative difference, making the imaging agent a quasi binary marker of amyloid
deposition with an “OFF” (low cortical gray matter signal) and an “ON” (high
cortical gray matter signal) state. Ongoing studies investigate the usefulness of
PET imaging for the early and potentially specific diagnosis of AD and the effects
of treatment with antiamyloid agents (de Leon et al., 2007).

Imaging studies have been performed to study the function of efflux pump
systems. Active efflux is a mechanism responsible for extrusion of toxic sub-
stances and antibiotics outside the cell. The transporter hypothesis states that the
efflux pump systems contribute to the phenomenon of multidrug resistance, that
is, the lack of effectiveness of drug treatment in diseases such as epilepsy and
cancer in certain patients, which can be attributed to an overexpression of efflux
transport systems in those individuals.
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Control

Figure 7.10. Dementia imaging with PET. Depicted are transaxial slices from an elderly
healthy control subject (on the left) and a patient with Alzheimer’s disease (AD) (on
the right) superimposed onto a structural MR image in grayscale. The scans were per-
formed with the Pittsburgh Compound-B or [11C]PIB, a marker of the brain amyloid load,
and with fluorodeoxyglucose or [18F]FDG to measure rCMRglu. The parametric images
were generated with spectral analysis, a technique that calculates the values of the unit
Impulse Response Function (IRF) voxel by voxel (Cunningham and Jones, 1993). The
IRF at 75 min is a measure of [11C]PIB retention in tissue, providing maximal discrim-
ination between controls, with only some signal in white matter, and AD subjects, with
high intensity signal throghout the cortical white matter (top row). A typical pattern of
[18F]FDG hypometabolism, in particular, in the temporoparietal cortex, distinguishes the
AD subject from the control (bottom row).

P-glycoprotein (Pgp) is an efflux pump with broad substrate specificity that
is extensively distributed and expressed in normal cells such as those lining
the intestine, liver cells, and capillary endothelial cells comprising the BBB.
Verapamil, a substatrate for Pgp, has been radiolabeled with 11C and is used as
an imaging agent for Pgp function.
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7.4.2 Cardiology

The applications of molecular imaging in cardiology range over a wide spectrum
from atherosclerosis over myocardial ischemia, myocardial viability, heart failure,
and gene therapy, to stem cell transplantation (Wu et al., 2007). Here, only a few
examples can be highlighted.

Measurements of Myocardial Blood Flow (MBF) are performed with
[15O]H2O, [13N]NH3 or 82Rb in PET or with [99mTc]sestamibi in SPECT. From
the MBF measurements under two conditions, at rest and under stress, the
coronary flow reserve is calculated.

The heart utilizes various sources for energy production, such as glucose, free
fatty acids, lactate, and ketones. Under aerobic and fasting conditions, the heart
primarily uses free fatty acids because their degradation yields an abundance of
energy-rich phosphates. Ischemia causes a shift of myocardial metabolism from
fatty acids to glucose. [18F]FDG is widely used for imaging cardiac glucose
metobolism. Several fatty acids have been labeled with the single-photon emit-
ter 123I, for example, β-methyl-p-[123I]iodophenyl-pentadecanoic acid. But only
straight-chain fatty acids that are labeled in the C-1 position accurately reflect
physiologic oxidation, because all other carbons in the chain can undergo other
metabolic fates. For quantitative measurements of metabolism with PET, fatty
acids such as acetate and palmitate have been labeled with 11C in this position.

One of the key applications of tracer imaging in cardiology are studies
to distinguish viable from nonviable tissue in patients with ischemic car-
diomyopathy. By measuring MBF and glucose metabolism in dysfunctional
myocardium with PET, Tillisch et al., (1986) demonstrated that recovery
of myocardial function after surgical revascularization coincided with either
preserved perfusion/metabolism or reduced perfusion and preserved metabolism,
as from the underlying pathophysiology these combinations reflect stunned
and hibernating myocardium. On the other hand, the concordant reduction of
perfusion and metabolism is indicative of scar tissue.

As in neuroscience, tracer imaging studies are also performed for evaluation
of receptors in heart and lung tissue. In Table 7.3 a short list of tracers is given.
As an example, Figure 7.11 shows images from a self-inhibition study with
[11C]GB67, a ligand for cardiac α1-adrenoceptors.

7.4.3 Oncology

Today, oncology is one of the major drivers behind the developments in molecular
imaging. The complex molecular biology, biochemistry, immunology, pathology,
and physiology of cancer demand a wide spectrum of imaging biomarkers that
can only be briefly mentioned here. The following subsections go through the
key processes targeted by molecular imaging probes.

7.4.3.1 Angiogenesis. The formation of new blood vessels via the proliferation
of endothelial and muscle cells is known as angiogenesis and is an essential com-
ponent of the metastatic pathway. Antiangiogenic drugs, for example, Vascular
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TABLE 7.3. Imaging examples for the nervous system in the heart and the lung

Neurotransmitter System with Target Tracer

Nonselective β-adrenoceptor [11C]CGP-12177,
[11C]CGP-12388,
[18F]CGP-12388,
[18F]fluorocarazolol

Cardiac α1-adrenoceptor [11C]GB67
Peripheral muscarinic receptors [11C]MQNB, [11C]-VC002
Tracers for mapping cardiac sympathetic neurons [123I]MIBG, [11C]HED

Endothelial Growth Factor (VEGF) inhibitors, are investigated for their thera-
peutic potential. Tracer imaging is used to provide quantitative measurements of
tumor perfusion and vascular volume. Clinical feasibility of these techniques has
been demonstrated in several studies with antiangiogenic and vascular disruptive
agents (Laking et al., 2006).

7.4.3.2 Proliferation. The increase in cell number by division is also referred
to as cell proliferation . By synthesizing DNA during the S phase of the cell
cycle, proliferating cells differ from cells at resting state. Therefore, measuring
cell proliferation is widely seen as a target for differentiating between benign
tissue and malignant tissue, for measuring the aggressiveness of a tumor, and for
trying to evaluate the early response in therapy.

To provide a method for measuring human tumor proliferation in vivo, a
number of radiotracers have been developed, for example, 2-[11C]thymidine,
and compared with well-established immunohistochemical measures of tumor
proliferation, such as the Ki-67 index. Among those candidates, [18F]-fluoro-
3′-deoxy-3′-l-fluorothymidine or [18F]FLT appears the currently most widely
used tracer to image cell proliferation (Been et al., 2004). However, care is
required when interpreting [18F]FLT data, as they do not always reflect the cell
proliferation rate because [18F]FLT is a substrate of Thymidine Kinase 1 (TK1),
and TK1 activity and the S phase fraction of cells are not always correlated, in
particular, after treatment with certain chemotherapeutic agents.

7.4.3.3 Hypoxia. Sensitivity of cells to conventional radiation is higher in the
presence of oxygen, and even a small proportion of hypoxic cells within a tumor
reduces the response to radiation therapy. Measurements of hypoxia are per-
formed with oxygen electrodes, however, their invasiveness could be overcome
with suitable imaging biomarkers (Padhani et al., 2007).

The hypoxic cell sensitizer misonidazole (MISO) has been radiolabeled with
18F, 123I, and 99mTc for the evaluation of tumor hypoxia. This compound is
reduced enzymatically and trapped within hypoxic cells, but the uptake of FMISO
in hypoxic tissues remains relatively low. Alternatively, [60Cu] ATSM is assessed
as a putative marker for delineating the extent of hypoxia within tumors with PET.
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Figure 7.11. Cardiac receptor study. In an anesthetized pig, scans with [11C]GB67, a
ligand for cardiac α1-adrenoceptors, were performed after measuring the blood volume
with [15O]CO, which is shown in grayscale. The baseline scan was acquired with the
tracer alone, the blocked scan started 20 min after the administration of 0.12 μmol·kg−1

body weight of unlabeled GB67. This dose led to a significant reduction of [11C]GB67
binding in the myocardial wall (on the image visible around the left ventricle). The mostly
nonspecific binding of [11C]GB67 in the lungs remained largely unaffected by predosing
with the cold compound.

7.4.3.4 Apoptosis. Programmed cell death or apoptosis occurs during the treat-
ment of tumors with radiation or anticancer drugs. Assessment of apoptosis
is a useful tool for the evaluation of disease progression or regression during
anticancer therapy. However, these assessments are currently done by immunohis-
tochemical or flow cytometric analysis of tissue samples. For imaging apoptosis
in vivo, annexin V, which binds to phosphatidylserine on the surface of apop-
totic cells, has been labeled with 99mTc for SPECT and 124I for PET and used in
animal models (Keen et al., 2005).

7.4.3.5 Receptor Imaging. Many malignancies are characterized by an
overexpression of receptors. It is hoped that receptor imaging in oncology
provides more tumor-specific information than the measurement of the rates of
glucose metabolism or protein synthesis. For example, most endocrinal tumors
overexpress somatostatin-subtype receptors such that [68Ga]DOTATOC and
[111In]DTPAOC have been used for imaging these tumors with PET and SPECT.
Imaging of estrogen receptors with [18F]fluoroestradiol has been performed in
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primary and metastatic breast cancer (Mintun et al., 1988). The overexpression
of folate receptors on many cancer tissues can be exploited for PET imaging
with folic acid derivative labeled with 18F.

7.4.3.6 Imaging Gene Therapy. Different approaches for treating cancer by
introducing genes into tumor cells are under investigation. For imaging thera-
peutic gene expression, “direct” and “indirect” imaging strategies are pursued. If
the therapeutic protein substrate can be radiolabeled, then the specific expression
of that protein can be directly imaged. In the indirect imaging approach, the
therapeutic gene is coupled to a reporter gene, which is then tracked by SPECT
or PET.

As an example, the herpes simplex virus type-1 thymidine kinase (HSV-1-tk )
gene has been used as a reporter gene for which radiolabeled substrates exist.
In PET, 124I-labeled FIAU is such a specific substrate for HSV-1-tk , which has
been used to noninvasively monitor patients with glioblastoma who underwent
HSV-1-tk suicide gene therapy (Jacobs et al., 2001). It is expected that reporter
gene imaging will contribute to the optimization of the various gene therapy
approaches in humans.

7.4.4 Molecular Imaging for Research in Drug Development

Molecular imaging is increasingly used to advance drug development because
of its ability to study molecular pathways and physiological function. Major
pharmaceutical companies have launched imaging programmes and already either
set up their own facilities to perform tracer imaging studies in animals and humans
or established partnerships and collaborations with academic imaging research
centers.

Three main application areas are most commonly named for accelerating drug
discovery with molecular imaging:

1. Noninvasive measurements of downstream physiological and metabolic
responses to drug action.

2. Binding and competition studies where a molecular imaging probe for the
target of the drug is available. A classic example is dose-occupancy studies,
which establish the relationship between plasma concentration of a drug and
the occupancy at a binding site, for example, Farde et al. (1988).

3. Direct assessment of the biodistribution and pharmacokinetics of a drug, if
the drug can be radiolabeled.

As the first two uses of molecular imaging have already been discussed in
this chapter, only a few words on the third point are added. Tracer imaging is
well suited to adopt the microdosing concept, which is the study of the behav-
ior of investigational compounds in vivo at concentrations so low that they do
not produce a pharmacological effect. Generic labeling techniques used in PET
allow the radiolabeling of a whole range of organic compounds with positron
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emitters. In combination with the superior sensitivity of PET, drug distributions
can be studied in humans without the need to perform a full toxicological assess-
ment, which would otherwise be required to study the pharmacokinetics of a new
compound in humans (Bergström et al., 2003).

For example, the injection of 480 MBq of a 11C-labeled compound corresponds
to 1.4 pmol or 0.5 ng, assuming a relative molecular mass of 350 g mol−1. With
only a very moderate specific activity of 40 GBq μmol−1, the injected amount
of stable compound would still be only 4.2 μg, hence a true microdose.

7.4.5 Small Animal Imaging

Over the past years, there has been a rapid growth in the field of in vivo tracer
imaging in small laboratory animals such as mice and rats (Myers and Hume,
2002). Small animal scanners are now commercially available and are often
multimodality devices, such as combined SPECT/CT, PET/CT, PET/SPECT/CT,
or PET/MRI systems. As before, in human whole-body applications, this allows
reliable colocalization between functional and anatomical images.

Animal models, in particular genetically modified mice, are often expensive;
therefore, it is beneficial to avoid traditional autoradiographic techniques and use
in vivo imaging approaches. Furthermore, it reduces variability because multiple
time points are obtained from the same individual instead of from a set of animals.
Frequently, animals are scanned several times (e.g., prior and after intervention)
and with multiple modalities. A particular challenge for the quantitative analysis
of small animal imaging data is to accurately obtain the input function from very
small blood samples, which are often just of a volume of a few microliters.
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8.1 INTRODUCTION

Fluorescence imaging is an emerging field of imaging sciences that encompasses a
diverse arena of methods and techniques utilized in biomedical research and clin-
ical application. Fluorescence methods attain widespread use in the biomedical
laboratory because light is an easily manipulated modality and the corresponding
measurements or image formation can reveal highly diverse anatomical, physio-
logical, and molecular features of the structure studied. Additional applications
are found in the fields of biotechnology, genomics, proteomics, and systems biol-
ogy, and there is increasing use of fluorescence methods for in vivo imaging of
development, disease, and drug discovery.

Fluorescence imaging can be generally classified according to (i) the physi-
cal size of the object imaged and (ii) the contrast mechanism utilized in image
formation. Microscopy is the most common optical imaging method for imaging
thin tissue slices up to about a millimeter of depth or thickness. The resolution
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typically achieved is diffraction limited for each corresponding wavelength. Imag-
ing deeper in tissue is generally achieved with macroscopic imaging ; however,
typically the resolution then depends on the depth and the optical properties
of the object studied. Typically, penetration of the order of several centimeters
is possible, especially in the Near-Infrared (NIRs) (650–950 nm), because of
the low light absorption by tissue in this spectral region. From a contrast per-
spective, fluorescence imaging can be classified into endogenous and exogenous
contrast mechanisms. Natural endogenous tissue autofluorescence has often been
considered for diagnosis as it carries information on key tissue structural ele-
ments or metabolites such as collagen or NADH. More commonly, however,
fluorescence imaging is utilized with exogenous or induced expression of flu-
orochromes. Examples of exogenous fluorescence contrast are the injection of
specific fluorescent dyes, fluorescent probes, or fluorescence-labeled antibodies,
antibody fragments, and peptides. Induced fluorescence generally refers to the
genetic manipulation of cells and organisms to express fluorescence proteins.

Fluorescence contrast is further affected by the tissue’s natural optical
properties, especially when imaging thick tissue specimens or in vivo. Tissue
optical properties are primarily dependent on endogenous absorbers (primarily
hemoglobin in the visible and NIR) and scattering due to index of refraction
changes in the different cellular interfaces and cellular organelles. Correspond-
ingly, the fluorescence field that propagates in tissues can undergo various
phenomena, such as refraction, absorption, or scattering, that modify its spatial
and temporal characteristics. In general, light–tissue interaction properties can be
utilized as stand-alone methodologies to generate images of endogenous contrast,
for example, in cellular imaging using Phase Contrast (PC) microscopy or tissue
imaging using optical coherence tomography. The addition of exogenous fluores-
cence contrast, however, greatly increases the ability to study diverse processes
and biomarkers that would be impossible to visualize with endogenous contrast,
for example, the expression of a certain gene or the interaction of two proteins.

The first part of this chapter reviews the contrast mechanisms that are used
in optical and fluorescence imaging. In particular, it briefly discusses the opti-
cal properties of biological tissue in the visible and NIR spectrum range and
explains their role in light propagation and imaging. Subsequently, different
reporter technologies used in fluorescence are presented, and a short explanation
of an associated modality, that is, bioluminescence imaging is discussed. The
second part of the chapter then presents current microscopic and macroscopic
imaging methods for fluorescence imaging and expands on some applications of
the methods described.

8.2 CONTRAST MECHANISMS

8.2.1 Endogenous Contrast

The propagation of light in bulk biological tissue is dominated by multiple scat-
tering, since tissues are mostly consisted of closely packed cells and the size
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of the inhomogeneities in their structure is comparable to the wavelength of
light. The optical properties of tissues are generally described by the refrac-
tive index η, the absorption coefficient μa, the scattering coefficient μs, and the
probabilistic description of the scattering direction of a photon given a scatter-
ing event. For simplification in macroscopic observations, μs can be replaced
with the reduced scattering coefficient μ′

s = μs(1 − g), where g is a parameter
accounting for the scattering anisotropy. The spectral dependence of the reduced
scattering coefficient in the approximation of Mie scattering theory is

μ′
s(λ) = a × λb, (8.1)

where a and b are parameters that are typically set heuristically (Alexandrakis
et al., 2005). The various tissue chromophores provide the endogenous contrast
for optical imaging, with the oxy- and deoxyhemoglobin molecules being the
major contributors to the absorption of light. As seen in Figure 8.1, the absorp-
tion coefficient for both oxygenated (HbO) and deoxygenated (Hb) blood below
600 nm is considerably high. Therefore, the penetration depth in the visible region
is limited to a few millimeters.

Tissue absorption imaging is generally used to reveal information on spatially
varying hemoglobin concentration, which can be anatomical information (e.g.,
the presence of a blood vessel or a hemodynamic change) or information on
disease (e.g., tumor contrast due to angiogenesis (Hielscher, 2005). Scattering
contrast is associated with abnormally high tissue organelles, for example, those
associated with highly packed cancer cells. Macroscopic scattering imaging is
therefore occasionally used in the detection of abnormal tissue characteristics.
In contrast, microscopic methods generally operate by “rejecting” scattering in
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order to improve resolution, and therefore, scattering is not an important contrast
mechanism in microscopy.

8.2.2 Exogenous Contrast

A long-standing practice in contrast enhancement in optical microscopy is
tissue staining, where tissue is processed with specific tagging techniques,
so that different types of cells and cellular structures can be identified. This
paradigm further extends to in vivo staining methods to significantly improve
the ability to visualize specific cells and subcellular moieties and processes
in vivo. The different state-of-the-art in vivo staining methods go beyond
contrast enhancement commonly available to clinical imaging methods, such
as X-ray Computed Tomography (CT) or Magnetic Resonance Imaging
(MRI), and include elaborate techniques to engineer fluorescent molecules or
nanoparticles with particular accumulation properties or highly specific targeted
characteristics.

8.3 DIRECT METHODS: FLUORESCENT PROBES

Fluorescent tagging techniques are widely used in microscopic and macroscopic
imaging as well as in flow cytometry and are classified into direct and indirect
reporter technologies . In the former, an engineered fluorescent probe is admin-
istered in vivo to target a specific moiety such as a receptor or an enzyme.
Fluorescent probes can be further categorized as active or activatable. Active
probes are fluorochromes attached to affinity ligands such as antibodies and
peptides (Gurfinkel et al., 2003–2004; Ntziachristos, 2006) specific for a cer-
tain target, for example, tumors or molecular processes marking a disease. The
active probes fluoresce even when they are not bound to the indented target and
thus increase the background fluorescence. In consequence, a long circulation
period should be allowed for the nonbound probe to clear out from the body and
improve the signal to background ratio. Activatable probes use fluorochromes
in close proximity to each other or to a quenching molecule, using appropriate
peptides, so that their fluorescence is partially quenched. By utilizing peptide
sequences that can be cleaved in the presence of a particular enzyme (Weissleder
et al., 1999) or an acid (Licha et al., 1999), it is possible to activate the molecule’s
fluorescence by freeing the linked fluorochromes. Fluorescence probes typically
consist of the active component, which interacts with the target (an affinity ligand
or enzyme substrate), the reporting component (a fluorescent dye or a quantum
dot), and possibly a delivery vehicle (e.g., a biocompatible polymer). Examples
of identifying a series of proteases have been reported in vivo in tumors (Bremer
et al., 2001; Mahmood and Weissleder, 2003; Weissleder et al., 1999), apoptosis
(Bullok and Piwnica-Worms, 2005), myocardial infarction (Chen et al., 2005),
and arthritis (Wunder et al., 2004).
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8.4 INDIRECT METHODS: FLUORESCENT PROTEINS

Indirect imaging generally refers to genetic manipulations that can induce fluores-
cence contrast, by means of expressed fluorescence reporters. The most common
practice is to introduce a gene into a cell that encodes for a Fluorescent Protein
(FP). Protein expression can be constitutive or be in response to external stimuli,
for example, a certain promoter. Fusing the FP-encoding gene to a gene of inter-
est allows fluorescent tagging of the corresponding protein. The resulting fused
protein generally maintains the functionality of the original protein but can be
visualized either in vitro or in vivo.

The most commonly used protein is eGFP (Enhanced-Green Fluorescent Pro-
tein) derived from the wild type FP found in the jellyfish Aequorea victoria;
different color proteins, such as Cyan Fluorescent Protein (CFP) and Yellow Flu-
orescent Protein (YFP) have been produced from mutations on the GFP gene.
Recently, cloning of the Red Fluorescent Protein (RFP) has produced a number
of important variants (Shaner et al., 2004; Tsien, 2005) that emit beyond the 600-
nm barrier. This is of great importance since autofluorescence is reduced at the
longer wavelengths (Muller et al., 2001) and, most significantly, light absorp-
tion in tissue is considerably decreased, enabling in vivo FP detection located
deeply inside tissue and with higher sensitivity. FPs have been used in numer-
ous applications such as cancer and stem cell research (Dewhirst et al., 2002;
Hoffman, 2002; Paris and Sesboue, 2004; Shah et al., 2004; Wobus and Boheler,
2005), immunology (Griekspoor et al., 2005), drug discovery (Hoffman, 2002),
and so on.

A powerful variation of the indirect reporter technologies is Fluorescence
Resonant Energy Transfer (FRET), which is used to monitor protein–protein
interactions. Two different proteins are labeled with a pair of FPs with, for
example, CFP acting as a donor and YFP acting as an acceptor, since the latter
can be excited and fluoresce because of energy transfer from the CFP molecule
when the two are in close proximity to each other. Therefore, with the two pro-
teins separated, CFP fluorescence is dominant when excited at its peak absorption
wavelength, whereas there is little fluorescence from the YFP molecule. How-
ever, when the proteins interact and come into close proximity, the CFP emission
pumps YFP fluorescence. By using spectrally separated measurements, it is possi-
ble to record the color change, representative of protein proximity and interaction.
FRET is therefore employed to study protein behavior in live cells (Chamberlain
et al., 2000; van Roessel and Brand, 2002).

An associated method is bioluminescence imaging , where, in a manner similar
to the use of fluorescence proteins, genetic manipulation of the cell allows the
expression of an enzyme that can catalyze the reaction between an exogenously
administered substrate, oxygen, and ATP. This process produces endogenously
generated light (Contag and Bachmann, 2002), such as the one produced by the
common firefly. One of the great advantages of bioluminescent reporter tech-
nology is that light is intrinsically generated only where luciferase is present,
while there is extremely low background emission, thus the signal to background
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ratio is excellent. Luciferase obtained from Photinus pyralis has a peak emis-
sion at 560 nm, which is inside the tissue absorption spectral region (Fig. 8.1);
however, a significant portion of its emission spectrum extends beyond 600 nm,
which makes it possible for photons to reach the surface from deeper regions.
Luciferase mutants with spectrum shifted to the red have also been produced
(Contag and Bachmann, 2002; Nakatsu et al., 2006; Shapiro et al., 2005). Biolu-
minescence imaging is widely used in several biomedical imaging applications,
for example, to report on tumor growth and metastasis, gene delivery and expres-
sion, or cell tracking applications (Bhaumik and Gambhir, 2002; Contag and
Bachmann, 2002; Thorne and Contag, 2005). The bioluminescence technology
analogous to FRET is Bioluminescence Resonant Energy Transfer (BRET), where
the donor is expressing luciferase, bypassing the problems of photobleaching, aut-
ofluorescence, and simultaneous emission of FPs in FRET (Pfleger and Eidne,
2006).

8.5 MICROSCOPY

Optical microscopy has a long history of evolution and achievement, and it
is one of the most valuable tools of biomedical research and clinical diagnosis.
Importantly, novel methodologies that improve resolution, penetration depth, and
acquisition speed or innovate on the contrast mechanism employed are continu-
ously emerging. Herein, we only briefly summarize the major developments in
the field of microscopy in biomedical imaging and emphasize on tissue imaging.

8.5.1 Optical Microscopy

Wide-field optical microscopy (Fig. 8.3a) utilizes lenses to magnify the field
of view visualized in order to observe objects and structures that are smaller
than the eye’s resolving capacity, that is, 20–30 microns. Cells are, however,
relatively transparent structures that offer limited contrast for direct visualiza-
tion. Correspondingly, phase contrast (PC) microscopy, introduced by Zernike
(1942a, 1942b), and Differential Interference Contrast (DIC) microscopy (Allen
et al., 1969) are two widely used techniques employed to visualize cellular struc-
tures with increased sensitivity. The principle of operation is the visualization
of spatial-dependent changes in the phase of light as it propagates through the
cell, due to changes in thickness or the index of refraction. The PC microscope
visualizes phase changes by inserting a λ/4 phase retardation plate at the back
focal plane of the objective lens, in order to add a small phase shift to specific
spatial components of the emerging light field in such a way as to interfere with
the components that carry the phase modulation information (Fig. 8.2a). The
result is an image where the intensity pattern is correlated to the difference in the
optical path transversed by the different components. In differential interference
microscopy, the object is illuminated by two slightly laterally displaced light
wavefronts that are orthogonally polarized (Fig. 8.2b). Each of them undergoes
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Figure 8.2. Phase detection techniques in microscopy. (a) PC microscope; O, object; L,
objective lens; PR, phase retardation plate; I, image. The phase retarder is placed on the
back focal (Fourier) plane to modulate the phase of the bulk component of the photon field.
(b) P, polarizer; WP, modified Wolaston (Nomarsky) prism; CL, condenser lens; O, object;
OL, objective lens. The modified Wolaston prism steers the two orthogonal polarizations
to a slightly different direction that are focused on a slightly displaced position on the
object. The two different beams pick up slightly different phase retardations due to the
different optical paths through the sample. They are synthesized and interfere to convert
the phase difference to intensity modulation.

a slightly different phase distortion, and they are appropriately synthesized in
order to interfere. The resulting image encodes the gradient of the phase mod-
ulation of the object to intensity. In general, DIC microscopy exhibits superior
characteristics in spatial and phase shift resolution compared to PC microscopy
and can also handle a higher dynamic range of phase differences from the object.
Although PC technologies have been developed for standard optical microscopy,
they are also combined with fluorescence microscopes in multimodal systems.

8.5.2 Fluorescence Microscopy

As an exogenous contrast technique, fluorescence microscopy , has evolved into a
widely used technology in biomedical imaging, which offers high levels of sen-
sitivity, allowing even the detection of single molecules. In its basic form, it is a
variation of the wide-field optical microscope, where light is filtered before form-
ing the image by means of transmittance filters or dichroic mirrors. Figure 8.3a
shows a schematic diagram of a wide-field epi-illumination microscope. The light
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Figure 8.3. Fluorescence and confocal microscopy. O, object; OL, objective lens; L,
light (laser) source; I, image; DM, dichroic mirror; S, screen; PM, photomultiplier tube;
BS, beam scanning system; the green and red lines are the excitation and fluorescent
emission rays, respectively. (a) Schematic diagram—principle of operation of an epi-
illumination fluorescence microscope. Excitation and fluorescence light beams are filtered
with a dichroic mirror. (b) Imaging characteristics of a wide-field microscope. Light from
the point of interest (black square) is imaged sharply, while the rays from the deeper
positioned red point (dashed lines) do not converge on the image plane and produce a
blurred image. (c) Filtering in a confocal microscope. The illuminated field is reduced
to a very narrow spot compared to a wide-field microscope. The pinhole on the screen
located on the image plane allows only the light coming from the conjugate point in the
object to reach the photomultiplier. (d) Schematic diagram of a confocal laser scanning
microscope. The optomechanics in the white box steer the beam to scan the object, and
the light returns back from the same optical path.

from the excitation source is directed on the object from the same path as the
reflected light. The light in the excitation wavelength is reflected by the dichroic
mirror, but it is transmitted in the fluorescent wavelength, and the rejection ratio
of the system can be improved with the use of interference filters.

While standard microscopy is applied to imaging thin cellular or tissue layers
(i.e., 5–10 μm), imaging thicker samples is complicated by photon scattering. In
an aberration-free optical imaging system, each point on the image is generated
only from light received from its conjugate point on the object plane. However,
when imaging thick samples, light coming from different depths inside the tis-
sue converges in different planes but remains unfocused on the imaging plane
(Fig. 8.3b). The image formed is a superposition of a sharply focused plane and
the unfocused projections of adjacent planes. In addition, in a wide-field imaging
system, a wide area of the object is illuminated, and photons coming from adja-
cent points on the same plane might project on the same point on the imaging
plane because of aberrations or scattering inside the tissue. Confocal imaging is a
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microscopy method in which the light collected and recorded in the image plane
is spatially filtered by an aperture, to reject the undesired unfocused and scat-
tered components. In Figure 8.3c, the basic principle of confocal microscopy is
illustrated: A small pinhole is placed on the position where the rays coming from
the point inside the object converge and most of the stray light is blocked. The
volume of the object from which the rays are entering the pinhole depends on
the shape of the illuminating beam (which is very sharply focused), the Numer-
ical Aperture (NA) of the objective lens, and the optical characteristics of the
tissue. The light from the aperture is collected, and its intensity is measured by a
detector, typically a photomultiplier tube. Confocal Laser Scanning Microscopy
(CLSM) is a technique developed to produce images, generated by scanning a
laser beam onto the specimen of interest and measuring the corresponding signal
at the pinhole over the entire volume scanned point by point. Images are formed
by a posteriori synthesizing each individual measurement. While scanning, the
point of interest should always be imaged on the aperture, and this can be imple-
mented in three ways: (i) stage scanning, where the object is translated on the
x-, y-, and z-axis; (ii) laser beam scanning (Fig. 8.3d), where the illuminating
beam is usually steered by a set of two orthogonally placed galvanoactuated
mirrors. The beam emerging from the point of interest returns from the same
path and converges on the aperture; and (iii) use of spinning disks with multiple
holes and microlenses (Nipkow disks). In Figure 8.4, an example of imaging
HeLa cells with CLSM is presented, where the overexpression of parathymosin
damages the nuclear structure.

Confocal microscopy can typically image at depths of up to 200 μm depending
on the tissue optical properties. To allow in vivo visualization of deeper sitting
structures, invasive approaches have been developed using implanted transpar-
ent windows (Helmchen and Denk, 2005; Jain et al., 2002) or surgical and
endoscopic approaches (Molitoris and Sandoval, 2005). Endoscopically driven
intravital microscopy allows microscopy for the first time to measure tissue and
cell parameters directly within the surrounding environment before tissue resec-
tion for pathology may alter such conditions. The concept of optical biopsy has
been suggested as a new tool for medical diagnostics, and endoscopy-based opti-
cal technologies may just support such future approaches in surgery. Although
microscopic by nature, high resolution optical imaging through fibers may be
combined with macroscopic guiding and positioning tools in order to provide
targeted tissue diagnostics and potentially therapy monitoring. In Vivo applica-
tions of the technique include studies of tumor angiogenesis (Sipkins et al., 2005),
pharmacological studies (Norman, 2005), neurological imaging (Kleinfeld et al.,
1998), or the microdistribution of fluorescent probes (Bogdanov et al., 2002).
One of the major disadvantages of fluorescent confocal microscopy is the use
of very high light intensities to compensate for the light blocked by the pinhole
filter, which results in the fast bleaching of the fluorescent dyes or proteins.

An alternative microscopic technique that enables imaging deeper than confo-
cal microscopy is two-photon or multiphoton microscopy . This technique utilizes
the multiphoton excitation phenomenon, where two or more photons are absorbed
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Figure 8.4. Overexpression of parathymosin (ParaT) in HeLa cells decondenses chro-
matin and damages nuclear sructure. (a) Lamin B-TRITC staining (left), GFP (middle),
and the merge of both pictures (right) of HeLa cells expressing GFP. Lamin B (TRITC,
excitation 532 nm and emission 580 nm) stains the nuclear envelope, and GFP (excitation
488 nm, emission 514 nm) can be found both in the nucleus and in the cytoplasm. (b)
HeLa cells overexpressing GFP-tagged ParaT show distorted nuclear structure. Arrows
indicate nuclear envelope irregularities. Bars: 10 μm (courtesy of Goran Martic, University
of Ioannina).

almost simultaneously by a molecule. In this process, a molecule is excited to
an intermediate state by the first photon, and consecutively, within 10−15 s, the
second photon excites it to a state from which it can decay after fluorescence
emission. The same stepwise excitation can also be achieved with more than two
photons arriving within the same ultrafast time window. In this case, the com-
bined energy of the two or more photons needs to be equal to the energy of the
one-step excitation, as shown in Figure 8.5. Two- and multiphoton excitation is
feasible only when there is a high density of photons in the tissue, and this can be
achieved with the use of ultrafast light pulses (usually from a Ti:sapphire laser)
and high NA objective lenses. In this geometry, the photon density is high enough
to produce multiple excitations within the geometrical confinement of the focus of
the beam, while there is no excitation outside the focal area, resulting in reduced
photobleaching effects outside the laser beam focus. An additional advantage of
two- and multiphoton microscopy over confocal microscopy is that the use of
laser sources in the NIR (needed to excite FPs in the visible) allows penetration
deeper in tissues (∼500 μm) (Helmchen and Denk, 2005; Zipfel et al., 2003),
although in principle resolution is decreased because of the longer wavelength uti-
lized. Multiphoton laser scanning microscopy applications include visualization
of vascularization (Kleinfeld et al., 1998), angiogenesis (Bird et al., 2005; Brown
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Figure 8.5. One- and two-photon excitation and fluorescent emission (green, red, and
orange).

et al., 2001), metastasis (Voura et al., 2004; Wang et al., 2002), immunological
studies (Germain et al., 2005; Runnels et al., 2006), kidney physiology (Dunn
et al., 2002; Molitoris and Sandoval, 2005) and neurological research (Majewska
et al., 2006; Mansfield et al., 2005).

Postacquisition image processing techniques can be further employed to
enhance the contrast of the images or to reconstruct the three-dimensional
structure of the object. Each image produced is a convolution of the actual
image and the Point Spread Function (PSF) of the imaging system, that is,
the blurring that occurs when the system images an ideal point. If the PSF is
known, then it is possible to process the z-axis stack of images and produce
an aberration-free and defocus-free 3D image of the object. This technique is
called deconvolution microscopy (McNally et al., 1999), and the algorithms
used can be classified as deblurring, in which the images are processed in a 2D
basis and out-of-focus photons are just removed from a slice, and restoration,
in which the whole z-stack is processed simultaneously and these photons are
reassigned to their original position. These techniques can operate as a stand
alone in regular wide-field or fluorescence microscopy or can be implemented
as an add-on improvement on confocal techniques (Yaksi and Friedrich,
2006).

The microscopic methods described above operate with very thin specimens
or by rejecting scattered light, whereas Total Internal Reflection Fluorescence
Microscopy (TIRFM) is a method that achieves object illumination at very
shallow depths (∼100 nm) using evanescent fields. In this way, only very super-
ficial fluorochromes are excited, which can reduce blurring effects since no
fluorescence from deeper in the tissue is present on the resulting microscopic
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image. This technique is typically applied to imaging tagged cellular receptors or
single molecules (Funatsu et al., 1995; Mashanov et al., 2003) and appropriately
places the cell or medium of interest on a special glass plate in order to form a
flat surface area over the field of view. The illuminating light is incident on the
surface of the object at an angle larger than the internal reflection critical angle
so that the entire light is reflected, but a shallow evanescent field component is
established inside the object.

Currently there is significant progress with optical imaging beyond the diffrac-
tion limit. A recent development that achieves “nanoscopic” imaging is Stimu-
lated Emission Depletion (STED) fluorescence microscopy. As in confocal and
two-photon microscopy, a small area on the object is excited by a short pulse
and its lateral size cannot be smaller than the diffraction limit. In STED, how-
ever, the size of the volume excited is reduced by sending a second pulse at
the same wavelength as the fluorescent emission (Hell and Wichmann, 1994).
The second pulse is formed has a donut-shaped profile, that is, of high inten-
sity in the periphery and zero in the center; its wavelength is longer than the
excitation pulse and is delivered at times that are much shorter compared to
the fluorochrome’s life time. The energy of the photons of the second pulse is
tuned to stimulate the emission of the excited molecules but is not enough to
excite new molecules. As a result, the ring around the spot is depleted, and
only a fine spot of excited molecules remains in the center. The spontaneous
fluorescence from the nondepleted molecules is collected by the detector. The
resolution achieved combined with improved object illumination system can reach
50–100 nm, which is a threefold to fivefold improvement over conventional con-
focal microscopes (Hell, 2003). Early applications in biology include subdiffrac-
tion imaging of GFP-labeled retrovirus particles and epithelial cells (Willig et al.,
2006).

An alternative subdiffraction limit fluorescence imaging method developed
recently, reported as stochastic optical reconstruction microscopy (Rust et al.,
2006) or photoactivated localization microscopy (Betzig et al., 2006), enables
fluorescence imaging down to the molecular scale. An object tagged with a flu-
orescent molecule or protein is illuminated with a very low intensity using the
TIRFM technique. To compensate for the very low intensity, the image acquisi-
tion process has to be repeated over thousands of cycles. In each cycle, only a
few of the fluorescent single molecules are excited because of the low intensity,
and the image captured from the fluorescent emission of each single molecule is
blurred because of the diffraction limit. The advantage lies in the fact that the
density of the excited single molecule in each cycle is low because of the low
excitation intensity; thus, their blurred images are generally not overlapping. By
postprocessing each one of the acquired images, the center of the PSF of each
emitting source can be localized with an accuracy of 20 nm, and superimposing
the processed stack of images from all the cycles yields the ultrahigh resolution.
One of the disadvantages of the method is the very long acquisition time, about
2–12 h.
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8.6 MACROSCOPIC IMAGING/TOMOGRAPHY

Macroscopic biomedical imaging operates at depths beyond the ones achieved
by microscopic techniques. To achieve this, the technique utilizes photons that
have scattered multiple times and therefore exchanges resolution for penetration
depth. Macroscopic imaging is increasingly used for in vivo imaging of entire
tissues and animals and in select clinical applications. Macroscopic imaging can
be generally classified into planar qualitative techniques and quantitative tomo-
graphic methods. Analogous to microscopy, they can be further characterized in
relation to the contrast mechanism used.

8.7 PLANAR IMAGING

Planar imaging is technologically and methodologically a simple technique, in
which the photon field emerging from the object is recorded using a photo-
graphic system with high sensitivity (typically a Charge-Coupled Device (CCD)
camera with a lens and appropriate filters). There are many alternative configu-
rations depending on the geometry of illumination and the contrast mechanism
used. From the geometrical standpoint, a spatially expanded light wavefront can
either be incident from the same side of the camera detector (epi-illumination or
reflectance imaging) or from the opposite side of the camera detector (transillu-
mination), as shown in Figure 8.6.

When operating in the fluorescence mode, the excitation light field propagates
into the object, excites the fluorochromes (which serve as secondary sources),

Transmitted

Filter Camera

Fluorescence

Reflected

Excitation

Excitation

(a)

(b)
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Figure 8.6. The two alternative configurations for optical planar imaging. (a) Epi-
illumination (or reflectance configuration), where the illumination source and the camera
are on the same side of the object. (b) Transilluminescence, where the illumination source
and the camera are placed on opposite sides of the object.
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and the emitted field is acquired with the use of bandpass filters to isolate the
emission wavelength and reject the excitation. Fluorescence Reflectance Imag-
ing (FRI) (Fig. 8.6a) performs better when the fluorescent source is located near
surface areas, as, for example, when performing in vivo studies of fluorescent
probe uptake in superficial tumors (Bugaj et al., 2001; Ke et al., 2003; Mahmood
et al., 1999) or osteoblastic activity (Zaheer et al., 2001). Fluorescence Transil-
lumination Imaging (FTI) (Fig. 8.6b) is more suitable for deeply located sources,
because in FRI, signal from deep-seated activity is strongly attenuated compared
to the signal coming from superficial activity, and when both deep-seated and
superficial activities exist, contrast from deeper lesions is significantly reduced.
In FTI, there is more symmetric attenuation of superficial and deep-seated signals
since the combined path of propagation of excitation and emission light is the
same, independent of the depth of the fluorochrome. Planar fluorescence images
can be significantly improved by a simple normalization technique (Ntziachris-
tos et al., 2005; Zacharakis et al., 2006). Absorption inhomogeneities inside the
tissue result in unequal absorption of the fluorescent signal, which deteriorates
image quality and quantification and can lead to erroneous conclusions. Divid-
ing the fluorescent image with an image recorded at the excitation wavelength
compensates for the uneven illumination and improves image quality. Figure 8.7
shows transillumination images obtained in vivo from FP-expressing cells stereo-
tactically impanted in the brain of nu/nu mice and the superior imaging accuracy
imparted by normalized images. In vivo planar imaging of bioluminescence can
be similarly obtained; in this case, no illumination is required but only the use of
highly sensitive CCD cameras. However, the method is similarly prone to spa-
tial variation of the bioluminescence signal collected due to background optical
attenuation heterogeneity, which may result in inaccurate observations, especially
from deep-seated activity.

In many applications, multiple fluorescent probes or proteins can be used
simultaneously to tag different cell types or cellular structures. It is possible that
some spectral overlap may be present in the resulting images (e.g.,when one
excitation wavelength excites two or more fluorochromes or when their emis-
sion spectra have an overlap). In these cases, spectral unmixing techniques are
required to determine the contribution of each emitter, in analogy to methods used
in microscopy (Zimmermann et al., 2003). Another aspect that requires attention
in fluorescence imaging is the effects of autofluorescence or background fluo-
rescence on the resulting images. Tissue autofluorescence, that is, fluorescence
due to endogenous fluorochromes, is a broadband emission that is higher in the
blue-green visible part of the spectrum and that significantly reduces in the NIR
(Georgakoudi et al., 2002). Depending on the spectral region where imaging
is performed, autofluorescence may reduce the contrast from fluorochromes of
interest. Spectral unmixing techniques or careful filter selection can be used to
reject background fluorescence and improve contrast and detection sensitivity
(Mansfield et al., 2005; Troy et al., 2004).

Modern Liquid Crystal Tunable Filter (LCTF) devices provide new technology
and the means to differentiating signal content beyond simple physical resolution
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Figure 8.7. Transillumination imaging of brain tumor. One-half million glioma cells
expressing tdTomato FP were stereotactically injected into the brain in the right cra-
nial side and imaged 4 days later. The images are planar reflectance of the cranium, sum
of the intrinsic signals for all the sources, sum of the fluorescence, and the fluorescence
normalized with the intrinsic signal. The red crosses indicate the location of the laser
sources projected on the ventral side of the head, and the arrow indicates the location of
the implanted cells.

of optical information. Creating stacks of images at different frequencies allows
the generation of complex spectral information that can then be processed with
focus on background subtraction and multiple fluorescent probes separation with
significant spectral overlap (Mansfield et al., 2005).

One important aspect of current development in planar imaging is the design
of flexible, small, and versatile Handheld Devices (HHDs) (Fig. 8.8) (Kirsch
et al., 2007). The area of focus of such technology development is the creation
of new surgical tools, providing physicians with devices for direct tissue guid-
ance. Targeted optical fluorescent probes connected to tissues that are subject to
resection during procedures would fluoresce if illuminated and be made visible
through HHDs. In contrast to common practice, surgeons would be able to see
the tissue material that requires removal. Such devices are currently developed
through many different initiatives and tested in animal models.

8.8 TOMOGRAPHY

The quantification and penetration limitations of planar imaging have led to
the development of optical tomography. Optical tomography employs theoretical
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Figure 8.8. Handheld device prototype for interventional optical fluorescence imaging.
(a) Front view of the device showing the four-angled laser diode mounts, the center objec-
tive, the electronic case, front mounted distance sensor, and LED trigger. (b) Schematic
drawing of the handheld device. (c) Visible image of the dilution series of AngioSense
750 (VisEn Medical, MA, USA) for fluorescence response calibration of the handheld
device (left to right: 2000, 1000, 500, 250, 125, 62.5, 31.25, and 15.625 pM). (d) Simul-
taneously measured fluorescence image. (e) Visible image of excised tumor tissue. (f)
Simultaneously measured fluorescence image of the tumor tissue showing the heteroge-
neous distribution of tumor cells labeled with ProSense 750 (VisEn Medical). (g) Visible
image of a laboratory mouse with a growing tumor before surgical tumor resection. (h)
Simultaneously measured fluorescence image of the mouse showing the glowing tumor
tissue labeled with ProSense 750 (VisEn Medical) through the surrounding healthy tis-
sue of the mouse leg. (The handheld device developments are part of a strategic effort
in molecular imaging between Siemens Medical Solution and the Center for Molecular
Imaging Research).
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models of photon propagation, coupled to multi-illumination approaches to pro-
vide three-dimensional information of optical contrast. Fluorescence tomography
utilizes the general theoretical mainframe developed for Diffuse Optical Tomog-
raphy (DOT). The resolution achieved is of the order of 1 mm in small animals
and of the order of centimeters for large structures such as the human breast.
However, these methods can reveal cellular and subcellular information when
coupled to fluorochromes with specificity to certain tissue biomarkers. A par-
ticular tomographic approach developed, Fluorescence Molecular Tomography
(FMT), makes use of such fluorescent probes while utilizing a particular nor-
malization scheme that is appropriate for in vivo imaging, as it significantly
minimizes the dependence of spatially varying attenuation.

There are various geometrical implementations for DOT and FMT. A com-
mon approach utilizes a cylindrical chamber that is used to bring fibers in contact
with the tissue of investigation either by utilizing matching fluids or by mechan-
ically moving the fibers onto the tissue (Brooksby et al., 2004; Ntziachristos and
Weissleder, 2002b; Xu et al., 2001) (Fig. 8.9). Another common geometry is the
slab, where the object is placed inside a rectangular chamber. This implemen-
tation offers only limited angle illumination, analogous to X-ray tomosynthesis,
but allows for simpler hardware requirements. Similar to the cylindrical chamber
approach, fibers that are brought in contact with the tissue or matching fluids
have been utilized for optimal photon coupling between the optical system and
the tissue under interrogation (Choe et al., 2005; Graves et al., 2003; Patwardhan
et al., 2005; Turchin et al., 2006).

More recently, the appearance of noncontact systems has simplified experi-
mental procedures and the quality and size of the data set collected. Noncontact
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Figure 8.9. Schematic of the experimental setup for free-space full-projection FMT.
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systems do not generally utilize fibers to guide light, but employ direct imaging of
the free surface using a CCD camera or other detectors. Illumination is similarly
achieved by scanning a laser beam on the surface of an animal. When operating
in the free-space mode, these approaches also avoid the use of matching fluids,
that is, the object is suspended in free space (Chaudhari et al., 2005; Deliolanis
et al., 2007; Hielscher et al., 2002; Schulz et al., 2004; Schulz et al., 2006). In
these systems, the object is not compressed, but keeps its natural shape; thus,
for reconstruction it is necessary to capture the geometry of the surface of the
body as well. Finally, there are reflection tomographic geometries in which the
sources and detectors are on the same side of the object (Bluestone et al., 2001;
Meyer, 2007). These geometries are more suitable for reconstruction of volumes
located near the surface.

Regarding the illumination and detection technique used, optical tomographic
imaging systems can be divided into three categories: Continuous Wave (CW),
Time Domain (TD), and Frequency Domain (FD) systems systems. The CW
systems use constant intensity light sources and regular CCD cameras or light
detectors, combining simple low-cost implementation with high detection sen-
sitivity and signal to noise ratio. They are suitable for fluorescent tomography;
however, they cannot distinguish between absorption and scattering and therefore
do not offer optimal implementations for imaging endogenous nonfluorescence
contrast. In time domain systems, short-pulse lasers (typically <10 ps) are used
with detection techniques based on time-gated or time-resolved imaging, which
are able to record the intensity of light as a function of time, with resolutions
on the order of picoseconds to hundreds of picoseconds. TD systems have the
capability to disentangle scattering and absorption coefficients and to image flu-
orescence lifetime. The main disadvantage of TD systems compared to CW
systems is the lower signal to noise ratio achieved because of the low duty
cycles employed due to pulsing. In frequency domain systems, the intensity of
the illuminating light is modulated typically in the 100-1000-MHz range. The
recorded signal is demodulated, and the amplitude A and the phase retardation φ

are measured at a single or multiple modulation frequency. The main advantage
of the FD technique over TD methods is the high rejection ratio of the nonmodu-
lated noise components such as ambient light and potentially the improved signal
to noise ratio of operation.

Optical tomography is generally a computationally intensive method
(Chapter 2). Typically, implementations discretize the volume of interest in a 3D
mesh, and the problem can be solved in two steps: First, the light propagation
inside the object imaged is described with a mathematical model known as
the forward problem . Then, in the inverse problem, a solution of internal
distribution is reached when (considered in combination with the theoretically
calculated forward model) it yields a good prediction of the data collected
experimentally. Optical tomography problems are typically ill-posed because of
the high light diffusion present (Kak and Slaney, 1999). This implies that the
solutions are sensitive to noise and can be reached only after regularization.
Photon propagation is theoretically modeled utilizing an approximate solution
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to the radiation transport equation (Ishimaru, 1997). A common simplification,
however, is to utilize the diffusion approximation that models light propagation
as a diffusion process. Consequently, simple solutions that facilitate practical
inversion schemes can be reached.

8.8.1 Diffuse Optical Tomography

In DOT, the unknown distribution of the scattering and absorption coefficients
(μ′

s and μa, respectively) is reconstructed, assuming that the refractive index
η is known. As described earlier, the reconstructed optical properties μ′

s and
μa are associated with different physiological and disease states, in particular,
organelle density represented by μ′

s and oxy- and deoxyhemoglobin (and to a
certain extent water and lipids) represented byμa. By performing tomography in
multiple wavelengths, the concentrations of oxy- and deoxyhemoglobin can be
derived and spatially resolved. DOT has been used in various in vivo applications,
such as brain functional studies, stroke monitoring, joint imaging, and breast
cancer imaging (for a comprehensive description, see references Brooksby et al.,
2006; Choe et al., 2005; Hielscher et al., 2002 and references therein). Approaches
that improve image reconstruction consider the use of a priori information, as
derived from another high resolution modality (Brooksby et al., 2005) or using
multispectral information (Corlu et al., 2003, Corlu et al., 2005; Srinivasan et al.,
2006; Xu et al., 2004) to improve the ill-posed nature of the inverse problem.

8.8.2 Fluorescence Tomography

Forward problems utilized in fluorescence tomography typically need to solve
two separate problems, one that solves for the propagation of the excitation light
and one that solves for the propagation of the emitted light (Jiang, 1998; O’Leary
et al., 1996; Paithankar et al., 1997). A relatively more simple approach increas-
ingly used for in vivo imaging is the use of the normalized Born approximation
(Ntziachristos and Weissleder, 2001). In this case, similar to the normalization
methods developed for planar imaging, fluorescence measurements are divided
with corresponding measurements at the excitation wavelength. The ratio of the
fluorescent over the excitation photon field that reach the boundary of the object
is then given by

�fl(rd, rs, ω)

�exl(rd, rs, ω)
= �

�(rd, rs, ω)

∫
gem(rd, r, ω)Ofl(r, ω)�(r, rs, ω) dr, (8.2)

where rs, and rd are the position vectors of the source and detector, respectively;
�(r, rs, ω) is the field reaching a point inside the object; gem is the Green’s func-
tion solution of a delta function at the position r;Ofl(r, ω) is the emission yield,
which is proportional to the fluorophore concentration; and � is a factor account-
ing for various gain factors such as filter transmittance and camera sensitivity for
the different wavelengths. The advantages of the normalized Born approximation
are that the division performs corrections for spatially dependent gain factors
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between different sources and detectors and significantly reduces the sensitivity
to the background optical heterogeneity, thus offering a method appropriate for
in vivo imaging (Soubret et al., 2005).

FMT implemented in the noncontact slab geometry has been employed in
resolving protease and receptor upregulation, chemotherapeutic responses, or flu-
orochrome accumulation in vivo (Ntziachristos et al., 2002a; Ntziachristos et al.,
2004; Patwardhan et al., 2005) as well as in FP expression in small animals
(Zacharakis et al., 2005). Recently, the first demonstration of free space, non-
contact FMT, in the 360◦ implementation mode has been achieved using a CW
domain prototype. The system is shown in Figure 8.9.

Animals are scanned by a laser beam that is focused on their surface and
translated in the xy plane using two orthogonally placed galvanometer-actuated
mirrors. The transmitted and fluorescent emitted photon field is collected in
transillumination using a high sensitivity low noise CCD camera, through a pho-
tographic lens and appropriate bandpass filters tuned at the wavelengths of the
excitation and fluorescent emission of the fluorophore of interest. The animals
in this implementation are placed in a vertical rotation stage and imaged in free
space over multiple projections. In vivo imaging of a mouse model of lung can-
cer is shown in Figure 8.10. The mouse shown was implanted with 1 × 106

Lewis Lung Carcinoma (LLC) cells administered intercostally into the right
lung parenchyma. Twelve days after implantation, the mouse received 2 nmol
of Angioscence750 (Visen Medical) via the tail vein and was imaged 36 h later.
During the experiment, the mouse was anesthetized with ketamine and xylazine.
The images demonstrate protease imaging in 360◦ free-space FMT mode and
coregistered X-ray CT images acquired before FMT imaging, showing virtually
identical mouse placement. The FMT images highlight areas of increased fluo-
rescence concentration congruent with the location of tumor seen on the X-ray
CT images.

8.9 CONCLUSION

Optical and fluorescent imaging technology is an emerging field in biomedical
research. Chemically and genetically engineered optical reporter technologies that
enable visualization of a large number of tissue biomarkers have been introduced.
In parallel, significant developments in imaging technology now allow visualiza-
tion from the level of protein and DNA to entire animals and human organs.
The high implementation flexibility combined with relatively low cost makes
optical imaging a highly disseminated technology in the biomedical laboratory.
Various optical imaging systems, including advanced macroscopic methods and
optical tomographic imaging, are becoming increasingly available for biomedical
research and drug discovery. Overall, therefore, the use of optical contrast, and in
particular fluorescence, offers an increasingly useful readout for basic research,
preclinical imaging, and potential clinical translation as well.
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Figure 8.10. Free-space multiprojection FMT imaging lung tumor in a mouse in vivo.
(a) Planar reflectance image of the torso of the mouse. (b) FMT axial slices of the
reconstructed fluorescence concentration at different heights; the dotted line is the animal
surface. Experimental details: 36 different projections with 21 sources and 132 detectors
per projection arranged in a rectangular grid. Reconstructed fluorescence was calculated
in a rectangular mesh consisting of 7932 points 15 min on a Pentium 4 on 3.32 GHz and
3 Gb of RAM. (c) Corresponding X-ray CT images, showing the location of the heart,
liver, tumor (appearing gray), and lung (black).
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9.1 INTRODUCTION

Infrared and Raman spectroscopic imaging are relatively new techniques that
reveal the biochemical composition of cells, tissue, and even organs. Advances
in instrumentation have made these imaging modalities a tool of choice for an
increasing number of medical applications. The greatest benefit of these tech-
niques lies in their high molecular sensitivity combined with a spatial resolution
of less than 1 μm. Another advantage is their ability to probe samples under
in situ conditions, which allows new insights into living cells without the need
for fixation, stains, or markers.

Both infrared and Raman spectroscopy probe vibrations of the atoms within
a molecule; hence, infrared and Raman spectra are summarized as vibrational
spectra. The infrared spectral region is divided into three subregions, the sort-
wavelength Near-Infrared (NIR) region, the Mid-Infrared (MIR or simply IR)
region, and the Far-Infrared (FIR) region. The last region recently attracted some
interest under the new name terahertz (THz) region. By far, the most important
region is the IR region. NIR spectroscopy has also become an interesting tool
in clinical medicine. NIR spectra result from overtones and combinations of
fundamental vibrations occurring in the IR spectral range. Raman spectra of
biomolecules are usually excited in the visible or the NIR spectral regions. The
following chapter describes the new imaging techniques based on vibrational
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spectroscopy that have a clear potential in medical diagnostic when rapid and
objective detection of complex samples is required.

Vibrational spectroscopy is commonly used to obtain the molecular fingerprint
of the sample under investigation. IR and Raman spectroscopy are complemen-
tary, whereby IR spectroscopy is more sensitive to vibrations of polar species
and Raman spectroscopy is more sensitive to vibrations of nonpolar species.
Molecular details are obtained by monitoring spectral frequencies, intensities,
and bandwidth parameters of spectral bands. All three parameters together reflect
a sample’s molecular structure like a fingerprint. Raman spectroscopy has two
advantages over IR spectroscopy for the analysis of biological samples: it is less
sensitive to water that is present in tissue, and no sample preparation is necessary.
On the other hand, Raman spectroscopy needs a laser, which can destroy the tis-
sue. Moreover, the measurement time is often longer than in IR spectroscopy. In
addition, IR spectroscopy provides quantitative information from the application
of Beer’s law. Both IR and Raman spectroscopy exhibit very high sensitivity
toward molecular structure and permit the acquisition of spectra from samples as
small as 10 pg.

IR as well as Raman spectroscopy is used to investigate living systems since
the late 1980s. A milestone in the application to biological samples was the devel-
opment of high sensitive array detectors with a large number of small detector
elements. Each detector element is capable of simultaneously collecting data
and recording a two-dimensional spectroscopic image. The resulting image is
recorded at a spatial resolution that is diffraction limited. This allows the charac-
terization of objects as small as a fraction of single cells to monitor processes in
cells and to reveal information about distribution of cellular components. Thus,
spectroscopic images show a distribution of chemical information and give the
chances of identifying molecular indicators of pathological processes and dis-
eases. IR and Raman imaging are highly complementary. Both permit a more
complete examination of the tissue in question and contribute substantially to an
objective histopathological diagnosis of tissue sections. The high spatial resolu-
tion in combination with the high degree of biochemical information provides
an exceptional capability of performing in situ tissue diagnosis. One of the most
promising applications is the use for guidance during surgical intervention and
treatment.

Each molecule has its own characteristic IR and Raman spectrum. The IR spec-
trum, for example, from brain tissue, contains information from all molecules in
the investigated sample (Fig. 9.1). All observed absorption bands can be assigned
to groups of biochemical compounds. Some of the most prominent bands are
labeled in Figure 9.1. From the spectral position and intensity of the character-
istic absorption bands, it is possible to identify the class of biochemical species,
their abundance, and how they are related to other molecules. Because of dif-
ferent intensities, some vibrational bands are better seen in IR spectra, others
in Raman spectra. A short overview about the most important characteristic IR
absorption bands of biomolecules is given in Table 9.1. Important Raman bands
are summarized in Table 9.2.
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Figure 9.1. Typical IR transmission spectrum of a thin section prepared from extirpated
human brain tumor tissue. The most prominent absorption bands arise from proteins.
Other strong bands are related to carbohydrates and nuclei acids. Lipids appear relatively
weak in the IR spectrum.

TABLE 9.1. Characteristic IR Absorption Bands of Biomoleculesa

Spectral Range Vibrational Molecular
(cm−1) Mode Origin

1090–1080 ν(PO2), ν(C—O) RNA, DNA
1120–1160 ν(C—O) RNA, DNA, carbohydrates
1200–1245 ν(P—O) RNA, DNA
1235–1260 ν(P O) Lipids, phosphate esters
1330–1200 Amide III Proteins
1420–1440 δ(CH2) Lipids
1550–1530 δ(N—H) amide II Proteins
1610 ν(C C) DNA, RNA
1640 δ(OH) Water
1700–1620 ν(C O) amide I Proteins
1760–1720 ν(C O) Lipids, amino acids, carboxyl acids
3000–2800 ν(CH2, CH3) Lipids
3800–3200 ν(O—H) Water

aν indicates stretching vibrations, δ indicates deformation vibrations.

Two technical approaches are employed to obtain IR and Raman spectroscopic
images: mapping with a single detector and imaging with a multielement (so-
called Focal-Plane Array (FPA)) detector.

Mapping is a point-by-point rastering across a sample. This single-detector-
based technique uses an aperture window, which determines the spatial resolution.
It is an inherently slow method.
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TABLE 9.2. Characteristic Raman Bands of Biomoleculesa

Spectral Vibrational Molecular
Range (cm−1) Mode Origin

540 S—S Disulfide bridges
853–870 ν(C—C) ring breathing,

ν(O—P—O)
Proteins, tyrosine, DNA

935–975 ν(C—C), α-helix Proteins, glycogen
1080–1100 ν(C—C), ν(PO2), ν (C—O) Lipids, nucleic acids, proteins,

carbohydrates
1300–1310 δ(CH2), δ(CH3CH2) Adenine, cytosine, collagen, lipids
1445 δ(CH2) Lipids carbohydrates, proteins
1746 ν(C O) Lipids
1640–1660 ν(C O) of 0061

mide I, α-helix
Proteins

2020–2090 ν(C≡C) Lipids, fatty acids, hormones

aν indicates stretching vibrations, δ indicates deformation vibrations

Imaging is based on array detectors, which enable the simultaneous collection
of all spectra across the image. Imaging is faster than mapping.

The mapping technique is preferred in Raman spectroscopy. Imaging is more
frequently used in IR spectroscopy.

Different types of detectors are used in Raman mapping and IR spectroscopic
imaging. Raman spectroscopy and Raman mapping are often used in the visible
and NIR spectral range so that high sensitive Si charge-coupled-device (Si-CCD)
detectors are used. IR FPA detectors are fabricated from material that is sensitive
in the spectral range from approximately 1 to 10 μm (10.000–1.000 cm−1). These
IR FPAs, originally developed for military applications, have become available
for research and civic applications in the 1990s. Today, there are several types of
FPA detectors available. For spectroscopic measurement in the NIR range, indium
antimonite (InSb) FPA detectors with typically 128 × 128 up to 512 × 512
elements are available. Mercury Cadmium Telluride (MCT) FPA detectors are
used for IR imaging and range from 64 × 64 up to 512 × 512 elements. Other
types such as lead-salt-based array detectors and bolometers are used in spectro-
scopic imaging as well but are currently of less importance in medical imaging.
Table 9.3 summarizes array detectors that are used in IR spectroscopic imaging.

9.2 INSTRUMENTATION

9.2.1 Infrared Imaging

An infrared imaging instrument consists of an FPA detector coupled to
a common IR spectrometer. A microspectroscopic imaging instrument in
addition needs an IR microscope attached to the spectrometer. Most imaging
spectrometers use a Michelson-type interferometer. The FPA collects the data
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TABLE 9.3. Array Detectors Used In Ir Spectroscopic Imaging

Detector D* Typical Array Operating Wavelength
Material (cm Hz1/2 W−1)a Dimensions (pixels) Temperature Range (μm)

InSb 1 × 1011 128 × 128, 256 ×
256, 512 × 512

<80 K 0.4–5

HgCdTe (MCT) 1 × 1011 64 × 64, 128 ×
128, 256 × 256

<80 K 2–10

PbS, PbSe 8 × 109 − 6 × 1010 1 × 256, 1 × 512 Room
temperature

0.4–4

GaAlAs
(quantum
well)

2 × 109 640 × 512 <70 K 2–12

Microbolometer 109 320 × 240 Room
temperature

7–20

aThe symbol D* is a quality feature of the detector called detectivity , which is equal to the reciprocal
of the noise equivalent power, normalized to unit area and unit bandwidth.

once the moving mirror in the interferometers stops. After the data from all
FPA elements are read out, the mirror is advanced to the next position. Step by
step, the interferogram is built up for the detector array; hence, the method is
called step scan . In the case of the more recent continuous-scan interferometers,
the mirror movement does not stop. The FPA rate of data acquisition and
readout is now sufficiently high, and stops of the mirror movement are not
required.

The general configuration of an IR imaging instrument is shown in Figure 9.2.
Most IR imaging instruments today provide measurements both in the micro and
macro modes.

The beam path in the microscope for the often preferred transmission mode
is sketched in Figure 9.2a. The infrared light passes the interferometer, where it
is spectrally encoded. The infrared light is then guided through the microscope,
passes the sample on the xy stage, and is finally collected by the FPA detector.
Visible light can be coupled to the IR beam path in order to observe the sample
area visually. In modern instruments, the IR and visible lights are separated by
dichromatic mirrors, which ensure that exactly the same sample area is observed
by the visible light and by the FPA detector. Samples that are not transparent in
the IR spectral range have to be investigated in the reflection mode (Fig. 9.2b).
In this case, substrates with reflectivity have to be used in order to ensure a high
intensity of the reflected IR light. Using a typical Cassegrainian objective with
an aperture of 0.4, the image size captured by a single shot with a 64 × 64 FPA
is 270 × 270 μm, both in transmission and reflection modes. Larger sample areas
can be investigated in the so-called macrochamber (Fig. 9.2c). If the same FPA
array is used as before, the sample size captured in one shot is approximately
4 × 4 mm, and the spatial resolution is approximately 65 μm.
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Figure 9.2. Optical diagram of an IR imaging instrument showing the path from
the source via the interferometer to microscope. (a) Microscopic transmission mode,
(b) microscopic reflection mode, and (c) transmission macromode. The visible optical
light is used to control the sample position either by a CCD camera or by an ocular
camera.
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Figure 9.2. (Continued )

9.2.2 Near-Infrared Imaging

NIR spectroscopy is accomplished by measuring light between 700 and 2500 nm
wavelength of the electromagnetic spectrum. The interaction of NIR light with
cells and tissue is governed by both absorption and scattering processes. Absorp-
tion of light is similar to IR imaging, but in the NIR imaging, it is based on
overtone and combination of O—H, N—H, and C—H vibrations and to some
extent of C O vibrations. Scattering of light is dictated by the morphology of
the tissue such as size and shape of cells or particles as well as boundaries and
interfaces between several types of tissue. Compared to IR and Raman spectra,
NIR spectra have the highest signal to noise ratio for spectra recorded in equal
time.

Among the optical spectroscopic methods, NIR spectroscopy usually provides
the highest penetration depth into tissue. The penetration of NIR light is
mainly limited by scattering and by absorption of water. The presence of
some characteristic biomolecules may already be evident from the raw spectra.
Chemometric approaches allow a more detailed evaluation and/or quantitative
analysis. Technological developments in data communication in the early
1990s have driven NIR spectroscopic applications to noninvasive or minimally
invasive medical diagnosis. In recent years, NIR spectroscopy has become a
powerful tool in a number of different ways. NIR spectroscopy has been used
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in lipid analysis to determine saturation of unsaturated fatty acid esters, to
examine lipids in vitro and in vivo, and to analyze High Density Lipoprotein
(HDL), Low Density Lipoprotein (LDL), and cholesterol in blood vessels.
Analytes include glucose, lactate, proteins, hemoglobin, and deoxyhemoglobin
in blood. The large-format NIR FPA detectors (1024 × 1024 pixels) provide
high image fidelity for small and large samples. NIR spectroscopic imaging can
be performed in transmission and reflection modes. Most commercially available
NIR spectral imaging systems are spectrally extended IR imaging systems.

9.3 RAMAN IMAGING

Raman spectroscopic imaging is based on conventional Raman spectroscopy,
similar IR spectroscopic imaging. Raman scattering is excited by a laser. Some-
times the laser light is coupled into an optical fiber in order to illuminate the
sample conveniently. Raman scattering from the sample is collected by an objec-
tive. Figure 9.3 illustrates the so-called 180◦ geometry, as the angle at the sample
between the incoming and the excited light is 180◦. Alternative geometries are
90◦ and 0◦. Rayleigh scattering, excited together with Raman scattering, has a
much higher intensity than Raman scattering but contains no chemical infor-
mation; hence, it is blocked by a holographic filter. The radiation that passes
the holographic filter is spectrally analyzed either by a monochromator or by a
polychromator (Fig. 9.3a). Typical excitation wavelengths range from the green
(532 nm) to the NIR (830 nm) region, so that the Raman spectrum can finally be
measured by a Si detector (single detector or CCD array). Fluorescence, which
occurs in nearly all biological samples, can be a problem when green light is
used for illumination. For this reason, biological samples are often excited by
NIR radiation, where usually much less fluorescence is observed. Unfortunately,
detector sensitivities are mostly distinctly lower in the NIR region.
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Figure 9.3. Schematic diagram of (a) a Raman mapping instrument and (b) a Raman
imaging instrument.
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The common technique to measure Raman images is the mapping technique
(Section 9.1). Point mapping is the sequential registration of a series of single
Raman spectra at different positions of the sample, followed by the reconstruction
of the spectroscopic map (Fig. 9.3a). The achievable spatial resolution depends
on both the accuracy of the motorized xy stage and on the optical resolution of
the Raman microscope. The “true” Raman imaging technique is similar to the IR
spectroscopic imaging technique, where the spectroscopic image is captured with
an array detector. The optical layout of a Raman imaging device is depicted in
Figure 9.3b. The illuminated area on the surface determines the measured sample
size and the intensity of the Raman signals. The size of the illuminated area can
be adjusted by using a beam expander. The figure of merit of tunable filters
improved in recent years; hence, this technique gains in practical importance.

Raman microscope turrets incorporate 5×, 20×, and 50× objectives, which
can be employed to give sampled areas from 40 × 40 μm to 480 × 480 μm.
A spatial resolution below 1 μm can be achieved. Raman images are often mea-
sured with confocal optics so that a particular depth of the sample can be chosen,
from which the image is measured. Table 9.4 summarizes important parameters
of NIR and IR as well as of Raman imaging spectrometers.

9.4 SAMPLING TECHNIQUES

Appropriate sample preparation is essential and often has to be chosen as a
compromise between the different requirements of sample, the method, and the
aim of the investigation. Generally, each sample preparation technique is intended
for use with specific types of cells and tissue and has its own strengths and
weaknesses. The first step is to select the spectroscopic imaging method.

Several sampling techniques are available for NIR and IR spectroscopic imag-
ing. Water exhibits very intense, broad absorption bands in its NIR and IR
spectrum. These strong bands overlay the relatively weak absorption bands of
cells. Layers of single cells, thin films, and tissue sections up to a thickness of
50 μm on IR transparent substrates can be imaged. These samples can also be
investigated in the reflection mode when the sample is placed on a substrate
surface of high reflectivity (e.g., gold). In this case, the optical path through
the sample is twice as long as in the transmission technique (back and forth).
This leads to higher sensitivity for weak absorbing samples but to nonlinear-
ity in absorbance for strong absorbing samples. The reflection technique is used
for thicker samples (thickness over 50 μm). Attenuated Total Reflection (ATR)
imaging has a potential for thick samples without any sample preparation. ATR
imaging spectroscopy requires a special accessory that either mounts in the sam-
ple compartment of the spectrometer or equips with the microscope. The heart
of an ATR system is an IR transparent optical crystal. A schematic diagram of
an ATR accessory is shown in Figure 9.4.

A typical ATR crystal has the form of an inverted prism (Fig. 9.4). On reflec-
tion of the IR light at the prism surface an evanescent field is generated. A sample
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TABLE 9.4. Characteristics of NIR, IR, and Raman Spectroscopic Imaging
Instruments

NIR, IR Raman
Description Imaging Imaging

Detector FPA MCT 64 × 64; 128 × 128
pixel

Si-based CCD line, Si-based
CCD array,Ge, InGaAs

Detector
sensitivity

Excellent Si-CCD is detector of choice;
Ge, InGaAs are poor

Operating modes Transmission, reflection, total
reflection, optical fibers (NIR)

Reflection

Extended
experimental
conditions

Microscopes, transmission,
reflection and ATR accessory,
optical fibers (NIR)

Microscopes, optical fibers,
microprobes

Sample
preparation

Cells, not required or minimal;
tissue, thin tissue sections for
transmission, not required for
reflection and ATR modes

Tissue and cells, not required or
minimal

Effects on the
sample

Nondestructive harmless Usually nondestructive, laser
radiation can heat the sample

Sensitive against Polar groups Nonpolar groups
Sensitivity High (<0.01 wt%) for IR,

moderate (1 wt%) for NIR
Moderate (0.1–1 wt%) for cells

and tissue
Noise limitation Detector noise limited Signal shot noise limited
Biofluids In IR difficult, strong absorption

of water, NIR possible
No problem

Solid samples No problem No problem except dark samples
(intense thermal emission
possible)

Good for Tissue sections, single cells Thick native tissue samples,
tissue sections, single cells

Typical
applications

Ex vivo (IR), in vivo (NIR) In vivo

Spatial resolution 5–10 μm (IR), 2–5 μm (NIR) <1 μm
Spectral range 4 000–900 cm−1 (IR), 10,000–4

000 cm−1 (NIR)
4 000–100 cm−1

Spectral
resolution

Typically 4–8 cm−1, up to 2 cm−1

Fluorescence No problem Fluorescence may occur upon
excitation by visible radiation,
good suppression for NIR
excitation wavelengths

Illumination,
excitation

IR source (globar, halogen lamp) Diode lasers, Nd-YAG laser, gas
lasers

Costs for instru-
mentation

>$200,000 >$150,000
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Figure 9.4. Illustration of the IR ATR technique.

brought in contact with the crystal can interact with the evanescent field. The
penetration depth of the evanescent wave is dependent on the refractive indexes
of the prism and the sample, the wavelength of the IR light, and the angle of
incidence. IR ATR spectroscopic imaging has two important advantages: the sam-
ple can be kept under native conditions, and the lateral resolution is improved,
because of the high refractive index of the prism. Even hard samples such as
bone can be investigated when the sample is pressed onto the crystal. With the
improved lateral resolution, individual cells can be imaged by ATR. Although
the ATR technique is versatile in the types of samples that can be characterized,
a large problem is the contact between the sample and the prism. Often it is diffi-
cult to achieve good optical contact. Another problem in terms of native tissue is
a liquid film that develops between the tissue and the prism. The thickness of this
aqueous film may be minimized by applying a tolerable force while maintaining
the native condition of the tissue.

Raman spectroscopy usually does not require sample preparation. It might
be preferred when a thick or very wet sample is to be imaged. IR spectroscopy
usually requires sample preparation. Solid samples—for example, tissue and thin
sections—are usually investigated by the 180◦ collection geometry, whereas the
90◦ collection geometry is often used for liquid samples. Raman imaging with
a confocal microscope allows deep-resolved spectroscopic information of solid
samples with a depth resolution of 2 μm and a lateral resolution of less than
1 μm. Table 9.5 summarizes different sampling techniques.

9.5 DATA ANALYSIS AND IMAGE EVALUATION

A common feature of most biological samples is the small spectral variance
between the objects. In order to display such small variances in a spectral image
and to render the underlying molecular information, techniques for data and
image evaluation have to be used (Chapter 1, (1)). Chemometric imaging is the
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TABLE 9.5. Sample Preparation for Different Spectroscopic Imaging Techniques

Spectroscopic Imaging Technique

Sample NIR IR Raman

Native tissue,
in vivo

Possible with no
restrictions,
sensitivity lower than
in IR and Raman

Less suitable, strong
absorption bands of
water overlap many
bands of biomolecules

Suitable with
restrictions, laser
can heat or burn
the tissue, precise
focusing required

Native tissue,
ex vivo

See native tissue
in vivo

See native tissue
in vivo, ATR imaging
also possible

See native tissue
in vivo

Single living cells,
in vivo

NIR not suitable IR not suitable Raman suitable,
laser can heat or
burn cells

Single living cells,
ex vivo

NIR not recommended,
low sensitivity

ATR possible when
cells are adherent on
optical crystal surface

Raman well suitable

Single cells (dried),
ex vivo

NIR not recommended,
low sensitivity

IR well suitable Raman suitable,
precise focusing
required

Thin tissue section NIR not recommended,
low sensitivity

IR well suitable Raman suitable,
precise focusing
required

Soft tissue blocks NIR suitable,
transmission or
reflection mode

ATR or external
reflection suitable

Raman well suitable

Hard tissue blocks Reflection mode
suitable

ATR or external
reflection mode
suitable

Raman well
suitable, when
focus adjusted to
the surface

Hemodynamic and
other dynamic
processes, in vivo

NIR suitable IR not suitable Raman not suitable

term that encompasses a wide range of mathematical techniques for classifying
data, pattern recognition, and generating false color images. In general, data and
image evaluation is a multistage process. A long list of different methods or of
combinations of different methods can be compiled. The best strategy for data and
image evaluation is dependent on a variety of different factors, for example, on
the sample, the experimental and environmental conditions, and the information
required. Four main steps can be discerned between raw spectra and medical
diagnosis.

1. Data preprocessing
2. Feature selection
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3. Spectral classification
4. Image processing including pattern recognition

9.5.1 Data Preprocessing

Raw spectra obtained from a spectroscopic imaging system are subject to varia-
tions in sensitivity and linearity between detectors or between individual elements
of array detectors. In addition, various physical properties of the sample, exper-
imental conditions, and the environment itself may have an impact on the raw
data. Data preprocessing aims at the removal such influences, which may even
obscure the desirable information from the sample. Data preprocessing is there-
fore crucial for obtaining “correct” spectra. Moreover, data preprocessing can
also help to reduce the large number of less important spectral features. This
should make the covered information more accessible, but information from the
sample may easily be removed together with the unwanted variations.

There is a long list of mathematical correction methods that can be applied to
spectroscopic data. The strategy for preprocessing is strongly dependent on the
quality of the data set. Few general points should be highlighted:

(i) Offset correction is generally recommended since physical properties of the
sample and influences from the experimental conditions will be removed.

(ii) Smoothing, often used in conventional (nonimaging) spectroscopy to reduce
the noise level, is not recommended in imaging spectroscopy. The noise
signal has statistical character. Owing to a larger number of spectra in
imaging data sets, the noise can be isolated from the chemical information
by using statistical methods.

(iii) Changes in sample thickness lead to different intensities of absorption bands
in IR spectroscopy, which should be compensated by normalization. In
Raman spectroscopy, normalization eliminates variances in physical prop-
erties (e.g., different density of cells) within the sample or in experimental
conditions (e.g., laser power) that are often much higher than different
spectral features of complex biological samples.

Whenever preprocessing is performed, it is absolutely important to understand
the features appearing in the spectra and to know how the mathematical methods
affect spectroscopic data. Steady evaluation of the results of the preprocessing
steps is strongly recommended.

9.5.2 Feature Selection

Detailed information about different methods for classification and pattern recog-
nition are given in Chapter 1. This section summarizes important techniques of
chemometric imaging, which are often used in IR and Raman biospectroscopy.

The fundamental function of feature selection is to find a set of features that
will represent the wanted molecular information in a most optimal way at high
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specificity. Information that is either redundant or irrelevant to the following
classification task is removed from the data set. When performing analysis of
complex data, one of the major problems is based on the number of variables
involved. The dimension of the selected spectral feature is usually much smaller
than the dimension of the origin data set so that the computation time and the
memory requirements are greatly reduced. Feature selection can also be used
as a tool to test the discriminatory potential of the chosen features. Finally,
feature selection can also be used to reduce the noise level. Common approaches
for feature selection involve Principal Components Analysis (PCA) (2), Partial
Least Squares (PLS) analysis (3), and wavelets (4, 5).

PCA is a mathematical transformation, which transforms spectral data to a new
coordinate system such that the greatest variance by any projection of the data
comes to lie on the first coordinate, which is called the first principal component ,
the second greatest variance on the second coordinate, and so on. Retaining those
characteristics of the spectra that contribute most to its variance by keeping
the corresponding principal components reduces the dimension of the data set.
Usually, lower order principal components contain the most important aspects,
whereas higher order ones represent the basic characteristics.

PLS calculates a linear model describing some predicted variables in terms of
other observable variables. It is often used to find the fundamental relationships
between two matrices (e.g., spectral regions X and Y ). A PLS model will try
to find the multidimensional direction in one spectral region that explains the
maximum multidimensional variance direction in the Y direction, which leads to
a reduction of the data set

Wavelets and wavelet transformation represent a set of spectra in terms of
a fast decaying oscillating waveform. This waveform is scaled and translated
to match the original spectrum. Wavelet transformation is related to the subject
of harmonic analysis. The projection of a spectrum on a single wavelet or of a
series of wavelets reduces the dimension of the data set. Wavelet transforms are
broadly divided into three classes, the continuous wavelet transform, the discrete
wavelet transform, and multiresolution-based wavelet transforms. In the contin-
uous wavelet transform, every frequency band is considered. By integration over
all obtained frequency components one can reconstruct the original spectrum.
In the discredited wavelet transform, a discrete subset of wavelets is used to
reconstruct a signal from the corresponding wavelet coefficients. The advantage
is reduced computing time. The multiresolution-based wavelet considers only
a finite number of wavelet coefficients. This avoids numerical complexity and
further speeds up the computation.

9.5.3 Spectral Classification

Spectral classification is a procedure in which individual spectra are placed into
groups based on quantitative spectral information. The algorithms can be subdi-
vided into supervised and unsupervised classification. Supervised classification
is based on a training set of spectra of known assignment, for example, tumor or
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normal tissue. In unsupervised classification, there is no prior information about
the origin of the spectra required. Examples of classification algorithms often
used in spectroscopic image analysis are Linear Discriminant Analysis (LDA),
Cluster Analysis (CA), Artificial Neural Network (ANN), and Factor Analysis
(FA) (6).

LDA is used to find the linear combination of spectral features that optimally
separate two or more classes. LDA is closely related to the analysis of variance
and regression analysis, which also attempt to express one dependent variable as
a linear combination of other features or measurements and PCA. An example of
LDA is illustrated in Figure 9.5. Two different types of samples, normal tissue of a
maxilla and epithelial odontogenic tumor tissue of the maxilla, were characterized
by IR spectroscopic imaging. Inputs to the LDA are sets of spectra from normal
tissue and from tumor tissue together with the histological assignment. The red
dots in Figure 9.5 indicate tumor tissue, and blue dots belong to normal tissue. The
calculated linear function discriminates the two types of tissue so that subsequent
unknown samples will be assigned either to the red field (tumor tissue) or to the
blue field (normal tissue).

(a)

(b)

(c)

Detection boundary

Figure 9.5. Linear discriminant analysis of IR spectra obtained from epithelial odonto-
genic tumor tissue of the maxilla (red dots) and from normal tissue of the same maxilla
(blue dots). The figures on the right side show the Fourier Transform Infrared (FTIR)
spectroscopic images of (b) expected normal tissue and (c) tumor tissue. Bright blue and
orange pixels indicate spectra that are closer to the other group (located close to the
dashed line in (a). Image (b) reveals that tumor cells have already infiltrated the expected
normal tissue.
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CA classifies spectra into different groups, or more precisely, partitions a data
set into subsets (clusters), so that the spectra in each subset ideally share some
common trait—often proximity according to some defined distance measure.
There are several methods for CA:

Hierarchical clustering builds a hierarchy of clusters. The traditional represen-
tation of this hierarchy is a tree, called dendrogram , with individual elements at
one end and a single cluster containing its elements at the other. Cutting the tree
at a given height will result in a clustering at a selected precision. The k-means
CA assigns each spectrum to the cluster whose center, also called centroid , is
nearest. The centroid spectrum is the average of all the spectra in the cluster. The
goal of the k-means CA is a large distance between neighboring centroid spec-
tra and at the same time a small spread of the clusters. The number of clusters
has to be estimated a priori. Each spectrum belongs to just one cluster, whereas
in fuzzy c-means CA, each spectrum has a degree of belonging to clusters, as
in fuzzy logic. Spectra on the edge of a cluster may have a smaller member-
ship value than spectra in the center of the cluster. With fuzzy c-means CA,
the centroid spectrum of a cluster is the mean of all spectra, weighted by their
membership value. Figure 9.6 shows the results of the fuzzy c-means CA for
spectra from normal tissue of a maxilla and epithelial odontogenic tumor tissue
of the same maxilla. Both types of tissue are now more clearly separated into two
clusters.

CA algorithms maximize the distance between the centroid spectra and min-
imize intracluster variances. This minimum is a local minimum, and the results
depend on the initial choice of the number of clusters. The “elbow criterion”
is a common rule of thumb to determine the number of clusters to be chosen.
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Figure 9.6. Illustration of k-means cluster analysis. Spectra of the data set shown in
Figure 9.5 were separated into two clusters. Each spectrum is assigned to exactly one
cluster representing normal or tumor tissue.
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Figure 9.7. Elbow criterion to determine the optimal number of clusters for image seg-
mentation.

Figure 9.7 shows the variance against the number of clusters. The elbow is indi-
cated by an arrow. In this example, the number of clusters chosen should be five.
In summary, CA is recommended when similarities of spectra should be high-
lighted. One advantage of CA is its relatively good robustness against artifacts
and noise. CA is also recommended as the initial step when spectra exhibit a
poor signal to noise ratio.

An ANN is an interconnected group of artificial neurons that uses a math-
ematical model or computational model for information processing based on a
connectionist approach to computation. In most cases, an ANN is an adaptive sys-
tem that changes its structure based on external or internal information that flows
through the network. ANN is a very sophisticated method and should be used
for a well-characterized training set. ANN can be very sensitive to slight spectral
variations and to artifacts and distortions. Therefore, ANN is recommended for
very good spectra without artifacts and with a high signal to noise ratio.

FA is a technique used to explain variability within a number of spectra in
terms of fewer unobserved variables called factors . The spectra are modeled as
linear combinations of the factors and an error term. FA is often used in combi-
nation with PCA, since the abstract principal components are transformed into an
initial set of factors, which describe either species or certain biochemical char-
acteristics. FA has several advantages, such as (i) the reduction in the number
of absorbance values by combining them into a single factor and (ii) the iden-
tification of relevant spectral regions and the definition of relationships between
variables (spectral regions). The interpretation of FA is almost based on heuristic
approaches. Thus, more than one interpretation can be obtained from the same
data factored the same way, and FA cannot be used to identify causalities.
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Although multivariate methods are more commonly used in spectroscopic
imaging analysis, univariate techniques are also used, in particular, when the
statistical relationship of one variable to another is concerned.

9.5.4 Image Processing Including Pattern Recognition

Image processing aims at visualizing the classified spectra based on either a
priori knowledge or on information extracted from the pattern. The simplest way
of image processing is to assign different colors to the classified spectra and to
create a false color image. In many cases, it is necessary and helpful to consider
the distribution of the classified spectra and to highlight areas either with similar
or different features. Rendering is used to eliminate the “noise” in the distribution.
Pattern recognition techniques are also used to visualize the extracted features.
Finally, the combination of spectroscopic images with other imaging systems can
help to increase the specificity of the extracted features.

9.6 APPLICATIONS

9.6.1 Single Cells

Single Cells were characterized by IR and Raman spectroscopic imaging (7–9).
The high spatial resolution of Raman imaging of less than 1 μm allows the
examination of cell compartments, for example, the cell core or mitochondria.
A Raman image also shows the distribution of lipids, nucleic acids, and protein
in an individual cell (10). Images of cancer cells before, during, and after drug
treatment provide keys to the drug mechanism and cell apoptosis. Cell stress and
different stages of cell development can be imaged as well. Another example of
Raman imaging is the characterization of drug distribution and other biochemical
complexes in living cells (11–14). IR spectroscopic images reveal the biochem-
ical characteristic of complete individual cells. Figure 9.8 shows the results of
spectral classification of cells of the human glioma cell lines U343, T1115, and
T508. The first row shows the microscopic image of the cell culture in the visible
range. The rectangle indicates the sample area chosen for the IR spectroscopic
investigation. Images in the lower panel summarize the results of the classifi-
cation. Blue pixels indicate cells of the U343 cell line; yellow pixels, cells of
T1115; and red pixels, cells of T508. The results demonstrate the potential of IR
spectroscopic imaging to identify cells with only a few misclassifications.

9.6.2 Tissue Sections

Identification of tumor tissue was among the first biomedical applications of
IR spectroscopic imaging (16–19). The approach provides within few seconds
a classification of the tissue without staining or biochemical labeling. Strik-
ing chemical differences are observed between tumor and nontumor tissue. The
photograph of a Hematoxylin–Eosin (HE)-stained tissue section of tumor in a
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(a)

(b)
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Figure 9.8. IR spectroscopic classification of human glioma cells of the cell lines U343,
T1115, and T508. (a) Microscopic images in the visible range of the unstained cell
populations. Differentiation between the cell lines is not possible. (b) IR spectroscopic
images of the investigated sample. The images show total IR absorption by the cell
samples (color coded according to the bar at right). Differentiation between the cell lines
is not possible. (c) Cell classification of the spectral data of (b) by LDA. The assignment
of the individual cells to corresponding cell lines is given by the color bar below. Source:
Reproduced with permission from Reference 15.

mouse model for different types of tissue is shown in Figure 9.9a. The IR spec-
troscopic image in Figure 9.9b, evaluated by fuzzy k-means CA, reveals the
same structure as the parallel HE-stained thin section. The tumor tissue (red,
orange, and yellow clusters) is clearly discriminated. The segmentation in the
spectroscopic image is based on several spectral features (Fig. 9.9c). Tumor tis-
sue has a slightly lower absorbance in the spectral range between 1000 and
1100 cm−1, indicating lower concentrations of gangliosides. Moreover, changes
in amide I region (around 1640 cm−1) indicate changes in the composition of
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Figure 9.9. IR spectroscopic imaging of thin tissue sections. The 20-μm thick sample
was obtained from a Fadu tumor grown in a mouse model. (a) The tissue section after
hematoxylin–eosin staining. (b) The IR spectroscopic image of the adjacent thin section
after segmentation by k-means cluster analysis. (c) The centroid spectra of the cluster
shown in (b). The colors of the spectra traces are identical to the clusters in (b).

proteins. In contrast to that of the tumor and connective tissue, spectra of adnex
organs exhibit elevated absorbance at 1740 cm−1, 1460 cm−1 and between 1100
and 1200 cm−1. The higher concentration of fatty acids is responsible for this
elevated absorbance, whereas the absorption bands for proteins (amid I and
amid II between 1480 and 1720 cm−1) are reduced here. The following sections
give a short overview of spectroscopic imaging analysis of different types of
tissue.

9.6.2.1 Brain Tissue. Cancerous brain tissue can be well distinguished from
normal brain tissue by their IR and Raman spectra (20, 21). The degree of
malignancy can even be discriminated from one another when grades form a his-
tological continuum and the histological assignment is known to be difficult. An
example is the four tumor grades of increasing malignancy: pilocytic astrocytoma,
low grade astrocytoma, anaplastic astrocytoma, and glioblastoma. Figure 9.10
shows IR images of normal tissue, astrocytoma degree 2, astrocytoma degree 3,
and the most aggressive type glioblastoma. Grading the tumors based on IR spec-
troscopic classification is practically consistent with conventional histopathology;
the IR spectroscopic classifications generally show no confusion between tumor
and normal tissues.

Another example concerns the identification of brain metastases with unknown
primary tumor. The management of metastases involves a combination of neu-
rosurgery and therapies by radiation treatment and chemotherapy. The effective



APPLICATIONS 295

(a)
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(d)

Figure 9.10. IR spectroscopic imaging of tissue section of various brain tumors: multi-
focal glioblastoma (a,b) and astrocytoma degree 3 (c,d). The spectral classification was
obtained by LDA. Color codes: green, normal brain tissue; blue, astrocytoma degree
2; orange, astrocytoma degree 3; red, glioblastoma; brown, hemorrhage; and gray, lep-
tomeninges.

(a) (1) Unstained cryosection, (2) IR spectroscopic image indicating glioblastoma, and
(3) HE-stained parallel tissue section diagnosed as glioblastoma.

(b) (1) Unstained cryosection, (2) IR spectroscopic image indicating astrocytoma degree
3, and (3) HE-stained parallel tissue section diagnosed as astrocytoma degree 3.

(c) Unstained cryosection and (2) IR spectroscopic image indicating transition from nor-
mal tissue to astrocytoma degree 2 and a low fraction of astrocytoma◦◦3.

(d) (1) Unstained cryosection and (2) IR spectroscopic image indicating a high fraction
of astrocytoma degree 3. Source: Reproduced with permission from Reference 22.

management is related to the origin of the metastasis. Thus, localization of the
primary tumor is in the forefront for the management of metastases. Metastases
exhibit a molecular fingerprint from the primary tumor. IR and Raman spec-
troscopy permit the rapid determination of spatial extension of metastases and of
the type of the primary tumor.

9.6.2.2 Skin Tissue. Human skin consists of different layers of various func-
tional structures. This structural organization can be characterized by spectro-
scopic methods, in particular, with deep-resolved Raman imaging (23). The
stratum corneum, epidermis, and dermis are clearly visible in the images because
of their content of lipids and specific proteins. For example, the upper stra-
tum corneum exhibits larger areas with a high content of lipids and aggregated
corneocytes.

Identification and more important demarcation of tumor from surrounding
normal tissue as well as diagnosis of the growing state can be determined by
spectroscopic imaging methods. Several studies have demonstrated the potential
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of IR spectroscopic imaging to identify benign skin lesions and to distinguish
benign tumors associated with thyroid gland carcinoma (24). The distribution of
exogene molecules, components of sun creams, and triglycerides in the different
skin layers has also been measured with spectroscopic imaging. Figure 9.11
shows the IR spectroscopic determination of the permeation of Dimethylsulfoxide
(DMSO) through skin. A series of visible and IR images was recorded from a
section of porcine skin cut perpendicular to the surface. The visible micrograph of
each section is shown in the right-hand panel. The spatial distribution of amino
acids, protein, lipids constituents, and DMSO were derived from the intensity
of the representative bands. The penetration enhancer DMSO is used in several
treatment plans for skin diseases. Knowledge of permeation pathways provides
a basis for a better understanding of the situation and processes in the skin.

Stitching of individual maps provides a cross section of skin. Figure 9.12
demonstrates the ability of Raman microimaging to reveal different layers of
skin. The importance of these investigations lies in the fact that protein structures
may be changed irreversibly because of outer influences or as a consequence of
certain diseases of the organism.

Figure 9.11. Permeation of the penetration enhancer DMSO-d6 through the skin. The
last column on the right shows the micrographs. The color-coded IR images represent
various components. In the first column, DMSO-d6 is determined by the evaluation of
CD3 vibrations. Source: Reproduced with permission from Reference 25.
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Figure 9.12. Confocal Raman spectroscopic images of pigskin. (a) Optical micrograph of
a 5-μm thick section. (b) Five distinct factor loadings generated by a special segregation
algorithm. (c) Spatial distribution of factor scores for each loading. Factor 1 represents the
stratum corneum, factor 4 corresponds to the viable epidermis, and factor 5 corresponds
to the dermis. The two remaining factors, 2 and 3, represent particular features of the
skin. Source: Reproduced with permission from Reference 26.
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NIR imaging for measuring skin hydration has been applied in a clinical
study for estimating skin hydration effects of skin moisturizers and cleansers
(27, 28). Hydration changes on treatment with a moisturizing cream could
be detected. It has also been shown that NIR imaging is more sensitive for
discriminating between treatments and control. Moreover, it is rapid, noncontact,
and noninvasive, and has the additional important advantage of showing the
degree of hydration as a function of location, for rapid assessment of change in
hydration.

9.6.2.3 Breast Tissue. One of first applications of IR spectroscopic imaging
of tissue was the characterization of breast implants consisting of silicone elas-
tomers, filled with saline or silicone gel (29). The silicone gel may leak, leading
to complications such as calcification, connective tissue disorders, and capsular
contracture. For an optimized therapy, it is necessary to confirm the presence
of silicone gel within the breast tissue. In spectroscopic images, silicone elas-
tomers can be clearly found by the Si—CH3 vibrations. Small silicone gel
inclusions could also be found in samples in which microscopic contrast was
poor. Figure 9.13 shows an NIR spectroscopic image of silicone gel inclusion
in tissue. In order to visualize the spatial distribution of the silicone gel together
with major chemical components of the tissue, it is helpful to create an RGB
image. In this image, silicone gel is assigned to the red channel, tissue which
consists mainly of type III collagen is in blue, and green shows tissue with a
high correlation with type I collagen.

Figure 9.13. NIR spectroscopic image of silicone gel inclusion within tissue. The spec-
tral information of silicone gel is transferred to an RGB image. Red indicates silicon,
blue shows mainly type III collagen, and green is assigned to type I collagen. Source:
Reproduced with permission from Reference 30.
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Breast tumor tissue could be identified by evaluation of intensities at
1084 cm−1, which is ascribed to RNA and DNA. The study also reported a
detection of micro areas of breast tumors, which could not be found by common
microscopy. Although several studies demonstrated recognition of capabilities
of IR spectroscopic imaging in the management of breast tumors, there are no
reports on extensive clinical spectroscopic measurements.

9.6.2.4 Bone Tissue. IR and Raman spectroscopic imaging has been used to
characterize mineralized structures in bone tissue. The images exhibit spatial vari-
ances of hydroxylapatite and other minerals, lipids, and proteins. For example,
human iliac crest biopsies were monitored to correlate biochemical data with
morphologic structures. The results show that a mineralization process increased
from the middle of the osteon toward the outside. In addition, the distribution of
proteins, by evaluation of the amide I band, showed a corresponding gradient.
Several studies have demonstrated that IR and Raman spectroscopic imaging are
very good methods to highlight the mineralization of bones (31, 32) or micro-
damages in bone tissue (33). The distribution of phosphates, carbonates, proteins,
and lipids of bone tissue is shown in Figure 9.14. The ratio of phosphate bands
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Figure 9.14. IR spectroscopic images of bone mineral properties. Plot (a) shows a typ-
ical IR spectrum of bone tissue. Evaluated spectral images reveal the distribution of (b)
mineral, (c) matrix, (d) carbonate, (e) mineral to matrix and (f) crystallinity. Source:
Reproduced with permission from Reference 31.
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(900–1200 cm−1) to amide I vibration (1580–1720 cm−1) of proteins is directly
related to mineral content. Spectroscopic investigations allow the characteriza-
tion of the development of physiologically mineralized tissue and of the mineral
content in cells.

IR spectroscopic imaging becomes useful for the diagnosis of bones. Changes
in the chemical composition of bones are often a significant indicator for diseases
such as osteogenesis imperfecta or osteoporosis.

Interaction between bone tissue and Poly(Methylmethacrylate) (PMMA), used
as compartment in bone cements, could be monitored. Osteon centers were found
to contain fewer minerals than peripheral areas. The investigation of osteoporotic
ilica crest biopsies and normal tissue sections shows that the averaged min-
eral content in the osteoporotic samples were considerably reduced. The spectra
revealed that, in the diseased state, the crystal size was substantially enhanced.
Similar studies were performed to characterize the effects of estrogen therapy on
fracture healing in rat femurs.

9.6.3 Diagnosis of Hemodynamics

NIR spectroscopic imaging is being increasingly applied in hemodynamic diag-
nostics (34–37). The ability of NIR spectroscopy to characterize oxyhemoglobin
and deoxyhemoglobin under in situ conditions makes it extremely useful for
monitoring blood perfusion and dysfunction of perfusion. For example, abso-
lute measurements of Hb, Mb, HbO2, and MbO2 are possible, and NIR imaging
can be also used to monitor cerebral oxygenation. More recently, NIR imaging
has moved to the events preceding ischemic injury. Another large field is the
nondestructive localization and quantitative determination of cholesterol, which
may serve as an in vivo marker for atherosclerotic plaques. Several studies have
demonstrated that IR and Raman imaging appear to be ideally suited for mea-
suring the size, distribution, and chemical composition of lipid inclusions or
particles. Accurate measurement of lipoprotein cholesterol in all its forms is a
critical first step in intervention in the diseases of atherosclerosis. For example,
NIR imaging of lipid and protein in primate brain tissue and noninvasive deter-
mination in the human body have been described. NIR imaging has also been
used in human stroke patients to locate atherosclerotic plaques by identifying
and locating cholesterol plaques. As demonstrated, quantification of proteins in
plaques by NIR spectroscopy compared favorably to values obtained by ultra-
centrifugation and gel electrophoresis when these separation methods were used
for calibration and validation.

In many cases, such as in neurosurgery ongoing in the brain, intraoperative
monitoring and imaging of blood flow of the vessel is required. The concentra-
tions of deoxyhemoglobin, oxhemoglobin, and water, which are the major NIR
absorbers in tissues, can be imaged by NIR spectroscopy. Such an imaging sys-
tem measures the regional blood volume and oxygen saturation and can assist
surgeons.
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Another application based on the measurement of blood is the treatment of
burns. An important question is whether the tissue is viable or damaged. This is,
in particular, of interest in the case of second-degree, or partial-thickness, burns.
Whether second-degree burns heal on their own depends on the damage done to
blood vessels in the skin’s dermal layer. If blood is not oxygenated in the burned
skin, it is not going to start the healing process at the burn site.
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10.1 BASICS

10.1.1 Introduction

Generations of bioscientists have obtained microscopic images based on the light
absorption, scattering, polarization, and fluorescence properties of their samples,
providing information on different aspects of the fascinating world of the cell.
In our quest to understand normal as well as disease conditions for the benefit
of human health, the requirements of resolution and contrast have changed radi-
cally during the last decade. We want more than the morphological information
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typically provided; we now wish to follow changes in structural and physiological
molecular properties as well as dynamic biochemical processes at the molecular
level in living cells and in real time. This stimulates the development of a series
of sophisticated microscopic methods based on multiphoton (nonlinear) interac-
tion processes. Here, conventional light sources are replaced by short-pulsed laser
systems generating the high peak intensities required. In the interaction process
with the sample, the generated light signal is frequency shifted relative to the
excitation light and can selectively be detected by means of filters or dispersive
elements in front of a sensitive detector.

Molecular vibrations . . .

• are Raman active if the polarizability varies with the vibration
• are usually given in the unit of wavenumbers (cm−1), a reciprocal wave-

length defined as 10,000/λ(λ in μm)
• of low weight atoms occur at higher frequencies: for example, carbon–

hydrogen bonds (C—H) vibrate in the frequency range 2845–2950 cm−1,
while their corresponding deuterated forms (C—D bonds) vibrate at a
lower frequency ∼2100 cm−1

• of stronger bonds occur at higher frequencies: for example the double
bond C C has a resonance at ∼1650 cm−1 while that of the single bond
C—C can be found at 1000–1100 cm−1

One of these novel microscopic techniques is Coherent Anti-Stokes Raman
Scattering (CARS) microscopy. Here, image contrast is given by the vibrational
properties of molecules, highly dependent on the participating atoms, the char-
acter of the bond, the physical state of the molecule, and its environment. (see
Factbox and Chapter 9). This allows for true chemical imaging. Although the
first published experiments involving this particular third-order nonlinear effect
were carried out at a company selling cars, the Ford Motor Company (Maker and
Terhune, 1965), then studying imaging on a macroscopic scale in benzene deriva-
tives, the acronym CARS was not coined only 9 years later (Begley et al., 1974).
In the past 40 years, it has found numerous applications for qualitative and quan-
titative analysis of gas-phase and plasma systems, particularly within combustion
diagnostics (for reviews see Druet and Taran, 1981; Zheltikov, 2000).

The exploration of the CARS process for microscopic imaging was, however,
fairly recently initiated. In 1982, CARS was for the first time introduced in a
microscope and employed for the visualization of deuterated water in onion skin
cells, although with an image quality severely limited by available technology
and strong background generation (Duncan et al., 1982). It required almost two
decades of further laser system development, until CARS microscopy was taken
up again for three-dimensional visualization of biological molecules in living cells
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(Zumbusch et al., 1999). Today, it is on the verge of becoming a widespread and
easy-to-use tool complementing other microscopic methods.

10.2 THEORY

In CARS microscopy, the characteristic vibrational properties of molecules in
the sample are mapped to an image. This is achieved by tuning the frequency
difference of two excitation laser beams, the pump (frequency ωp) and Stokes
(frequency ωS) beams, to form a beating field with a frequency that matches
the resonance frequency � of the target molecule, as illustrated in Figure 10.1.
Ensembles of molecules in the high intensity region of the focal volume are set
into a coherent vibration by the beating excitation field (Fig. 10.1a). They are
then probed by another beam, a so-called probe beam (Fig. 10.1b), which is
inelastically scattered with a positive frequency shift (anti-Stokes) correspond-
ing to the molecular vibration (Fig. 10.1c). These coherently anti-Stokes Raman
scattered (CARS) photons oscillate in phase and are all emitted in a specific
direction set by the wave-matching (or phase-matching) condition, as explained
below. The resulting CARS signal, ICARS, is emitted as a laserlike beam at a
wavelength (higher frequency ωaS) shorter than the excitation beams IP (used as
both pump and probe beam) and IS (Stokes beam), and can be clearly separated
from the redshifted fluorescence background of the sample (Fig. 10.2).

This phenomenon is theoretically described in the literature of nonlinear
optics and spectroscopy (Eesley, 1981; Shen, 1984). An analytical expression
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(b) (c)
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Figure 10.1. The classic picture of the CARS process: The pump and the Stokes beams
form a beating field (a), which sets the target molecular groups in vibration when the beat
frequency matches the resonance frequency �. The probe beam is inelastically scattered
by the coherently vibrating cluster of molecules (b), resulting in a positive frequency shift.
This coherent anti-Stokes Raman scattered light can then be separated from the excitation
light by efficient optical filters before detection (c).
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Figure 10.2. A schematic diagram illustrating the spectral separation of the CARS signal
from the excitation beams and the resulting intrinsic fluorescence background.

for the emitted intensity at the resonance frequency ωaS can be formulated for
a nonabsorbing medium under the assumption of interaction between plane
electromagnetic waves:
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where Nm is the number of molecules of type m in the probe volume and χ
(3)
m

is the corresponding third-order susceptibility. ��k = �kaS − 2�kP + �kS is the wave-
vector mismatch between the interacting electromagnetic fields, and L denotes
the interaction length. The fundamental properties of the CARS process can be
seen in Eq. (10.1), for example, the emitted intensity increases quadratically with
the intensity Ip of the degenerate pump/probe beam and linearly with the intensity
IS of the Stokes beam. For quantitative microscopy, it is important to note the
quadratic relationship between the output intensity and the number of molecules
probed. Finally, the last factor, the sinc function, indicates the importance of the
phase-matching condition |��k| ≈ 0 of the interacting fields.

However, in the tight focus formed by an objective used for scanning CARS
microscopy, a large spread in momentum is achieved, offering many possibilities
for the photons to satisfy the wave-matching condition, |��k| ≈ 0. In addition,
phase matching becomes less critical within a small interaction length such as
the size of the focal volume, which is on the order of the excitation wavelengths.
For a more profound characterization of the CARS signal in CARS microscopy,
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the special case of tightly focused excitation fields is of particular importance
(Cheng et al., 2002a; Potma et al., 2000).

The susceptibility χ
(3)
m quantifies the efficiency of the nonlinear four-wave

mixing processes. It includes the efficiencies of all possible third-order resonant
processes, vibrational and electronic, as illustrated by the energy level diagrams
in Figure 10.3a and b. In addition, there is a contribution from nonresonant
interaction processes,χ(3)

nr , not involving any real electronic or vibrational levels
apart from the ground state, as exemplified in Figure 10.3c. This results in the
following expression for the third-order susceptibility when probing a single
vibration (Lotem et al., 1976):

χ(3)
m (ωaS) = AR

� − (ωp − ωs) − i�R
+ Ae

ωe
− 2ωp − i�e + χ(3)

nr . (10.2)

This expression contains contributions from resonant vibrational and electronic
excitations (first two terms), as well as a nonresonant background (last term).
� and ωe are the resonant vibrational and electronic frequencies, respectively.
�R and �e are the corresponding half width at half maximum linewidths. The
constants AR and Ae are related to the cross sections for Raman scattering and
two-photon excitation, respectively. For biological molecules and Infrared (IR)
excitation, the second term involving two-photon excitation to an electronic level
can typically be neglected, because this level is too far detuned for the low energy
Near-Infrared (NIR) or IR photons. The expression for the susceptibility then
reduces to

χ(3)
m (ωaS) = χ(3)

r (ωaS) + χ(3)
nr . (10.3)

The first term of Eq. (10.3) is responsible for the desired chemically selective
image contrast in CARS microscopy, whereas the last term is essentially a real,

(a) (b) (c)

Figure 10.3. Energy level diagrams of all resonant third-order processes that are possible:
(a) CARS process involving a vibrational energy level and (b) resonant electronic process
involving an excited electronic state. (c) In condensed matter, such as biological samples,
the nonresonant process is of particular importance.
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(a) 2804 cm–1 (b) 2845 cm–1 (c) 2882 cm–1 (d) 2935 cm–1

Figure 10.4. A series of CARS microscopic images of the lipid stores in a living
Caenorhabditis elegans nematode collected at different vibrations in the region of C—H
resonance, illustrating the chemical selectivity of CARS microscopy.

frequency-independent constant, not carrying any information on the molecular
composition of the sample. Considering the wealth of different molecular species
in the probe volume generating only nonresonant background, this part may
contribute significantly to the CARS signal. Thus, experimental strategies are
being developed in order to reduce and even remove the nonresonant background,
resulting in improved sensitivity (Burkacky et al., 2006; Cheng et al., 2001a;
Ganikhanov et al., 2006a; Potma et al., 2006; Volkmer et al., 2002; von Vacano
et al., 2006). This is further elucidated in the Section “Measurement Techniques.”

The primary feature of CARS microscopy is the ability to image with chemical
specificity by tuning the frequency difference of the excitation fields to match the
resonant vibration of the target molecule. This is illustrated by the series of CARS
microscopic images shown in Figure 10.4, obtained by probing different fre-
quencies in the range of the resonance of the C—H bond 2830–2930 cm−1. The
CARS images are collected (30 s integration time, 14 + 24 mW excitation power,
52.8 × 82.1 μm2) on the posterior end (tail) of a living nematode C. elegans .
Four representative images are shown: (a) the nonresonant signal at 2804 cm−1,
(b) the symmetric CH2-stretch vibration at 2845 cm−1, (c) the antisymmetric CH2

vibration at 2882 cm−1, and (d) the symmetric CH3 vibration at 2935 cm−1. No
lipid stores can be observed in the nonresonant images, whereas they can clearly
be distinguished as bright spots in the C—H resonant images (b) and (c).

10.3 CARS MICROSCOPY IN PRACTICE

With present technology, CARS microscopic images are typically collected at
average excitation powers in the order of 10 mW during tens of seconds up to
1 min. For NIR excitation light this is far from energy doses causing photodamage
in biological materials (Chapter 9), and it is quite tolerable for living cells
(Rajadhyaksha et al., 1999).



310 COHERENT ANTI-STOKES RAMAN SCATTERING MICROSCOPY

The sensitivity limit of conventional CARS microscopy is presently in the
order of 106 vibrating modes per focal volume (Potma et al., 2006), which allows
the imaging of single lipid bilayers and single cellular membranes by probing the
symmetric CH2 stretching mode (Potma and Xie, 2003). Bilayers separated by
a distance smaller than the diffraction limit can clearly be distinguished, which
indicates that ultrahigh resolution is possible in CARS microscopy. Polystyrene
beads with a diameter of 0.2 μm have been visualized with a lateral resolution
of 0.28 μm (Full Width at Half Maximum (FWHM)) and an axial resolution of
0.78 μm (Cheng and Xie, 2004). Images can be recorded at depths of 100 μm in
living tissue, exemplified by the visualization of adipocytes in the subcutaneous
layer of a mouse ear (Evans et al., 2005).

These data demonstrate that CARS microscopy has several unique and impor-
tant virtues as follows:

1. No need for exogenous labeling molecules as the intrinsic vibrational prop-
erties are probed

2. Imaging with high three-dimensional resolution
3. Low average excitation powers
4. Efficient fluorescence background discrimination
5. Deep penetration into thick samples with NIR excitation

Thus, CARS microscopy takes molecular imaging beyond the limitations
associated with fluorescence (perturbations to the function of the target molecule
induced by labeling; Chapter 8), Raman scattering (long integration times and an
overwhelming fluorescence background; Chapter 9), and FTIR (limited spatial
resolution and absorption of the IR probe light by water; Chapter 9) microscopy.
It allows functional imaging of micrometer-sized structures containing only
picograms of the targeted substance at high three-dimensional resolution without
labeling, which gives CARS microscopy a strong potential to become an
important tool within the biosciences.

10.4 INSTRUMENTATION

To date, nearly all CARS microscopy setups utilize the frequency-degenerate
excitation scheme, where two of the three incident photons originate from
the same laser source, which makes the experimental setup less complicated.
Figure 10.5 gives a schematic outline of the essential components of a CARS
microscope: the laser system, the detection arrangement, and the actual
microscope. The latter can fairly easily be adapted to CARS microscopy by the
use of high Numerical Aperture (NA), large back aperture objectives, and NIR-
transmitting optics in general. In addition, the optical paths must be optimized
for efficient in-coupling of excitation light and detection. The microscope has
a history of several hundred years of development to become such a flexible
and almost perfect optical instrument enabling CARS microscopy, whereas the
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(a)

(b)

Figure 10.5. Schematic outline of the two principal categories of experimental setups for
CARS microscopy: (a) scanning CARS microscope with forward and epidetection and
(b) nonscanning wide-field CARS microscope.

development of the laser (Maiman, 1960) and highly sensitive detectors is far
more recent and, consequently, in a more expansive phase.

Thus, the advancement of CARS microscopy is highly dependent on the con-
tinuing progress of laser and detector technology. An illustrative example of this
is the revival of CARS microscopy in 1999 (Zumbusch et al., 1999), made possi-
ble by the development in high power short-pulsed lasers during the 1990s. The
central role of laser and detector systems for CARS microscopy has been further
exemplified.

10.5 LASER SOURCES

Three of the most central characteristics of the laser source for CARS microscopy
are its spectral and temporal properties, as well as the peak power generated. The
importance of the output power for the generation of the CARS process can be
understood from Eq. 10.1, which indicates that the nonlinear response of the
medium to the excitation beams is quantified by the third-order susceptibility
tensor (χ(3)

m ). Owing to weak susceptibilities one can only induce a sufficiently
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strong signal by maximizing the input intensities Ip and IS, however, without
causing photodamage to the sample. On the other hand, the nonlinear impact of
the input intensities on the output (Eq. 10.1) signifies that at high enough inten-
sities only a minor increase is needed to significantly “boost” the CARS signal.
This intensity regime is successfully attained by short-pulsed excitation beams.
Depending on the approach, nanosecond (ns), picosecond (ps), and femtosecond
(fs) laser sources are being employed. After the first attempt at CARS microscopy
with picosecond pulses (Duncan et al., 1982), there was hope that excitation by
two transform-limited femtosecond pulse trains, allowing highest possible peak
powers, would improve the signal generation and thereby enhance the image
quality (Zumbusch et al., 1999). However, by taking the accompanying genera-
tion of nonresonant background also into account, it was soon realized that the
best signal to background ratio is achieved for picosecond rather than femtosec-
ond pulses despite the higher peak powers of the latter (Cheng et al., 2001b).
The underlying explanation is that the spectral width of picosecond pulses better
matches that of the vibrational resonances in biological matter (10–30 cm−1).
Thus the excitation power of picosecond pulses is efficiently used to induce the
resonance, whereas the power of the spectrally broader femtosecond pulses is
to a large extent wasted on nonresonant background generation. With a peak
power of ∼3750 W incident on the sample, the nonresonant contribution is in
the order of 5% of the resonant signal in the C—H stretch vibrational region
for femtosecond pulses (Zumbusch et al., 1999). For picosecond pulses a similar
signal to background ratio is obtained, only requiring a peak power of 75 W
(Enejder et al., unpublished data). To date, picosecond-pulsed laser sources are
therefore primarily utilized for CARS microscopy. The exception is wide-field
CARS microscopy, requiring larger energy densities to be distributed over the
entire sample area, as offered by nanosecond lasers (Heinrich et al., 2004, 2006).

With the use of short-pulsed laser sources, it is crucial that the intensities
of the pump/probe and Stokes beams are delivered simultaneously for efficient
CARS generation. Thus the pulses must overlap not only in space in the probe
volume but also in time. Time jittering between pulses causes variations in the
CARS signal, deteriorating the true image contrast given by the spatial variations
in vibrational properties. In the pioneering work of Duncan et al. (1982), two
dye lasers were pumped by a single mode-locked argon ion laser in order to
synchronize the picosecond excitation pulses. Xie and coworkers (Zumbusch
et al., 1999) employed an Optical Parametric Amplifier (OPA) system, pumped
by a femtosecond Ti:sapphire regenerative amplifier, also offering inherent pulse
synchronization. Various synchronization schemes have been implemented for
the use of two different picosecond Ti:sapphire lasers as pump/probe and Stokes
sources (Cheng et al., 2001b; Jones et al., 2002; Potma et al., 2002). More
recently, a passively mode-locked picosecond Nd:YVO4 laser has been used
with great success to pump one (Evans et al., 2005) and even two intracavity-
doubled Optical Parametric Oscillators (OPOs) (Burkacky et al., 2006). A portion
of the output from the pump laser serves as the Stokes beam, while the OPO
output is used as the pump/probe beam. A new version of the OPO, pumped by
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a frequency-doubled Nd:YVO4 laser, has been developed, where the signal and
idler are used as pump/probe and Stokes beams (Ganikhanov et al., 2006b).

The evolution of laser systems for CARS microscopy has to a large extent
also been driven by the desire for highly tunable laser sources, in order to probe
molecular vibrations at free choice or at least over a wide frequency range. In
addition, the operation in the NIR range has been shown to be advantageous as it
reduces one- and two-photon electronic interactions, resulting in a lower nonreso-
nant contribution, minimal risk of photodamage, and an improved probe depth for
tissue imaging. The restricted tuneability of the dye lasers used in first attempts
(Duncan et al., 1982) merely allowed imaging in a limited frequency range, not
including any vibrations of natural biological molecules. In addition, excitation in
the visible wavelength region resulted in a significant nonresonant background.
The availability of femtosecond Ti:sapphire lasers (center wavelength at 855 nm)
in the 1990s in combination with a widely tunable OPA (1.1–1.2 μm) resulted
in improved image quality due to reduced generation of background originating
from electronic transitions.

In addition, it gave access to molecular vibrations, for organic molecules,
in the interesting region 2600–3300 cm−1 (Zumbusch et al., 1999). However,
excitation in the wavelength region of 1.1–1.2 μm was found to be less suitable
for CARS microscopy of biological cells, as the light absorption of water starts
to become significant at approximately 1.15 μm. In addition, the broad spectral
bandwidth of the transform-limited femtosecond laser pulses limited the spectral
selectivity of the CARS signal. Numerous efforts have been made to overcome
this problem by coherent control techniques (Oron et al., 2002, 2003) and spectral
focusing (Hellerer et al., 2004), and today, a spectral resolution on the order of
∼5 cm−1 can be achieved with femtosecond laser systems.

The development of a picosecond dual-Ti:sapphire laser system with the afore-
mentioned synchronization unit has also positively contributed to the spectral
resolution of CARS microscopy (Cheng et al., 2001b; Jones et al., 2002; Potma
et al., 2002). The lasers deliver pulses with a typical duration of 5 ps, corre-
sponding to a spectral width of 3.6 cm−1. Furthermore, they can be individually
tuned in the optical window of biological matter, 700–1000 nm, giving access
to most molecular vibrations of interest (100–3400 cm−1) at favorable signal to
background ratio levels due to the picosecond pulses. Unfortunately, the time
jittering between the pulses was found to degrade the image quality significantly,
despite the synchronization systems. The wish for a widely tunable picosecond
laser system in the NIR range with inherent pulse synchronization prompted the
development of the Nd:YVO4 laser/OPO system (HighQ Laser Production GmbH
6830 Rankweil, Austria) emitting a highly stable 7-ps pulse train (spectral width:
3.5 cm−1) through mode-locking using a semiconductor saturable absorber mir-
ror in the pump laser. The combination of a Stokes beam fixed at 1064 nm and
a tunable pump/probe beam in the range 780–930 nm gives access to a wide
range of molecular vibrations (1350–3400 cm−1) (Evans et al., 2005). With the
use of two OPOs simultaneously pumped by a single Nd:YVO4 laser, an even
broader range of vibrations (0–3400 cm−1) can be targeted (Burkacky et al.,
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2006). A broad range (100–3700 cm−1) is also accessible by the use of both
signal and idler of a single OPO (Ganikhanov et al., 2006b).

Excellent spectral resolution of the CARS signal can be achieved in non-
scanning CARS microscopy (Heinrich et al., 2004, 2006), further explained in
“Measurement Techniques,” which uses a nanosecond laser system. A Nd:YAG
laser simultaneously emits three different beams at 1064 nm, 532 nm, and 355 nm,
with a pulse duration of 3 ns. The 355-nm beam pumps an OPO, the output of
which is continuously tunable between 410 and 2600 nm and serves as the Stokes
beam in the CARS process. The second harmonic of the pump laser is used as
the pump/probe beam. In contrast to other CARS microscope setups, the range
of molecular vibrations accessible is not limited by the tuning range of the OPO
but by the fulfillment of the wave-matching condition. This is a result of the
excitation geometry employed (see later). The nanosecond-pulsed CARS micro-
scopic system offers the widest spectral range to be probed (0–8000 cm−1), with
the disadvantage of a relatively low repetition rate (10 Hz) with the present laser
system.

More laser lines are necessary if one wishes to probe not only one molecu-
lar vibration but two vibrations simultaneously, as, for instance, in dual-CARS
microscopy (Burkacky et al., 2006). With broadband laser sources, even mul-
tiplex CARS microscopy (Cheng et al., 2002c; Müller et al., 2002) is possible
within a limited vibrational region. This is done by synchronizing two tunable
mode-locked Ti:Sapphire lasers: one narrow bandwidth laser (10 ps, bandwidth
∼1.5 cm−1) acting as a pump/probe beam at a fixed wavelength and one broad
bandwidth laser (80 fs, bandwidth ∼184 cm−1), the Stokes beam, tunable from
700 to 1000 nm. This tunability allows access to a vibrational frequency range
of 0–4000 cm−1. The narrow-band laser sets the spectral resolution, while the
broadband laser determines the spectral width of the generated CARS spectrum.
Multiplex CARS microscopy is also possible by the use of a nonlinear fiber
instead of a broadband laser system. Cicerone and coworkers (Kee and Cicerone,
2004) have realized a cost-efficient laser source on the basis of a single mode-
locked femtosecond Ti:sapphire laser system combined with a nonlinear fiber. In
short, a femtosecond pulse train is spectrally dispersed and split into two beams,
one narrow bandwidth pulse train (∼13 cm−1) acting as the pump beam and one
generating a broadband continuum inside a tapered nonlinear fiber. The long-
wavelength part of the continuum forms the Stokes beam. With this approach,
broadband multiplex CARS microscopy is possible over a vibrational range cov-
ering 2500 cm−1, with a spectral resolution of 13 cm−1.

10.6 DATA ACQUISITION

The generated CARS signal is typically detected by means of a Photomultiplier
Tube (PMT) (Cheng et al., 2002b) or an avalanche photodiode (Duncan et al.,
1982), depending on whether speed or sensitivity is an issue. Spectral mea-
surements, as in multiplex CARS microscopy, require a Charge-Coupled Device
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(CCD) camera attached to a spectrometer (Cheng et al., 2002c; Müller et al.,
2002). The detector is mounted on the microscope such that either the transmitted
(forward detection) or the back-scattered CARS light (epidetection) is collected,
as outlined in Figure 10.5a. In order to prevent the excitation light, background
light, and possible sum and mixing terms from being recorded, several optical
filters are placed in front of the detector. For the generation of two-dimensional
images, the sample is usually scanned by the excitation beams, which can be
done in two ways; either the sample is physically translated with a piezo-driven
stage (Duncan et al., 1982) or the position of the laser beam is scanned over
the sample fixed on the microscope table with a pair of galvanometric mirrors
(Cheng et al., 2002b). Mirror scanning in combination with a PMT detection sys-
tem represents the fastest possibility for obtaining a CARS image with a confocal
setup, enabling video-rate CARS microscopy with an acquisition of 20 frames per
second (0.16 μs per pixel) (Evans et al., 2005). In addition, by either moving the
sample or the microscope objective in the axial direction (z-direction), a series
of two-dimensional CARS images can be collected, forming a three-dimensional
image of the object.

Scanning can, however, be avoided by means of wide-field CARS microscopy
(Heinrich et al., 2004, 2006) This nonscanning technique allows excellent time
resolution, down to nanoseconds. Full-frame images can be collected instanta-
neously by means of an intensified, gated CCD imaging system mounted on one
of the detection ports of the microscope, as illustrated in Figure 10.5b. Such
wide-field, “snap-shot” CARS microscopic images, obtained by a single set of
excitation pulses (pump/probe + Stokes), are shown in Figure 10.6. The upper
row presents images of a test sample consisting of a 7-μm polystyrene bead at
resonance (middle) and off-resonance (right). Detuning the pump frequency by
20 cm−1 results in a complete loss of the CARS signal, an indication of high
spectral resolution and weak background signal from water. The left image shows
the sample imaged with dark-field illumination. In the lower row of Figure 10.6,
corresponding single-pulse pictures are shown for a biological sample, a water–
olive oil emulsion. A strong resonant CARS signal is visible when tuning to the
symmetric C—H2 stretching vibration at 2850 cm−1 (middle). By detuning to
3100 cm−1, the CARS signal again vanishes completely.

The CARS signal can also be collected by scanning an optical fiber probe
(Schaller et al., 2002) or a silver coated silicon cantilever tip (Ichimura et al.,
2004) over the sample. This near-field scanning approach allows spatial resolution
far beyond the diffraction limit of light. For the subwavelength (50 nm) aperture
fiber probe, only the locally emitted CARS photons have a chance to transmit
into and tunnel through the fiber. This results in a spatial resolution of ∼128
nm at the cost of the optical signal. For the metallic probe, an enhancement of
the CARS polarization is achieved at the proximity of the tip and the signal is
collected in the epi-mode by a high NA objective. The resolution is estimated to
a few tens of nanometers.
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Figure 10.6. Snap-shot images of a polystyrene bead and an oil droplet recorded with
single nanosecond pulses in nonscanning CARS microscopy. Left, dark-field images;
middle, resonant CARS images by exciting the antisymmetric C—H stretching vibration
at 3050 cm−1 or symmetric C—H2 stretching vibration at 2850 cm−1; right, nonresonant
background by detuning the Stokes beam by 20 cm−1 or 200 cm−1 from the CARS
resonance.

10.7 MEASUREMENT TECHNIQUES

Despite the short history of CARS microscopy, several different experimen-
tal protocols have been investigated in order to improve the resolution and
sensitivity, many of which are inspired by macroscopic CARS spectroscopy
(Eesley, 1981). There are numerous experimental parameters to vary, the most
common of which are covered here: the excitation geometry, detection geome-
try, time-resolved detection, phase-sensitive detection, and amplitude-modulated
detection.

10.7.1 Excitation Geometry

The formation of a beating excitation field in the probe volume at the vibrational
resonance requires not only that the frequency is matched (ωaS = 2ωp-ωS) but
also that the excitation beam geometry is such that their wavevectors fulfill the
phase-matching condition (�k = kaS − 2kP + kS = 0. The importance of this can
be noted in Eq. 10.1, which tells us that the argument of the sinc function, �kL,
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must be minimized in order to boost the CARS signal. The most straightforward
excitation geometry that satisfies the wave-matching condition for a nondisper-
sive sample is the collinear beam geometry. Thus, it is not so surprising that this
was the excitation geometry used in the very first CARS microscope (Duncan
et al., 1982). A strong CARS signal was obtained; however, the long interaction
length in the axial direction led to poor axial resolution and an overwhelming
nonresonant background. In 1999, Zumbusch et al. circumvented this problem by
means of a confocal CARS setup, similar to that shown in Figure 10.5a, employ-
ing tightly focussed beams of NIR laser pulses and oil-immersion objectives of
high NA (NA = 1.4) (Zumbusch et al., 1999). Tight focusing in space leads
to a narrow interaction length L and consequently “relaxes” the phase-matching
condition, as it ascertains that the argument of the sinc function is small. Further-
more, the tight focussing assures a distribution of wavevectors, resulting in many
combinations that fulfill the wave-matching condition. The confocal setup addi-
tionally enhances the axial resolution. In addition, as the generation of the CARS
signal is limited to the high intensity, central part of the focal volume because of
the nonlinear dependence on the excitation intensities, it offers three-dimensional
sectioning. Owing to the many advantages, this confocal excitation geometry is
most frequently used, although the so-called folded BOXCARS geometry has
also been explored (Müller et al., 2000).

Wide-field CARS microscopy, a nonscanning variant of CARS microscopy
as illustrated in Figure 10.5b, requires the use of a noncollinear beam geometry
(Heinrich et al., 2004, 2006). The intensities of nanosecond excitation beams are
distributed homogeneously over the whole sample region of interest. A complete
CARS image from the entire region of interest can thus be obtained using a set of
single laser pulses. Special noncollinear beam geometry (extremely folded BOX-
CARS) is implemented, which utilizes an ultradark-field condenser to deliver a
cone of light at the frequency ωp from earlier, while the Stokes beam is coupled
through the objective of the inverted microscope from below. This gives rise
to an anti-Stokes beam that counterpropagates relative to the Stokes beam and
can conveniently be collected by the microscope objective. This kind of beam
arrangement gives rise to a narrow interaction zone where all beams overlap, thus
improving the axial resolution compared to collinear beam geometry. Extremely
folded BOXCARS excitation also allows for optical sectioning, as demonstrated
in Figure 10.7. The sample depicted contains 2-and 5-μm polystyrene beads.
They were imaged by means of a Stokes beam at 1064 nm and pump/probe
beam at 803.2 nm, exciting the vibrational resonance at 3052 cm−1 correspond-
ing to the antisymmetric C—H stretching vibration. The axial resolution can be
estimated from the fact that the two smaller beads in the center of the image can
be axially resolved and illuminated separately by displacing the objective lens
by 2 μm. Note that the axial resolution also strongly depends on the position
of the dark-field condenser (NA = 1.3), which confines the generation of the
CARS signal in the axial direction to a region only a few micrometers wide.
The lateral resolution is determined to correspond to the diffraction limit, as in
a conventional light microscope.
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Figure 10.7. Experimental demonstration of optical sectioning in wide-field CARS
microscopy for 2- and 5-μm polystyrene beads.

10.7.2 Detection Geometry

The major difficulty in CARS microscopy of condensed samples is that the res-
onant signal is accompanied by a significant inherent, nonresonant background,
which negatively influences the signal to noise ratio and consequently the sensitiv-
ity. Thus, it is crucial to optimize the detection geometry of the CARS microscope
such that the contribution from the nonresonant background is suppressed. This
can be accomplished by detecting the CARS signal in the backward direction
relative to the excitation beams, so-called epidetection. It delivers high contrast,
particularly for scatterers smaller than the excitation wavelengths (Cheng et al.,
2001b; Volkmer et al., 2001). For a monolayer of dipoles in a plane orthogonal
to the propagation of the excitation fields, the emitted radiation shows a sym-
metrical pattern in the axial direction. Coherent addition of the radiation fields
from a multilayer of dipoles lined up in axial direction, however, results in the
generation of a large signal in the forward direction and a weak signal in the
backward direction because of constructive and destructive interference. Thus,
small objects emit as much CARS signal (both resonant and nonresonant) in the
backward as in the forward direction, whereas the signal from larger objects is
primarily forward directed. Using detection in the backward direction, the signal
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from small objects can be detected selectively without the impact of the large,
forward-going nonresonant signal from the surrounding medium. The epidetec-
tion geometry has been shown to significantly improve the sensitivity of CARS
microscopy for objects smaller than or in the order of the wavelength (Cheng
et al., 2001b; Volkmer et al., 2001).

10.7.3 Time-Resolved Detection

Volkmer et al. have investigated the possibility of suppressing the nonresonant
background in the time domain by means of pulsed-sequenced excitation (Volk-
mer et al., 2002). In this approach, three incident femtosecond pulse trains are
required, of which one (the probe beam) interacts with the sample at a certain
time delay τ relative to the other two, the pump and Stokes, beams. By varying
the time delay, the time-dependence of the molecular vibration can be recorded,
termed the Raman Free Induction Decay (RFID). As the nonresonant contribution
is instantaneous, it can be separated from the resonant CARS signal by detection
at a time delay of a few hundreds of femtosecond after excitation. Unfortunately,
the improved signal to background ratio is accompanied by a significant reduction
of the resonant CARS signal.

10.7.4 Phase-Sensitive Detection

Another possibility of improving the sensitivity of CARS microscopy is to uti-
lize the fact that resonant objects induce a phase shift in the emitted CARS
signal, whereas the nonresonant part is not associated with any shifts in phase.
This results in a polarization difference between the resonant and nonresonant
CARS fields (Cheng et al., 2001a). It is quantified by the depolarization ratio
of the resonant object relative to the nonresonant solvent, which typically is
1/3. By excitation with linearly polarized pump/probe and Stokes fields having a
relative difference in polarization direction of 	 = 71.6◦, optimal separation of
the nonresonant component from the resonant signal is achieved (Cheng et al.,
2001a) by rotating an analyser positioned in front of the detector orthogonally
with respect to the direction of the nonresonant polarization. Unfortunately, the
resonant CARS signal is also reduced, which prevents the detection of weak
Raman resonances using this approach.

The difficulty in imaging weak resonant signals overwhelmed by a strong non-
resonant part can be circumvented by the interference with an intense nonresonant
field that acts as a local oscillator: heterodyne CARS microscopy (Potma et al.,
2006). In short, the pump and Stokes beams are collinearly combined and sent into
a Mach-Zehnder-type interferometer. In one arm a strong nonresonant signal at
the anti-Stokes frequency is generated in a reference sample. Alternatively, it can
be generated in a photonic crystal fiber (Andresen et al., 2006). A phase modula-
tion is applied at 10 MHz to this local oscillator beam, which is then recombined
with the pump and Stokes beams by means of a dichroic mirror and collinearly
sent into the microscope. The CARS signal, consisting of both nonresonant and
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resonant parts, generated in the sample is mixed with the co-propagating local
oscillator field and finally detected by means of lock-in detection in order to
isolate the heterodyne signal. This interferometric detection scheme allows the
recovery of both the real and the imaginary parts of the third-order nonlinear
susceptibility, resulting in imaging free of nonresonant background and a signal
that is linearly dependent on the concentration of vibrational modes (Evans et al.,
2004; Potma et al., 2006).

10.7.5 Amplitude-Modulated Detection

The separation of the nonresonant background from the CARS signal can
also be accomplished by fast switching (>500 kHz) between resonant and
pure nonresonant excitation. This results in an amplitude-modulated CARS
signal. In practice, it can be achieved by alternately coupling two pump beams
with two different wavelengths together with a common Stokes beam into
the CARS microscope (Ganikhanov et al., 2006a). One pair excites the target
molecules resonantly, while the second pair, slightly detuned, generates a pure
nonresonant CARS signal. The constant nonresonant and the tuning-dependent
resonant parts can then be separated with lock-in detection, improving the
CARS signal detection sensitivity. This can also be achieved by means of dual-
CARS microscopy, where the two pump/probe beams are jointly coupled into
the microscope together with the Stokes beam. A resonant vibration and the
nonresonant background can then be probed simultaneously using a dual-channel
detector system (Burkacky et al., 2006).

10.8 APPLICATIONS

CARS microscopy has the ability to selectively visualize chemical species based
on differences in their characteristic vibrational properties, allowing qualitative
and quantitative mapping without the need to introduce artificial labels. Thus, this
novel microscopic technique enables chemical imaging of living matter under
close to natural conditions and is therefore considered to have a strong poten-
tial within the field of biological imaging. Time-resolved imaging of normal and
malign biochemical processes, of dynamic changes in intra- and intercellular dis-
tributions of a target molecule, and of changes in molecular structure is foreseen.
With improved sensitivity this should be possible for a broad range of molecular
species. Thus, CARS microscopy is anticipated to take a complementary and
just as important a role as that fluorescence microscopy presently plays within
the biosciences. This expectation is supported by the growing number of applied
studies emerging in well-recognized scientific journals, providing unique insights
into a wide range of relevant biological and medical topics: composition and func-
tion of biological membranes, functional nutrients, cellular lipid dynamics and
metabolism, cell hydrodynamics, growth of tumor cells, and tissue imaging of
axonal myelin and skin.
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10.8.1 Imaging of Biological Membranes

Despite its simple basic structure, namely, a phospholipid bilayer, the biolog-
ical membrane is a complex organelle with multiple important tasks. It does
not merely act as a passive barrier between cells or cellular subcompartments
but regulates inter- and intracellular signal transduction and molecule transport
in a subtle manner by local variations in the lipid composition (Simons et al.,
2000). In order to study membrane microheterogeneity in detail and to eluci-
date possible molecular mechanisms behind membrane function, atomic force
microscopy, single-particle tracking, and various high sensitivity fluorescence
microscopic techniques are employed, all restricted to either in vitro studies or
labeled molecules. As the intrinsic properties of lipids, such as their mobility and
thermodynamic state, are altered in vitro and are severely influenced by labeling
molecules, there is a profound need for new methods to study the function of lipid
domains in biological membranes. CARS microscopy may serve as an important
alternative, particularly multiplex CARS microscopy, as shown by several recent
studies. It provides detailed spectral information over a vibrational region of ∼400
cm−1. By comparing trans- and gauche characteristic C—C skeletal stretching
modes of the lipid acyl chains in the range 1000–1200 cm−1, the thermodynamic
state of the lipids (gel or liquid crystalline phase) in membranes can be char-
acterized and visualized (Müller et al., 2002). This is also possible by relating
the CH2 and CH3 stretching modes in the spectral range of 2800–3000 cm−1

(Cheng et al., 2002c; Rinia et al., 2007; Wurpel et al., 2004). The lipid density
can be quantified, and even the orientation of the CH bonds in the lipid chains
can be visualized by polarization sensitive imaging of the CH2 stretch vibration
(Potma and Xie, 2003; Wurpel et al., 2005).

10.8.2 Studies of Functional Nutrients

The ability of chemical imaging offered by CARS microscopy presents tempting
opportunities for unique studies within nutrient research and industry. By simul-
taneously collecting images of the C C (1660 cm−1) and CH2 (2845 cm−1)
stretch vibrations of lipids, a ratio can be formed, reflecting the relative contents
of unsaturated fatty acids (Enejder et al., 2007). This is a highly relevant param-
eter, as it has been shown that dietary supplementation of Polyunsaturated Fatty
Acids (PUFAs) such as in omega-3 has a positive health effect by repressing
lipid synthesis and increasing lipid oxidation in adipose tissue (Sampath et al.,
2004). Figure 10.8 a dual-CARS image, representing CH2 and C C vibrations,
shows a glycerol tripalmitate crystal composed of a saturated fatty acid found to
large extent in mammalian lipids (e.g., cream, milk, meat). The crystal is sur-
rounded by omega-3 oil extracted from fish, with high contents of PUFAs. The
crystal generates a strong resonant CARS signal at the general lipid vibration of
CH2, whereas merely nonresonant background light can be observed at the C C
vibration, typical for unsaturated lipids. In contrast, the omega-3 oil generates a
resonant signal not only at the general lipid vibration but also at the C C vibra-
tion because of the presence of PUFAs. This allows visual separation of lipids at
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(a) (b)
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Figure 10.8. A dual-CARS microscopic image probing (a) the CH2 vibration (2845 cm−1)
and (b) the C C vibration (1660 cm−1) for chemical imaging of the proportion of
saturated and unsaturated lipids. A glycerol tripalmitate crystal is shown, composed of
saturated fatty acids typically found in mammalian lipids, as, for instance, in cream. It
generates a strong resonant CARS signal at the CH2 vibrational frequency in (a) and
merely a nonresonant background at the C C vibration in (b). The crystal is surrounded
by omega-3 oil from fish, with high contents of unsaturated fatty acids that generates a
resonant signal at both vibrations. Excitation powers were 40 mW (pump/probe beam at
817 nm, CH2), 38 mW (pump/probe beam at 907 nm, C C), and 28 mW (Stokes beam
at 1064 nm) with an integration time of 20 s.

a microscopic level with respect to their degree of saturation, and possibly also
dynamic changes thereof.

10.8.3 Lipid Dynamics and Metabolism in Living Cells and Organisms

One of the strongest Raman scatterers in biological matter is the C—H bond
with its different symmetric and antisymmetric stretch vibrations in the range of
2845–2950 cm−1. All organic molecules contain C—H bonds, but lipids have a
dominating fraction. Thus, in living matter, lipids are the most likely molecules
to fulfill the minimum requirements to generate a coherent signal larger than the
nonresonant background. By tuning the wavelengths of the excitation beams to
match the C—H stretch vibrations, the principle organelle observed in most living
cells are consequently the lipid droplet, primarily consisting of densely packed
triacylglycerols (Zweytick et al., 2000). They can vary in number and size, from
several micrometer-sized droplets typically observed in yeast cells (Fig. 10.9a) to
a 100-μm-large reservoir filling the entire cell, as in the case of the mammalian
fat-storing cell, the adipocyte (Fig. 10.9b).

Owing to the urgent need for better understanding of mammalian lipid storage
and metabolism regulation, in order to explain the mechanisms behind metabolic
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Figure 10.9. CARS microscopic images of lipid stores with (a) a size less than 1μm in
yeast cells and (b) completely filling the entire cell in human adipocytes (diameters of
30–80 μm). The CH2 vibration (2845 cm−1) was probed with a pump/probe beam at
817 nm accompanied by a Stokes beam at 1064 nm. Excitation powers were 40 mW for
the pump/probe beam and 28 mW for the Stokes beam, with an integration time of 20 s.

diseases, this has been the focus of several applied CARS microscopic studies.
Nan et al., monitored the accumulation of lipid stores in 3T3-L1 cells during
their differentiation into an adipocyte phenotype with many of the morphologi-
cal, biochemical, and insulin-responsive features of the normal rodent adipocyte
(Nan et al., 2003). The authors report that the lipid stores are newly synthesized
during the differentiation process, following a clearance of the initially accumu-
lated lipid deposits. The same group has studied the trafficking of lipid stores in
mouse adrenal cortical cells and concludes that it occurs primarily in a subdif-
fusive manner in general (Nan et al., 2006). However, in conjunction with the
production of steroid hormones, an active transport of the lipid deposits along the
microtubules was observed for interaction with mitochondria. The accumulation
of lipid stores has also been monitored in human hepatoma cells exposed to a
drug for treatment of hepatitis C, altering the number and size of peroxisomes
(Rakic et al., 2006).

Recently, wide-field CARS microscopy has been employed to distinguish
cultivated mouse pre-adipocytes that were fed different diets (linoleic acid vs
arachidonic acid), using the ratio between the strong —C—H CARS signal at
2850 cm−1 and the C—H vibration around 3015 cm−1 for distinction (Hein-
rich et al., 2008). The quantitative comparison is challenging, since the C—H
resonance is weak, but it was possible to quantitatively assess differences on the
order of only 5% in the concentration of polyunsaturated fatty lipids, which was
checked against control measurements by High Performance Liquid Chromatog-
raphy (HPLC). This nicely demonstrates that CARS microscopy can investigate
lipid metabolism at the level of individual cells, which is clearly not possible in
chromatography.
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Lipid metabolism is regulated not only at a cellular level but also at an
organism-wide level by the endocrine system and environmental cues. The accu-
mulation of lipid stores during normal development as well as during stress-
related conditions was studied in the nematode C. elegans (Hellerer et al., 2007).
Figure 10.10 shows a CARS microscopic volume image of the three-dimensional
distribution of lipid stores in a living C. elegans nematode, illustrating the excel-
lent 3D-imaging capabilities of scanning CARS microscopy. A low energy status
at the cellular level was observed to trigger the mobilization of lipid stores,
whereas external caloric restriction and other environmental stresses promoted
lipid storage and growth arrest. As the lipid regulatory genes of C. elegans have
many human homologs (Ashrafi et al., 2003), these observations may contain rel-
evant information with respect to the worldwide search for the causes of obesity.

10.8.4 Cell Hydrodynamics

The largest Raman cross section in biological matter is that of the O—H stretch
mode in a broad range of 3000–3800 cm−1, characteristic of liquid water. Water
plays a principal and versatile role in cell and molecular biology. It influences
protein and nucleic acid structure and function, as well as overall cellular activity.
Thus, a method by which hydrodynamical phenomena can be observed at a
cellular level is likely to provide unique insight into the tasks and properties of
the most abundant molecule in living matter. The potential of CARS microscopy

(a) (b)

10 μm

Figure 10.10. A normalized CARS volume image (a) showing the three-dimensional
distribution of lipid stores in a living C. elegans nematode (daf-2 mutant, L3). The volume
image was reconstructed from a z-stack of 67 slides (40 × 40 μm) covering a depth of
20.1 μm, each with an integration time of 20 s. One of the central image planes is shown
in (b), where the number of CARS photons registered is color coded according to the color
bar. The CH2 vibration at 2845 cm−1 was probed with the excitation powers 7.5 mW
(1064 nm) and 15 mW (817 nm). This nicely illustrates the superior three-dimensional
imaging capabilities of CARS microscopy.
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for this has been illustrated by monitoring the plasma membrane permeability of
water for the amoebae Dictyostelium discoideum (Potma et al., 2001). By flushing
the cells with D2O as a contrast agent while probing the O—H vibration, line
scans of the CARS signal were collected versus time, indicating the presence
of a region in the vicinity of the membrane where the mobility of water is
reduced. By probing the O—H stretch mode of interlamellar water molecules in
concentric phospholipid bilayers in combination with the CH2 stretch mode of
lipid hydrocarbon chains, an ordering of water molecules was observed (Cheng
et al., 2003). It was shown that the water molecules align with their symmetry
axis along the direction normal to the bilayer. Thus, this suggests that not only
the distribution but also the orientation of specific molecules can be visualized
by means of CARS microscopy.

10.8.5 Tumor Cells

The unique ability of CARS microscopy for imaging with high resolution in
three dimensions was utilized for the monitoring of growth and invasion of the
brain tumor glioblastoma multiforme (Kaufman et al., 2005). By varying the
properties of the model tissue matrix, consisting of a three-dimensional collagen
matrix, it was shown that the density of collagen fibers determines the tumor
growth pattern.

10.8.6 Tissue Imaging

Owing to the low absorption and scattering properties of biological matter for
the NIR excitation light typically used for CARS microscopy, images of cells in
tissue can also be collected. The ordering degree of lipids in the axonal myelin
sheath was visualized in spinal cord white matter samples from guinea pigs,
showing that the lipids are in the liquid ordered phase (Haifeng et al., 2005).
In addition, water molecules residing between adjacent bilayers of the myelin
sheath were shown to be ordered with their symmetry axis perpendicular to that
of the CH2 groups of the lipids. A useful probe depth in spinal cord tissue,
still allowing clear contrast of parallel axons, was estimated to be approximately
250 μm. This shows the potential for the use of CARS microscopy for stud-
ies of spinal cord injuries as well as the important category of demyelinating
diseases.

Video-rate CARS microscopy shows the potential for imaging dynamic phe-
nomena in living tissue in real time. This was exemplified in the skin of a mouse
in vivo, clearly depicting the sebaceous glands, corneocytes, and adipocytes at a
probe depth of up to 100 μm (Evans et al., 2005). However, the probe depth was
limited by the working distance of the microscope objective. The diffusion of
externally applied mineral oil was monitored; it penetrated the stratum corneum,
although it did not reach the dermis.

The development of fiber-based CARS microscopy promises imaging of tissue
in living organisms, even of deeper lying organs (Legare et al., 2006).
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10.8.7 Imaging of Proteins and DNA

The Raman cross sections of DNA and protein are significantly lower than that of
lipids. Thus, few studies of these relevant macromolecules have been conducted
so far, as it requires the development of techniques that allow an improvement
of the sensitivity by at least an order of magnitude. Large efforts are presently
made to reduce the impact of the nonresonant background (Burkacky et al., 2006;
Cheng et al., 2001a; Ganikhanov et al., 2006a; Potma et al., 2006; Volkmer et al.,
2002; von Vacano et al., 2006; ) and to enhance the signal by means of surface-
enhanced Raman scattering (Koo et al., 2005) and thereby enable the visualization
of weak Raman scatterers.

However, CARS images of proteins in yeast cells and epithelial cells have
been reported (Cheng et al., 2001a; Hashimoto et al., 2000), and the chromo-
somes in an NIH3T3 cell were visualized during the metaphase by tuning to
the DNA backbone vibrational band, the PO2

− symmetric stretching vibration at
1090 cm−1 (Cheng and Xie, 2004). Clusters and networks of DNA have been
depicted by scanning a silver tip over the sample and thus generating a locally
enhanced CARS signal (Ichimura et al., 2004). Owing to an excitation volume
limited to the end of the tip, a spatial resolution far beyond the diffraction limit
of light was obtained.

10.9 CONCLUSIONS

CARS microscopy has many distinctive characteristics that facilitate functional
imaging of complex and heterogeneous samples with high molecular specificity.
As no exogenous labeling is required, samples and processes can be studied
under close to natural conditions in a way not possible with present microscopic
techniques. Thus, CARS microscopy has the potential to generate new and quite
unique insights into the fascinating worlds of bio-, materials- and nanosciences.
With major efforts being made to improve the sensitivity of the technique in
order to lower the detection limit and to make the instrumentation more user-
friendly and compact, it is anticipated that CARS microscopy will soon become
an important tool within a broad range of disciplines.
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11.1 BASIC PRINCIPLES

11.1.1 Introduction

Ultrasound imaging was first introduced in 1950 by (Wild 1950) together with
Reid. Since then, it developed to one of the most important diagnostic imaging
modalities. With today’s scanners, two-dimensional cross-sectional images of the
body can be produced in real time with a spatial resolution below 1 mm. Ultra-
sound imaging relies on the propagation of mechanical waves with frequencies
beyond the audible range into the body, the reflection and scattering of sound by
tissue structures, and the registration of the echoes. Similar to sonar and radar, it
is a pulse-echo ranging technique. Using the acoustical Doppler effect, the quan-
titative measurement of blood flow is possible, and flow velocity and direction
can be presented in real time as colored overlays. To enhance the echoes from
blood, ultrasound contrast media were developed. They show nonlinear behavior
that can be used for their specific and sensitive detection. With the introduction
of nonlinear imaging modes for contrast media also, nonlinear imaging of tissue
became of interest and showed a significant improvement in many imaging situa-
tions. Recently, the higher integration of electronics and the increasing computer
power led to the realization of real-time three-dimensional imaging, which is of
special interest in cardiological applications.

After more than 50 years of development, ultrasound imaging is still enabling
new applications, for example, by imaging of molecular markers with targeted
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contrast media or by the combination of imaging and therapy with local drug
delivery.

11.1.2 Ultrasonic Wave Propagation in Biological Tissues

Ultrasound is a mechanical wave characterized by small pressure variations
p(�r, t) and a material displacement �x(�r, t) propagating at the speed of sound
c at frequencies beyond the hearing range. In biomedical sonography, typically
frequencies in the range from 1 to 20 MHz are used for human examinations.
In special applications such as imaging in dermatology, ophthalmology, or for
small-animal imaging, higher frequencies up to 100 MHz are also common.

Soft tissues can be modeled as liquids in the respect that only longitudinal
waves with the direction of displacement equal to the direction of propagation
exist. The material can be described by its density ρ and compressibility κ .
The propagating wave is characterized by its pressure p(�r, t) and the particle
velocity

�v = ∂ �x
∂t

. (11.1)

Often it is more convenient to use the velocity potential φ:

�v = −∇φ (11.2)

For small pressure variations, the wave equation can be linearized and holds in
similar form for the pressure, the components of the displacement velocity, as
well as for the velocity potential:

∇2φ − 1

c2

∂2φ

∂t2
= 0 (11.3)

where the speed of sound

c = 1√
ρκ

. (11.4)

The most important solutions to this equation are forward and backward traveling
plane waves

φ = φF(ωt − �k · �r) + φB(ωt + �k · �r). (11.5)

In this, the wave vector �k determines the direction of propagation

|�k| = 2π

λ
= ω

c
(11.6)
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where λ is the wavelength, the angular frequency ω = 2πf , and f is the fre-
quency of the ultrasound wavef . Wavelengths in water are in the range from
0.1 to 1 mm for the clinically used frequency range of 1.5 to 15 MHz. Pressure
and particle velocity of the forward traveling plane wave have a fixed ratio, the
acoustic impedance of the material

Z = pF

|�vF| =
√

ρ

κ
= ρc. (11.7)

The acoustic impedance determines the reflection coefficient at a boundary
between two media. For a wave traveling from a material with Z1 to a material
with Z2 the amplitude reflection factor is

	 = p1B

p1F
= Z2 − Z1

Z2 + Z1
(11.8)

where p1B and p1F are the pressure amplitudes of the backward and forward
traveling wave in material 1, respectively.

Ultrasonic imaging is based on the fact that soft tissues show only small
variations in their acoustic impedance. Therefore, only a small amount of energy
is reflected, which allows most of the wave’s energy to propagate further into
tissue. Table 11.1 shows average values of speed of sound and acoustic impedance
for some tissues. A comprehensive overview of acoustical tissue parameters is
given by Duck (1990). The soft tissue average is considered to be 1540 m s−1

and is used by most ultrasound scanners to calculate echo range from the time
of echo arrival. Note that the large compressibility of air leads to an acoustic
impedance close to zero. Thus, tissue–air boundaries will reflect sound totally.

11.1.3 Diffraction and Radiation of Sound

The sound field emitted from a vibrating surface can be derived by Huygen’s
principle: each point on the transducer aperture emits a spherical wave into the

TABLE 11.1. Speed of Sound and Acoustic Impedance for
Tissues (Duck, 1990)

Speed of Sound Acoustical Impedance in
Material (m s−1) MRayls = 106 kg m−2 s−1

Air 330 0.0004
Water (20◦C) 1480 1.48
Fat 1450 1.38
Liver 1570 1.65
Muscle 1580 1.70
Bone 3500 7.80
Soft tissue average 1540 1.63
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medium, and the resulting pressure field is the superposition of the infinitesimal
contributions of all source points. The mathematical formulation of this principle
is the Rayleigh-Sommerfeld integral. For a sound-emitting aperture in a rigid
baffle, it integrates over all source points on the transducer surface S to calculate
the complex amplitude of the pressure for harmonic excitation at frequency ω

(Morse and Ingard, 1968):

pω(�r) = −jωρ

∫∫
S

vω(�r0)
ejk|�r−�r0|

2π |�r − �r0|d �r0. (11.9)

Here, vω(�r0) is the distribution of the complex amplitude of the velocity compo-
nent normal to the emitting surface. The time varying pressure is related to the
complex amplitude by

p(t, �r) = Repω(�r)ejωt . (11.10)

This superposition results in field patterns that often can be calculated only by
numerically solving Eq. (11.9). For example, the simulation software Field II
developed by Jensen (1991) for MATLAB was used to produce the sound field
simulations in the figures of this chapter.

In many situations, it is useful to analyze far field properties for which the
Fraunhofer approximation holds. The far field distance is

dfar = A

λ
, (11.11)

where A is the transducer area and λ is the wavelength. When the transducer is
placed in the origin of a spherical coordinate system, the field distribution on a
sphere with radius much greater than dfar will be the Fourier-transform of the
aperture velocity distribution:

pω(�r) ≈ −jωρ0
ejk|�r|

2π |�r|
∫∫
A

vω(�r0)e
−j �k·�r0d�r0. (11.12)

The apertures used for ultrasonic imaging are usually rectangular elements within
an array of transducers. Thus, in the far field, the pressure distribution is a sinc
function when all active array elements are pulsed with the same voltage, that
is, energy is transmitted also in the side lobes. The side lobes in the diffraction
pattern can be seen in Figure 11.1. Here, the maximum pressure of the sound
field in front of a rectangular aperture built by 128 array elements with half-
wavelength spacing and a total width of 28.1 mm is shown. In Figure 11.1a,
the array elements are excited with identical pulses with a center frequency of
3.5 MHz. The pulses are time delayed to arrive at the focus at 40 mm at the
same time. Clearly, side lobes can be seen behind the focus of the sound beam.
In contrast, Figure 11.1b shows no side lobes. Here, the pulse amplitudes of the
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(a)

(b)

Figure 11.1. Sound field of a group of 128 rectangular array elements with half-
wavelength spacing pulsed with a center frequency of 3.5 MHz. In (a), all elements
are pulsed with the same amplitudes and are delayed for a focus in 40 mm distance.
In (b), the focusing is identical, but the element amplitudes are varied with a Hanning
window function over the length of the array. This leads not only to fewer side lobes
but also to increased main lobe width and thus reduced spatial resolution in the lateral
direction. Scales are in millimeters.
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128 elements are weighted with a Hanning function (apodization). However, the
focusing is weaker because of apodization.

In Figure 11.2, the effect of element spacing of a transducer array is demon-
strated. While an element spacing of one wavelength as in Figure 11.2a is still
acceptable for linear array imaging, arrays with larger element spacing such as 1.5

(a)

(b)

Figure 11.2. Effect of the variation of element spacing in a transducer array. Total
transducer size and pulsing is kept identical to Figure 11.1(b), but element spacing is
(a) one wavelength with 64 elements and (b) 1.5 wavelengths with 43 elements. Clearly,
increasing grating lobes are visible.
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wavelengths in Figure 11.2b show strong grating lobes, which can be explained
by Eq. (11.12) in the far field as the Fourier transform of the periodic element
structure. In imaging, grating lobes and side lobes will decrease imaging contrast
because the system is sensitive to scatterers that lie off the main focusing direc-
tion. Usually, imaging arrays of high end systems have less than one wavelength
spacing. The examples show that the design of transducer arrays and the puls-
ing schemes are crucial for the focusing of the sound beam and thus for image
resolution.

11.1.4 Acoustic Scattering

Early ultrasonic imaging devices had a limited dynamic range and could only
show reflections from tissue boundaries. However, also small fluctuations of
density and compressibility at spatial dimensions at the scale of the wavelength
or below scatter the sound waves. Modern ultrasound scanners have enough
dynamic range to measure and display these backscattered signals. In fact, scat-
tering from tissue provides most of the image information. Objects much larger
than the wavelength show specular reflection. If the length scale of density and
compressibility changes is in the range of the wavelength, resonances and compli-
cated backscatter behavior arise. This can be seen for the example of a spherical
solid elastic scatterer in water, one of the few geometrical objects for which an
analytical expression of the scattered field was derived (Hickling, 1962). When
scattering structures become much smaller than the wavelength of the incident
wave, Rayleigh scattering is observed. Biological tissues are multiscale structures
that show all of the different scattering domains simultaneously. So far, a gen-
eral model for the acoustic description of biological tissue is not available. An
appropriate model for the Rayleigh scattering in biological tissues can be given
by modeling tissue as random fluctuations of the relative acoustic impedance
(Schmitz, 2002)

γ (�r) = �Z(�r)
Z0

(11.13)

described by its zero mean value and its autocovariance function

cγ γ (�u) = Eγ (�r + �u)γ (�r) (11.14)

where E denotes statistical expectation. The backscattering strength of the ran-
dom medium is described by its backscattering coefficient (Schmitz, 2002), which
can be calculated from the autocovariance function by Fourier-transformation:

η(ω) = k4

16π2

∫
V

cγ γ (�u)e−j2�k·�ud�u. (11.15)

Its unit is per meter, and when integrated over a scattering volume, it gives the
differential scattering cross section, which gives the ratio of scattered power per
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steradian to the incident intensity and has units of square meters. It can also be
seen that the case of an ideal point scatterer can be considered by

cγ γ (�u) = γ 2
0 δ(�u) (11.16)

and results in a constant integral and in the backscatter coefficient increasing
with k4, as known for Rayleigh scattering.

Although scattering is the cause of most of the signal power received by
ultrasound scanners, it is difficult to quantify it absolutely for the purpose of
tissue characterization. This is because of the unknown attenuation of intervening
tissue and the dependency on the imaging system’s transfer function. There have
been many research efforts to analyze backscatter and its frequency dependence
quantitatively to detect, for example, malignant tumors of the breast, the prostate,
or the parotid gland.

11.1.5 Acoustic Losses

The wave equation, Eq. (11.3), does not include losses. In biological tissues, the
relative attenuation per wavelength is small. Therefore, the attenuation can be
accounted for by an additional exponential decay term for the wave amplitude.
In the case of a wave propagating in the z-direction, the amplitude depends on
the distance z according to

p(z) = p(0) · e−α(f )z = p(0) · 10− a(f )
20 z. (11.17)

Here, α(f ) is the frequency-dependent attenuation in Nepers per centimeter.
Often, attenuation is given in dB cm−1 as defined by a(f ). The frequency
dependence of biological tissues can be described most correctly by a power
law

a(f ) = ap0 + ap|f |y (11.18)

with exponents y close to one, different from the attenuation in water with y = 2.
Ultrasound scanners typically use a limited frequency range, in which the atten-
uation can be approximated well to be linear with frequency

a(f ) = a0 + a1f (11.19)

The linear attenuation coefficient is in the order of 0.5 dB MHz−1cm−1 for soft
tissues. For a typical frequency of 4 MHz and a penetration depth of 5 cm, to
which sound has to travel and return, a total attenuation of 0.5 dB MHz−1cm−1 ·
4 MHz · 2 · 5 cm = 20 dB, that is, a tenth in amplitude, is expected. Considering
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the small reflection and backscatter coefficients in tissue, ultrasound receivers
have to be very sensitive, because the maximum transmit amplitudes are limited
by the onset of possible bioeffects. The total attenuation is caused by absorption
and scattering, the latter accounting only for less than 15% (Bamber, 1998; Shung
and Thieme, 1993).

11.1.6 Doppler Effect

When sound is transmitted and reflected or scattered by an object moving with
speed v, the received sound wave is shifted in frequency. If the transmitter and
receiver are in the same position and the speed of the scattering object is small
compared to the speed of sound c, the frequency shift is

�f = 2
v

c
f cos θ (11.20)

where θ is the angle θ between the direction of sound propagation and the
direction of the object movement. This effect can be used to measure blood
flow by detecting the frequency shifts of ultrasound waves scattered back by
red blood cells or ultrasound contrast media. For quantitative measurements,
the angle between blood flow and sound propagation has to be measured
interactively by the user. For physiological blood flow velocities (up to 3 ms−1

in the ascending aorta) the Doppler shifts are in the audible frequency range
and can be listened to on most ultrasound imaging systems with Doppler
capability.

Since blood flow velocity varies over the cross section of a blood vessel, a
distribution of different velocities will be observed as a distribution of Doppler
frequency shifts. Thus, a spectral decomposition of the Doppler signal allows
measuring the velocity distribution within a vessel. Different Doppler measure-
ment techniques are realized in diagnostic scanners and are discussed in more
detail later.

11.1.7 Nonlinear Wave Propagation

The linear wave equation holds only for small sound pressures when it can be
assumed that the material’s density is proportional to the pressure. Modern diag-
nostic ultrasound scanners can reach local peak values of the intensity exceeding
100 W cm−2, and the assumption of linearity is no longer valid. In this case,
the transmitted waveform is deformed by a nonlinear transformation, leading to
the generation of harmonic frequencies. In Figure 11.3, the effect on a sine-burst
pulse with a center frequency of 1 MHz transmitted through 40 cm of water
and measured by a hydrophone is demonstrated. The generation of higher har-
monic frequencies by nonlinear propagation in tissue is used in Tissue Harmonic
Imaging (THI) and often gives clearer images with higher resolution and better
delineation of tissue boundaries.
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Figure 11.3. Simulation of the nonlinear wave propagation in water from an unfocused
piston transducer excited with a 10-cycle sine burst. The waveform in (a) is observed at
a distance of 0.3 mm to the transducer and shows a maximum peak pressure of 3 MPa.
The waveform in (b) is measured at a distance of 15 mm and clearly shows the deviation
from the sinusoidal waveform due to nonlinear propagation.

11.1.8 Biological Effects of Ultrasound

11.1.8.1 Thermal Effects. The absorption of ultrasound in tissue leads to a
temperature increase that depends on the average intensity of the sound field.
To give an indication of the temperature rise that can be expected in tissue,
diagnostic ultrasonic scanners have to present a Thermal Index (TI) on the screen
as part of the Output Display Standard (ODS). The TI is the ratio of the actual
system power to the power needed to raise the temperature in the hottest spot
of a model medium by 1◦. If the TI is smaller than 0.4, it does not have to be
displayed. Different TI calculations exist for soft tissue (TIS), bone (TIB), and
cranial applications (TIC) in scanned and nonscanned modes. They all assume
specific models that represent worst case scenarios and might not be the same as
the actual scanning situation. Thus, the TI gives no measurement of the actual
temperature increase but an indication of a possible risk of such an increase.

11.1.8.2 Cavitation Effects. A second effect that can be hazardous to tissue is
the creation of cavitation. Cavitation may occur in the rarefactional phase of the
pressure wave. It is more likely to occur if cavitation nuclei, for example, gas
microbubbles, are present in the tissue. It has been shown that tissue tolerates
negative pressures better at higher frequencies, and the Mechanical Index (MI)
was introduced to give an indication of cavitation risk:

MI = p−,max√
fc

√
MHz

MPa
(11.21)

where p− max is the maximum rarefactional pressure in megapascals and fc is
the center frequency in megahertz. The MI is dimensionless and takes the value
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of one for a maximum rarefactional pressure of 1 MPa at a frequency of 1 MHz.
The MI is limited at 1.9 by the Us Food and Drug Administration (FDA), and
values smaller than 0.4 do not have to be displayed. For ultrasound contrast
media that consist of gas microbubbles, cavitation and additional effects such as
cell membrane opening can occur and are still under investigation.

11.2 INSTRUMENTATION OF REAL-TIME ULTRASOUND IMAGING

11.2.1 Pulse-Echo Imaging Principle

Ultrasound imaging is based on the pulse-echo principle: a short sound pulse is
transmitted into tissue from a focused transducer. The pulse propagates in the
tissue with the speed of sound and is reflected and scattered at inhomogeneities of
the acoustic material parameters. The echoes travel back to the transducer that has
been switched to receive mode after transmitting the pulse. The focusing of the
transducer restricts the energy of the propagating sound wave to approximately a
line in a certain range around the focal depth. Current piezoelectric transducers
emit short sine wave bursts with approximately a Gaussian envelope. The depth
of the echo origin z can be calculated from the travel time t by

z = 1

2
ct (11.22)

using the average speed of sound in tissue of 1540 m s−1. A single scan line of
echoes from a tissue is shown in Figure 11.4. Early medical ultrasound equipment
showed such scan lines on an oscilloscope for inspection by the clinician, for
example, to detect a midline shift in the brain. This representation of echo data
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Figure 11.4. A-scan line of echoes from tissue and envelope signal without high fre-
quency carrier signal.
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is called an A-line or A-scan because the amplitude of the signal is shown.
Owing to attenuation, the amplitude of the signal decays over increasing depth.
Ultrasound scanners counteract with increasing the gain of the receive amplifiers
with time. This Time-Gain Compensation (TGC) or Depth-Gain Compensation
(DGC) is performed before analog signals are sampled and digitized to increase
the dynamic range of the scanning equipment. However, in modern high end
scanners, the TGC available as a setting to the clinical user is only an additional
postprocessing method working on digitized data.

The information about echo strength is only contained in the envelope of the
A-scan data, which can be calculated by envelope detection. The envelope of one
A-scan line represents the echo strengths of objects along one line in the tissue.
By moving the transducer, this line can be scanned, and a cross-sectional image
of tissue is formed, in which the brightness represents the echo strength of image
points. Therefore, this cross-sectional image is called a B-scan for brightness
scan . The movement of the scan line can be realized by a mechanical translation
or rotation of a single element transducer, as it was common in the first B-scan
equipment. In today’s clinical scanners, the transducer movement is realized by
electronic switching of active elements of an array of small transducers as well as
electronic beam forming and beam steering discussed in Section “Beamforming”.

11.2.2 Ultrasonic Transducers

Currently, diagnostic ultrasound scanners use only piezoelectric transducers to
generate sound waves. The scanhead of a diagnostic ultrasound scanner contains
up to a few hundred transducer elements in linear arrays and up to thousands
of elements in 2D arrays. The elements are driven with pulses with different
time delays to influence the characteristics and directions of the sound beams
interrogating the object of interest.

One transducer element consists of a piezoelectric ceramic, a typical material
being lead zirconium titanate (PZT). The transducer is connected by metal elec-
trodes on both sides as shown in Figure 11.5. The thickness of the transducer

Pitch Kerf

Figure 11.5. Part of a linear transducer array showing six piezoelectric transducer ele-
ments. The distance between element centers is the array pitch, and the element separation
is the kerf. Sound is transmitted through quarter wavelength matching layers and an acous-
tical lens that focuses in the elevation direction perpendicular to the imaging plane. The
backing attenuates sound transmitted to the back of the transducer.
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element is half the wavelength of sound in the ceramic material for the center
frequency. This makes the transducer resonant at the center frequency. The better
the quality of the resonance, the more sensitive the transducer is. However, in this
case, it transmits only long ringing pulses, rendering pulse-echo measurements
with high resolution impossible.

Acoustic losses are introduced by the sound wave radiated into the medium
at the front and even more by the backing material (Fig. 11.5). Owing to this,
the resonance is less pronounced. This gives the transducer a larger bandwidth
and enables it to emit short pulses. Thus, transducer design is a compromise
between the sensitivity of the transducer and its bandwidth. Actual transducers
reach bandwidths of up to 100% of the center frequency. Often, the band limits
of a transducer array can be deduced from its name, but no standard naming con-
vention is used: for instance, a Philips L8-4 transducer is a linear array transducer
with a bandwidth from 4 to 8 MHz.

The quality of an imaging array is also characterized by the size and spacing
of the elements. The element pitch is the distance between element centers, and
the kerf is the space between elements. As discussed earlier, element pitch should
typically be less than the wavelength in water at the center frequency.

A severe problem of piezoelectric transducers is the strong mismatch of acous-
tic impedances between the transducer material (ca. ZP = 34 MRayls) and tissue
(ca. ZW = 1.5 MRayls). Owing to this, most of the acoustic energy would be
reflected at the transducer surface. Therefore, quarter wavelength matching layers
are used. If one-quarter wavelength layer is used, its acoustic impedance is chosen
as ZM = √

ZP ZW , and no reflections are observed at the frequency for which
the layer has quarter wavelength. For broadband pulses as used in ultrasound
imaging, the matching is not perfect for frequencies away from the matching
frequency, and the matching layer will limit the bandwidth of the transducer.

With higher electronic integration and increasing computer power, fully con-
nected two-dimensional arrays also become available. This trend in increasing
element counts and the need for the integration of electronics with the elements
boosts development of novel transducer technology that is based on Microelec-
tromechanical Systems (MEMS).

The most prominent new transducer design is the Capacitive Micromachined
Ultrasound Transducer (CMUT), in which a thin metalized membrane covers a
small gap to a second electrode as shown in Figure 11.6. If a voltage is supplied
to the electrodes they will be attracted to each other by electrostatic forces,
irrespective of the poling of the voltage. This nonlinear behavior is overcome by
a bias DC voltage that brings the membrane into a working point and a small
high frequency excitation around this point. If the DC voltage rises over a certain
threshold where attractive electrostatic forces grow faster than the elastic forces
pulling the membrane back, the membrane will collapse and touch the bottom
of the transducer. Then, it can be released only when the voltage is lowered
far beyond the collapse voltage. Theoretically, such transducers can reach very
high coupling factors when driven close to the collapse point. However, parasitic
capacitances limit the coupling factor in practice.



344 BIOMEDICAL SONOGRAPHY

Gap

(a) (b)

Figure 11.6. Micromachined transducers: principle of (a) capacitive micromachined ultra-
sound transducers (CMUT) and (b) piezoelectric micromachined ultrasound transducers
(PMUT).

A different principle under investigation is the Piezoelectric Micromachined
Ultrasound Transducer (PMUT), in which a piezoelectric thin film layer bends
an elastic membrane (Fig. 11.6b). This principle has the advantage that it
does not need a DC bias voltage and is more compatible with current scanner
electronics.

Both technologies have the advantage that they use membranes with very
low mechanical impedances that do not need any match to the tissue. There-
fore, these transducers have a much larger bandwidth than conventional piezo-
electric transducers. However, sensitivity and reliability are still an issue for
both MUT principles. At the moment, manufacturers of diagnostic ultrasound
equipment are still evaluating these technologies for the use in commercial
equipment.

11.2.3 Beamforming

11.2.3.1 Beamforming Electronics. To focus sound beams and to direct them
along different lines into tissue, the spatial distribution of the amplitude and
phase of the emitting transducer excitation has to be controlled with respect to
amplitude and phase. This is realized by the use of array transducers that consist
of numerous small transducer elements. Several neighboring transducer elements
of the array transducers build the active aperture. The transducer elements of such
a group are driven all individually with different phases (delays) and amplitudes.
In receive mode, the signals are also measured for each single element of the
active aperture.

For this reason, current ultrasound scanners have about 64–256 parallel trans-
mit and receive channels in the case of two-dimensional imaging with one-
dimensional arrays. For three-dimensional imaging with two-dimensional arrays,
even more channels are necessary, but because of cost, compromises are often
made in 3D imaging. Transmitters are typically able to excite only rectangular
pulses of positive and negative transmit voltages that will be bandlimited by



INSTRUMENTATION OF REAL-TIME ULTRASOUND IMAGING 345

the transducer transfer function. In high end systems, the transmit voltages can
be adjusted for individual elements. The delay of the pulses to the elements is
controlled digitally. In the receive mode, the echoes are amplified using TGC
to account for tissue attenuation and digitized. The receive beamforming is then
realized by digital signal processing of the individual echoes.

11.2.3.2 Array Beamforming. In array beamforming, the transducer elements
are pulsed with individual delays, in such a way that the waves from the single
elements reach the focal point F simultaneously (Fig. 11.7). Around this focal
point, the sound wave propagation is nearly restricted to a line. The transmit
focal point is fixed for one transmit/receive cycle. Often, more than one transmit
focus is used in several transmit/receive cycles to combine the resulting images
focused to different depths.

In the receive case, the echoes from a field point P will reach the transducer
element with known differences in arrival times. The receiver is focused on point
P by delaying the echoes in such a way that they are aligned in time and then
summing the signals. In receive beamforming, the delays, and thus point P, can
be adapted dynamically to the origin of echoes. Knowing the average speed of
sound in tissue, the origin of echoes can be calculated by the time the transmit

Delays
(beamformer)

Figure 11.7. Linear array beamforming in transmit mode: a subgroup of the transducer
array is active and focused to a fixed depth by the pulse delays realized in the beamformer.
At the focus, waves of all elements arrive at the same time. The scan-line position can
be moved by electronically switching to another subgroup of elements. The focus can
be adapted by the choice of beamformer delays. In the background, a simulation of the
maximum sound pressure is shown.
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pulse needs to reach P and return to the transducer. Together with dynamic receive
focusing, some scanners also enlarge the active aperture (dynamic aperture) for
increasing depth to keep the focal point size constant.

With one-dimensional arrays, focusing perpendicular to the imaging plane
(often named elevational focusing) cannot be realized electronically. Therefore,
an acoustic lens with a fixed focus is used. With two-dimensional arrays, the ele-
vational focus can also be realized by electronic beamforming, even if only a few
elements (e.g., 5) in the second dimension are used. Such arrays are called 1.5D
arrays , in contrast to full two-dimensional arrays with equal element numbers
and sizes in both dimensions as used for 3D imaging.

After recording one scan line, the position of the scan line has to be changed
to gather image information along more lines. Two different principles exist to
change the scan-line position: linear array scanning and phased array scanning. In
linear array scanning, a subgroup of elements of a long array is active, and after
recording one scan line, the active group is moved electronically along the array.
By this, parallel scan lines are acquired (Fig. 11.8a). In some array designs, the
elements are arranged on an arc to give a convex scan (Fig. 11.8b). However, the
scan principle is the same. In phased array scanning, the focal points in transmit
and receive are not on a line perpendicular to the transducer surface, but they are
on a line steered under a steering angle φ. After one scan line is recorded, the
steering angle is changed. Thus, a sector geometry with scan lines originating
from one point on the transducer is generated (Fig. 11.8c). Which scan geometry
is preferred depends on the application and the access to the organ of interest.

The phased array scan can also be used to sample volumes when a two-
dimensional array is used to create a pyramid volume of scan lines originating
in the transducer center. However, even for only 64 elements in one direction,
a fully connected array would need 4096 individual channels. Therefore, first
real-time 3D scanners used sparse random arrays in which only a random pattern
of elements with a well-defined distribution is connected. With this, first real-
time 3D images were realized at the cost of lower image quality. Now, fully
connected 2D arrays use highly integrated electronics in the scan head to reduce
connections to the system.

(a) (b) (c)

Figure 11.8. Different scan geometries in current diagnostic ultrasound scanners:
(a) linear scan, (b) convex scan, and (c) phased array sector scan.
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Apart from these technological problems, real-time volume scanning is also
limited by the speed of sound, which determines the acquisition time of a sin-
gle scan line. For an image depth of 75 mm, sound has to travel 150 mm
through tissue at a speed of approximately 1.5 mm μs−1, resulting in 100 μs
per scan line. Two-dimensional images often have hundreds of scan lines, vol-
ume data can easily use 10,000 scan lines, demanding 1-s scan time, which is
too slow for real-time imaging of the beating heart. For this reason, volumet-
ric scan concepts often reduce transmit focusing and record several scan lines
at the same time with parallel receive beamformers, again at the cost of image
quality.

11.3 MEASUREMENT TECHNIQUES OF REAL-TIME ULTRASOUND
IMAGING

11.3.1 Doppler Measurement Techniques

11.3.1.1 Continuous Wave Doppler. Continuous Wave Doppler (cw-Doppler)
is a nonimaging method to detect blood flow using the Doppler shift caused
by moving scatterers such as red blood cells. In cw-Doppler, one group of
elements of the transducer array transmits a continuous sine wave signal into
tissue while a second group of transducer elements records the echoes. If the
received signal is mixed with a sinusoidal signal of the transmit frequency,
the result contains one component with the sum of transmitted and received
frequencies and a second component with their difference frequency. The first
component can be suppressed by a low pass filter; the second component has
the Doppler shift frequency. As mentioned earlier, the Doppler shift frequencies
are in the audible range and can be listened to when supplied to a loudspeaker.
B-mode images can be used to direct the interrogating beam to a vessel of
interest.

With the processing described so far, only the absolute Doppler shift can be
measured; the information if the frequency difference is positive (flow in the
direction of the transducer) or negative (flow away from the transducer) is miss-
ing. This information can be extracted by using quadrature demodulation, also
known as IQ demodulation . For this purpose, the received signal is mixed with
the reference signal, resulting as above in the so-called I component (in-phase
component). In addition, the signal is mixed with a 90◦ phase-shifted version of
the reference signal, as shown in Figure 11.9. This results in the Q component.
The Q component has a 90◦ phase shift with respect to the I component. The
direction of this phase shift allows determination of the sign of the Doppler shift
as illustrated in Figure 11.10. Both I and Q channels are shifted again by 90◦

and summed, resulting in the forward and backward flow signals that can be
made audible on the two channels of stereo equipment. To remove the compo-
nents of slow moving or stationary objects, a highpass filter is used, which is
usually referred to as the wall filter because primarily vessel wall movements are
suppressed.
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Figure 11.9. Block diagram of continuous wave Doppler processing. I and Q components
are generated by mixing with a reference signal and its 90◦ phase-shifted version. Signals
pass through a lowpass (LP) filter and a highpass (HP) wall filter. Adding original and 90◦

shifted I and Q signals as shown results in the forward and backward signals, which can
also be connected to stereo speakers. Alternatively, I and Q components can be complex
Fourier transformed for spectral Doppler analysis.

(a) (b)

Figure 11.10. Demodulated I and Q signals for two received Doppler signals R shifted
5% up (a) and 5% down (b) in frequency by forward and backward flow, respectively.
The overlaid sine shows the low frequency component, which is the demodulated Doppler
signal after lowpass filtering. The phase shift of the Q component with respect to the I
component is +90◦ for the forward flow and −90◦ for the backward flow. Signal names
correspond to the figure above.

In practice, the Doppler signal of a blood vessel is not shifted to a single
frequency but is a mixture of frequency shifts because blood flow varies over the
cross section of the vessel. In addition, blood flow varies with the heart cycle.
To determine the strength of the different frequency components, the Doppler
signals are Fourier transformed in real time over short time intervals. The time
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varying frequency spectrum of the Doppler signal can be presented to the user
as a brightness-coded image, as shown for pulsed Doppler measurements in
Figure 11.12.

11.3.1.2 Pulsed Wave Doppler. The disadvantage of cw-Doppler is the range
ambiguity of the method: all vessels intersecting the interrogating beam con-
tribute to the Doppler signal. To restrict the Doppler measurement to a certain
depth, a gated measurement technique that uses pulsed sine bursts was introduced
(Baker, 1970; Wells, 1969). For easier detection of the Doppler shift, pulses are
longer than the imaging pulses and are sent interleaved with the image acquisi-
tion. However, Doppler shifts cannot be measured by the frequency shift of the
spectrum of a single pulse: the pulse duration determines the frequency resolution
of the Fourier transform of the pulse. Even with a long sine burst of 10 cycles
at 1 MHz, the pulse duration is 10 μs and the achievable frequency resolution is
the reciprocal, that is, 100 kHz. This is obviously insufficient to measure typical
Doppler shifts of less than 15 kHz. Therefore, the pulse measurement has to
be repeated several times with a fixed phase relation of the sine-burst pulses as
depicted in Figure 11.11.

The received signal is sampled at the time that corresponds to the desired
measurement depth. Echoes from stationary objects will remain identical with

T Tp

T + Tp

Figure 11.11. Pulse Doppler measurement: sine bursts G are sent with a fixed repetition
time T + Tp, and the received echoes R are sampled after a fixed time delay corresponding
to the measurement depth. The I signal is thus also gated, and after the lowpass filter, only
a sampled version of the Doppler signal (thick line) is measured. Note that the second
Doppler signal with a much higher frequency (thin line) has the same sample points,
leading to velocity ambiguity if the repetition frequency is too low, that is, smaller than
the double of the Doppler frequency.
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Figure 11.12. Pw-Doppler measurement and spectral Doppler representation. Blood flow
is measured in the carotid close to the bifurcation. The red color overlay in the image is the
color Doppler mode presentation. The direction of the measurement beam is represented
by the dotted line in the image. The measurement window is marked by the two horizontal
bars along the dotted line. In the vessel, angle direction measured by the user is presented
by a further line. This allows presenting the data with the correct blood flow velocity. In
the lower section, spectral Doppler measurements are overlaid with maximum and mean
flow curves. Image courtesy of Toshiba Medical Systems.

each sampling, resulting in a constant signal. For a moving object, the phase of the
returning sine wave will change. Ignoring propagation effects on the transmitted
signal s, the received signal r from depth d will be (Jensen, 1996)

r(t) = s

([
1 − 2

v

c
cos θ

]
t − 2d

c

)
(11.23)

which is a time-scaled version of the transmit pulse. In addition, the time delay
τ between echo pulses is scaled relative to the time delay TPRF between transmit
pulses according to

τ = 2d

c
= 2TPRF

v

c
cos θ. (11.24)

This leads to a sampled signal slowly varying at the Doppler shift frequency.
Again, as with cw-Doppler, quadrature demodulation can be used to detect the
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direction of flow. However, with Pulsed Wave Doppler (pw-Doppler), it is not
realized by mixing with a phase-shifted reference signal but by sampling the
echo signals a second time with a time delay corresponding to a 90◦ phase shift
of the sine-burst frequency. For a detailed analysis of pw-Doppler, refer to the
book by Jensen (1996).

In this technique, each pulse results only in a single sample point of the
Doppler signal. Therefore, pw-Doppler is a sampling measurement of the Doppler
signal that has to fulfill the sampling theorem: the sampling frequency, which
is identical to the pulse repetition frequency, has to be twice as high as the
frequency of the Doppler signal.

However, none of the two frequencies can be set freely by the user: The
pulse repetition frequency depends on the depth of measurement. The closer the
blood flow is to the transducer, the higher is the sampling frequency. Equation
(11.20) shows the possibilities to lower the Doppler frequency shift for a given
blood flow velocity: only the transmit frequency of the sine bursts can be low-
ered by the user. This is the reason why cardiac transducers use a lower fre-
quency around 2 MHz at the cost of image resolution. However, the Doppler
frequency shift may exceed half the pulse repetition rate, leading to aliasing
and to the measurement of wrong Doppler shift frequencies and corresponding
blood flow velocities. These situations have to be recognized by the clinical
user.

11.3.1.3 Color Doppler Imaging and Power Doppler Imaging. Pw-Doppler
measurements offer an exact assessment of blood flow velocity distributions
over time in a single measurement window. However, often it is desired to get
an overview of blood flow in a larger area such as in vessel bifurcations or in
the heart. Unfortunately, it is not possible to quickly scan a pulsed Doppler
measurement over an area of interest because pw-Doppler needs pulsing in the
order of 100 times at one spot to calculate a Fourier transform. Scanning such a
measurement would take too long and pose the risk of tissue heating. Therefore,
by color Doppler imaging, only the average flow velocity is determined with
fewer pulses and overlaid as a color-coded velocity image.

For this, similar to pw-Doppler, the echo signals are sampled at intervals
TPRF for the in-phase component In and with a time shift of 90◦ of the transmit
frequency for the quadrature Qn component. The most robust estimator (Evans,
1993) for the mean Doppler shift frequency can be calculated for N samples by
the autocorrelator (Kasai et al., 1983):

f D = 1

2πTPRF
arctan

[∑N
n=1 (InQn−1 − QnIn−1)∑N
n=1 (InIn−1 + QnQn−1)

]
(11.25)

The direction and mean frequency are color coded, typically in a red/blue color
table. Some systems additionally calculate the variance of the velocity distribution
and add a green color component to the color table if an increased variance is
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Figure 11.13. Example of color flow imaging in the fetal umbilical cord. The two smaller
arteries and the larger single vein can be seen clearly with their opposing blood flow
direction. Note the missing signal for any blood flow directed orthogonal to the insonifying
beam. Image courtesy of Toshiba Medical Systems.

observed. This feature can be helpful in identifying turbulences in blood flow,
which show large variances.

Color flow imaging also uses sampling of the Doppler signal and can show
aliasing if the sampling frequency is too low for the measured flow velocities.
Aliasing will show as a switch over from the end of the color scale to the begin-
ning (e.g., from red to blue) and has to be differentiated from local turbulence
that might also lead to a reversal of flow. Figure 11.13 shows an example of
color flow imaging of the fetal umbilical cord.

Another variant of color Doppler imaging is power Doppler imaging (Rubin
et al., 1994), in which only the average power of the sampled Doppler signal is
presented, typically in a temperature color scale from red to yellow. It can also
be calculated from the IQ components by

P =
N∑

n=1

(I 2
n + Q2

n). (11.26)

Although the signal is sampled, no aliasing problems occur because the power
of the signal is calculated correctly even in the case of aliasing: total power is
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Figure 11.14. Power Doppler imaging of the thyroid. Very small vessels that cannot be
visualized by color Doppler can be found by power Doppler. However, only the presence
of blood flow is visualized, neither the flow velocity nor its direction can be determined
from the image. Image courtesy of Toshiba Medical Systems.

calculated by integration over the frequency spectrum of the signal. Owing to
aliasing, signal components may be misplaced in the frequency domain, but the
integral is not affected by this. Power Doppler shows neither the direction nor
the velocity but only the existence of flow. Signals do not get stronger because
of higher flow rates but because of stronger scattering of the flowing medium.
Power Doppler is more sensitive than color Doppler and is used to show the
presence of blood flow even in small vessels (Fig. 11.14).

11.3.2 Ultrasound Contrast Agents and Nonlinear Imaging

11.3.2.1 Ultrasound Contrast Media. Scattering from blood is low compared to
other tissues and makes blood flow difficult to image in small vessels. Gramiak
and Shah (1968) were the first to use small gas bubbles to increase the echoes
from blood. This led to the design of specific contrast agents consisting of gas
microbubbles stabilized by a shell. It is obvious from the very low acoustic
impedance of gases that microbubbles represent strong scatterers, and de Jong
(1993) calculated that their scattering cross section is greater by a factor of 108

than that of an iron sphere of the same radius. In addition, gas microbubbles
exhibit resonant and nonlinear properties that make them even stronger scatterers
that can be sensitively detected by their nonlinear response.

Table 11.2 lists some contrast agents. First-generation microbubbles (Albunex,
Levovist) were air-filled and were filtered out quickly by the lung. Second-
generation contrast agents (Definity, Sonovue, Optison) are filled with low
solubility gases and are stable for several minutes. They are administered
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TABLE 11.2. Examples of Ultrasound Contrast Agents and Their Composition

Agent Shell material Gas Ø (μm) Manufacturer

Albunex Albumin Air 4.3 Molecular Biosystems Inc.
Levovist® Lipid/galactose Air 2–3 Schering AG
Sonovist® Cyanoacrylate Air 1–2 Schering AG
Definity® Lipid/surfactant C3F8 1.1–3.3 Lantheus Medical Imaging
Optison ™ Albumin C3F8 2.0–4.5 GE Healthcare
SonoVue® Lipid SF6 2.5 Bracco Diagnostics Inc.
CARDIOsphere® Polyactide N2 4.0 POINT Biomedical Corp.

Figure 11.15. Contrast microbubbles containing sulfur hexafluoride with a phospholipid
shell (optical microscopy, experimental microbubbles from the author’s laboratory).

intravenously and can pass the lung. Polymer-shelled microbubbles such as
Sonovist can live even longer and can be phagocytosed by the reticuloendothelial
system and thus accumulate in the liver and spleen where they can last for
several hours. Third-generation contrast agents (e.g., CARDIOSphere) aim at
well-defined and reproducible bubble properties, such as constant shell thickness
and a narrow radius distribution. Figure 11.15 shows a microscopic image of
self-fabricated microbubbles with 5 μm average diameter with lipid shells filled
with SF6.

The oscillation of microbubbles in an ultrasound field is nonlinear; in the rar-
efaction phase the bubble expands and can reach several times its resting radius.
However, in the compression phase, the bubble cannot be compressed as far. The
motion equations for contrast media are nonlinear differential equations, such as
the equation of Rayleigh, Plesset, Neppiras, Noltingk, and Poritsky (RPNNP
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Figure 11.16. Simulated response of a microbubble with 0.75-μm resting radius and
excitation at 500 kHz. For the panels on the left, the pressure increases from top to
bottom, resulting in higher harmonics in the frequency representation in the panels on the
right.

equation) modified for the stiffness of the shell or a modified Herring equation
(Doinikov and Dayton, 2006). Figure 11.16 shows the simulated radius change
for a free gas bubble for different driving pressures. For low pressures, also called
low MI imaging because of the low mechanical index, the bubble behaves like
a linear resonator. For increasing pressures, the bubble behavior becomes more
and more nonlinear. This leads to increasing deviations from the sinusoidal form
of the driving pressure and generates harmonic frequencies in the spectrum of
the scattered signal of the bubble (Schrope and Newhouse, 1993). This can be
used for the sensitive detection of bubbles as discussed below. In this so-called
medium MI range, the bubble shows stable nonlinear oscillation. Apart from the
generation of harmonics, microbubbles can generate subharmonics and ultrahar-
monics (Shi et al., 1999, 2001), an effect typical for nonlinear dynamic systems
close to chaotic behavior.

The strong mechanical activity of microbubbles can lead to tissue damage
such as capillary rupture (Miller and Quddus, 2000). Therefore, guidelines for
the safe use of contrast media have been issued (Albrecht et al., 2004).

Increasing the driving pressure even further to the high MI range leads to
bubble destruction (Chomas et al., 2001; de Jong et al., 2002). Destruction takes
place during the very fast compression of the bubble and typically fragments the
bubble into smaller bubbles that dissolve (Chomas et al., 2001; Postema et al.,
2004). This effect is used in imaging protocols for destruction of contrast agents
and the quantification of subsequent replenishment to assess tissue perfusion.
When collapsing, the microbubbles emit a broadband signal that can be detected
and is known as Stimulated Acoustic Emission (SAE). The disappearance of the
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microbubble leads also to a loss of correlation and thus to a strong short Doppler
signal (Tiemann et al., 2000), which can also be used for microbubble detection.

11.3.2.2 Harmonic Imaging Techniques. The first method to detect the har-
monic response from microbubbles was to use bandpass filters for the second
harmonic (Schrope and Newhouse, 1993). This technique has several disadvan-
tages: the broadband spectrum of an imaging pulse shows considerable overlap
with the second harmonic and the pulse spectrum as well as the second harmonic
must fit in the limited bandwidth of transducers. To better understand the gener-
ation of harmonics, the nonlinear response of the microbubbles can be modeled
by a nonlinear system with memory by a Volterra series (Mleczko et al., 2009)
when sub- and ultraharmonics are neglected.

y(t) =
∞∑
i=1

hi(τ1, . . . , τi)x(t − τ1)x(t − τ2) · . . . · x(t − τi). (11.27)

where the kernels hi characterize the behavior of the nonlinear system for an input
signal x(t) and output signal y(t). For a sinusoidal input signal of frequency f0,
the linear term with kernel h1 generates only the original frequency f0. The term
with the quadratic kernel generates a constant output at frequency zero and a
component at 2f0. The cubic term with kernel h3 generates components at f0

and 3f0. In general, the even kernels of order n generate a constant signal and
all even multiples of f0 up to nf0. The odd order kernels of order n generate all
odd multiples of f0 up to nf0. All odd order terms generate a component with
the original transmit frequency that can be sensitively detected by the transducer.

To overcome the disadvantages of harmonic imaging by filtering the second
harmonic, at the moment two different techniques are used, which send two or
three pulses. The basic idea behind both schemes is that linear signal components
cancel when the echoes of the pulses are added.

The first technique is Pulse Inversion (PI) imaging (Hope Simpson
et al., 1999). Here, two pulses with opposite signs are transmitted in two
transmit/receive cycles. When the received echoes are modeled according to
Eq. (11.27), it can be seen that the addition of the two echo signals cancels all
odd order components, including the linear term. The even order terms are still
present in the sum signal, and the lowest frequency component is 2f0. This
component will be the only one with a significant contribution to the received
signal because of the bandpass character of the transducer and the lowpass
characteristic of tissue attenuation. A disadvantage of this method is that higher
odd order terms are cancelled, although they could contribute to signal energy
around f0 (Fig. 11.17).

Therefore, another pulsing scheme was proposed (Phillips, 2001) with three
pulses (Contrast Pulse Sequencing, CPS), with the relative amplitudes −1/2,
1, −1/2 for the three pulses. Again, the echoes cancel the linear term for the
three echoes according to Eq. (11.27). However, components with higher order
still contribute to the sum signal, irrespective of even or odd order. Since the
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odd order components generate contributions at the fundamental frequency, the
method gives higher amplitudes for the harmonic signal.

In addition, subharmonics and ultraharmonics can be used for better differen-
tiation between tissue and microbubble nonlinearities because they are unique to
microbubbles (Chomas et al., 2002).

11.3.2.3 Perfusion Imaging Techniques. To measure tissue perfusion, that is,
the blood supply to capillary vessels in the tissue, different approaches exist.

Wei et al., (1998) introduced a technique known as destruction–reperfusion
or replenishment, later successfully used for the assessment of myocardial per-
fusion (Tiemann et al., 1999). They proposed a constant venous infusion with
contrast agent. Then, after an equilibrium concentration of the contrast agent
in tissue is reached, a high MI burst pulse is used to destroy all microbub-
bles in the imaging plane. Subsequently, the amount of the inflow of new
microbubbles is observed with low MI imaging pulses after varying delays. With
this method, it has to be taken into account that the imaging pulse itself may
also destroy microbubbles. Thus, for each delay, a new destruction–reperfusion
experiment has to be performed. Therefore, this measurement technique is time
consuming.

A less time-consuming alternative to the replenishment technique is the deple-
tion method (Eyding et al., 2003), which uses the imaging pulses to destroy a
certain percentage of contrast microbubbles. Again, at the beginning, a constant
perfusion with contrast agent is realized by intravenous infusion. It can be shown
that an exponential decay can be observed with a fast sequence of semidestructive

(a) (b)

Figure 11.17. Pulse inversion contrast image (b) of a tissue mimicking phantom with a
circular inclusion filled with contrast medium in water compared to the B-mode image
without pulse inversion (a).
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imaging pulses. Using mathematical models, perfusion can be calculated from
the measurements by fitting of the model parameters.

The fastest way to find perfusion parameters is the bolus method (Eyding
et al., 2002): one bolus of contrast microbubbles is administered and flows into
the imaging plane with a time delay. Several parameters can be calculated from
time–intensity curves in the imaging plane that are imaged by nondestructive
pulses: peak intensity, time to peak, and peak width. Especially, time to peak
has shown good correlation with perfusion quantification with Nuclear Magnetic
Resonance (NMR) imaging (Meves et al., 2002, Chapter 5). Techniques for quan-
tification of perfusion are still under development and have to be adapted to the
specific application and contrast agent.

Another method to quantify contrast microbubbles in the capillaries is the
detection of SAE or loss of correlation. Up to microbubble concentrations of
15,000 bubbles per milliliter, a linear relationship of the square root of the
Doppler signal intensity could be demonstrated (Tiemann et al., 2000). At higher
concentrations, the acoustic attenuation of microbubbles close to the transducer
hinders the destruction of deeper ones, thus rendering quantitative measurements
impossible. Therefore, Sensitive Particle Acoustic Quantification (SPAQ) has
been proposed to quantify higher microbubble concentrations (Reinhardt et al.,
2005). With this method, the volume of interest is slowly scanned by a lateral
transducer movement in steps of 10–100 μm, so that only a few microbubbles
have to be destroyed after one motion step. This technique allows quantification
of higher concentrations (30,000 bubbles/mL), but has not been realized in real
time so far.

11.3.2.4 Targeted Imaging. Advances in molecular biology drive the demand
for imaging techniques that can show the presence or absence of molecules that
are connected with certain disease states, especially in oncology and cardio-
vascular applications. For this application field, named molecular imaging, the
sensitivity of the imaging method for small amounts of the target molecule is
crucial for success. So far, nuclear imaging with Positron Emission Tomography
(PET, Chapter 7) is the only modality that is clinically established for molec-
ular imaging and has the highest sensitivity. However, for molecules expressed
by vascular endothelial cells, ultrasound molecular imaging also shows promis-
ing results in preclinical studies (Bloch et al., 2004; Dayton and Ferrara, 2002;
Lindner, 2004).

In principle, two different mechanisms are used to bind microbubbles to the
target cells: in so-called passive targeting, either the chemical composition of the
microbubble shell is responsible for binding or ligands binding to the targeted
molecule are attached to the bubble surface. The main application field is better
diagnosis of inflammation, thrombus, and angiogenesis.

Passive targeting of Albunex microbubbles was described by Wei et al., (2001)
for myocardial inflammation. Activated leukocytes cling to albumin in the shell
of the microbubbles and thus transport them to the inflammation. A similar effect
was also used for imaging myocardial inflammation in dogs in vivo with passive
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targeting caused by phosphatidyl serine as part of the lipid composition of the
microbubble shell (Christiansen et al., 2002), showing high sensitivity comparable
to radionuclide imaging.

Active targeting has been demonstrated by, Weller et al., (2003) and Villanueva
et al., (2007), with ICAM-1 (intracellular adhesion molecule) and selectins as
target molecules expressed during inflammation. The study by Villanueva et al.,
(2007) showed the possibility of diagnosing a recent ischemia event by such
methods.

Quantification in these applications is currently realized by the following imag-
ing protocol: after bolus injection of the targeted contrast media, an image is taken
after a delay to record the concentration of bound and unbound microbubbles in
the tissue. Then, a destructive ultrasound pulse clears all microbubbles, and after
a shorter delay, a second image records only unbound microbubbles. Subtrac-
tion of the intensity of both frames results in a quantitative measure of targeted
microbubble concentration.

The second application field, thrombus imaging, has been addressed using
microbubbles targeted to GPIIb/IIa, a glycoprotein overexpressed in thrombi.
For example, with quantitative techniques, a significant increase in microbubble
concentration in thrombi could be shown (Alonso et al., 2007).

Especially in the detection of cancer, markers of angiogenesis are of interest,
such as αvβ3 (Ellegala et al., 2003), α5β1 (Leong-Poi et al., 2005), or VEGFR2
(vascular endothelial growth factor receptor). Apart from cancer diagnosis, quan-
titative molecular imaging techniques for angiogenesis can be used to monitor the
effect of antiangiogenic drugs in cancer therapy. The development of ultrasound
molecular imaging techniques is currently a constantly growing application field.

11.4 APPLICATION EXAMPLES OF BIOMEDICAL SONOGRAPHY

11.4.1 B-Mode, M-Mode, and 3D Imaging

The standard imaging mode of ultrasound scanners is the B-scan or B-mode image
relying on the pulse-echo imaging principle. In current systems, it is typically
electronically scanned with transducer arrays and the beamforming techniques
described earlier. Depending on the transducer, the resolution of these images
is in the range from 0.1 to 3 mm. Figure 11.18 shows an example of B-mode
imaging of a fetus with a convex array. The dots show a centimeter scale. Often,
arrows on the depth scale mark the position of one or more transmit foci; in the
image, one transmit focus at 5-cm depth was used. The frequency of the array
was chosen in the range from 3 to 10 MHz because with the total image depth of
9 cm, maximum attenuation is still low enough to use this frequency range. This
results in an axial resolution in the direction of the soundbeam below 1 mm and
lateral resolution in the range of 1 mm at the focal depth of 5 cm. In the image,
several artifacts of ultrasound imaging can be observed: surfaces give a stronger
echo signal if the incidence is at 90◦. This can be seen at the tip of the nose
showing a bright spot in the position where it is insonified perpendicular to the
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Figure 11.18. B-mode image of fetal profile showing minute details of brain and thorax.
A convex array with a bandwidth from 3 to 10 MHz was used. The electronic transmit
focus is at 5 cm depth, as indicated by the arrow on the left. In receive mode, dynamic
focusing moves the focus continually to the depth of echo origin. Image courtesy of
Toshiba Medical Systems.

surface. Furthermore, acoustic shadowing by the strong reflection and absorption
of bone structures inside the head can be seen leading to missing echo signals at
4 cm behind the nose. However, imaging the brain through the skull bone is no
problem in fetal imaging, because the fetal skull is still acoustically transparent.

By mechanically moving the array in a direction perpendicular to the electronic
scan direction, 3D images can be acquired. This can also be achieved by electronic
beamforming with a two-dimensional array as discussed earlier. If imaging is fast
enough or synchronized with the Electrocardiogram (ECG) signal, volume images
of the moving heart can be acquired.

However, the most popular three-dimensional images are fetal faces, as shown
in Figure 11.19. This image is a snapshot of a movie that was taken with a fast
mechanical scan of a one-dimensional array resulting in real-time images of
the moving fetus. In both applications, cardiac imaging and fetal imaging, 3D
rendering is easier than in other applications because the contrast between the
low echo level from blood or amniotic fluid and the high echo level from tissue
allows good surface detection.

For cardiac imaging, it is often of interest to study the motion of the valves or
the myocardium over the heart cycle. To facilitate this, ultrasound scanners offer
the M-mode (motion mode, sometimes also called TM-mode for time-motion
mode). In this mode, one line along a fixed position is measured continuously and
presented as in B-mode with brightness-coded intensity. The temporal changes of
echo signals are shown by plotting one line next to the other in a moving window,
similar to an ECG signal. This is shown in Figure 11.20 on the left. Therefore,
the horizontal scale is a time scale. On the right side, a typical B-mode image of
the heart can be seen. For cardiac imaging often phased arrays are used, which
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Figure 11.19. Three-dimensional rendering of fetal face and arm. The image is a snapshot
of a movie sequence recorded with a mechanically scanned convex array with 2- to 7-MHz
bandwidth. Image courtesy of Toshiba Medical Systems.

Figure 11.20. B-mode sector scan image of the adult heart (right), with the dotted line
marking the measurement position for the M-mode image presented on the left. The
vertical scale in the M-mode is in centimeters; the horizontal scale is in seconds. The
continuously measured A-scan line cuts through the mitral valve. The strong movement
of the valve over a period of 2 s can be observed clearly and can be related to the ECG
signal shown in green at the bottom. Image courtesy of Toshiba Medical Systems.
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scan the image only by steering the beam. This leads to a sector image with all
scan lines originating at one point in the middle of a relatively small transducer.
This is due to the small windows between the ribs that have to be used to get
acoustic access to the heart. The B-mode image is used to determine the position
of the M-mode measurements, indicated in the right image by the dotted line.

11.4.2 Flow and Perfusion Imaging

Functional imaging of flow and perfusion is a particular strength of ultrasound
imaging. Examples have already been presented and discussed in the sections
on Doppler and perfusion measurement techniques, and this section gives further
examples for the most important applications. In vascular imaging, flow can either
be assessed quantitatively with color Doppler imaging or just be detected, to
demonstrate organ perfusion or patency of vessels. Figure 11.21 shows examples
for both modes. In Figure 11.21a, color Doppler is used to image the carotid
bifurcation with blood flow going from right to left. Owing to the bifurcation,
turbulence is induced and leads to a backflow of blood, which is shown in red.
A much lower blood flow speed is seen in the radial artery on the right side
(Fig. 11.21b) and is detected with power Doppler imaging. In both images, the
green parallelogram indicates the measurement area, which is restricted to speed
up imaging and can be placed in the image by the user. The images also show
the excellent resolution that can be achieved with today’s ultrasound scanners.
In both cases, the arteries are close to the skin surface and image depth is 3
and 2 cm, respectively. Therefore, high frequency arrays can be used. For the
image in Figure 11.21a, 11.21a 6- to 11-MHz bandwidth transducer and that in
Figure 11.21b, an 8- to 14-MHz transducer were used to image the radial artery
of 3 mm diameter.

(a) (b)

Figure 11.21. (a) Color Doppler flow measurement of the carotid bifurcation. The blue
color codes flow with a component away from the transducer (down to the left). A reverse
flow due to turbulence is visible as a red signal. Image depth is 3 cm, and a linear array
with 6- to 11-MHz bandwidth was used. (b) Power Doppler image of flow in the radial
artery. Image depth is only 2 cm, and a high frequency transducer array with 8- to 14-MHz
bandwidth was used. Image courtesy of Toshiba Medical Systems.
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A main application of color Doppler imaging is blood flow measurement in
the heart. For this, phased array transducers are used and center frequencies are
chosen around 2–3 MHz to avoid aliasing in the Doppler signals: according to
Eq. (11.20), the Doppler shift frequency is proportional to the center frequency
of the pulse and to the blood flow speed. At the same time, the measurement
depth has to reach up to 15 cm, as can be seen in Figure 11.22, which determines
the maximum Pulse Repetition Frequency (PRF) (1540 ms−1/0.3 m = 5.1 kHz).
In Figure 11.22, an even lower PRF of 3 kHz was used, allowing a maximum
Doppler shift frequency of 1.5 kHz to avoid aliasing. The center frequency chosen
was 2.5 MHz. With Eq. (11.20), the maximum speed that can be measured can
be calculated using the maximum Doppler shift:

vmax = �fmax · c

2 · f
= 1500 Hz · 1540 m s−1

2 · 2.5 MHz
= 46.2 cm s−1 (11.28)

Figure 11.22. Color-coded blood flow in the heart. Flow to the transducer (to the top) is
shown in red; flow in the downward direction is blue. In addition, turbulence is detected
and color coded by a green/yellow overlay. Left: inflow of blood into the left ventricle
through the open mitral valve (shown in red). Turbulent flow with downward components
or aliasing occurs in the left ventricle. Right: the mitral valve is closed; however, a high
speed leakage jet shown in blue, with turbulent components in green, can be seen and
demonstrates malfunction of the valve. Blue color in the ventricle shows outflowing blood
through the aortic valve. Images were recorded with a phased array with 2- to 5-MHz
bandwidth and 2.5-MHz center frequency. Image courtesy of Toshiba Medical Systems.



364 BIOMEDICAL SONOGRAPHY

This is also indicated by the velocity scale on the color bar at the side of
Figure 11.22. The color Doppler processing relies on a certain number N of
consecutive pulses with the PRF. The mean Doppler frequency is calculated
according to Eq. (11.25). In addition, the variance of subsequent measurements
can be analyzed and gives for large values an indication that flow may be turbu-
lent. This is used in some systems to change the color scale if turbulent flow is
assumed. This is also shown in Figure 11.22: an additional green-yellow color
scale is used for turbulent flow, which is, for example, present in the high speed
jet on the right side of the figure.

Low perfusion is better imaged with the use of contrast media as described
earlier. In Figure 11.23, an example of a contrast study of thyroid perfusion is
shown. In the normal thyroid, the perfusion is homogeneous, and the good con-
trast to tissue ratio of PI imaging at low MI can be seen on the left in comparison
to the normal B-mode image on the right. The carotid artery clearly shows the
strong contrast increase of blood relative to the B-mode image. The suppression
of the linear signals from normal tissue is demonstrated by the low intensity of
muscle tissue in front of the thyroid. Clinically, further applications for ultra-
sound contrast media are, for example, perfusion measurements of the liver to
detect focal liver disease or brain perfusion imaging for stroke detection. Perfu-
sion imaging techniques are under continuous development and can be expected
to be extended by applications of targeted imaging in the future.

(a) (b)

Figure 11.23. Simultaneous real-time display of normal thyroid in B-mode (b) and low
MI pulse subtraction contrast harmonic imaging (a). Homogeneous uptake of microbubbles
in the left lobe of the thyroid and microbubbles in the carotid artery can be seen. The MI
of the imaging modes is 0.11 for the harmonic imaging mode and 0.06 for the normal
B-mode image. Image courtesy of Toshiba Medical Systems.
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12
ACOUSTIC MICROSCOPY FOR
BIOMEDICAL APPLICATIONS

Jürgen Bereiter-Hahn
Institut für Zellbiologie und Neurowissenschaft, Johann-Wolfgang-Goethe-Universität,
Frankfurt/M, Germany

12.1 SOUND WAVES AND BASICS OF ACOUSTIC MICROSCOPY

Similar to other microscopic procedures, acoustic microscopy provides images
of specimens. However, in contrast to most light microscopic techniques, these
images cannot be interpreted in a straightforward manner; instead, a detailed
analysis is required to extract the information hidden within the images. The
difference between light and acoustic microscopy corresponds to the difference
between visual comprehension of our world and the information gained by feeling
with fingers. Thus, the information gained is complementary.

Investigating mechanics on a microscopic scale seems strange in a biomedical
world considering genomics, proteomics, and the interactions of signal trans-
duction chains as the main clues for understanding how a cell or an organism
functions. Indeed, all these molecular processes determine the function of a cell,
which finally is a physical unit with a given shape and thus exerting mechanical
forces, electrical currents, just physical properties. Comprehension of cells or
organs on this level of organization is a holistic one, because mechanical forces
as well as voltages and currents require a complete system of action and reaction
where forces can be balanced or can produce movements in cases where they
would not be in equilibrium. Major difficulty lies in bridging the description
levels of biochemistry and biophysics.
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Acoustic microscopy provides unique information on the shape and mechan-
ical properties of an object at a microscopic level. The biological material may
even be placed on optically opaque materials such as ceramics or steel used for
implantation purposes. The message has to be deciphered from the interaction
of sound waves with the object and the image and the subsequent amplification
and imaging procedure. As in sonography, x/y scans (= C-scan) or x/z scans
(=B-scan) may be used for specimen characterization.

12.1.1 Propagation of Sound Waves

Sound waves are material waves propagated by fast compression–rarefactions
cycles (longitudinal waves) and therefore probe the mechanical properties of the
investigated specimen. The speed of phase movement (c) of an acoustic wave
depends on the elasticity of the material (ε) and its density (ρ):

c =
√

ε

ρ
(12.1)

When sound waves impinge on a solid surface, part of the energy is reflected
(Eq. 12.2). Reflectivity is a function of the impedance (Zs and ZF) differ-
ences at the boundary between the reflecting surface and the contacting material
(e.g., water/solid or saline/tissue interface) and the angle of incidence (�). In the
case of normal (i.e., vertical) incidence, reflectivity (R) is given by the following:

R2 = Ir

I0
=

(
Zs − ZF

Zs + ZF

)2

(12.2)

where Ir and I0 denote the reflected intensities and ZS and ZF represent the
impedances of sample and fluid layer.

Impedance Z of a material is defined by the product of its density (ρ) and the
speed of sound wave propagation (c):

Z = ρ • c (12.3)

The unit of impedance is 1 rayl = 1 kg m−2 s−1; practically often the megarayl
(1 Mrayl = 106 rayl) is used.

The general equation describing reflection at an angle (�) is given by

R(θ) = Ar

A0
= ZF cos2 2θS + ZS sin2 2θS − ZF

ZF cos2 2θS + ZS sin2 2θS + ZF
(12.4)

where A0 and Ar are the amplitudes of the impinging and the reflected waves,
respectively.

The nonreflected part penetrates the solid where it further propagates as a
longitudinal wave. Excitation of the boundary surface causes it to move up and
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down, and this oscillation propagates as a transversal surface wave. At a specific
angle of incidence (the Rayleigh angle), the whole impinging acoustic wave
may move along the surface of a surface, being split into a longitudinal and
a transversal surface wave, both propagating with the same phase velocity and
finally leaking back to the lens. These waves are called Rayleigh waves or leaky
surface waves . Interference of Rayleigh waves with waves reflected from the
surface of a probe is the basis of V (z) characteristics (Fig. 12.1).

In fluids or soft materials (as in biological tissues), no surface waves are
induced, or they will be strongly attenuated.

Contrary to electromagnetic wave spectra, no transparency window exists
for acoustic waves. They become monotonically attenuated, increasing with the
square of frequency. Attenuation at a given frequency is defined by the decrease
of amplitude of a wave depending on the distance (x) passed:

A = A0 exp(−αIx) (12.5)

where αI is the attenuation coefficient related to intensity decrease and is mea-
sured in Neper (Np) or in Bel. Normally, it is given as 1/10 of a Bel (dB)

Figure 12.1. Acoustic broadband lens (gigahertz range) mounted on an ELSAM® micro-
scope scanner and adjusted to a light microscope (lens is facing an objective lens of the
light microscope). Inset: Top view of the acoustic lens with the spherical cavity in the
middle. This cavity, with about 30 μm diameter, focuses the ultrasound. The broad surface
around this cavity is roughened to decrease internal lens reflections. Photo by C. Blase.
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corresponding to

αIx = 20 log10(I0/I)dB (12.6)

where I0 and I are the sound intensities at the beginning and end of the distance,
respectively.

12.1.2 Main Applications of Acoustic Microscopy

Because acoustic-wave-based images reveal mechanical parameters only, no
staining is required to produce contrast in the case of tissue sections or isolated
cells. This consideration was the motivation of Lemons and Quate (1974) for
the development of a Scanning Acoustic Microscope (SAM) in the early 1970s.
Whether this anticipation will hold true remains doubtful after the very slow
increase in biomedical applications. Until now, most of the applications have
been found in materials sciences, where, for example, delaminations of thin
layers or microcracks can be detected with extreme sensitivity.

In the biomedical field, the main studies have been on tissue sections of
the cardiovascular system, skin, and intestine, as well as investigations on the
mechanical properties of bone and cartilage. In addition, cells in culture were
the favourite specimens of the author and a few others. Many of the previous
difficulties in image analysis have been overcome during the past years, and
diagnostic as well as therapeutic sonography experienced a huge advancement.

A first comprehensive review on theory and applications was edited by Andrew
Briggs in 1992 and continued in further issues in 1995. More recently, an updated
view on theory and applications in material sciences as well as in biology and
medicine has been edited by Kundu (2004).

12.1.3 Parameters to Be Determined and General Introduction
into Microscopy with Ultrasound

The main parameters of biological tissues revealed by acoustic microscopy are
geometry (thickness), mass, and elasticity, which taken together are related to
the speed of the sound waves within the materials and structural organization
represented by sound attenuation. Depending on the frequency used, the lateral
resolution is in the range of a light microscope (around 1 μm at 1 GHz); under
specific conditions (e.g., at liquid He temperatures), frequencies up to 8–10 GHz
can be reached, corresponding to resolutions close to 100 nm (Foster and Rugar,
1983, 1985). A resolution of 10–20 nm in the vertical axis of an acoustic lens
is easily achieved if interference phenomena are evaluated. Very high intensities
within the focal spot can give rise to nonlinear phenomena by multiple phonon
reactions and, by this, considerably increase resolution (Foster and Rugar, 1985).
In general, a strict determination of lateral resolution is not possible; it strongly
depends on the transfer characteristics of the acoustic lens, the contrast, and
the wavelength. Experimentally it is best determined by calculating the spatial
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frequencies from the Fourier spectrum of a line scan of a specimen containing
high spatial frequencies (Block et al., 1990). Commercial instruments are operated
up to a maximum of 2 GHz. The lower frequency limit is more difficult to
define; in most cases, it will be considered around 100 MHz. Sound waves of
this frequency are strongly attenuated in air; therefore, the transducer has to
be coupled to the specimen via a fluid layer. Attenuation of waves within this
coupling fluid layer represents the main limit for using high frequencies; another
limiting factor is lens design for high frequency imaging.

The idea of using ultrasound for microscopic imaging dates back to Sokolov
(1949) who first viewed ultrasound waves projected via a lens on the surface of
water. Most acoustic microscopes used are SAMs. One of the goals envisaged
by investigators performing acoustic microscopy is a better understanding of the
parameters controlling diagnostic sonography. Another source of interest is the
increasing acceptance of mechanical forces as mediators in embryonic develop-
ment (Beloussov, 1998; Beloussov et al., 1994), cell migration (i.e., in wound
healing, invasiveness of cancer cells or embryonic foldings), cellular differenti-
ation (e.g., Emerman and Pitelka, 1977; Kippenberger et al., 2000; Lyall and El
Haj, 1994), and health impairments by pathological changes of tissue mechanical
properties as in atherosclerosis (e.g., Saijo, 2004; Saijo et al., 2001) or osteo-
porosis (eg. Maia et al., 2002; Paschalis et al., 2004). Combined with specific
contrast techniques (gold or nanobubble coupling of target molecules), acoustic
microscopy will be extended to the molecular level (van Wamel et al., 2006).
This, however, remains to be studied in future experiments. Therapeutic applica-
tions of ultrasound have not been performed on the microscopic level, although
ultrasound in the lower megahertz region can be used for local membrane perme-
abilization (sonoporation) as required, for example, in cell transfection (Bao et al.,
1997; Frenkel et al., 2002; van Wamel et al., 2006) and a variety of therapeutic
approaches as in tumor treatment (Liu et al., 2005) and drug delivery (Bekered-
jian et al., 2005). Tumor cell killing very much depends on the type of tumor and
seems to be based on cellular membrane disruption, including plasma membrane
as well as mitochondrial membranes, and therefore require quite high energy
densities, that is, 3–4 W cm−2 for 60 s at 2.2 MHz (Wang et al., 2009). At even
higher intensities reached by focusing ultrasound on the muscle of mice that were
fully alive (800–300 W cm−2 at 1 MHz for 20 s four times with 2 weeks inter-
val and spot size of 1.5 mm), expression of Cytomegalovirus (CMV)-promoted
luciferase expression in transfected mouse muscle had been stimulated up to 6.5
fold (Hundt et al., 2009). Thus, the reaction of different tissues to ultrasound
cannot be predicted at the moment.

12.2 TYPES OF ACOUSTIC MICROSCOPY

In principle, transmission and reflection techniques have been developed. For
transmission systems, see, for instance, Ashman and Rho (1990), Kulik et al.,
(1992), and Maev and Levin (1997). From the very beginning, acoustic micro-
scopes have been combined with other imaging techniques, that is, confocal laser
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scanning microscopy, fluorescence microscopy (Blase and Bereiter-Hahn, 2004;
Kanngiesser and Anliker, 1991; Lüers et al., 1992; Lemor et al., 2004; Rabe et al.,
2002) with microinterferometry (Bereiter-Hahn, 1987b) or with scanning force
microscopy (Kopycinska-Müller et al., 2004). Scanning acoustic microscopy
operated in the reflection mode became the most widely used principle since
its introduction by Lemons and Quate (1974), because it was provided commer-
cially, for example, by Olmypus, Leica (now SAM Tec), and Honda Electronics.
Therefore, I will concentrate on this type of microscopes, the evaluation proce-
dures, and some of the results achieved. In addition, the combination of a light
microscope with an ultrasound transducer unit to observe ultrasound-induced
oscillations of microbubbles (or cells in suspension), which was constructed by
Postema at the Erasmus Medical Center in Rotterdam (Postema et al., 2004), will
not be included.

12.2.1 Scanning Laser Acoustic Microscope (LSAM)

The general setup of this type of microscope was the first type of acoustic
microscope brought to work (Korpel et al., 1971). The Laser Scanning Acoustic
Microscope (LSAM; Kessler, 1976; Rudd et al., 1987) combines interaction of
a specimen with plane ultrasound waves (typically 100 MHz) and a readout via
scanning laser interferometry, revealing its shifts in phase and amplitude of the
deformation of a thin gold layer, which acts as a receiver of the sound waves
after passing the specimen. This principle has been used widely for the investi-
gation of tissue sections (e.g., Agemura and O’Brien, 1990). Because this is a
transmission-based microscopy and flat specimens are investigated, some of the
interpretation problems that are due to varying slopes of reflecting surfaces are
avoided, and therefore, attenuation and elasticity values are very well presented
by this method.

12.2.2 Pulse-Echo Mode: Reflection-Based Acoustic Microscopy

These microscopes are all SAMs of the confocal type. Thus, the images are
derived from point-by-point scanning of a specimen and represent data obtained
for each pixel in a 2D matrix. The confocality and selection of a narrow time gate
for the reflected pulse include the possibility of 3D imaging, which, however, was
not very widely used in the past. Three-dimensional images have been calculated
from thickness measurements (Fig. 12.11), but this is not real 3D imaging. More
recently, real 3D images are reconstructed from time-resolved SAM.

In the very heart of such a microscope is the acoustic lens, which in the
case of frequencies >100 MHz typically consists of a cylindrical sapphire with
a plane side bearing the transducer element and a small spherical cavity on the
opposite side directed toward the specimen (Figs 12.1 and 12.2). For gigahertz
lenses, the cavity diameter is in the range of 30 μm within an area of about 5-
mm diameter and has a roughened surface to reduce sound reflections within the
lens. The velocity of sound is about 11.100 m s−1 in sapphire and 1500 m s−1 in
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Figure 12.2. Scheme of an acoustic lens and course of sound waves interacting with a
cell (oblique surface) on a solid substrate. The spherical cavity at the site where the lens
is coupled to the object via a sound-propagating fluid renders the plane wave to converge
in a focal spot. For ray 1, diffraction at the coupling fluid/cell interface (at A1) and then
the formation of a Rayleigh wave from B1 to B1 is shown. With ray 2, sound reflection
from the cell surface is exemplified, and ray 3 describes the reflection from the substrate.
The focal spot in this case lies within the solid substrate. Angles θ mark the changes in
the direction of sound propagation by diffraction. Source: From Kundu et al., 1991.

water (used as a coupling fluid); thus, the refractive index ratio amounts to 7.5
compared to 1.5 in light microscopy. Chromatic dispersion, therefore, is low, but
losses at the lens/water interface due to reflections are a severe problem, which
is overcome only in part by surface coatings. The influence of lens and electronic
device on image generation has been discussed in detail by the group of Boseck
(Block et al., 1990).

The transducer is a piezoelectronic actuator (a thin ZnO film), with its crystal
axis perpendicular to the surface of the sapphire, which becomes activated by
oscillating voltage and thus contracts and dilates periodically with the frequency
of the oscillating voltage. By this, a plane wave is generated within the lens
material, propagating along its length. The spherical cavity at the site where the
lens is coupled to the object via a sound-propagating fluid renders the plane wave
to converge in a focal spot (Fig. 12.2). Its size depends on the aperture of the
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acoustic lens, that is, the diameter of the cavity and focal length. As in every
confocal method, the size of the focal spot determines the spatial resolution of the
microscope. For 100 MHz, the resolution limit is about 15 μm, with a penetration
depth of 4 mm; at 2 GHz, resolution is 0.75 μm (or better), but penetration depth
decreases to 10 μm.

In the reflection mode, the same lens that sends the acoustic pulse (typically
4–25 ns long) acts as a receiver; however, two lenses may be used arranged in
opposite positions, one sending the sound wave and the other focused to the same
plane acting as a receiver. Most of the commercial instruments (Fig. 12.3) are
operated in the reflection mode; therefore, only this type is discussed. In these
cases, a fast circulator switches between the oscillating frequency inducing the
ultrasound and the amplifier chain processing the signal produced by transforming
the reflected sound wave into a voltage oscillation. This is superimposed on a
carrier frequency, and after amplification within a heterodyne amplifier, it may
be visualized on a screen or digitized and stored as a digital image. Considerable
diversification of instrumental details occurred within 20 years of the introduction
of commercial instruments.

Many of these modifications are laboratory prototypes and can be used only by
personal collaboration; the development of commercial instruments was impaired
by a relatively low number of instruments sold. The main advantage of the more
recent developments is in the signal stored. The early high resolution instruments
working in the gigahertz range, such as the ELSAM from Leica (Wetzlar) and
the high frequency operated Evolution PII from PVA Tepla/KSI (Herborn and
Westhausen, Germany), use the amplitude of the reflected sound signal received
within a certain adjustable time window for image generation, which then might
be digitized (32 bit in the case of the PII SAM). The “Evolution PII” instrument,
for instance, sets time gates with a width down to 2 ns. In some recent brands
working between 50 and 300 MHz (e.g., HMC by Honda Electronics, Toyohashi)
or at about 900 MHz (SASAM from IBMT, St. Ingbert, Lemor et al., (2004)),
the whole reflected signal along a series of meandering scanning lines (C-scan,
including the B-scan for each pixel) is collected and may later on be processed to
produce images either by using an amplitude overall image or by filtering certain
time gates representing, for example, surface reflections only from a specimen
or separating the reflections from a solid surface bearing the biological material
from other reflections and thus allowing for the determination of attenuation.
At gigahertz sound frequencies, full signal collection represents a high technical
challenge.

The main features of instruments determining their practical use are as
follows.

1. The frequency of the ultrasound is the main factor determining resolu-
tion. Production of lenses with reproducible high quality for the upper
megahertz and gigahertz range is difficult. High aperture for high reso-
lution images and low signal because of frequency-dependent attenuation
force the reduction of working distance between the lens and the speci-
men (above 1 GHz typically 30 μm) and thus limits microscopy to very
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(a)

(b)

Figure 12.3. Two acoustic microscopes that are distributed by PVA Tepla (Westhausen,
Germany). (a) High resolution instrument “Evolution PII” (f ≤ 2 GHz) with integrated
light microscope. In this image, the head with the acoustic scanner is moved toward the
left. (b) Instrument of the Evolution-series (Evolution II) in the frequency range between
3 and 400 MHz with large motorized scan width for samples up to 520 mm × 380 mm
× 45 mm (w/l/h) and water tank for the specimen. (Images courtesy of PVA Tepla,
Westhausen, Germany).

flat specimens. Frequencies up to 8 or 10 GHz are possible to transmit
through superfluid helium only, and by this, the resolution barriers of
light microscopy have been broken (Foster and Rugar, 1983). Larger focal
lengths and deeper penetration instruments working at lower frequencies
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Figure 12.4. Schematic drawings of the SASAM system, an acoustic head integrated into
an inverted fluorescence microscope, produced by the Institut für Biomedizinische Technik
(St. Ingbert). (a) Acoustic head in active position (above the specimen). (b) Transmitting
light condensor in active position, acoustic head turned to opposite side. Drawings courtesy
of E.C. Weiss and R. Lemor.

(≤200 MHz) are superior for imaging structures that are not really flat. A
good example for the application of SAM up to 200 MHz for in vivo studies
has been given by Jörgensen and his group at the Centre of Experimental
Medical Ultrasound at the Aarhus University Hospital. They imaged blood
vessels in the thigh of a rat after removing the overlaying tissues.

2. Pulse length: pulses of 15–25 ns length contain 10–20 cycles for giga-
hertz sound, a coherence length sufficient for interference fringe generation
resulting from interference between sound waves reflected at different inter-
faces (Figs 12.7 and 12.8). Very thin layers may also cause interferences
within very short pulses (<5 ns); however, if pulse length allows only for
one or two oscillations, the wavelength and frequency are no longer defined.
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If the time course of the whole signal is known, it can be deconvolved
and interferometric measurements in general are of very high resolution
in the axis of wave propagation; therefore, they have been used for the
characterization of cells and tissues by various quantitation procedures
(Bereiter-Hahn et al., 1992, 1995; Hozumi et al., 2004; Karl and Bereiter-
Hahn, 1998; Litniewski and Bereiter-Hahn, 1990; Zoller et al., 1997).

3. Acquisition of phase and amplitude. This may be performed by acquiring
the fully resolved original signal for each pixel (as, for instance, realized for
the instruments described by Hozumi et al., (2004), Lemor et al., (2004),
and Raum et al., (2003a). Another possibility is the immediate generation
of two different images, a phase image and an amplitude image as it was
brought to action by Grill and his group (Hillmann et al., 1994; Grill et al.,
1999; Pluta and Grill, 2002).

4. Time resolution. These systems take advantage of the relatively slow phase
propagation of acoustic waves, thus allowing the determination of time of
flight of a signal passing a specimen. Such a system was introduced by
Briggs et al., (1993) and also underlies the instruments built by Lemor et al.,
(2004) (Fig. 12.4) and Hozumi et al., (2004). The Evolution instruments
from SAM TEC/PVA Tepla operating up to 400 MHz automatically shift
time gates to detect phase shifts of the reflected sound at the positive and
negative peak positions. However, for very thin specimens, time resolution
is insufficient for straightforward interpretations. These shortcomings may
be overcome by very sophisticated signal analysis.

5. Scanning movements: In general, at least one scanning direction (x) is pro-
vided by the moving lens; the other may either be done by stepping the
specimen or by shifting the lens. Step motors have been used for large-
scale scanning (almost unlimited) with long acquisition times; the shortest
acquisition times may be reached using fast scanning via piezoelements.
Mechanical oscillators allow large-scale scanning (up to a few millimeters)
as well as fast scanning in the micrometer range (e.g., 200 μm width), and
because of its universal application this type has been used in the high
resolution SAM constructed by Leica, which was improved (up to 60 scan
lines per second) and purchased by SAM TEC (Fig. 12.3) and developed
further as a 3D instrument by PVA Tepla (Westhausen, the company fol-
lowing SAM TEC). The type of scanner that is suited best depends on
the requirements. One important factor is the strict correlation between the
scanning position and the acoustic signal, thus the accuracy of the position-
ing. Fast scanning is related to smaller fields of viewing, but in addition,
signal averaging may become a limiting factor at high sound frequencies
that are subjected to strong attenuation. Then single signals may be accu-
mulated for each point to improve signal to noise ratio, which finally results
in an increase in image acquisition time.



TYPES OF ACOUSTIC MICROSCOPY 379

12.2.2.1 Reflected Amplitude Measurements. Measuring sound reflected at the
interface between coupling fluid and specimen (Ir/I0) allows straightforward cal-
culation of impedance (ZS) and sound velocity (cS) of a specimen using Eq. 12.2
or 12.4.

Sound velocity (c) in a body is a function of the appropriate elasticity modulus.
In fluids, this is primarily the compression modulus (K):

c =

√√√√√K + 4

3
· G

ρ
(12.7)

where G is the shear modulus and ρ is the density of the liquid in grams per
cubic centimeter. Commonly G � K; therefore, Eq. 12.8 is approximated to

c =
√

K

ρ
(12.8)

The relationship between the elastic modulus, E, and the compression modulus,
K , is given by

K = E

3 · (1 − 2μ)
(12.9)

where μ is the Poisson ratio (e.g., for actin filaments about 0.4; Ziemann et al.,
1994). The elastic modulus, E, is then 0.6 times the compression modulus, K .

Surface reflectivity has been widely used in a broad range of frequencies for
the determination of elastic properties of biological hard tissues such as bone,
dentin, or enamel (e.g., Maev et al., 2002; Meunier et al., 1988; Peck and Briggs,
1987; Raum et al., 2003a).

An example for measurements with this method is given: an “allmax” pro-
jection of a set of acoustic images taken from an isolated rat cardiomyocyte
(Fig. 12.5). Adult cardiomyocytes are a good example for a specimen well suited
for analysis by sound reflection measurements, but it also shows the limitations
of this method. Because of cell thickness, reflections from the plastic material of
low impedance supporting the cell do not interfere with the measurements. Sepa-
ration of reflections from different surfaces can be improved by setting a narrow
time gate for the reflected signal used to image a specimen. This is available for
most of the commercially available instruments. From a single image, no distinc-
tion can be made between local differences in reflectivity caused by impedance
differences or by the slope of the surface. This would require monitoring the
phase of the reflected sound (which would shift with local thickness variations)
or focus series. This was done by taking a series of images with a 0.5-μm incre-
ment in focal position; then, the brightest value for each pixel position (xi, yi)
found in the whole set of about 20 images was written into a new image, thus
showing only the brightest reflections at each point (“allmax image”). The focus
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(a) (b)

Figure 12.5. An “allmax” projection of a set of acoustic images taken from an iso-
lated rat cardiomyocyte in relaxed (a) and contracted (b) state. Bar: 10 μm (courtesy of
Dr M. Riehle).

increment has to be smaller than the focal depth of the acoustic lens to fulfill
the Nyquist sampling theorem. In the case of 1 GHz, vertical resolution of the
amplitude image is in the range of 3 μm; therefore, a recommended step size
of 0.5 μm corresponds to sixfold oversampling. A detailed description of the
physics of image reconstruction from such series has been provided by Raum
et al., (2003a).

Additional limitations of this method are represented by the anisotropic
structure of the probe. Only sections will allow for determination of acoustic
anisotropy.

The simple relationship described by Eq. (12.2) is valid only for normal inci-
dence. The assumption of normal incidence of ultrasound focused on a plane
surface is justified in the focal plane because of the specific propagation pattern
in the focal spot of an acoustic lens. If the focal plane of a lens is positioned sev-
eral wavelengths above the surface to be imaged, only normally incident sound
waves contribute to image formation. In many cases, the slope of the reflect-
ing surface is not exactly known; therefore, the extended formula (including this
obliqueness) cannot be applied, and thus only those parts of specimens that lie
at approximately 90◦ to the incident sound beam can be studied. Examples of
almost plane surfaces are tissue sections and very flat cells in culture (reflectivity
does not change more than 5% if the slope of the reflecting surface of a cell is
up to 15◦ (Weise et al., 1994)).

12.2.2.2 V(z) Imaging. A special case of reflection mode scanning is V (z) scan-
ning (voltage vs focus position). While focusing beyond the surface, because
of interference between the acoustic waves reflected from the surface and the
Rayleigh wave emitted back to the lens, periodic changes in reflected amplitude
occur, which are characteristic for each material (Fig. 12.6). This method can
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Figure 12.6. V (z) curve for glass and glass covered with a 200-nm thick chromium
layer (broken line) taken at 200 MHz (with an Olympus UH2 microscope). This curve
has been obtained by plotting the reflected signal while focussing from the focus position
on the glass surface (0—position) into the glass (negative focus positions) or above this
surface (positive focus position). The thin chromium layer modulates the V (z) signal.
These modulations can be used to determine the acoustic properties of any superimposed
layer with unknown properties. (From Block et al. 1990, with permission).

well be applied to biological hard materials (e.g., Block et al., 1990; Raum et al.,
2006). The reflected voltage (V ) in relation to focus position (z), as shown in
Figure 12.6, is given by

V (z) =
∫ f sin α

0
U 22(r)P 2(r)R

r

f
e
−2jk0Z

√
1−

(
r
f

)2

r dr (12.10)

where U is the sound field produced by the transducer, P is the pupil function
of the acoustic lens, R is the reflection function of the specimen, r is the radial
position of the signal in the back focal plane of the lens, f is the focal length of
the lens, r/f is the sinus of the aperture angle of the lens in combination with
the coupling fluid, α is the half aperture angle of the lens, and k0 is the wave
number in the coupling fluid.

Although Rayleigh waves are missing within soft biological material, this
material shifts the maxima and minima of the Rayleigh spectrum because sound
velocity in the sample differs from that in the environment.

Modulations of hard material V (z) curves by thin layers of soft material can
also be used to calculate the acoustic properties of a thin layer of biological
material. The theory of this model has been developed independently by several
groups (Block et al., 1990; Chubachi et al., 1991; Kundu et al., 1991; Litniewski
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Figure 12.7. Schematic drawing of the cross section of a cell (blue, cytoplasm; yellow,
nucleus) interacting with sound. The sound wave emitted from the acoustic lens (black
ray) is partly reflected from the cell surface (blue line) and partly penetrates the cell to the
solid substratum (e.g., plastic material or glass), where a fraction is reflected according
to the acoustic impedance of the solid. Both these reflections interfere with each other,
yielding a cell picture as exemplified for a group of HaCaT cells shown in Figure 12.8.
(image width, 200 μm). (Courtesy of Dr. C. Blasé).

and Bereiter-Hahn, 1992; Yu and Boseck, 1992). Using a small part of V (z) char-
acteristics, allowed for the first time, mapping of elasticity (sound velocity) and
attenuation over a cell with full resolution of the SAM (Bereiter-Hahn et al., 1992)
(Fig. 12.13). More recently, Raum et al., (2003b) used the full Rayleigh spectrum
obtained by large defocusing. Kundu et al., (1991) modeled cell properties from
small defocusing only. The advantage of large defocus is the unambiguity of
the calculations, which has to be introduced by setting limits in the calculations
with the simplex approach used for small defocus images. The latter method was
chosen because, for living cells, data acquisition time has to be as short as possi-
ble to avoid changes in cell parameters while the images are taken. Such active
movements may be enhanced by fluid perturbation over the very small distance
between the scanning lens and the cell surface: approaching the moving lens
even more toward the cell increases the influence of fluid mechanics on the cell
surface and supposedly evokes physiological reactions, thus obscuring the “real”
situation. However, this influence has never been investigated systematically. For
the investigation of tissue sections, large-range V (z) analysis is a very elegant
and reliable method.

The main advantages of this method are that it is a well developed theory,
it is widely used in materials sciences, it offers high lateral resolution, and thin
cytoplasmic layers can be analyzed. All the parameters can be calculated sepa-
rately only in the microrange V (z); bounds for the values are required to allow
the simplex algorithm to converge to the correct set of values. A broad variety of
substrata can be used to mount the specimen, and no interferences are required
for the calculations.

The main disadvantages are the long acquisition time (several images are
required) and the dependence on substrate properties, which must give distinct
V (z) curves.

12.2.2.3 V(f) Imaging. Variation of frequency has been used in light interfer-
ence microscopy for the determination of two unknowns: thickness and refractive
index (Bereiter-Hahn et al., 1979). A similar procedure can be applied in SAM
(Kundu et al., 2000, 2006 and others). Using a phase- and amplitude-sensitive
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modulation of a SAM (Hillmann et al., 1994), longitudinal wave speed and atten-
uation in a cell or tissue section, as well as thickness profile are obtained from the
voltage versus frequency or V (f ) curves. The challenge to determine at least four
unknown parameters (speed of sound, attenuation, specimen thickness, and den-
sity) from acoustic images requires at least five images for reliable calculations.
Grabbing a series of pictures in the range from 980 to 1100 MHz, with an incre-
ment of 20 MHz, allows the experimental generation of V (f ) curves for each
pixel by simply changing the signal frequency while keeping the lens–specimen
distance unchanged. Both amplitude and phase values of the V (f ) curves are
used for obtaining cell properties and the cell thickness profile. Cell thickness,
longitudinal wave speed, and attenuation can be estimated from the phase and
amplitude for each pixel by the simplex inversion algorithm in a manner similar
to V (z) analysis. Theoretical analysis shows that the thin liquid layer, between
the cell and the substrate, has a strong effect on the reflection coefficient and
should not be ignored during the analysis (Kundu et al., 1991).

The main advantage of this method is that imaging can be done near the focal
plane. Therefore, an optimal signal to noise ratio is achieved, no interference
with Rayleigh waves occurs, and the method is independent from the properties
of the solid substratum where the cells are growing on. This method allowed us
to monitor by SAM the reaction of cells to mechanical stretch (Karl and Bereiter-
Hahn, 1998). However, this method requires appropriate broadband lenses, which
still cannot be produced reproducibly with the desired properties.

12.2.2.4 Interference-Fringe-Based Image Analysis. Thin layers of biological
material on the supporting glass or plastic surfaces may give rise to interference
of reflections from the surface of the sample with those from the supporting
material. Prerequisites for such interferences are a sufficiently long sound pulse,
small thickness of the sample (“small” relates to wavelength of sound, <6–8λ),
and almost parallel reflecting surfaces (slope <15–20◦). Cells in culture exhibit
an oblique surface relative to the supporting glass or plastic surface. Therefore,
reflections from the substratum and from the surface of the biological sample
cause a series of concentric interference fringes (Figs 12.8 and 12.9). These
provide a useful signal for a fast and orienting analysis of shape, elasticity,
and attenuation of the cells. The contrast of the interferences depends on the
impedance of the solid material bearing the cells. Materials with high impedance,
such as tungsten layers on glass or glass itself, give rise to very strong reflections
that are only slightly modulated by the weak reflections from the surface of the
cells; thus, the images are dominated by attenuation, while plastic materials have
lower impedance and therefore interference fringes exhibit higher contrast. From
the sum of adjacent bright and dark peak values, attenuation by the specimen
can be calculated, while the difference of those values allows to calculate sound
velocity (for detailed description of the method, see Litniewski and Bereiter-
Hahn, 1990).

The approximate cell shape (topography) is immediately obvious from the pat-
tern of interference fringes seen in SAM images. When applied to cells growing
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Figure 12.8. HaCaT cells on plastic as viewed by 1GHz acoustic microscopy (ELSAM).
The course of the interference fringes indicates surface topography. Where the cells are
not in contact with neighbors the develop a broad flat cytoplasmic layer (very broad
interference fringes). The bright spots in the central cell indicate zones lacking contact to
the plastic surface.

on a flat, solid substratum, these interference fringes delineate zones of equal
acoustical path lengths between the reflecting boundaries, cell/culture medium
and cell/substratum. Local variations in Vc would shift the position of an inter-
ference fringe; therefore, their pattern is only a first approximation to surface
topography.

The big advantage of this method is its speed: a single amplitude image
(scanning time <5 s) of a specimen is sufficient to calculate sound velocity,
giving an estimation of elasticity. However, the method has several shortcomings:
lateral resolution is limited to the distance between adjacent maxima and minima
of interferences, and mechanical properties are assumed to be constant over this
space. Reliable measurements require a solid substratum with relatively high
impedance, that is, glass, and thus the overall contrast of these images is low,
and the distance between lens and specimen is about 8λ apart to reach normal
incidence, thus intensity is low. The procedure is limited to those areas showing
interferences, and the order of interferences must be estimated properly. The
density of the cytoplasm is assumed to be constant at an estimated level.

Therefore, this method was primarily used to follow dynamic events. The
local dynamics of elasticity are easily visualized by Sobel filtering of the pri-
mary images taken at z-values a few wavelengths above the specimen. Sobel
filtering reveals the steepness of gray level changes in between constructive and
destructive interferences and thereby visualizes contrast (Fig. 12.9). Thus, as a
first approximation, this filtering can be used to show elasticity distribution and
is well suited for comparative observations of force distributions in migrating
cells (Bereiter-Hahn and Lüers, 1998).

Contribution of substrate reflections can be avoided or at least strongly reduced
by using substrates with an impedance close to that of the specimen under inves-
tigation or if the investigated specimen is thick, by sufficiently large defocusing.
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(a)

(b)

(c)

Figure 12.9. Example for visualization of the contrast function in an acoustic image by
Sobel filtering. (a) The original SAM image of a group of HaCaT grown on a plastic cul-
ture dish, 1 GHz. (b) The first derivation of the original picture representing the intensity
changes within the picture (Sobel filtering). To facilitate interpretation of this image, it
will be inverted and thus results in (c). High contrast in the original is revealed by the
black appearance, low contrast by brighter or gray areas. In addition, very fine structures
become visible.



386 ACOUSTIC MICROSCOPY FOR BIOMEDICAL APPLICATIONS

Materials almost matching cytoplasmic impedance are concentrated agar (>3%)
or soft polyvinylchloride (Kanngiesser and Anliker, 1991).

12.2.2.5 Determination of Phase and the Complex Amplitude. Acoustic
microscopy based on imaging phase and amplitude gives an easy access to
all the data necessary for unequivocal evaluation of mechanical parameters of
specimen in the reflected sound mode. For this purpose, an ELSAM has been
equipped with an electronic circuit, allowing separation of the phase and the
amplitude of the reflected signal (Fig. 12.10). The method has been presented in
detail by Hillmann et al., (1994) and Grill et al., (1999). The probe-dependent
phase shift of the signal can be achieved by comparing it with a reference
derived from the sending oscillator. This multiplication is technically realized
with a mixer followed by a lowpass filter. The complex amplitude has to be
determined by splitting the reference and the probe wave path and extending the
probe path by a quarter wavelength before it is mixed with the reference signal.

12.2.2.6 Combining V(f) with Reflected Amplitude and Phase Imaging. Speed
was the main advantage of the interference-based method for cell mechanical
properties (Litniewski and Bereiter-Hahn, 1990). However, it allowed only rough
estimations of impedance (speed of sound, i.e., elasticity) and attenuation, all
these at lateral resolution defined by the distance of constructive and destructive
interferences. Shifting interference fringes using different frequencies can fill the
gap of low spatial resolution. Frequency shifts can easily be programmed, and
thus a few images can be sufficient to fill all the gaps between the maxima
and minima of the interferences. In addition, combining phase and amplitude
information provides an easy means to precisely calculate sound velocity and
attenuation.

The acoustic path length is unequivocally determined at any maximum or
minimum of an interference fringe: it represents a multiple of the wavelength λ.
Because in the reflection mode sound passes twice through a specimen, destruc-
tive interferences (dark rings) occur at a multiple of λ/4, while constructive
interferences represent multiples of λ/2. The multiple is given by the order (m)
of the interference. Because λ results from c/f , and frequency f is known, λ

can be replaced by the sound velocity c and frequency f :

d = mcc/4f (12.11)

in the case of destructive interferences, and

d = mcc/2f (12.12)

in the case of constructive interferences.
From the phase image, �	 (the phase difference between the sound waves

reflected from an area devoid of specimen and the sound wave passing through
a given volume of the specimen) can be defined by

�	 = 4πdf (1/cf − 1/cc) (12.13)
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from which the following equation may be obtained:

cc = cf(1 + �	/πm) (12.14)

where cf is the speed of sound in the coupling medium and cc is the speed
of sound within the cytoplasm. Young’s modulus may be calculated according
to Eq. (12.9). Attenuation is calculated from the sum of adjacent maximal and
minimal amplitudes according to Litniewski and Bereiter-Hahn (1990).

If this procedure is performed for a single frequency only, 5 s of image
acquisition (512 × 512 pixel) is sufficient with the Leica ELSAM, but the values
have to be integrated for the spaces in between the extrema of the interference
fringes. If pictures were taken at several frequencies (�f in the range of 20 MHz
at a basic frequency close to 1 GHz), the shifts of the fringes fill in the gaps left
by the first image and thus spatial resolution increases up to covering all areas
of a cell with the desired density of measurement points. Figure 12.11 gives an
example of such a whole-cell reconstruction using three different frequencies,
corresponding to 15 s image acquisition time.

12.2.2.7 Time-Resolved SAM and Full Signal Analysis. Time-resolved micros-
copy has been constructed independently several times in the past and has been
used for characterization of soft and hard biological tissues (for review, see
Briggs, 1992). The short temporal extent of the impulse excitation allows separate
echo pulses from the top and bottom of a thin specimen or from separate interfaces
in a layered specimen to be identified in the received signal, and hence the vertical
structure in specimens can be resolved. High reflectivity of the supporting surface
combined with low reflectivity of the specimens and attenuation by the samples
normally impede this type of imaging soft biological samples. Cells grown on
a polyvinylchloride surface, which almost matches the acoustical impedance of
the coupling fluid (reflectivity 18 dB lower than the reflection of the surface of a
polystyrene petri dish), were viewed using ultrasound pulses in the nanosecond
range. This method permitted acoustical sectioning and thus 3D imaging and
x/z scans (B-scans) with a resolution of 1.24 μm in the axial direction (0.54 μm
lateral resolution at 1.5 GHz) (Kanngiesser and Anliker, 1991).

Analysis of time-resolved measurements does not require any a priori assump-
tions about the acoustic properties of the specimen and works well with tissue
sections of about 10 μm thickness. Data from very thin cytoplasmic layers of
cells in culture require extensive processing by the appropriate deconvolution
algorithms.

Recent developments allow for storage of the whole course of a pulsed sig-
nal reflected from a specimen for all scanning positions at varying frequencies.
Such systems are realized, for instance, by Honda Electronics, for the frequency
range up to 200 MHz, step size of scanning is 4 μm constructing images of
480 × 480 pixels, and beam width is 5 μm at 200 MHz (Hozumi et al., 2004).
This instrument has been extensively used by the group of Saijo for the analysis
of cardiovascular tissues. This group considerably improved the acoustic system
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Attenuation

Elasticity

Thickness

Figure 12.11. Reconstruction of the distribution of thickness, elasticity, and attenuation
all over an endothelial cell (XTH-2 cell) in culture. This reconstruction is based on pictures
taken at three different frequencies (from Hartmann, 2002).
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(Saijo et al., 2006): “The most important feature was use of a single pulse
and the Fourier transform to calculate the sound speed at all measuring points.
Although the data acquisition time of a frame was greater than that in conven-
tional SAM, the total time required for calculation was significantly shorter that
can measure the speed of sound of thin slices of biological material.” Decon-
volution of the signal in the time domain enabled separation of the reflections
from front and rear sides, and frequency domain analysis provided reliable data
on sound speed in the range of 50–150 MHz (Saijo et al., 2006).

The “Evolution” series of SAM TEC (Westhausen Germany) shows the course
of the signal in order to set a proper time gate to select the reflections from those
distances containing the structures of interest. The mean amplitude of this selected
part is stored and used for image generation.

The SASAM instrument provided by the group of. Lemor in the Institute for
Biomedical Technology (St. Ingbert, Germany) reaches a much higher resolution
by using about 1 GHz and saving the whole course of ultrasound signal for further
calculations. The acoustic head can be coupled to any inverted light microscope
(Fig. 12.4) and thus opens up the possibility of investigating simultaneously the
very same area, for example, with fluorescence techniques, including confocal
laser scanning microscopy and SAM (Fig. 12.12).

Figure 12.12. Coincidence of structures revealed by SAM imaging and fluorescence
microscopy: embryonic chicken myoblasts were stained with Alexa-phalloidin (Molec-
ular Probes: Eugene, Oregon) and the same positions were viewed with the SASAM and
by fluorescence revealing F-actin. Focal contacts are represented as dark streaks in the
acoustic image and can further be identified as the ends of stress fibers in the fluorescence
image. The image size is 65 μm × 65 μm. (Courtesy of E. C. Weiss and R. Lemor, IBMT
St. Ingbert).
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12.3 BIOMEDICAL APPLICATIONS OF ACOUSTIC MICROSCOPY

12.3.1 Influence of Fixation on Acoustic Parameters of Cells and Tissues

Acoustic microscopy of biological samples does not depend on staining; fixation
alone will be sufficient to reveal acoustic properties of cells and tissue sections
(Hildebrand et al., 1981). Thus, the influence of freezing and thawing cycles—as
required for freeze sectioning of organs—has been investigated qualitatively by
Kessler, 1973; Parker, et al., 1984; and D’Astous and Foster, 1986; and quantita-
tively by van der Steen et al., (1991, 1992). This treatment does not significantly
change acoustic parameters. Formalin fixation (4%, 1 week) of 5-mm liver cubes,
on the other hand, has been found to leave speed of sound almost unaffected, while
attenuation (at 5 MHz) increased it from 4.47 in fresh tissue to 4.96, paraffin embed-
ding increased it to 11.62, and hematoxylin–eosin staining increased it to 16.01.

The first qualitative study on the influence of tissue fixation and processing on
acoustic properties using 1.2 GHz transducer has been performed by van der Steen
et al., (1992). They used 6-μm thick liver sections that were prepared in different
ways: fixed either in ethanol or formalin; stained by hematoxylin–eosin, toluidin
blue, or nonstained; cryostat sections or paraffin sections. Paraffin sections had to
be deparaffinized to display any structure. Finer structures were displayed after
ethanol fixation.

For cell cultures, fast air drying followed by rehydration in saline, Karnovsky
fixation (mixture of glutaraldehyde and paraformaldehyde), and formalin fixation
have been tested (Bereiter-Hahn et al., (1992)). Best preservation of morphology
was reached by Karnovsky fixation; the acoustic parameters did not behave uni-
formly at 1–1.5 GHz showing many subcellular details. Least alterations were
observed after air drying and rehydration. In general, attenuation was increased
after fixation, in some cell areas up to fourfold as in the living state. Speed of
sound decreased in the central cell areas and became more homogenous in the
cell periphery. The interpretation was that local contractions no longer occur in
dead cells. An example of fixation-related changes is given in Figure 12.13.

SAM investigations on soft tissue sections have been done on fixed or
freeze-sectioned material. In paraffin sections, after deparaffinization, all the
fat material of the tissue is removed, which is known to be of considerable
influence on the acoustic properties of tissues (Brand et al., 2003; Sasaki et al.,
2003). Thus, most researchers agree that freeze sectioning will influence acoustic
parameters the least. Whether this represents elasticity in the organism remains
an open question, because many tissues, for example, of the cardiovascular
system, are under tension and this tension is released in the excised and
sectioned material, thus the elasticity values measured are only elasticity values
after full relaxation.

In hard tissues, the water content may be of more significant influence on
the parameters to be measured than fixation (Currey et al., 1995). The influence
of storage conditions on the elastic properties of dentin and enamel of human
wisdom teeth has been investigated (Raum et al., 2006d), and it was revealed
that artificial saliva was the fluid of choice for prolonged storage.
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(a) (c)

(b) (d)

Figure 12.13. XTH-2 endothelial cell before (a, b) and after (c,d) fixation: Using a small
part of V (z) characteristics, for the first time allowed, mapping of elasticity (sound veloc-
ity: b,d) and attenuation (a,c) over a cell with full resolution of the SAM. Attenuation is
increased after fixation and in the living cell represents areas with thick bundles of F-actin
(arrowheads). Inverse behaviour of attenuation and sound velocity is seen in the two areas
marked “1” in (b). The zone marked with the asterisk exhibits low attenuation and low
elasticity as is typical for loose cytoskeletal networks often found in this area with the
scanning electron microscope. 1 GHz, image width: 200 μm (from Bereiter-Hahn et al.
(1992)).

Calculating acoustic parameters of tissue sections has to deal with thickness
variations as an additional factor of uncertainty (Okawai et al., (1988)).

12.3.2 Acoustic Microscopy of Cells in Culture

For isolated cells and soft tissue, calculations of impedance differences from the
acoustic signal seems a relatively simple method to determine elasticity because
the contribution of surface waves and Rayleigh waves can be neglected. Problems
arise because reflectivity for ultrasound is low and, in addition to the elasticity of
the cytoplasm or tissue structures, sound reflection may be modulated by surface
topography, which depends on overall cell shape and presence of microstruc-
tures on top of the cells and at their surfaces adhering to a solid substratum
(e.g., glycocalix, ridges, microvilli, microstructures exposed by sectioning of tis-
sues). Several unknowns determine a SAM image of a cell or tissue: cytoplasmic
elasticity, density, and, probably, viscosity have to be calculated from the acous-
tic parameters, sound velocity and attenuation, which are derived from sound
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reflections. These may be supplemented by measurements of time of flight and
phase of the acoustic signal from which cell or section thickness (topography)
can be derived. In the case of cells in culture, a thin layer of fluid in between
the cell and the supporting substrate has to be considered because this layer may
considerably influence SAM images (Bereiter-Hahn et al., (1992); Kundu et al.,
1991).

How to cope with these unknowns? A variety of methods has been developed
to solve this problem and to calculate physiologically relevant parameters from
SAM images. The principles of the different approaches have been summarized
above. In general, V (z) and V (f ) procedures (V (z) and V (f ) curves) require
frequency or focus variations and need several images to be taken before the
calculations can be done. This limits temporal resolution. Methods based on
the evaluation of interference fringes provide high temporal resolution combined
with loss in spatial resolution, and they do not allow measurements of very
thin cytoplasmic layers because the maxima and minima of interferences are
difficult to localize. Procedures taking advantage of the information in time,
phase, and amplitude of the acoustical signal are superior. If all these parameters
are collected, they require long time for image acquisition, extensive calculations,
and space for data storage. All high resolution imaging methods are very sensitive
to external disturbances (temperature, scanning plane, vibrations), which may
impose difficulties for practical work.

Almost all the possibilities and shortcomings, the imaging and interpretation
problems of SAM, can be demonstrated with live cell imaging; therefore, this
application is discussed in detail according to the application of various methods
to cell cultures that have been used in the author’s and others’ laboratories.

12.3.3 Technical Requirements

12.3.3.1 Mechanical Stability. SAM imaging is very vibration sensitive; there-
fore, the instruments are posed on vibration-reducing tables by the manufacturers.

12.3.3.2 Frequency. With increasing sound frequency and thus resolution,
attenuation of the coupling fluid increases and thus the signal to noise ratio
becomes worse. Heating to 37◦C reduces attenuation in relation to room
temperature, and the required heating hood also stabilizes focus and thus is an
indispensable tool for live cell investigation; also, in tissue section investigation,
temperature must be kept stable.

12.3.3.3 Coupling Fluid. For biomedical investigations, saline is normally used
as a coupling fluid. This gives optimal results because it has the least possible
influence on the biological material, and the matching layer on the acoustic lens
is optimized for sapphire/water interface. Sometimes methanol has been used as
a coupling fluid, which also imbibes the probe. The advantage of using methanol
is the lower sound velocity and thus smaller wavelength at a given frequency,
which provides a chance for increasing spatial resolution; however, methanol
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itself changes the acoustic properties of the biological material and attenuates
sound more than water, thus signal to noise ratio may become a limiting factor.
This coupling fluid may be of help if frozen sections are going to be analyzed
for morphological features without staining.

Protein-containing coupling fluids (cell culture media) may cause precipita-
tions (probably of fibronectin) within the lens cavity and on the surface of cells,
reducing the acoustic signal. Therefore, saline is preferable in all cases of inves-
tigation of tissues or cells.

12.3.3.4 Time of Image Acquisition. Scanning procedures produce sharp images
even when the specimen is moving while the image is taken. So far, acquisition
time does not seem to cause severe problems in SAM. However, mechanical
properties of cells also underlie shape generation and motility, and these features
can be studied only if the method of measurement (SAM) is fast in relation to
the process to be analyzed (motility). Furthermore, all the analytic methods that
require several images for calculation of the unknown cell parameters (e.g., V (z)-
and V (f )-based SAM) have to start with the assumption that nothing changes
during the time required for image acquisition, which was about 40 s for the
V (z) series and has now been reduced to 25 s for a V (f ) series. However, cells
are dynamic as long as they are alive. As a consequence, fast moving cells (e.g.,
the speed of epidermal cells is up to 30 μm/min) cannot be analyzed at all by
using V (z)- or V (f )-based evaluation methods. Cells that remain stationary on
the scale of a few minutes might undergo shape changes. Therefore, we analyzed
the overall cytoplasmic motility of nonlocomoting cells (i.e., keeping a constant
position for at least several minutes) in culture. This is easily performed by sub-
traction of two subsequent images taken at a certain time interval (Fig. 12.14). By
mathematical processing, the contrast of these different images can be improved.
The differences were very small in most of the cultures; however, they led to
the detection of clearly outlined domains of cytoplasmic motility (Vesely et al.,
1994). These activities depended on cell density in those cultures that show
contact-mediated control of locomotion and proliferation (Zoller et al., 1997).
The motile activity measured by subtraction scanning acoustic microscopy (Sub-
SAM) correlates well with the invasive potential of rat sarcoma cells and seems
to be mediated by rac-activation (I. Karl and P. Vesely, personal communication).

Enhancement by selective receptor stimulation is in favor of the interpretation
that these motility domains represent receptor fields (Fig. 12.15), probably mem-
brane rafts. Because the motility domains become visible through the subtraction
of interference images (sound waves reflected from the medium-facing surface
interfere with those reflected from the substratum), surface topography changes
down to about 15 nm are revealed and can be related to small local bulges also
identified by light microscopic methods or by scanning electron microscopy.

12.3.4 What Is Revealed by SAM: Interpretation of SAM Images

The primary parameters that can be achieved from SAM images are sound veloc-
ity and attenuation and thickness of the sample. According to Eqs 12.7 and 12.8,
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(a) (b)

10 s

(c)

Figure 12.14. The method SubSAM is based on the subtraction of images gray level per
pixel by gray level of the corresponding pixel in the second image. The absolute gray level
differences were represented in the resulting subtraction image. The subtraction of images
(a,b) taken from a living cell in a distinct time interval by scanning acoustic microscopy
reveals domains, which represent the surface changes the cell undergoes in the meantime
(c). Some of these domains represent ruffles (at the outermost cell margins); those in the
more central parts of the cells just move up and down. The motility domains are related
to receptor activations (compare Fig. 12.15), and cells differ in this behavior whether they
are normal or tumor cells (from Karl and Bereiter-Hahn, (2001)).

sound velocity is a measure of elasticity including density, but which elasticity
is revealed, the one of the whole cytoplasm along the focus line or only that of
the surface structures, is not known. Which of the cellular structures is primarily
responsible for the elastic properties of a cell or tissue? What does attenuation
mean in physiological terms? These questions are discussed in the present section.

12.3.4.1 Sound Velocity, Elasticity, and the Cytoskeleton. Mechanical proper-
ties of cells cannot be considered to be constant throughout the cytoplasm, neither
laterally, that is, in the periphery and the center of a cell, nor along the acoustical
axis, because the cytoskeletal and membrane arrangements in cortical cytoplasm
layers often considerably differ from those in the central parts. Sound velocity
derived from impedance changes at an interface, as, for instance, revealed by
measuring surface reflection only is a measure of surface elasticity, while sound
velocity revealed in a transmission mode measures the mean speed of sound
throughout a specimen. V (z) and V (f ) methods provide those mean values,
while amplitudes of sound reflected from the surface of cells or tissue sections
reveal impedance differences and thus the product of density and speed of sound.
The structure responsible for the mechanical properties of the cell surface in fact
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Figure 12.15. Quantitation of surface mobility as revealed by the procedure described in
Figure 12.13. For reasons of comparability, an area-independent M-value was calculated
on the basis of the gray level differences and the number of pixels in the SubSAM images.
These M-values provide a measure of the surface mobility (Zoller et al., 1997). These
curves give an example of stimulation of surface mobility by different concentrations of
concanavalin A, its time dependence and its suppression by inhibition of myosin light
chain kinase via ML-7 (lower panel). (From Karl and Bereiter-Hahn, 2001).
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is the fibrillar cortex (Fig. 12.16), which forms a mechanical unit with the mem-
brane: actin fibrils are anchored to intrinsic membrane proteins. Changes in cortex
tension will affect the activity of ion channels and influence the distribution of
signaling molecules (i.e., receptors, adhesion molecules). Therefore, the mechan-
ical properties of the cortex are of great importance for the control of a variety
of cell activities, including proliferation activity (e.g., Ingber et al., 1995).

The next question is about the depth of the interface layer responsible for
reflection. According to knowledge from light microscopy (i.e., total internal
reflection techniques) this depth is restricted to a very thin layer of a few nanome-
ters, much less than the extension of the focal spot along the acoustical axis. Thus,
amplitude measurements of reflected sound, compared with amplitudes reflected
from interfaces with known impedance differences reveal the speed of sound
in the reflecting medium. Density of cytoplasm will be close to 1.06, and vari-
ations between 1.04 and 1.1 will not have considerable influence on acoustic
impedance, which thus measures sound velocity. This is done in all cases where
surface reflections are clearly separated from any signals of underlying material.
Equations 12.8 and 12.9 can be used to calculate elasticity, but this term needs
further consideration.

Cellular elasticity depends highly on the strain rate; in slow deformation pro-
cesses viscous creep may become prominent (e.g., Hiramoto, 1986). In SAM,

Figure 12.16. Optical section in x/y direction through a “fried-egg shaped” keratinocyte,
and its cross section along the line indicated by the two marginal streaks in the x/y image.
F-actin in this cell has been fluorochromed using TRITC–phalloidin. The cross section
reveals the continuous F-actin layer beyond the cell membrane. Image by M. Voeth.
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one can assume an extremely high strain rate (megahertz to gigahertz) together
with an extremely small deformation (in the subnanometer range), thus viscosity
does not influence the measurement that exclusively shows elasticity.

Further interpretation requires some basic assumptions on the physical state
of cytoplasm, whether it is treated as a viscoelastic fluid (the widely accepted
model) or a quasi solid, fibrous (or porous) matrix filled with fluid. This approach
guides the interpretation whether bulk modulus or Young’s modulus determines
the longitudinal sound velocity according to:

c2
c = E/ρ (12.15)

where cc is the longitudinal sound velocity in the cytoplasm, E is the appropriate
modulus of elasticity, and ρ is the density).

Physiological interpretation of data derived from SAM measurements requires
some further considerations.

For calculation of these properties, which are independent of the volume frac-
tion of the material involved, the basic sound speed in saline (cs) has to be
subtracted from the value determined for the whole cell (c) because it represents
the compression modulus of the ubiquitous saline, while the speed exceeding
this value must be due to constants other than water and ions, which then are
responsible for a cell’s mechanical properties. In the case of cells or tissues
in an aqueous medium, the sound velocity derived for the sample includes the
sound velocity of the aqueous medium and that of the proteinaceous content. The
contribution of the aqueous phase can be considered to be a constant in most
tissues and cells. The proteinaceous fraction is the one causing the variation in
the mechanical properties. It can be evaluated only when an assumption is made
on the volume fractions of the protein (p) and the fluid space (q) of a cell.

p + q = 1 (12.16)

where p and q are a measure of the relative path a sound wave travels through
a specimen.

The overall speed of sound determined for a cell (c) is presented by

c = pcs + qcp (12.17)

Thus, the speed of sound of the protein fraction (cp) amounts to

cp = 1/q(c − pcs) (12.18)

and

c2
pρp = Ep (12.19)

For living cells in culture, a relative dry mass of about 20% is reasonable
according to interferometric determinations. The sound velocity of the fluid phase
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in a cell is about 1550 m s−1 (at 30◦C); thus, in the case of a mean sound veloc-
ity of 1600 m s−1, sound velocity of the protein fraction can be estimated to be
1800 m s−1; in the rare cases when sound velocities of 1800 m s−1 have been
measured, that of the protein fraction would be 2800 m s−1. These values are in
the range of polycarbonates.

The next question is, whether we are measuring bulk modulus (compressibil-
ity) or Young’s modulus. In the case of a fluid, the situation is clear; fluids only
have shear and bulk elasticity. Although the incident sound beam has a small
diameter (in the range of 1–1.5 μm in water at 1 GHz), lateral displacements of
the volume units exposed to sound are effectively attenuated; therefore, sound
propagation is determined by compressibility only. The same can be assumed for
highly hydrated proteins. This does not exclude, however, that Young’s modulus
of protein filaments under tension is the factor determining sound propagation.
Mechanical properties of cells and tissues highly depend on the tension of fibers.
In the case of tissues, these are primarily elastin and collagen; in the case of living
cells, F-actin; thus the Poisson ratio determined for these fibrillar elements opens
the possibility of relating compressibility to its modulus of elasticity (Young’s
modulus). Ziemann et al., (1994) determined the Poisson ratio (ν) for actin to be
0.33. In this case, the numerical value of the bulk modulus equals that of Youngs
modulus (Eq. 12.9).

Tension caused by contractions of the actomyosin system thus will primarily
contribute to the elastic modulus, as revealed by sound velocity. This can be
shown experimentally by a short treatment with cytochalasin D, which releases
tension from the actin fibrillar network almost immediately (30–60 s) (Bereiter-
Hahn, 1987a), or on the other hand, by treatment with colcemid, which evokes
strong contractions (Kolodney and Elson, 1995) resulting in extremely high
sound speeds (Karl and Bereiter-Hahn, 1998). In both cases, mass does not
change; only the arrangement and interactions of the fibrillar elements is altered.
Another approach to clarify the cellular components and processes responsible
for cytoplasmic elasticity as revealed by SAM was an experiment using the Ca2+-
selective ionophore ionomycin. Addition of this drug in the presence of Ca2+ ions
(1–2 mM) causes calcium influx into the cytoplasm, thus activating actin–myosin
interaction and causing disruption of microtubules. This contraction immediately
raises sound velocity in a site-dependent manner, that is, different cell areas
react to a different extent. Finally, the high internal calcium concentration leads
to disassembly of all the cytoskeletal fibrils, and sound velocity decreases to a
level below that of the untreated cell (Lüers et al., 1992). These interpretations
are possible because the very same cells have been investigated by fluorescence
microscopy after SAM images have been taken.

These experiments showed the significance of active processes, of contractions
of the actomyosin system in particular. Because of the intimate interaction of
the three cytoskeletal fiber types and their control by signaling pathways, the
contribution of a single fiber type to the elastic properties has not been revealed
unequivocally. Very short cytochalasin treatment is the most specific one, which
causes an immediate reduction of sound reflectivity from the cell surface.
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The contribution of active contraction processes to the elastic properties of
cells implies that investigations of any dead—fixed—biological material does
not reveal the real in vivo elastic properties. This is also valid for determining
elasticity of tissues that are exposed to stresses in the body; all these stresses
are missing after fixation and sectioning. This explains the big differences in
sound velocity as determined in tissue sections and in living cells with intact
cytoskeleton.

12.3.4.2 Attenuation. Attenuation is an important factor in ultrasound imaging
because no window of transparency exists in materials for sound. Attenuation
theoretically increases with the square of frequency; however, linear increase
has been reported for several biological tissues. What does attenuation tell us?
This is a difficult question to answer. Early findings on cirrhotic liver suggested
that attenuation increases with the protein content (Okawai et al., 1988). First
hints on the structural basis of ultrasound attenuation came from the ratio of
dry mass and attenuation in the cell periphery and the cell center. In the periph-
ery, a small increase in dry mass led to a much higher increase in attenuation
than in the cell center (Bereiter-Hahn, 1987b). The attenuation coefficient can be
regarded to represent viscosity and thermal relaxation. Experimental data with
biogels show that the influence of viscosity on attenuation is small and does not
correlate. Using an oscillatory rod rheometer we continuously measured viscosity
increase, speed of sound, and attenuation of 1 GHz ultrasound during the poly-
merization of actin (Wagner et al., 1999, 2001). During the nucleation phase,
attenuation slightly decreased when actin polymerization (this does not influence
viscosity) started and increased considerably after polymerization was almost fin-
ished. After polymerization, entanglement and bundling of F-actin occurs, and
only this process is reflected by attenuation increase. To prove the hypothesis
that fibrillar cross-linking is the main determinant for attenuation, actin has been
polymerized in the presence of the F-actin cross-linking protein α-actinin. In this
case, attenuation increases much more, and in step with polymerization. Other
cross-linking proteins evoke the same behavior, and the high attenuation of col-
lagen bundles (e.g., Saijo et al., 1996) can thus be hypothesized to be based on
the extensive cross-linking of the collagen fibers within the bundles. Contrary to
these findings and interpretations, breaking intermolecular cross-links in colla-
gen reduced the attenuation coefficient of articular cartilage at 100 MHz SLAM
investigations (Agemura and O’Brien, 1990). Increase of attenuation by vari-
ous chemical fixation procedures can also be attributed to extended cross-linking
by the fixative itself and/or by freezing steady-state cross-linking. On the other
hand, elastic fibers that have a chemical composition similar to that of collagen
attenuate ultrasound less than the cellular components of tissues (Saijo et al.,
1996). Thus, thermal relaxation can be considered the main determinant of the
attenuation coefficient (α) corresponding to

α = 2π2τ/cν2 (12.20)
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where ν is the frequency of ultrasound; τ is thermal relaxation, that is, time
required for a molecule to reach its ground position again after being displaced
by a force, according to (1-1/e); and c is the velocity of sound.

This relaxation time finally is a measure of viscosity. However, the numer-
ical value of viscosity strongly depends on the size of the probe, that is, in
an entangled fibrillar net, all molecules that are small in relation to the pore
size experience low resistance against movement, while large organelles may not
move at all through such a net, and thus viscosity appears to be very high at this
level of probe size.

12.3.4.3 Viewing Subcellular Structures. As pointed out earlier, lateral resolu-
tion of SAM operated in the 1- to 2-GHz range comes down to <1 μm. This
feature will be revealed only for organelles or structures that differ in their acous-
tic impedance from that of their environment. In living cells, most organelles may
not provide interfaces to be detected because their impedance matches that of
the cytoplasm, and only in the case of cell death phase separation takes place.
Figure 12.17 shows such an example.

These cells have been exposed to tetramethyl-rhodamin-labeled phalloidin
(TRITC-phalloidin). TRITC-phalloidin does not penetrate living cells; impaired
or dead cells become permeable, and in these cells, the phalloidin strongly binds
to F-actin. The fluorescence image and the acoustic image (taken at 1.5 GHz)
show exactly the same field. Small granular substructures are revealed by SAM
in the TRITC-phalloidin permeable cells, while the cytoplasm of the uninjured
cells appears homogenous. This shows that although SAM resolution would be
sufficient to reveal subcellular structures, they are hidden because of matching
acoustic impedance. At this point, we should become aware that ultrasound at
high frequency provides a nondestructive interaction with the biological material;
the intensities are too small, and the attenuation is too high to allow for cavitation
phenomena or for any living cell destruction. This, however, does not exclude
that by stimulating surface receptors; biological effects other than cell death are
evoked. We have made several long-term (up to 10 h) observations of living cells
with an acoustic microscope, As an example the full process of mitosis in cell
culture is shown in Figure 12.18, produced by the group of Lemor.

12.3.5 Conclusions

Acoustic microscopy provides unique possibilities for probing elastic properties
of cells and tissues (for detailed introduction and review see Bereiter-Hahn et al.,
1995; Briggs, (1992), (1995)). SAM has reached a state of development that
allows routine investigations of biological samples (isolated cells, tissue sections,
and tissue blocks). Specimens with large surface topographic variations may be
reconstructed from focus series or from deconvolution of the reflected signal pixel
by pixel. The maximum reflectivity at any point can be used to calculate local
impedance and, thus, elasticity values. Evaluation of V (z) and V (f ) provides a
convenient key to subcellular distribution of elasticity and fibrillar interactions.
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Figure 12.17. Culture of endothelial cells (XTH-2) exposed to TRITC-phalloidin, which
does not penetrate living cells. Upper image: SAM, 1.5 GHz, cells on glass. Lower image:
Fluorescence microscope image of the same area. In cells that show TRITC-phalloidin
fluorescence, small “vesicular” structures are visible in the SAM image, while in the
unstained, living cells, the cytoplasm is almost unstructured; only a few black granules
show up because of impedance differences to the cytoplasm. Image width: 200 μm.

Cytoplasm and cellular organelles exhibit viscoelastic properties, that is, they
are not adequately described as solid bodies or as fluids. In addition, cytoplasm
and the organelles form microdomains that differ in their mechanical proper-
ties. A broad range of methods has been developed to determine viscosity (e.g.,
Hiramoto, (1986); Sackmann, (1997)); cytoplasmic elasticity, however, is more
difficult to assess. Atomic force microscopy (e.g., Schoenenberger et al., (1997))
and the related poking methods are the most widely used principles to test
cell elasticity. More recently, magnetic twisting cytometry added considerably
to cytomechanical measurements and analysis of the physiological transduction
of mechanical signals (Huang et al., 2005; Ingber et al., 1995).
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Figure 12.18. A group of HeLa cells was observed in the acoustic microscope SASAM.
The numbers indicate the time of observation in minutes. At 150 min, the cell starts
rounding and the nucleus is still visible; at 170 min, chromosomes are aligned in the
equatorial plane and appear as a dark band; anaphase is going on at 180 min; at 190 min,
the cleavage furrow is clearly visible; and cell spreading just starts at 220 min. At this
time, the nucleus in the lower cell can be seen with its two nucleoli. Image size is 80 μm
×80 μm. This series has been taken by E.C. Weiss (St. Ingbert).

12.4 EXAMPLES OF TISSUE INVESTIGATIONS USING SAM

This section describes some results that have been achieved using ultrasound in
the range above 100 MHz, thus of microscopy in a strict sense, with a lateral
resolution approaching that of a light microscope. I do not intend to give a



404 ACOUSTIC MICROSCOPY FOR BIOMEDICAL APPLICATIONS

full overview on all the investigations performed but rather present a few basic
findings that may encourage the reader to apply this technique to his/her own
scientific problems.

12.4.1 Hard Tissues

Bone and cartilage are tissues with clear functions in biomechanics. They are
a favorite object for sonographic and SAM investigations, because sonic inves-
tigation avoids the invasivity required for other types of biomechanical mea-
surements. Early investigations on the microscope level were those of Meunier
et al., (1988) and by high resolution by Hirsekorn et al., (1995). Turner et al.,
(1999) compared the Young’s modulus of trabecular bone with that of cortical
bone. The former was slightly higher than the transverse Young’s modulus of
cortical bone, but substantially lower than the longitudinal Young’s modulus of
cortical bone. More recently, the full range of frequencies between megahertz
and 1 GHz have been applied for studying bone at different levels of resolution
(Raum et al., 2003b, 2004). The challenge for all the applied experimental and
mathematical models is to predict bone elasticity from structure, density, and
mineralization. This relationship is by no means clear. Therefore, experimental
data from SAM and other ultrasound-based studies have been compared with
other types of mechanical and structural measurements, that is, microindentation
(Bumrerraj and Katz, 2001), micro-CT (Chapter 4), and Raman spectroscopy
(Chapter 9). In particular, probing cortical bone for porosity and mineralization,
the comparison between the acoustic data and micro-CT on the very same sample
enhanced the understanding of the CT images (Raum et al., 2005, 2006, 2008).
A model for cancerous bone interacting with 1 MHz ultrasound accounts for spa-
tial density distribution of trabeculae and includes measurement conditions such
as pressure–time waveform of the probing ultrasound wave, the emitted field
structure and transfer function of the instrument working in pulse-echo mode
(Litniewski et al., 2009).

Interindividual and regional variations (i.e., osteons, interstitium; anisotropy)
as well as genetically determined characteristics (Hofmann et al., 2006b) have
been assessed. Interstitial tissue exhibited a higher elastic modulus than the
osteonal tissue, an observation that coincided with nanoindentation studies
(Raum et al., 2006); however, the absolute values obtained by SAM were higher.
This may be due to the extremely high frequency of measurement with SAM
and a slow one with nanoindentation, which gives the tissue a chance for viscous
creep, thus reducing elasticity values. Bone can be considered to represent a
highly anisotropic tissue; however, measurements of elastomechanical properties
by Eckardt and Hein (2001) at different cutting angles referring to the axis
of human femoral bones showed only weak variations, while. Hofmann et al.,
(2006a) found that acoustic impedance Z clearly reflects elastic anisotropy. Cal-
ibration of impedance versus the reflected sound was performed by correlating
the square root of the integrated SAM signal of known materials (e.g., PMMA,
Teflon, polypropylene, perspex, aluminum) with the reflection coefficients of the
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specimen (Bumrerraj and Katz, 2001; Laugier et al., 2005; Raum et al., 2004).
As proved in an experimental model, fracture forces can be derived for healing
callus tissue from acoustic impedance measurements (50 MHz) (Hube et al.,
2006). Raum (2004, 2008) recently reviewed ultrasonic characterization of
hard tissues.

Acoustic microscopy provides an excellent method to investigate mechanical
properties of cartilage in a state as close to the in vivo situation as possible
(Hagiwara et al., 2009), and 200 MHz are sufficient for detailed analysis of the
local elasticity, shape, and spatial distribution of chondrocyte lacunae and their
changes with age (Denisova et al., 2004).

12.4.2 Cardiovascular Tissues

The cardiovascular system is continuously mechanically stressed, and pathologi-
cal alterations such as atherosclerosis or aneurisms cause severe health problems,
which are also of great epidemiologic significance. Thus, several groups concen-
trated on the investigation of mechanical parameters of myocardium, veins, and
arteries in the healthy state as well as in pathological situations. Final goals
are, for example, early detection of infarcted tissue and beginning of rejection
of transplants and risk assessment in dilated blood vessels. Thus, a few typical
studies are mentioned here.

In a frequency range of 3–8 MHz, the dispersion of sound velocity in
lamb myocardium proved to show anisotropy: 1.2 m s−1 perpendicular to the
myofibrils versus 3.7 m s−1 in the direction of myofibril orientation (Marutyan
et al., 2006). At 450 MHz, endocardial and myocardial elasticity were found to
show a strong and different correlation to age, left atrial wall elasticity increased
with advancing age (Masugata et al., 1999), and ultrasonic speed in canine
myocardium arrested in systole was 1591 ± 11 m s−1 and 1575 ± 4.2 m s−1 in
diastole (O’Brien et al., 1995a).

Comparison of normal, viable but stunned, and of infarcted myocardium in
dogs on the 100-MHz level revealed a significantly lower speed of sound propa-
gation in the infarcted area (decline from 1597 to 1575 m,s−1), which, in addition,
proved less homogenous, and attenuation was significantly higher in the normal
myocardium (O’Brien et al., 1995b).

Arterial plaques have been intensively investigated by the group of Y. Saijo
(2004, 2002, 2004, 2006). At 200 MHz, all the important tissue elements such
as intima, calcified plaque, lipid deposition, and underlying fibrous cap can be
distinguished and elasticity determined from sound velocity. The lower con-
tent of elastin in the arteries of patients with Marfan syndrome and disordered
matrix organization in these patients makes them prone to aneurism development.
These alterations are revealed by 50-MHz sonography (Recchia et al., 1995). Real
microscopic studies (100–200 MHz) on aneurisms were performed by Saijo and
his group (2004). They related increased attenuation to macrophage infiltration
of the tissue and lower speed of sound to decreased elasticity of the intima in
aneurysmal tissues.
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12.4.3 Other Soft Tissues

Skin was among the first tissues to be investigated with high resolution SAM
(Bamber et al., 1992a,b; Bereiter-Hahn and Buhles, 1987). Because of higher
impedance, stratum corneum can easily be identified in the reflection mode, while
unambiguous distinction between naevi and basiliomas has not been possible.
However, tumor dimension, internal structure, and particularly the pattern of
collagen and keratin could be assessed even at 20 MHz imaging (Bamber et al.,
1992a, 1992b), and inflammatory infiltration zones showed reduced ultrasound
reflectivity (Hoffmann et al., 1992). More recently, clear mechanical differences
between ageing and photodamaged human skin have been reported (Miyasaka
et al., 2005).

First microscale mechanical data of the small intestine were revealed by Jor-
gensen et al., (2001). Different layers were easily distinguishable on nonstained
sections at 500 MHz, and the values (median values) of sound velocity ranged
from 1550 to 1669 m s−1, and impedance ranged from 2.10 to 2.60 MPa s m−1.
Elastic stiffness differed between all layers ranging from 3.25 to 4.27 GPa with
the following sequence of magnitude: circular muscle > submucosa >mucosa
>longitudinal muscle (p < 0.001).

The approach to investigate elastic properties of tissue while being compressed
or stretched is very promising to evaluate the real mechanical behavior of tissues.
Such an approach was successfully applied to porcine cornea by Hollman et al.,
(2002).

SAM made possible imaging of rat renal glomeruli (Hitomi et al., 2000).
These authors were also able to demonstrate an increase in sound velocity under
inflammatory conditions.

For clinical diagnostic purposes, discrimination of tumor tissue from nor-
mal tissue is of paramount importance. Therefore, several investigators focused
on this topic. Renal tumors, for instance, show lower elasticity and attenuation
than the surrounding tissue (Sasaki et al., 1996). This seems to be contradic-
tory to the higher contrast of tumors in diagnostic sonography. High inter-
nal pressure within tumors (Hofmann et al., 2006) may explain these different
measurements.
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Lüers H, Hillmann K, Litniewski J, Bereiter-Hahn J. Acoustic microscopy of cultured
cells: Distribution of forces and cytoskeletal elements. Cell Biophys 1992;18:279–293.



REFERENCES 411

Lyall F, El Haj AJ. Biomechanics and Cells . Society for Experimental Biology Seminar
Series 54. Cambridge, New York and Melbourne: Cambridge University Press; 1994.
p 275.

Maev RG, Levin VM. Principles of local sound velocity and attenuation measurements
using transmission acoustic microscope. IEEE Trans Ultrason Ferroelectr Freq Control
1997;44:1224–1231.

Maev RG, Denisova LA, Maeva EY, Denisov AA. New data on histology and physico-
mechanical properties of human tooth obtained with acoustic microscopy. Ultrason
Med Biol 2002;28:131–136.

Maia JM, Costa ET, Button VLSN, Neto JFM. An ultrasound system for the diagnosis of
osteoporosis. Acoust Imaging 2002;26:77–83.

Marutyan KR, Yang M, Baldwin SL, Wallace KD, Holland MR, Miller JG. The frequency
dependence of ultrasonic velocity and anisotropy of dispersion in both freshly excised
and formalin-fixed myocardium. J Ultrasound Med Biol 2006;32:603–610.

Masugata H, Mizushige K, Senda S, Lu X, Kinoshita A, Sakamoto H, Nozaki S, Sakamoto
S, Matsuo H. Evaluation of left atrial wall elasticity using acoustic microscopy. Angi-
ology 1999;50(7):583–590.

Meunier A, Katz JL, Christel P, Sedel L. A reflection scanning acoustic microscope for
bone and bone-biomaterials interface studies. J Orthop Res 1988;6:770–775.

Miyasaka M, Sakai S, Kusaka A, Endo Y, Kobayashi M, Kobayashi K, Hozumi N,
Tanino R. Ultrasonic tissue characterization of photodamaged skin by scanning acoustic
microscopy. Tokai J Exp Clin Med 2005;30:217–225.

O’Brien PD, O’Brien WD Jr., Rhyne TL, Warltier DC, Sagar KB. Relation of ultrasonic
backscatter and acoustic propagation properties to myofibrillar length and myocardial
thickness. Circulation 1995a;91:171–175.

O’Brien WD Jr, Sagar KB, Warltier DC, Rhyne TL. Acoustic propagation properties of
normal, stunned, and infarcted myocardium. Circulation 1995b;91:154–160.

Okawai H, Tanaka M, Dunn F, Chubachi N, Honda K. Quantitative display of acoustic
properties of the biological tissue elements. Acoust Imaging 1988;17:193–201.

Parker KJ, Lerner RM, Waag RC. Attentuation of ultrasound: magnitude and frequency
dependence for tissue characterization. Radiology 1984; 153:785–788.

Paschalis EP, Shane E, Lyritis G, Skarantavos G, Mendelsohn R, Boskey AL. Bone
fragility and collagen cross-links. J Bone Miner Res 2004;19:2000–2004.

Peck SD, Briggs GAD. The caries lesion under the scanning acoustic microscope. Adv
Dent Res 1987;1 50–63.

Pluta M, Grill W. Phase sensitive acoustic microscopy image quality estimation by volume
imaging in anisotropic media. Acoust Imaging 2002;26:213–221.

Postema M, van Wamel A, Lancée CT, de Jong N. Ultrasound-induced encapsulated
microbubble phenomena. Ultrasound Med Biol 2004;30:827–840.

Rabe U, Kopycinska M, Hirsekorn S, Arnold W. Evaluation of the contact resonance fre-
quencies in atomic force microscopy as a method for surface characterisation (invited).
Ultrasonics 2002;40 49–54.

Raum K, Jenderka KV, Klemenz A, Brandt J. Multilayer analysis: quantitative scanning
acoustic microscopy for tissue characterization at a microscopic scale. IEEE Trans
Ultrason Ferroelectr Freq Control 2003a;50:507–516.



412 ACOUSTIC MICROSCOPY FOR BIOMEDICAL APPLICATIONS

Raum K, Brandt J. Simultaneous determination of acoustic impedance, longitudinal and
lateral wave velocities for the characterization of the elastic microstructure of cortical
bone. Proc World Congress Ultrasound (Paris) 2003b;31:321–324.

Raum K, Reisshauer J, Brandt J. Frequency and resolution dependence of the
anisotropic impedance estimation in cortical bone using time-resolved scanning acous-
tic microscopy. J Biomed Mater Res A 2004;71:430–438.

Raum K. Ultrasonic characterization of hard tissues. In: Kundu T, editor. 1994 Ultrasonic
Nondestructive Evaluation: Engineering and Biological Material Characterization .
Boca Raton: CRC Press; 2004. p 761–782.

Raum K. Microeleastic imaging of bone. IEEE Trans Ultrason Ferroelectr Freq Control
2008;55:1417–1431.

Raum K, Leguerney I, Chandelier F, Bossy F, Talmant M, Saied A, Peyrin F, Laugier P.
Bone microstructure and elastic tissue properties are reflected in AUS axial transmis-
sion measurements. Ultrasound Med Biol 2005;31:1225–1235.

Raum K, Leguerney I, Chandelier F, Talmant M, Saied A, Peyrin F, Laugier P.
Site-matched assessment of structural and tissue properties of cortical bone using
scanning acoustic microscopy and synchroton radiation μCT. Phys Med Biol
2006a;51:733–746.

Raum K, Cleveland RO, Peyrin F, Laugier P. Derivation of elastic stiffness from
site-matched mineral density and acoustic impedance maps Phys Med Biol
2006b;51:747–758.

Raum K, Hofmann T, Leguerney I, Saied A, Peyrin F, Vico L, Laugier P. Variations of
microstructure, mineral density and tissue elasticity in B6/C3H mice. Bone 2006c;44S:
e1307–e1311.

Raum K, Kempf K, Hein HJ, Schubert J, Maurer P. Preservation of microelastic properties
of dentin and tooth enamel in vitro—a scanning acoustic microscopy study. J Dental
Mat 2006d. doi:10.1016/j.dental.2006.11.00F.

Recchia D, Sharkey AM, Bosner MS, Kouchoukos NT, Wickline SA. Sensitive Detec-
tion of abnormal aortic architecture in Marfan syndrome with high-frequency tissue
characterization. Circulation 1995;91:1036–1043.

Rudd EP, Müller RK, Robbins WP, Skaar T, Soumekh B, Zhou ZQ. Scanning laser
acoustic microscope with digital data acquisition. Rev Sci Instrum 1987;58(1):45–53.

Sackmann E. Viscoelasticity, rheology and molecular conformational dynamics of entan-
gled and cross-linked actin networks. In: Isenberg G, editor. Modern Optics, Electron-
ics, and High Precision Techniques in Cell Biology . New York: Springer Verlag Berlin;
1997. p 211–258.

Saijo Y. Ultrasonic measurement of micro-acoustic properties of the biological soft mate-
rials. In: Kundu T, editor. Ultrasonic Nondestructive Evaluation: Engineering and
Biological Material Characterization . Boca Raton: CRC Press; 2004. p 783–827.

Saijo Y, Hozumi N, Lee C, Nagao M, Kobayashi K, Oakada N, Tanaka N, dos Santos
Filho E, Sasaki H, Tanaka M, Yambe T. Ultrasonic speed microscopy for imaging
coronary artery. Ultrasonics 2006;44(1 Suppl): e51–e55.

Saijo Y, Jorgensen C, Mondek P, Sefranek V, Paaske W. Acoustic inhomogeneity of
carotid arterial plaques determined by GHz frequency range acoustic microscopy.
Ultrasound Med Biol 2002;28: 933.



REFERENCES 413

Saijo Y, Miyakawa T, Sasaki H, Tanaka M, Nitta SI. Acoustic properties of aortic
aneurysm obtained with scanning acoustic microscopy. Ultrasonics 2004;42:695–698.

Saijo Y, Ohashi T, Sasaki H, Sato M, Jorgensen CS, Nitta SI. Application of scanning
acoustic microscopy for assessing stress distribution in atherosclerotic plaque. Ann
Biomed Eng 2001;29:1048–1053.

Saijo Y, Sasaki H, Okawi H, Tanaka M. Development of ultrasonic spectroscopy for
biomedical use. Acoust Imaging 1996;22:335–340.

Sasaki H, Saijo Y, Okawai H, Terasawa Y, Nitta S-I, Tanaka M. Acoustic properties of
renal cell carcinoma tissues. Acoust Imaging 1996;22:185–190.

Sasaki H, Saijo Y, Tanaka M, Nitta SI. Influence of tissue preparation on the acoustic prop-
erties of tissue sections at high frequencies. Ultrasound Med Biol 2003;29:1367–1372.

Schoenenberger CA, Müller DJ, Engel A. Atomic force microscopy provides molecu-
lar details of cell surfaces. In: Isenberg G editor. Modern Optics, Electronics, and
High Precision Techniques in Cell Biology . New York: Springer Verlag Berlin; 1997.
p 1–32.

Sokolov S. The ultrasonic microscope. Akad Nauk SSSR, Dokl 1949;64:333–345.

van der Steen AFW, Cuypers MHM, Thijssen JM, Ebben GPJ, de Wilde PCM. Preparation
techniques in acoustical and optical microscopy of biological tissues, a study at 5MHz
and at 1.2GHz. Acoust Imaging 1992;19:529–533.

van der Steen AFW, Cuypers MHM, Thijssen JM, de Wilde PCM. Influence of histo-
chemical preparation on acoustic parameters of liver tissue, a 5MHz study. Ultrasound
Med Biol 1991;17:879–891.

Turner CH, Rho J, Takano Y, Tsui TY, Pharr GM. The elastic properties of trabecular and
cortical bone tissues are similar: results from two microscopic measurement techniques.
J Biomech 1999;32:437–441.
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absorption (light), 250
absorption edge, 86
acoustic imaging on opaque materials, 369
acoustic impedance, 333, 337
acoustic lens, 370, 374, 375

focal point, 374
acoustic microscopy, 368–415

acquisition of images-time, 381, 388
contrast, 383, 385
frequencies, 371
non-linear phenomena, 371
phase and amplitude modulation, 381
reflection mode, 372, 375
transmission mode, 372

acoustical impedance, 388
acridine orange, 183
actin polymerization, 400
activatable probes, 251
adaptive Array Detector, 105, 106
adaptive Axial Interpolation, 113
Adaptive Multiple Plane Reconstruction

(AMPR), 114
adipocyte, 323
AEC, see Automatic Exposure Control
ageing, 406
amplitude image, 377
amplitude of reflected sound, 375, 378
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amplitude-modulated detection, 320
amyloid, 233, 244, 246
Anatomical Tube Current Modulation, 125
aneurism, 405
angiogenesis, 248
angiography, 81–3, 97

rotational, 83
anisotropy, 379, 404
anode, 65–7, 78

rotating, 66
Antifluorochrome Antibodies, 189
antiscatter grid, 67, 68, 76, 78
aperture, 66, 67, 76
aperture, dynamic, 346
apoptosis, 250
array transducer, 345–6
arterial plaque, 405
artificial neural network, 291
A-Scan, 341–2
atherosclerosis, 372, 405
atomic number, 65, 75, 82
atrial wall elasticity, 405
attenuated total reflection, 283
attenuation, 64–5, 67, 82

acoustic, 338
coefficient, 85
coefficient, acoustic, 338

415
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attenuation (Continued)
law, 65

attenuation of sound, 370, 375, 383, 400
liver, 400

Automatic Exposure Control, 76, 77, 82
Automatic Exposure System, see

Automatic Exposure Control
average linkage, 6–7

backscatter
acoustic, 337
coefficient, acoustic, 337

baseline correction, 12–13
basilioma, 406
Beam Hardening Artifact, CT, 101
beamforming, acoustical, 344
binding potential, 239, 242
binomial filter, 50
biological membrane, 320–321
biopsy, 80
birbeck granules, 193
blood flow, 236, 240, 247
blood flow measurement, 339
blur, 74, 79–80, 82
B-Mode imaging, 342, 359
bone, 378, 404

bone elasticity, 404
mineralization, 404
micro-CT, 404

bone healing callus, 405
bone tissue, 299
brain tissue, 294
brain tumor, 11
breast tissue, 298
bremsstrahlung, 64, 66
B-Scan, 342, 359, 369
bucky, 66, 78, 81
bulk modulus, 398–9

caenorhabditis elegans, 309, 324
Capacitive Micromachined Ultrasound

Transducer, 343
Cardiac CT, 119
cardiomyocyte, 378–9
cardiovascular tissues, 391, 405
C-arm, 81, 83–4
CARS, 305
cartilage, 404–5
cassette, 74, 77–8
catheter, 82–4, 89

cathode, 63, 66
cavitation, 340
CCD, see Charge-Coupled Device
cells in culture, 371, 392

cortex tension, 397
dry mass, 398
force distribution, 384
properties, 381
reaction to mechanical stretch, 383
receptor stimulation, 394
shape (topography), 368, 383
surface mobility, 396
surface topography, 394
thickness, 389, 392

cells migrating–force distribution, 384
cells motility domains, 394
cells moving, 394
cellular membrane, 310
centroid linkage, 6, 7
cesium iodide, 75
Charge-Coupled Device, 73, 75, 77–8,

80–81
chemical shift, 162
chemical staining, 182
chemometrics, 2
CLEM, 180, 181
CLEM, in action, 184
CLEM applications, 193
CLEM, probes, 183
CLEM procedures, 181
CLEM, stains 182
Clinical Applications, CT, 119
cluster analysis, 290
clustering, 3

partitional clustering, 4
model-based clustering 5, 7
hierarchical clustering, 6
agglomerative clustering, 6
divisive clustering, 6
density-based clustering, 7

CNR, see Contrast to Noise Ratio
coefficient, 337
coefficient, acoustic, 337–8
Coherent Anti-Stokes Raman Scattering,

305
coil, 89
Collimated Slice Width, 112
collimation, 66, 67
collimator, see collimation
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colloidal-gold, 189
Color Doppler Imaging, 351, 362
commercial instruments, 375–7, 390
compartment model, 236, 240
compartment modeling, 57
complete linkage, 6, 7
compressibility, 332–3, 337
compression modulus, 378
compression, 77, 79
Computed Radiography, 74, 76
Computed Tomography (CT), 76, 78, 83–4,

89, 93, 97
Computerized Tomographic Dose Index

(CTDI), 123
confocal microscopy, 256
contrast agent, 159, 249
contrast agents, ultrasound, 353–6
contrast enhancement, 182
Contrast Pulse Sequencing (CPS), 356
Contrast to Noise Ratio, 70
contrast, 67, 69–70, 73–4, 78–83, 86, 89

agent, 82, 83
ratio, 73

conversion
direct, 75
factor, 73
indirect, 75

convolution, 41, 70
cooling, 67
coregistration, 51
correlative light and electron microscopy,

180, 181
correlative microscopy, 180
coupling fluid for acoustic lenses, 374, 381,

388, 393–4
cross section, 65, 69, 75–6
cryo electron microscopy, 181, 198, 200
cryo electron tomography, 182
cryofixation, 200
C-scan, 369
CsI see cesium iodide
CT Angiography, 98, 120
CT Physics, 100
CT Scanner, 97, 99, 102, 109
CT System(s), 99, 114
CT, 31
cytoplasm microdomains, 402

attenuation, 388–9
speed of sound, 388–9

Young’s modulus, 388–9
cytoskeleton, 392, 395

DAB, 185, 188, 192, 195
Data quantitation, 13
Data Transmission, CT, 107
DBSCAN, 8
deconvolution, 388, 390
dendrimers, 191–2
dendrogram, 7
density of specimen, 378, 383
density, 332–3, 337
dentin, 378, 391
dentistry, 78
Depth-Gain Compensation, 342
Detective Quantum Efficiency 70–71,

74–5, 93
diaminobenzidine, 185, 195
diagnostic electron microscopy, 193
DICOM, 47
Diffuse Optical Tomography (DOT) 264,

266
Digital Luminescence Radiography, see

Computed Radiography
Digital Subtraction Angiography, 83–4, 89
discriminant analysis, 9

Linear Discriminant Analysis (LDA), 9
Quadratic Discriminant Analysis (QDA),

9
displacement

mechanical wave, 332
dissimilarity, 3
distance, 3

Euclidean distance, 3
Mahalanobis distance, 3
Within-cluster distance, 4

DNA, 326
doppler,

aliasing, 363
color, 351, 362–4
continuous wave, 347
effect, 339
imaging, 351–3
power, 352, 362–4
pulsed wave, 349

Dose Reduction, CT, 122
Dose, CT, 122
dose, 66–73, 76–8, 81–3, 93, 95

effective, 94
dose–area product, 93–4
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Double z-Sampling, 114
DQE, see Detective Quantum Efficiency
dry mass role for attenuation, 400
DSA, see Digital Subtraction Angiography
dual energy, 88
Dual Energy, CT, 100, 109
Dual Source Computed Tomographic

(DSCT), 100, 107
dual-CARS, 314, 321
dynamic tomographic data, 56

ECG-Gated, 115
ECG-Triggered, 115
echo time, 14, 145–6
Eddy current correction, 12
effective milliampere-second

(eff. mAs), 114
effective slice width, 112
elastic modulus, 378, 384, 398
elastic stiffness, 406
electron microscopy, 180
electron tomography, 180–181, 197–9
electron, 220, 223, 225
EM, 180–181
enamel, 378, 391
endogenous contrast, 249
endogenous proteins, 188
endothelial cells, 387, 389, 402

elasticity sound attenuation, 392
envelope detection, 342
evaluation of tomographic data, 30
exogenous label, 310
Expectation-Maximization, EM 6
exposure time, 67, 69, 76

F-actin, 390, 397, 400
factor analysis, 291
fan beam, 69
FDG 221, 229, 231, 236–8, 240, 244,

246–7
FDG, 49
feature selection, 287
FIB, 204
fiber tracking, 157
field of view, 148, 377
filament, 66
film-screen system, 71–2, 74, 77–8

techniques, 69
filter, 66–7, 77, 85
filtered backprojection, 34

Filtered Backprojection, CT, 101
fixation of biological samples, 391–2, 400
Fixed Array Detector, 105, 106
FlAsH, 187
flat panel detector, 71, 75–8, 80–81, 83
flip angle, 136–8
Florescein-Based Arsenical Hairpin Binder,

187
fluid (coupling fluid) perturbation, 381
fluid layer between cells and substrate, 387,

393
fluorescence correlation microscopy, 180
fluorescence microscope, 377, 390
Fluorescence molecular tomography

(FMT), 264, 266
fluorescence, 248, 306, 310
fluorescent probes, 251
fluorescent proteins, 252
fluorescent screen, 69, 71–2, 78
fluoronanogold, 190, 202
fluoroscopic, see fluoroscopy
fluoroscopy, 66, 74, 75, 81–3, 86, 93
focal contacts, 390
focal depth, 379
focal spot, 79
focus, 66, 67, 69, 76, 78, 80–81, 379, 381
focus, acoustic, 345
focused Ion Beam, 204
focusing

dynamic, 346
elevational, 346

force microscopy, 373
formalin fixation, 391
Fourier spectrum, 372, 390
Fourier transform, 140
four-wave mixing, 308
free induction decay, 138
frequency domain analysis, 390
frequency shift correction, 12–13
frequency, 393
frequency, critical, 70
FT-IR, 310
Full Width at Half Maximum (FWHM), 37
fuzziness, 5
FWHM, 37
gantry, CT, 102
Gaussian distribution, 5
gene therapy, 247, 251
GFP 185–6, 195
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GFP split, 187
GFP-4C, 187
Gjedde-Patlak plot, 238, 240
glucose 236, 237, 240, 244, 247, 250
golgi, 194–5
gradient

coils, 168
echo, 143

green fluorescent protein, 183

Handheld imaging devices (HHD), 262
hard tissues, 391, 404
hardening, 67, 77
harmonic imaging, 356
heat

capacity, 67
units, 67

heating current, 66
heel effect, 67
HeLa cells, 403
hemodynamic, 300
heterodyne amplifier, 375
high voltage, 64–6, 73, 76–8, 82
HLSVD, 13
housing, 67
hybrid systems, 75
hypoxia, 249

image
artefacts, 173
contrast, 153
detector, 66, 68–70, 72, 77–9, 87, 93
distortion, 73
intensifier, 72–4, 81–3
resolution, 148
weighting, 150

image processing, 47
image reconstruction, 221, 223, 226, 234–6
image reconstruction, 33
Image Reconstruction, CT, 100
image registration, 15
image resolution, 34
image smoothing, 47
immuno electron microscopy, 201
immunogold, 201
impedance, 369, 395
impedance, acoustic, 333, 337
index

mechanical (MI), 340
thermal (TI), 340

infrared array detector, 278–9
infrared imaging spectrometer, 278
infrared spectroscopic imaging, 275
infrared spectroscopy, 275–6
interference fringes, 383–4, 386, 393
interference of reflected waves, 381
interferometry, 373
interpretation of SAM images, 394
intervention, 82, 84, 89, 93
interventional, see intervention
intestine, 406
iodine 82, 86
IP

imaging plate, 74
IQ-demodulation, 347
iterative image reconstruction, 34

K-means algorithm, 4
k-nearest neighbor, kNN, 9

Larmour frequency, 134
LC Model, 13
lead zirconate titanate, 342
leakage, 67
leaky surface waves, 370
LEM, 194–5
lens distance, 384
lens, acoustic, 342
light collimating system, 67
light electron microscope, 194–5
linear discriminant analysis, 289
lipid bilayer, 310
lipid dynamics, 320, 322
liquid layer cell/substrate, 383
live-cell imaging, 196, 393
liver, cirrhotic, 400
Logan plot, 240
log-likelihood criterion, 6
Lowicryl HM20, 184
luminance, 73
luminescence, 74

macroscopic imaging, 249, 260
magnet, 166–7
Magnet Resonance Tomography, 31
magnetic resonance

contrast, 132
electronics, 169
hardware, 164
imaging, 131
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magnetic resonance (Continued)
functional, 160
molecular, 159
safety, 171

spectroscopy, 131
signal, 137

Magnetic Resonance Imaging (MRI), 11,
14, 16, 31, 84

Magnetic Resonance Spectroscopy (MRS),
11, 13, 16

MRS artifacts, 12
magnetic spin, 133
magnetization, 135
magnification, 68–9, 79
mammography, 67, 76–9, 89, 97
mapping, 277
Marfan syndrome, 405
mAs product, 76
maximum intensity projection (MIP), 52–3,

84, 158
mechanical forces in biological samples,

372
mechanical index (MI), 340
mechanical stability, 393
mechanical wave(s), 331–3
membership, 4

cluster membership, 4
membership function, 4

membrane permeabilization, 372
metabolism, 215, 233, 240, 244, 246–7,

250, 320
methanol, 393
microbubbles, 353–6
Microelectromechanical systems (MEMS),

343
Micromachined ultrasound transducer

(MUT), 343
microscopy 248, 253
microtubules, 373
Mid-infrared, 275
mineral content, 89
MIP, see Maximum Intensity Projection
mitosis, 403
mixture modeling, 5, 22
mixture proportion, 6
M-mode, 360
Modulation Transfer Function, 70,

71, 74
molecular imaging, ultrasound, 358

molybdenum, 67, 76, 78
morphology, 304
MPR, see Multiplanar Reconstruction
MRI, see Magnetic Resonance Imaging
MRUI, 13
MTF, see Modulation Transfer Function
Multidetector Row Computed Tomographic

(MDCT), 99, 103
multimodality imaging, 180
multiphoton interaction, 305
multiplanar reconstruction, 84
multiplex CARS, 314
multisegment reconstruction, 118
multislice linear interpolation, 111
multispectral imaging, 261
multitransmit system, 175
myelin, 320
myocardium, 405
myofibrils, 405

naevus, 406
nanoindentation, 404
nanoscience, 326
near infrared imaging spectrometer, 281
near infrared, 275, 278, 313
needle crystals, 75
neutrino, 223
neutron, 216, 223
NIR, 313
noise, 69, 70
nonlinear imaging, 356–7
non-resonant background, 308
normalization, 287
numerical Aperture, 310
nutrients, 320, 321
Nyquist sampling theorem, 379
Nyquist-Shannon sampling theorem,

36

off-set correction, 287
OPO, 312
optical density, 71–2
optical imaging, 248
Optical Paramagnetic Oscillator, 312
organelles, 402
orthodontistry, 78
orthopantomograph, 78
osmium tetroxide, 186
osteodensitometry, 65, 89
osteoporosis, 372
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PALM (photoactivated localization
microscopy), 259

paraffin embedding, 391
parallel imaging, 166
parametric imaging, 57
partial least squares, 288
pattern recognition, 2

supervised pattern recognition, 3, 9
unsupervised pattern recognition, 3, 4

penetration depth, 376
perfusion imaging, ultrasound, 357, 364
perfusion, 159
PET, 31
phalloidin, 189
phase and amplitude imaging, 393
phase and complex amplitude imaging,

377, 386–7
phase image, 377–8
phase shift correction, 12–13
phase-sensitive detection, 319
photo effect, 86
photocathode, 72
photoconversion, 185, 192, 195
photodamage, 312
photoelectric effect, 64–5, 67, 75

inner, 75
photon, 216, 219, 221, 223–6, 229, 231,

233, 247
piezoceramic, 342
piezoelectric micromachined ultrasound

transducer (PMUT), 344
pitch, spiral or helical, CT, 110
pixel size, 34
planar imaging, 260
Point Spread Funtion (PSF), 39–40, 70
Poisson distribution, 69–70
Poisson ratio, 378, 399
portable, 84
Positron Emission Tomography, 31
positron, 216, 219, 221, 223–6, 229, 231,

252
postembedding immunostaining, 202
potential, velocity, 332
Power Doppler imaging, 352, 362–4, 371
pre-embedding immunogold labeling, 201
pressure, acoustic, 331–3
Principal Component Analysis (PCA), 2,

288
probability of class membership, 10, 17

probe beam, 306
proliferation, 249
propagation of sound waves, 369
protein, 326, 398

sound velocity, 399
proton, 219, 223
PSF, 39, 40
pulse inversion imaging, 356
pulse length of acoustic signal, 377
pulse sequence

angiography, 158
echo planar imaging, 154
fast spin echo, 155
gradient echo, 153
inversion recovery, 156
spin echo, 153

pulsed irradiation, 74, 81–2
pulsed laser, 312
pump beam, 306

Qds, 190–191
quality factor, 149
quantum dots, 190
quantum efficiency, see Detective Quantum

Efficiency

radiation exposure, 65–7, 77, 82, 93
protection, 81

radiofrequency
coils, 170
pulse, 136

selective/non-selective, 140
refocusing, 142

shield, 168
Raman activity, 305
Raman imaging spectrometer, 282
Raman scattering, 310
Raman spectroscopic imaging, 275
Raman spectroscopy, 275–6
Rayleigh spectrum, 380
Rayleigh wave, 370, 374, 379, 392
ReAsH, 187–8
reconstruction, 33
reconstruction, tomographic, 87
Recovery Coefficient, 41
recovery curves, 42
recovery, 40–41
reflection coefficient, acoustic, 333
relaxation times, 138
renal glomeruli, 406
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repetition time, 14, 145–6
reporter genes, 252
resampling, 51
residual water filtering, 12–13
resolution, 36

spatial, 66, 70
power, 71, 80
temporal, 74, 82

resolution acoustic microscope, 376
in the axis of wave propagation, 377
dependence on frequency, 375
spatial, 384, 393, 371
temporal, 393

Resorufin-Based Arsenical Hairpin Binder,
187

rheometer, 400
rhodium, 67, 76, 78
ripple, 66–7
road mapping, 83
Röntgen, 63

Saffranin O, 183
saline sound speed, 398
sampling theorem, 36
sampling, 36
scanning laser acoustic microscopy, 373
scanning movement, 377
scanning transmission electron microscopy,

182
scatter, 66–9, 72–3, 79, 81

Compton, 64–5, 67, 86
incoherent, 64
Rayleigh, 64–5

scattered, see scatter
scattering

acoustic, 337–8
coefficient, 337
cross section, differential, 337

scattering (light), 250
schizophrenia, 240
Schwarzschild effect, 71
scintillator, 75
segmentation, 54
selenium, 75
Sensitive particle acoustic quantification

(SPAQ), 358
sensitivity, 71–2
sequence Scan / Axial Scan, 109
shimming, 167
shutter, 81

signal to noise ratio, 69–70, 74, 81–2,
148–9, 393

silver enhancement, 190
similarity, 3

similarity measure, 3, 6
single linkage, 6, 7
Single Photon Emission Computed

Tomography, 31
single segment reconstruction, 118
skin tissue, 295
skin, 320, 406
slice

selection, 139, 145
thickness, 141

slit-scan, 76–79, 89
smoothing, 47, 287
SNR, see Signal to Noise Ratio
Sobel filtering, 384–5
soft biological material, 380, 398
software tools, 46
sonography, 331–367, 372
sonoporation, 372
sound reflection, 369, 397
spatial frequency, 70–71, 372
spatial resolution, 36
Spatial Resolution, CT, 115, 119
spatial, 371, 384, 393
SPECT, 31
spectral classification, 288
spectral data processing, 285
spectroscopic imaging, 163
spectroscopy

PRESS, 163
single voxel, 162
STEAM, 163

spectrum, 64–5, 67
characteristic, 64, 66
X-ray, 66, 77, 85

speed of sound, 332, 383, 388–9
speed, 71–2
spin echo, 142–3
Spiral Scan / Helical Scan, 109
STED (stimulated emission depletion)

microscopy, 259
stereotactic, 75, 80, 89
storage foil, see Computed Radiography
STORM (stochastic optical reconstruction

microscopy), 259
strain rate, 398
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stress fibers, 390
subcellular structures, 401
subtraction scanning acoustic microscopy

(SubSAM), 394–6
system theory, 69

targeted imaging, ultrasound, 358
teeth, 391
teleradiography, 78
temperature, 393
Temporal Resolution, CT, 108, 116
tension of fibers, 399
tetracysteine, 187, 188
thermal relaxation, 401
thickness of specimen, 383
thin layer monitoring, 380
Three-Dimensional Backprojection, 114
3D imaging, 373
3D imaging, ultrasound, 359
time gate, 375, 378
time of flight, 393
time of image acquisition, 394
time resolved measurements, 388
time resolved SAM, 388
time-gain compensation (TGC), 342
time-resolved detection, 319
TIPS, see Transjugular Intrahepatic

Portosystemic Shunt
TIRFM (total internal reflection

fluorescence microscopy), 258
tissue harmonic imaging (THI), 339
tissue mechanics, 399
tissue sections, 292, 371, 381
tissue, 320, 325
TM-Mode, 360
Tokuyasu labeling, 201
toluidine blue, 183
tomography, 30, 78
tomopraphy (optical), 262
tomosynthesis, 86–7, 95
tooth, 378
trabecular bone, 404
tracer kinetics, 56
transducer, 374
tranducer, ultrasound, 334, 342–4

array, 345
bandwidth, 343
sensitivity, 343

Transjugular Intrahepatic Portosystemic
Shunt, 93

transmission, 64
tube, CT, 102
tumor cells, 292
tumor, 320, 325, 406
tungsten, 65, 76, 78–9
two-photon absorptivity, 190–191
two-photon microscopy, 256

ultrasound
diffraction, 333, 374
imaging, 331–367
transducer, 334, 342–4
wave, 331–3

ultrasound action on tumor cells, 372
cytomegalovirus expression, 372

ultrastructural neuroanatomy, 194

V(f) imaging, 381, 386
V(z) characteristics, 370
V(z) curve, 380–381
V(z) imaging, 379
velocity potential, 332
vibrational spectroscopy, 276
vibrations, 393
viscoelasticity, 402
viscosity, 398, 401
visual proteomics, 201
vitreous sections, 200
vitrification, 200
voltage, see high voltage
volume rendering, 54
voxel 14, 34

wall filter, 347
wave

mechanical, 331–3
ultrasound, 331–3
propagation, nonlinear, 339

wavelets, 288
wavenumber, 305
Weibel-Palade bodies, 193, 199
working distance, 375

X-ray Computed Tomography, 31
X-ray tube, 64–7, 76, 78, 81, 83–4, 89
X-ray, CT, 98, 101

Young’s modulus, 388–9, 398–9, 404

z-Filtering, 111
zoom, 73


