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Preface

The Biomedical Photonics Handbook is intended to serve as an authoritative reference source for a broad
audience involved in the research, teaching, learning, and practice of medical technologies. Biomedical
photonics is defined as the science that harnesses light and other forms of radiant energy to solve problems
arising in medicine and biology. This research field has recently experienced an explosive growth due to
the noninvasive or minimally invasive nature and cost-effectiveness of photonic modalities in medical
diagnostics and therapy.

The field of biomedical photonics did not emerge as a well-defined, single research discipline like
chemistry, physics, or biology. Its development and growth have been shaped by the convergence of three
scientific and technological revolutions of the 20th century: the quantum theory revolution, the tech-
nology revolution, and the genomics revolution.

The quantum theory of atomic phenomena provides a fundamental framework for molecular biology
and genetics because of its unique understanding of electrons, atoms, molecules, and light itself. Out of
this new scientific framework emerged the discovery of the structure of DNA, the molecular nature of
cell machinery, and the genetic cause of diseases, all of which form the basis of molecular medicine. The
formulation of quantum theory not only gave birth to the field of molecular spectroscopy but also led
to the development of a powerful set of photonics tools — lasers, scanning tunneling microscopes, near-
field nanoprobes — for exploring nature and understanding the cause of disease at the fundamental level.

Advances in technology also played, and continue to play, an essential role in the development of
biomedical photonics. The invention of the laser was an important milestone; the laser is now the light
source most widely used to excite tissues for disease diagnosis as well as to irradiate tumors for tissue
removal in interventional surgery (“optical scalpels”). The microchip is another important technological
development that has significantly accelerated the evolution of biomedical photonics. Although the laser
has provided a new technology for excitation, the miniaturization and mass production of integrated
circuits, sensor devices, and their associated electronic circuitry made possible by the microchip has
radically transformed the ways in which detection and imaging of molecules, tissues, and organs can be
performed in vivo and ex vivo.

Recently, nanotechnology, which involves research on materials and species at length scales between
1 to 100 nm, has been revolutionizing important areas in biomedical photonics, especially diagnostics
and therapy at the molecular and cellular levels. The combination of photonics and nanotechnology has
already led to a new generation of devices for probing the cell machinery and elucidating intimate life
processes occurring at the molecular level heretofore invisible to human inquiry. This will open the
possibility of detecting and manipulating atoms and molecules using nanodevices, which have the
potential for a wide variety of medical uses at the cellular level. The marriage of electronics, biomaterials,
and photonics is expected to revolutionize many areas of medicine in the 21st century.

A wide variety of biomedical photonic technologies have already been developed for clinical monitoring
of early disease states or physiological parameters such as blood pressure, blood chemistry, pH, temperature,
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and the presence of pathological organisms or biochemical species of clinical importance. Advanced optical
concepts using various spectroscopic modalities (e.g., fluorescence, scattering, reflection, and optical coher-
ence tomography) are emerging in the important area of functional imaging. Many photonic technologies
originally developed for other applications (e.g., lasers and sensor systems in defense, energy, and aerospace)
have now found important uses in medical applications. From the brain to the sinuses to the abdomen,
precision navigation and tracking techniques are critical to position medical instruments precisely within
the three-dimensional surgical space. For instance, optical stereotactic systems are being developed for
brain surgery and flexible micronavigation devices engineered for medical laser ablation treatments.

With completion of the sequencing of the human genome, one of the greatest impacts of genomics
and proteomics is the establishment of an entirely new approach to biomedical research. With whole-
genome sequences and new automated, high-throughput systems, photonic technologies such as biochips
and microarrays can address biological and medical problems systematically and on a large scale in a
massively parallel manner. They provide the tools to study how tens of thousands of genes and proteins
work together in interconnected networks to orchestrate the chemistry of life. Specific genes have been
deciphered and linked to numerous diseases and disorders, including breast cancer, muscle disease,
deafness, and blindness. Furthermore, advanced biophotonics has contributed dramatically to the field
of diagnostics, therapy, and drug discovery in the post-genomic area. Genomics and proteomics present
the drug discovery community with a wealth of new potential targets.

Biomedical photonics can provide tools capable of identifying specific subsets of genes, encoded within
the human genome, which can cause development of disease. Photonic techniques based on molecular
probes are being developed to identify the molecular alterations that distinguish a diseased cell from a
normal cell. Such technologies will ultimately aid in characterizing and predicting the pathologic behavior
of that diseased cell, as well as the cell’s responsiveness to drug treatment. Information from the human
genome project will one day make personal, molecular medicine an exciting reality.

This 1800-page handbook presents the most recent scientific and technological advances in bio-
medical photonics, as well as their practical applications, in a single source. The book represents the
work of 150 scientists, engineers, and clinicians. Each of the 65 chapters provides introductory material
with an overview of the topic of interest as well as a collection of published data with an extensive list
of references for further details. The chapters are grouped in seven sections followed by an appendix
of spectroscopic databases:

L. Photonics and Tissue Optics contains three introductory chapters on the fundamental optical
properties of tissue, light—tissue interactions, and theoretical models for optical imaging.

1. Photonic Devices deals with basic instrumentation and hardware systems and contains chapters
on lasers and excitation sources, basic optical instrumentation, optical fibers and waveguides,
and spectroscopic systems.

I1I. Photonic Detection and Imaging Techniques deals with methodologies and contains nine chap-
ters on various detection techniques and systems (lifetime imaging, microscopy, near-field
detection, optical coherence tomography, interferometry, Doppler imaging, light scattering,
and thermal imaging).

IV. Biomedical Diagnostics I contains ten chapters describing in vitro diagnostics (glucose diagnos-
tics, in vitro instrumentation, biosensors, capillary electrophoresis, and flow cytometry) and
in vivo diagnostics (functional imaging and photon migration spectroscopy). Two chapters
describe specific techniques and applications of two important and mature technologies —
x-ray diagnostics and optical pumping in magnetic resonance imaging.
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VI

VIL

VIIL

Biomedical Diagnostics II: Optical Biopsy is composed of eight chapters mainly devoted to novel
optical techniques for cancer diagnostics, often referred to as “optical biopsy” (fluorescence,
scattering, reflectance, Raman, infrared, optoacoustics, and ultrasonically modulated optical
imaging).

Interventional and Treatment Techniques discusses in 15 chapters photodynamic therapy and
various laser-based treatment techniques that are applied to various organs and disease
endpoints (dermatology, pulmonary, neurosurgery, ophthalmology, otolaryngology, urology,
gastroenterology, and dentistry).

Advanced Biophotonics for Genomics, Proteomics, and Medicine examines the most recent advances
in methods and instrumentation for biomedical and biotechnology applications. This section
contains 14 chapters on emerging photonic technologies (e.g., biochips, nanosensors, quan-
tum dots, molecular probes, bioluminescent reporters, optical tweezers) being developed for
gene expression research, gene diagnostics, protein profiling, and molecular biology investi-
gations for the “new medicine.”

Appendix provides a comprehensive, single-chapter compilation of useful information on spec-
troscopic data of biologically and medically relevant species for more than 1000 compounds and
systems.

The goal of this handbook is to provide a comprehensive forum that integrates interdisciplinary
research and development of interest to scientists, engineers, manufacturers, teachers, students, and
clinical providers. The handbook is designed to present the most recent advances in instrumentation
and methods as well as clinical applications in important areas of biomedical photonics. Because light
is rapidly becoming an important diagnostic tool and a powerful weapon in the armory of the modern
physician, it is our hope that this handbook will stimulate a greater appreciation of the usefulness,
efficiency, and potential of photonics in medicine.

Tuan Vo-Dinh

Oak Ridge National Laboratory
Oak Ridge, Tennessee

February 2003
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1.1 Introduction

Throughout human history, light has played an important role in medicine. In prehistoric times, the
healing power of light was often attributed to mythological, religious, and supernatural powers. The
history of light therapy dates back to the ancient Egyptians, Hindus, Romans, and Greeks, all of whom
created temples to worship the therapeutic powers of light, especially sunlight, for healing the body as
well as the mind and the soul. In Hindu mythology, Dhanvantar, originally a sun god, is physician of
the gods and a teacher of healing arts to humans. In Greek mythology, Apollo, the god of healing, who
taught medicine to man, is also called the sun god or the “god of light.” These and other mythological
figures are testaments to humankind’s recognition of the healing power of light since the dawn of time.

The contribution of light to medicine has evolved throughout human history with the advent of science
and technology. In the 17th century, the invention of the microscope by Dutch investigators was critical
to the development of biological and biomedical research for the next 200 years. Cell theory emerged in
the 1830s, when German scientists M. J. Schleiden and Theodor Schwann looked into their microscopes
and identified the cell as the basic unit of plant and animal tissue and metabolism.! The microscope
provided the central observation tool for a new style of research, out of which emerged the germ theory
of disease, developed by Robert Koch and Louis Pasteur in the 1870s (Figure 1.1).

In the fall of 1895, the German physicist Wilhelm Roentgen, working with a standard piece of laboratory
equipment, discovered a new type of radiation: the x-ray. This discovery extended the range of electro-
magnetic radiation well beyond its conventional limits. Furthermore, this discovery led to the development
of a powerful new technique that uses x-rays to look into the intact body for disease diagnosis.
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FIGURE 1.1 (Color figure follows p. 28-30.) Louis Pasteur used the microscope, which provided the central obser-
vation tool for a new style of research and out of which emerged the germ theory of disease. Albert Edelfelt’s Louis
Pasteur (1865), Musée d’Orsay, Paris, France. (°Réunion des Musées Nationaux/Art Resource, New York. Reproduced
with permission of Artists Rights Society, New York.)

These examples are just some of the numerous cases where scientific discoveries and technological
advances in photonics have opened new horizons to medicine and provided critical tools to investigate
molecules, analyze tissue, and diagnose diseases.

1.2 Biomedical Photonics: A Definition

The field of biomedical photonics is often not well defined because it is a relatively new field that has
emerged from research conducted at the interface of the physical and biological sciences and engineering.
Therefore, it is useful to provide a definition here.

A related term that has commonly been used is “biomedical optics.” Let us examine the similarity and
difference between biomedical photonics and biomedical optics. By general definition, the field of optics
involves “optical” light or “visible” light, which is a particular type of electromagnetic radiation that can
be seen and sensed by the human eye. On the other hand, the field of photonics, which involves photons,
the quanta of energy in the entire spectrum of electromagnetic radiation, is broader than the field of
optics. We tend to think of optical radiation as “light,” but the rainbow of colors that make up optical
or visible light is just a very small part of a much broader range of the energy range of the photon.

Photonics includes optical and nonoptical technologies that deal with electromagnetic radiation, which
is the energy propagated through space between electric and magnetic fields. The electromagnetic spec-
trum is the extent of that energy, ranging from cosmic rays, gamma rays, and x-rays throughout ultra-
violet, visible, infrared, microwave, and radio frequency energy.

Biomedical photonics, therefore, may be defined as science and technology that use the entire range
of electromagnetic radiation beyond visible light for medical applications. This field involves generating
and harnessing light and other forms of radiant energy whose quantum unit is the photon. The science
includes the use of light absorption, emission, transmission, scattering, amplification, and detection and
uses a wide variety of methods and technologies, such as lasers and other light sources, fiber optics,
electro-optical instrumentation, sophisticated microelectromechanical systems, and nanosystems, for
medical applications. The range of applications of biomedical photonics extends from medical diagnostics
to therapy and disease prevention.
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1.3 Scientific and Technological Revolutions Shaping Biomedical
Photonics

The field of biomedical photonics did not emerge as a well-defined, single research discipline like
chemistry, physics, or biology. Its development and growth have been shaped by the convergence of three
scientific and technological revolutions of the 20th century (Figure 1.2):

+ The quantum theory revolution (1900-1950s)
+ The technology revolution (1940s—1950s)
+ The genomics revolution (1950s—2000)

Technological progress is usually represented as an “S curve,” rising slowly at first, then more and more
rapidly until it approaches natural limits, and then tending to level off to reach theoretical limits. Some
examples of scientific discoveries and technological achievements are shown in Figure 1.2. The following
sections discuss the three revolutions of the 20th century that have shaped the growth and development
of biomedical photonics.

1.3.1 The Quantum Theory Revolution: A Historic Evolution of the Concept
of Light

The field of photonics has significantly benefited from the development of quantum theory. With the
advent of this theory, scientific fields such as molecular spectroscopy and photonic technologies (such
as lasers, optical biopsy, optical tweezers, and near-field probes) have provided powerful tools to diagnose
diseases noninvasively, interrogate the cell at the molecular level, and fight diseases at the gene level. The
quantum theory of atomic phenomena provides a fundamental framework for molecular biology and
genetics because of its unique understanding of electrons, atoms, and molecules, and light itself. Out of

Human Genome Sequence, 2000
First Optical Laser, 1960 —

DNA Helix Structure, 1953 —
Invention of Transistor, 1948 —

Copenhagen Interpretation of Quantum Mechanics, 1927 —
Photoelectric Theory, 1905
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FIGURE 1.2 Three revolutions of the 20th century shaped biomedical photonics. Technological progress is usually

represented as an “S curve,” rising slowly at first, then more and more rapidly until it approaches natural limits, and
then tending to level off to reach theoretical limits.
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this new scientific framework emerged the discovery of the DNA structure, the molecular nature of cell
machinery, and the genetic cause of diseases, all of which form the basis of molecular medicine.

Quantum theory was one of the most amazing discoveries of the 20th century and brought about a
monumental paradigm shift. The concept of a paradigm was proposed by Thomas Kuhn in his seminal
book The Structure of Scientific Revolutions.> According to Kuhn’s thesis, scientists perform their investi-
gation within the framework of a collective background of shared assumptions, which make up a
paradigm. During any given period, the scientific community in a particular field of research has a
prevailing paradigm that shapes, defines, and directs research activities in that field. People often become
attached to their paradigms until a paradigm shift occurs when a major revolutionary discovery triggers
a drastic change in beliefs, like the dramatic upheavals occurring in revolutions.

A dramatic paradigm shift occurred in the 17th century with René Descartes’ mechanistic philosophy
and Isaac Newton’s scientific revolution. Descartes, a French mathematician and philosopher, established
the firm belief in scientific knowledge that forms the basis of Cartesian philosophy and the worldview
derived from it. According to Bertrand Russell, such a shift in thought “had not happened since
Aristotle .... There is a freshness about [Descartes’] work that is not to be found in any eminent previous
philosopher since Plato.”® For Descartes, the essence of human nature lies in thought, and all things
conceived clearly and distinctly are true. Descartes’ rational philosophy integrated a complete mecha-
nistic interpretation of physics, biology, psychology, and medicine. His celebrated statement Cogito, ergo
sum (“I think, therefore I am”) has profoundly influenced Western civilization.

With Newton, a new agenda for scientific research in optics, mechanics, astronomy, and a wide variety
of other fields was born. Newton’s Principia Mathematica Philosophica Naturalis, a series of three books
completed in 1687, laid the foundation for our understanding of the underlying physics of the world,
which shaped the history of science and remained the main paradigm for the classical worldview for over
two centuries. Newton’s work concluded the intellectual quest that extended back through Galileo, Kepler,
and Copernicus and, ultimately, back to Aristotle.

Since 300 s.c., Aristotle’s work — which encompassed logic, physics, cosmology, psychology, natural
history, anatomy, metaphysics, ethics, and aesthetics — had represented the culmination of the Hellenic
Enlightenment Age and the source of science and higher learning for the following 2000 years. In the
Aristotelian worldview, light was not considered among one of the four basic elements — air, earth, fire,
and water — that made up the physical universe. In Newton’s work, by contrast, light plays an important
role in a series of three books called Opticks, which describes in detail a wide variety of light phenomena
(such as the refraction of light, the nature of white light colors, thin-film phenomena) and optical
instruments (such as the microscope and the telescope).? Newton performed groundbreaking experi-
ments using optical instruments demonstrating that light was actually a mixture of colors by using a
glass prism to separate the colors. In 1865, the British physicist James Clerk Maxwell developed the theory
of light propagation by unifying the theories that describe the forces of electricity and magnetism.

Then a series of unexpected discoveries concerning the nature of light brought into question the
underlying reality of the Newtonian worldview and set the stage for yet another monumental paradigm
shift: the 20th century revolution in quantum physics launched by Albert Einstein. A phenomenon called
the “photoelectric effect” raised intriguing questions about the exact nature of light. Discovered by
Heinrich Hertz, the photoelectric effect dealt with an apparent paradox: when light irradiates certain
materials, an electric current is produced, but only above a certain frequency (i.e., energy). Increasing
the intensity of light that has a frequency below the requisite threshold will not induce a current. In 1901,
the German physicist Max Planck suggested that light came only as discrete packets of energy.

However, Einstein, while working in the Swiss patent office after graduating from the Swiss Federal
Institute of Technology in Zurich (known as the ETH), provided a comprehensive explanation of the
photoelectric effect in a paper published in 1905 and launched the field of quantum mechanics. Einstein
called the particles of light quanta (after the Latin quantus for “how much”); hence, the origin of the
term “quantum theory.” He showed that light consists neither of continuous waves, nor of small, hard
particles. Instead, it exists as bundles of wave energy called photons. Each photon has an energy that
corresponds to the frequency of the waves in the bundle. The higher the frequency (the bluer the color),
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FIGURE 1.3 Albert Einstein launched the field of quantum mechanics, which provides the theoretical foundation
for molecular spectroscopy and photonics. Einstein called the particles of light quanta (after the Latin quantus for
“how much”); hence, the origin of the term “quantum theory” Einstein showed that light consists neither of
continuous waves nor of small, hard particles. Instead, it exists as bundles of wave energy called photons. (Photo
from Bildarchiv ETH-Bibliothek, Zurich, Switzerland. With permission.)

the greater the energy carried by that bundle. Einstein’s Nobel Prize was awarded in 1921, not for his
theories on relativity (the Nobel Committee thought them too speculative at the time), but for his
quantum theory on the photoelectric effect (Figure 1.3).

Einstein published another extraordinary paper in 1905 that drastically redirected modern physics.
This paper dealt with special relativity, or the physics of bodies moving uniformly relative to one another.
Here again, light took a central role as the ultimate reference element having the highest speed in the
universe. By postulating that nothing can move faster than light, Einstein reformulated Newtonian
mechanics, which contains no such limitation. This is the heart of his celebrated formula E = mc?, which
equates mass (m) and energy (E), and makes the speed of light (¢) a constant in the equation. Einstein’s
theory of relativity shattered the classical worldview based on the three-dimensional space of classical
Euclidean geometry, Newtonian mechanics, and the concept of absolute space and time. In Einstein’s
worldview, the universe has no privileged frames of references, no master clock, and no absolute time,
because the velocity of light is the ultimate limit in speed, constant in all directions.

Acceptance of quantum theory was further reinforced by research conducted by Ernest Rutherford
and Niels Bohr, using radioactive emission as a tool to investigate the structure of the atom. Essentially,
quantum theory replaced the mechanical model of the atom with one where atoms and all material
objects are not sharply defined entities in the physical world but rather “fuzzy clouds” with a dual
wave—particle nature. According to quantum theory, all objects, even the subatomic particles (electrons,
protons, neutrons in the nucleus), are entities that have a dual aspect. Light and matter exhibit this
duality, sometimes behaving as electromagnetic waves, sometimes as particles called photons. The exist-
ence of any molecule or object can be defined by a “probability wave,” which predicts the likelihood of
finding the object at a particular place within specific limits. The mathematical formulations developed
by Werner Heisenberg, Erwin Schrodinger, and Paul Dirac from 1926 through 1933 firmly established
the theoretical foundation of the quantum theory.

The rules that govern the subatomic world of blurry particles and nuclear forces are called quantum
mechanics. In quantum mechanics, the state of a molecule is described by a wavefunction v, a function
of the position and spins of all electrons and nuclei and the presence of any external field. The probability
of finding the molecule at a particular position or spin is represented by the square of the amplitude of
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wavefunction . In other words, at the subatomic level, matter does not exist with certainty at definite
places, but rather shows “probabilities to exist.” Even Einstein could hardly accept the fundamental nature
of probability in the quantum concept of reality, saying “God does not play dice with the universe.”

By the 1930s, with such bizarre quantum entities as “spin” formulated by Wolfgang Pauli at the ETH
(the Pauli exclusion principle), the worldview of quantum theory had completed its paradigm shift.
Following a historic meeting in 1927, scientists acknowledged that a complete understanding of physical
reality lies beyond the capabilities of rational thought, a conclusion known as the “Copenhagen Inter-
pretation of Quantum Mechanics.”* The quantum worldview implies that the structure of matter is often
not mechanical or visible, and that the reality of the world cannot be explained by the physical perceptions
of the human senses. Coming into full circle, a seed of this new scientific concept of the 21st century
rejoined an important aspect of Plato’s philosophy in 400 s.c. that referred to the concrete objects of the
visible world as imperfect copies of the forms of which they “partake.” Similarities between quantum
physics and many metaphysical concepts in Eastern philosophies and Western religions have been a topic
of great interest.’

Quantum theory also had a profound effect on many fields beyond science, such as art. It is noteworthy
that modern art, with its seemingly strange distortions of visual reality, also appeared in the 1930s. It
was no coincidence that, during the quantum revolution in science, Cubist and Surrealist art abolished
realistic shapes referenced in fixed space and fixed time. Pablo Picasso’s renderings of the human face
with their multifaceted perspectives often reflected the dual nature of reality (Figure 1.4); Salvador Dali’s
vision of melting clocks evoked the elasticity of a relativistic time. Henry Moore’s sculptures reshaping
the physical form of the human body marked a departure from geometric forms (Figure 1.5) and Joan
Mird’s paintings often instilled a feeling of cosmic interrelationship of space—time of the new physics.

1
[\l
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FIGURE 1.4 (Color figure follows p. 28-30.) Quantum theory also had a profound effect on many fields beyond
science, such as art. It was no coincidence that, during the quantum revolution in science, Cubist and Surrealist art
abolished realistic shapes referenced in fixed space and fixed time. Pablo Picasso’s renderings of the human face with
multifaceted perspectives often reflected the dual nature of reality. Portrait of Dora Maar (1937), Musée Picasso, Paris,
France. (°Giraudon/Art Resource, New York. Reproduced with permission of Artists Rights Society, New York.)
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FIGURE 1.5 (Color figure follows p. 28-30.) It is noteworthy that modern art, with its seemingly strange distortions
of visual reality, also appeared in the epoch of quantum theory. Henry Moore’s sculptures reshaping the physical
form of the human body marked a departure from geometric forms. Reclining Figure (1931), Dallas Museum of Art,
Dallas, Texas. (From Kosinski, D., Henry Moore: Sculpting the 20th Century, Yale University Press, New Haven, CT,
2001, p. 91. Reprinted with permission from The Henry Moore Foundation.)

The Euclidean geometry of physical reality was further shattered by the creative movement of abstract
art, which surged in the early 1910s with Wassili Kandinsky and Piet Mondrian and culminated in the
1950s with Jackson Pollock and Mark Rothko of the so-called New York School of Abstract Expressionism,
where defined shapes and forms were replaced by shades, colors, and lines of fields — perhaps the visual
equivalents of molecular waveforms, probability clouds, and energy fields of the new physics. The
interdependence of science, technology, and art was well expressed in 1948 by Pollock in the avant-garde
review Possibilities: “It seems to me that modern painting cannot express our area (the airplane, the
atomic bomb, the radio) through forms inherited from the Renaissance and from any other culture of
the past. Each area finds its own technique.”®

At the same time that Niels Bohr introduced his theory of complementarity on the dual wave—particle
nature of light, the Swiss psychologist and philosopher Carl Jung proposed his theory of synchronicity, an
“acausal connecting” phenomenon where an event in the physical world coincides meaningfully with a
psychological state of mind. Jung associated synchronistic experiences with the relativity of space and time
and a degree of unconsciousness. Synchronicity reflected an almost mystical connection between the per-
sonal psyche and the material world, which are essentially different forms of energy.”® Complementarity
and synchronicity are concepts belonging to different fields, but both concepts, with their nature of duality,
reflected the 20th century Zeitgeist of the quantum reality in the psyche and the physical world.

Quantum theory revolutionized molecular spectroscopy, an important field of photonics research.
Molecular spectroscopy, which deals with the study of the interaction of light with matter, has been a
cornerstone of the renaissance in biomedical photonics since the mid-1950s, mainly because of the
foundations of quantum theory. How do we learn about the molecules that make up the cell, the tissues,
and the organs when most of them are too small to be seen even with the most powerful microscopes? There
is no simple answer to this question, but a large amount of information has come from various techniques
of molecular spectroscopy.

Classical concepts of the world provide no simple way to explain the interaction of light with matter.
The most satisfactory and complete description of the absorption and emission of light by matter is
based on time-dependent wave mechanics. It analyzes what happens to the wavefunctions of molecules
in the presence of light. Light is a rapidly oscillating electromagnetic field. Matter (including living species)
is made up of molecules, which contain distributions of charges and spins that give matter its electrical
and magnetic properties. These distributions are altered when a molecule is exposed to light.

The discovery of quantum theory has not only given birth to the new field of molecular spectroscopy,
but also led to the development of a powerful set of photonics tools for exploring nature and under-
standing the cause of disease at the fundamental level. In essence, our current knowledge of how molecules
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TABLE 1.1  Spectroscopic Techniques for Biological and Biomedical Applications

Wavelength* Energy*
Spectral Region* (cm) (kcal mol™) Techniques Properties
v-Ray 10-1 3x 108 Moéssbauer Nucleus properties
X-ray 10- 3x10° X-ray diffraction/scattering Molecular structure
uv 10-° 3 %102 UV absorption Electronic states
Visible 6 x107° 5% 103 Visible absorption Electronic states
Luminescence Electronic states
Infrared 10-3 3% 10° IR absorption Molecular vibrations
IR emission Electronic states
Microwave 107! 3 %1072 Microwave Rotations of molecules
10° 10°3 Electron paramagnetic resonance  Nuclear spin
Radio-frequency 10 3x10* Nuclear magnetic resonance Nuclear spin

*Approximate values

bind together, how the building blocks of DNA cause a cell to grow, and how disease progresses on the
molecular level has its fundamental basis in quantum theory.

With molecular spectroscopy, light can be used in many different ways to analyze complex biological
systems and understand nature at the molecular level. Light at a certain wavelength A (or frequency
v =c/A) is used to irradiate the sample (e.g., a bodily fluid, a tissue, or an organ) in a process called
excitation. Then some of the properties of the light that emerges from the sample are measured and
analyzed. Some analyses deal with the fraction of the incident radiation absorbed by a sample; the
techniques involved are called absorption spectroscopies (e.g., ultraviolet, visible, infrared absorption
techniques). Other analyses examine the incident radiation dissipated and reflected back from the
samples (elastic scattering techniques). Alternatively, it is possible to measure the light emitted and
scattered by a sample, that occurs at wavelengths different from the excitation wavelength: in this case,
the techniques involved are fluorescence, phosphorescence, Raman scattering, and inelastic scattering.
Other specialized techniques can also be used to detect specific properties of emitted light (circular
dichroism, polarization, lifetime, etc.).

The range of wavelengths used in molecular spectroscopy to study biological molecules is quite
extensive. Molecular spectroscopic techniques have led to the development of a wide variety of practical
techniques for minimally invasive monitoring of disease. For example, Britton Chance and co-workers
have developed and used near-infrared absorption techniques to monitor physiological processes and
brain function noninvasively.” Today, a wide variety of molecular spectroscopic techniques, including
fluorescence, Raman scattering, and bioluminescence, are being developed for cancer diagnosis, disease
monitoring, and drug discovery.!®-> Table 1.1 summarizes the different types of spectroscopies and the
wavelength of the electromagnetic radiation.

1.3.2 The Technology Revolution

In Western civilization science has often been associated with fundamental research and theoretical
studies, whereas technology has often been viewed as originating from applied and experimental studies.
Although the value of applied science was recognized very early by the mathematician Heron, who
founded the first College of Technology in Alexandria in 105 s.c.,?® science and technology have remained
largely separate since the early times of Hellenic Greece. Aristotelian tradition held that the laws that
govern the universe could be understood by pure thought, without requiring any experimental observa-
tion. In the 17th century, science and technology started to become interdependent. Galileo Galilei became
a pivotal figure in the scientific revolution with his experimental observation of the movement of bodies
by rolling balls of different weights down a slope. He also improved an important optical instrument,
the telescope, which led to his revolutionary discoveries in astronomy.

The development and use of the microscope provided another revealing example of the interdepen-
dence between science and technology. It is very clear that it was indeed the discovery of a practical
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instrument that led to fundamental discoveries supporting the germ theory of diseases two centuries
later. The 17th century witnessed the rise and spread of experimental science. This interdependence began
to emerge when people believed that science should be useful and applied. Francis Bacon advocated his
empirical, inductive method of investigation and envisioned a role for experiments designed to test nature
and verify a hypothesis using an inductive process.

Descartes proposed a completely mechanical view of the world, a physical universe of objects that
moves as a clockwork according to the laws of physics and the principles of geometry; this represented
a radical departure from the more abstract worldview that dated back to Aristotle.! Father of the ratio-
nalistic mathematical philosophy, where rational thought and reason are the most important sources and
tests of truth, Descartes was also influential in advocating what he called “practical philosophy” and the
idea that knowledge should be applied “for the general good of all men.” Opposing Cartesian rationalism
based on pure thought and reason, British philosopher David Hume formulated his philosophy of
empiricism, which regards empirical observation by the senses as the only reliable source of knowledge.

Shortly thereafter, the German philosopher Immanuel Kant built a bridge between pure thought and
sensory perception and reconciled the philosophical divide between rationalists and empiricists (the so-
called Battle of Descartes vs. Hume). In Kantian philosophy, the structure of consciousness, through an
activity of thought called “synthesis,” turns appearances observed by the senses into objects and percep-
tions, without which there would be nothing. Kant found roles for both the empiricist and the rationalist
elements by including a rational element in his theory of knowledge (the 12 rational concepts of the
understanding) with the publication in 1781 of his influential work The Critique of Pure Reason.”

In the 19th century the interdependence between science and technology became more important,
culminating in the important technological discoveries of electricity and electromagnetic induction by
Michael Faraday in 1831, the first electric telegraph in 1837 by Charles Wheaton, and the creation of the
incandescent light bulb in 1879 by Thomas Edison in New Jersey and Joseph Swan in England. The
discovery of the light bulb foreshadowed the next revolution in photonics in the 20th century. The
following sections discuss three important examples of technological developments that have greatly
affected the field of biomedical photonics.

1.3.2.1 The Laser

The invention of the laser was an important milestone in the development of biomedical photonics.
The laser is becoming the most widely used light source to excite tissues for disease diagnosis as well
as to irradiate tumors for tissue removal in interventional treatment. The word “laser” is an acronym
for “light amplification by stimulated emission of radiation.” Einstein, who postulated photons and the
phenomenon of stimulated emission, can be considered the grandfather of the laser. After Arthur
Schawlow and Charles Townes published their paper on the possibility of laser action in the infrared
and visible spectrum,? it was not long before many researchers began seriously considering practical
devices. The first successful optical laser, constructed by Maiman in 1960, consisted of a ruby crystal
surrounded by a helicoidal flash tube enclosed within a polished aluminum cylindrical cavity cooled
by forced air.? Light was amplified (laser action) within a ruby cylinder, which formed a Fabry—Perot
cavity by optically polishing the ends to be parallel to within a third of a wavelength of light. Each end
was coated with evaporated silver; one end was made less reflective to allow some radiation to escape
as the laser beam.

Lasers are now used as excitation light sources in disease diagnostics and as optical scalpels in inter-
ventional surgery. Ideal light sources because of their monochromaticity and intensity, lasers can be
coupled to optical fibers inserted into endoscope for in vivo diagnosis of diseases (Figure 1.6). They also
have the advantages of increased precision and reduced rates of infection and bleeding. Computers are
used to control the intensity and direction of the laser beam, thus reducing human error. Nowadays
lasers are commonly used to perform surgery on the skin and can be used to remove wrinkles, tattoos,
birthmarks, tumors, and warts. Other types of growths can also be removed. Lasers are used to treat eye
conditions; in some individuals, vision problems can be corrected with laser surgery. Lasers can help
treat some forms of glaucoma and eye problems related to diabetes and are being incorporated into
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FIGURE 1.6 Fiber-optic probes are used for in vivo laser-induced diagnostics of cancer. Laser-induced fluorescence
has been used for gastrointestinal (GI) endoscopy examinations to directly diagnose cancer of patients without
requiring physical biopsy. The LIF measurement was completed in approximately 0.6 s for each tissue site. The fiber-
optic probe was inserted into the biopsy channel of an endoscope (A). The fiber-optic probe lightly touched the
surface of the GI tissue being monitored (B).

surgical procedures for other parts of the body as well. These include the heart, prostate gland, and throat.
Lasers are also used to open clogged arteries and remove blockages caused by tumors. Knives and scalpels
may be completely eliminated one day.

1.3.2.2 The Microchip

The advent of the microchip is another important development that has significantly affected the evo-
lution of biomedical photonics. Whereas the discovery of the laser has provided a new technology for
excitation, the miniaturization and mass production of sensor devices and their associated electronic
circuitry has radically transformed the ways in which detection and imaging of molecules, tissues, and
organs can be performed in vivo and ex vivo.

Microchip technology comes from the development and widespread use of large-scale integrated circuits,
consisting of hundreds of thousands of components packed onto a single tiny chip that can be mass-
produced for a few cents each (Figure 1.7). This technology has enabled fabrication of microelectronic
circuitries (microchips) and photonic detectors such as photodiode arrays (PDA), charge-coupled device
(CCD) cameras, and complementary metal oxide silicon (CMOS) sensor arrays in large numbers at suffi-
ciently low costs to open a mass market and permit the widespread use of these devices in biomedical
spectroscopy and molecular imaging. The miniaturization and evolution of integrated circuit technology
continues to exemplify a phenomenon known as “Moore’s law.” The observation made by Intel Corporation
founder Gordon Moore in 1965 was that the number of components on the most complex integrated circuit
chip would double each year for the next 10 years. Moore’s law has come to refer to the continued chip size
reduction and exponential decrease in the cost per function that can be achieved on an integrated circuit.

The miniaturization of high-density optical sensor arrays is critical to the development of innovative
high-resolution imaging methods at the cellular or molecular scales capable of identifying and charac-
terizing premalignant abnormalities or other early cellular changes. Photonic imaging detectors provide
novel solutions for in vivo microscopic imaging sensors or microscopic implanted devices with high
spatial contrast and temporal resolution.

During the past 10 years there has been an explosion of research in biomedical photonics, resulting
in scores of publications, conventions, and manufacturers offering new products in the field. Sensor
miniaturization has enabled significant advances in medical imaging technologies over the last 25 years
in such areas as magnetic resonance imaging (MRI), computed tomography (CT), nuclear medicine, and
optical and ultrasound imaging of diseases. The development of multichannel sensor technologies has
led to the development of novel photonic imaging technologies that exploit current knowledge of the
genetic and molecular bases of important diseases such as cancer. These molecular biological discoveries
have great implications for prevention, detection, and targeted therapy.
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FIGURE 1.7 Modern optical sensor array microchips are fabricated using CMOS technology. Microchip technology
has enabled the fabrication of microelectronic circuitries (microchips) and photonic detectors such as PDA, CCD
cameras, and CMOS sensor arrays in large numbers at sufficiently low costs to open a mass market and permit the
widespread use of these devices in biomedical spectroscopy, molecular imaging, and clinical diagnostics. (Photo
courtesy of Oak Ridge National Laboratory, Oak Ridge, Tennessee.)

1.3.2.3 Nanotechnology

Recently, nanotechnology, which involves research on and development of materials and species at length
scales between 1 to 100 nm, has been revolutionizing important areas in biomedical photonics, especially
diagnostics and therapy at the molecular and cellular level. The combination of molecular nanotechnol-
ogy and photonics opens the possibility of detecting and manipulating atoms and molecules using
nanodevices that have potential for a wide variety of medical uses at the cellular level.

Today, the amount of research in biomedical science and engineering at the molecular level is growing
exponentially because of the availability of new investigative nanotools. These new analytical tools are
capable of probing the nanometer world and will make it possible to characterize the chemical and
mechanical properties of cells, discover novel phenomena and processes, and provide science with a wide
range of tools, materials, devices, and systems with unique characteristics. The marriage of electronics,
biomaterials, and photonics is expected to revolutionize many areas of medicine in the 21st century. The
futuristic vision of nanorobots moving through bloodstreams armed with antibody-based nanoprobes
and nanolaser beams that recognize and kill cancer cells might some day no longer be the “stuff of dream.”

The combination of photonics and nanotechnology has already led to a new generation of devices for
probing the cell machinery and elucidating intimate life processes occurring at the molecular level
previously invisible to human inquiry. Tracking biochemical processes within intracellular environments
can now be performed in vivo with the use of fluorescent molecular probes (Figure 1.8) and nanosensors
(Figure 1.9). With powerful microscopic tools using near-field optics, scientists are now able to explore
the biochemical processes and submicroscopic structures of living cells at unprecedented resolutions. It
is now possible to develop nanocarriers for targeted delivery of drugs that have their shells conjugated
with antibodies for targeting antigens and fluorescent chromophores for in vivo tracking.

The possibility of fabricating nanoscale components has recently led to the development of devices
and techniques that can measure fundamental parameters at the molecular level. With “optical tweezer”
techniques, small particles may be trapped by radiation pressure in the focal volume of a high-intensity,
focused beam of light. This technique, also called “optical trapping,” may be used to move small cells or
subcellular organelles around at will by the use of a guided, focused beam.*® For example, a bead coated
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FIGURE 1.8 (Color figure follows p. 28-30.) Biochemical processes in nerve cells can be tracked using green
fluorescent protein. Tracking biochemical processes can now be performed with the use of fluorescent probes. For
example, there is great interest in understanding the origin and movement of neurotrophic factors such as brain-
derived neurotrophic factor (BDNF) between nerve cells. This figure illustrates the use of BDNF tagged with green
fluorescent protein to follow synaptic transport from axons to neurons to postsynaptic cells. (From Berman, D.E.
and Dudai, Y.K., Science, 291, 2417, 2002. With permission.)

Nanosensor Tip ~ 40 nm

FIGURE 1.9 A fiber-optic nanosensor with antibody probe is used to detect biochemicals in a single cell. The combi-
nation of photonics and nanotechnology has led to a new generation of devices for probing the cell machinery and
elucidating intimate life processes occurring at the molecular level that were previously invisible to human inquiry. The
insert (lower left) shows a scanning electron photograph of a nanofiber with a 40-nm diameter. The small size of the
probe allowed manipulation of the nanoprobe at specific locations within a single cell. (Adapted from Vo-Dinh, T. et
al., Nat. Biotechnol., 18, 76, 2000.)
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with an immobilized, caged bioactive probe could be inserted into a tissue or even a cell and moved
around to a strategic location by an optical trapping system. The cage could then be photolyzed by
multiphoton uncaging in order to release and activate the bioactive probe.

Optical tweezers can also be used to determine precisely the mechanical properties of single molecules
of collagen, an important tissue component and a critical factor in diagnosing cancer and the aging
process.’! The optical tweezer method uses the momentum of focused laser beams to hold and stretch
single collagen molecules bound to polystyrene beads. The collagen molecules are stretched through
the beads using the optical laser tweezer system, and the deformation of the bound collagen molecules
is measured as the relative displacement of the microbeads, which are examined by optical microscopy.
Ingenious optical trapping systems have also been used to measure the force exerted by individual
motor proteins.*?

A recent advance in the field of biosensors has been the development of optical nanobiosensors, which
have dimensions on the nanometer (nm) size scale. Typical tip diameters of the optical fibers used in
these sensors range between 20 and 100 nm. Using these nanobiosensors, it has become possible to probe
individual chemical species in specific locations throughout a living cell. Figure 1.9 shows a photograph
of a fiber-optic nanoprobe with antibodies targeted to benzopyrene tetrol (BPT) and designed to detect
BPT in a single cell.*® An important advantage of the optical sensing modality is the capability of
measuring biological parameters in a noninvasive or minimally invasive manner due to the very small
size of the nanoprobe. Following measurements using the nanobiosensor, cells have been shown to survive
and undergo mitosis.*

These photonic technologies are just some examples of a new generation of nanophotonic tools that
have the potential to drastically change fundamental understanding of the life process. They could
ultimately lead to development of new modalities of early diagnostics and medical treatment and pre-
vention beyond the cellular level to that of individual organelles and even DNA, the building block of life.

1.3.3 The Genomics Revolution

James Watson and Francis Crick’s publication of the helix structure of DNA in 1953 can be considered
the first landmark achievement that launched the Genomics Revolution of the 21st century.>> Almost 50
years after this landmark discovery, the completion of the sequencing of the human genome marked the
second major achievement in the area of molecular genetics. The draft of the published sequence
encompasses 90% of the human genome’s euchromatic portion, which contains the most genes. Fig-
ure 1.10 illustrates the scientific progress achieved in genomics and proteomics research since the dis-
covery of the DNA structure.

It is useful to get an overview of this remarkable 21st century achievement in molecular biology, known
as the Human Genome Project. This project traces its roots to an initiative in the U.S. Department of
Energy (DOE). In 1986, DOE announced its Human Genome Initiative, believing that precise knowledge
of a reference human genome sequence would be critical to its missions to pursue a deeper understanding
of the potential health and environmental risks posed by energy production and use. Shortly thereafter,
DOE and the National Institutes of Health (NIH) teamed up to develop a plan for a joint Human Genome
Project (HGP) that officially began in 1990.

From the beginning of the HGP project, photonics technologies provided the critical tools for accel-
erating the DNA sequencing process. In 1986, Leroy Hood and co-workers described a new technique
for DNA sequencing whereby four fluorescent dyes were attached to the DNA instead of using radioactive
labels and reading the x-ray films.* This photonic detection scheme — which allowed the DNA to run
down only a single lane and be illuminated by a laser and the result from four fluorescent labels to be
read into a computer — has been the workhorse of the sequencing efforts.

In June 2000, scientists announced biology’s most spectacular achievement: the generation of a working
draft sequence of the entire human genome.*” In constructing the working draft, the 16 genome sequencing
centers produced over 22.1 billion bases of raw sequence data, comprising overlapping fragments totaling
3.9 billion bases and providing sevenfold coverage (sequenced seven times) of the human genome. One
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FIGURE 1.10 Advances in the genomics revolution since the discovery of the DNA helix structure have resulted in
new information, new approaches, and new technologies for the drug discovery process. Potential applications of
this knowledge are numerous and include drug discovery and customized medicine.

of the greatest impacts of knowing the genome sequence is the establishment of an entirely new approach
to biomedical research. In the past, researchers studied one gene or a few genes at a time. With whole-
genome sequences and new automated, high-throughput technologies, they can address biological and
medical problems systematically and on a large scale in a massively parallel manner. They are now able
to investigate a large number of genes in a genome, or various gene products in a particular tissue or organ
or tumor. They can also study how tens of thousands of genes and proteins work together in interconnected
networks to orchestrate the chemistry of life. Specific genes have been pinpointed and associated with
numerous diseases and disorders, including breast cancer, muscle disease, deafness, and blindness.

Potential applications of this knowledge are numerous and include drug discovery and customized
medicine. Advanced photonics has contributed dramatically to the field of drug discovery in the post-
genomic area. Genomics and proteomics present the drug discovery community with a wealth of new
potential targets. In the pregenomics area, the basic approach to discovering new drugs mainly involved
research efforts focused on individual drug targets. Nonsystematic methods were generally used to find
these potential targets. Phenotype analyses were performed by examining the differential expression of
some proteins in diseased vs. normal tissue to identify proteins associated with a specific disease process.
When a possibly useful compound was successfully synthesized, it was evaluated using time-consuming
animal studies and, later, human clinical tests.

The advent of genomics has provided new information, new approaches, and new technologies for
the drug discovery process. By using the ability to predict all the possible protein-coding regions in
experimental systems, biomedical studies and analyses can be expanded beyond the most abundant and
best characterized proteins of the cells to discover new drug targets. Most drugs today are based on about
500 molecular targets; knowledge of the genes involved in diseases, disease pathways, and drug-response
sites will lead to the discovery of thousands of new targets. The increasing number of potential targets
requires new instrumental approaches for rapid development of new drugs. One area of great interest is
the use of high-throughput cell-based assays, which have the potential to provide a fundamental platform,
the living cell, to characterize, analyze, and screen a drug target in situ.

Combined with high-throughput techniques, fluorescence technologies based on a wide variety of
reporter gene assays, ion channel probes and fluorescent probes have provided powerful tools for cell-
based assays for drug discovery. An exciting new advance in fluorescent probes for biological studies has
been the development of naturally fluorescent proteins for use as fluorescent probes. The jellyfish Aequio-
rea victoria produces a naturally fluorescent protein known as green fluorescent protein (GFP). Active
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research is under way on the applications of GFP-based assays, which could allow analysis of intracellular
signaling pathways using libraries of cell lines engineered to report on key cellular processes.

Another important advance in photonic technologies that has contributed to the dramatic growth of
cell-based assays is the development of advanced imaging systems that have the combined capability of
high-resolution, high-throughput, and multispectral detection of fluorescent reporters. These reporters
allow the development of live cell assays with the ability for in vivo sensing of individual biological
responses across cell populations, tracking the transport of biological species within intracellular envi-
ronments, and monitoring multiple responses from the same cell.?

Cellular biosensors® and extrinsic cellular sensors based on site-specific labeling of recombinant
proteins®®! are also important photonic tools recently developed for drug discovery. Advanced photonic
techniques using time-resolved and phase-resolved detection, polarization, and lifetime measurements
further extend the usefulness of cell-based assays. Novel classes of labels using inorganic fluorophors
based on quantum dots or surface-enhanced Raman scattering (SERS) labels provide unique possibilities
for multiplex assays.*? Today, single-molecule detection techniques using various photonics modalities
provide the ultimate tools to elucidate cellular processes at the molecular level.

1.4 Conclusion

As we enter the new millennium, it appears that we are witnessing a new paradigm shift in the contri-
bution of science and technology to the development of human knowledge and the advancement of
civilization. In past centuries a discovery in basic science usually led to new technology development.
Today, however, technology often creates new devices and instruments that drive scientific discoveries.
As we create the tools to peer at the stars, look into the inner world of atoms, or decipher the genetic
code of human cells in order to understand and ultimately eliminate the cause of diseases, we are
witnessing a shift from a “science-driven” process to a “technology-driven” process in the evolution of
human knowledge. Neither science nor technology holds a privileged role in the quest for knowledge.
Rather, as the yin and yang of life, science and technology will contribute equally to human development
and societal progress.

Biomedical photonics is a relatively new field at the interface of science and technology that has the
potential to revolutionize medicine as we know it. The rapid development of laser and imaging technology
has yielded powerful tools for the study of disease on all scales, from single molecules to tissue materials
and whole organs. These emerging techniques find immediate applications in biological and medical
research. For example, laser microscopes permit spectroscopic and force measurements on single protein
molecules and laser sources provide access to molecular dynamics and structure to perform “optical
biopsy” noninvasively and almost instantaneously, while optical coherence tomography allows visualiza-
tion of tissue and organs. Using genetic promoters to drive luciferase expression, bioluminescence meth-
ods can generate molecular light switches, which serve as functional indicator lights reporting cellular
conditions and responses in the living animal. This technique could allow rapid assessment of and
response to the effects of antitumor drugs, antibiotics, or antiviral drugs.

Developments in quantum chemistry, molecular genetics, and high-speed computers have created
unparalleled capabilities for understanding complex biological systems. Information from the human
genome project will make molecular medicine an exciting reality. Current research has indicated that
many diseases such as cancer occur as the result of the gradual buildup of genetic changes in single cells.
Biomedical photonics can provide tools capable of identifying specific subsets of genes encoded within
the human genome that can cause the development of cancer. Photonic techniques are being developed
to identify the molecular alterations that distinguish a cancer cell from a normal cell. Such technologies
will ultimately aid in characterizing and predicting the pathologic behavior of that cancer cell, as well as
the cell’s responsiveness to drug treatment.

Biomedical photonics technologies can definitely bring a bright future to biomedical research because
they are capable of yielding the critical information bridging molecular structure and physiological
function, which is the most important process in understanding, treatment, and prevention of disease.
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As this handbook explores in the following sections, it is our hope that light is rapidly finding its place
as an important diagnostic tool and a powerful weapon in the arsenal of the modern physician.
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2.1 Introduction

The electromagnetic spectrum provides a diverse set of photonic tools for probing, manipulating, and
interacting with biological systems. A great variety of electromagnetic phenomena are used in biomed-
icine to detect and treat disease and to advance scientific knowledge. The focus of this chapter is the
propagation of “light” in tissues. The main purpose is to provide an introduction to the linear optical
properties of human tissues from a conceptual viewpoint, emphasizing how these properties fit into the
description of light transport. The term light can have various meanings, but here it is used to refer to
the portion of the electromagnetic spectrum with vacuum wavelengths A, in the range of 1 um to 100
nm (or in the frequency v = ¢/A, 3 X 10" to 3 x 10'> Hz, where c is the speed of light). This spectral
range includes the near infrared (NIR), the visible, and the ultraviolet (UV) A, B, and C bands, and
encompasses the so-called therapeutic (or diagnostic) window, which is of great importance in biomedical
photonics (Figure 2.1).

As discussed in Chapter 1, the quantum description of light in terms of photons is essential for
understanding the exchange of energy and momentum between light and matter and provides the
theoretical basis for molecular spectroscopy. The term photonics, however, is used to refer to all electro-
magnetic wave phenomena, whether or not the quantum nature of light (photon) is a necessary com-
ponent of its description. There is a parallel with the use of the term electronics, which deals with electrical
circuit phenomena; in many applications the electric current flowing in a device can be thought of as a
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FIGURE 2.1 The electromagnetic spectrum with the region discussed in this chapter expanded on the right. This
includes the UV-C (100 to 280 nm), UV-B (280 to 315 nm), and UV-A (315 to 400 nm) bands, the visible region
(400 to 760 nm), and a portion of the IR-A band (760 to 1400 nm). The therapeutic window (see Figure 2.16) extends
from 600 nm (orange part of the visible) to 1300 nm (IR-A band).

continuous flow of charge, and the quantum nature of the electron is not required for understanding
circuit behavior.

In physics, phenomena are often described from either “classical” or “quantum” viewpoints. The
term classical refers to theories that do not use the concepts of quantum mechanics. In classical theory,
light is considered to be an oscillating electromagnetic (EM) field that can have a continuous range of
energies. In the quantum model, light waves consist of packets (i.e., “quanta”) of energy called photons.
Each photon has an energy proportional to the frequency of the EM wave. Quantum theory introduces
the idea that light and matter exchange energy as photons, fundamental packets of energy, E = hv =
he/h, where h is Planck’s constant. The description of light propagation in tissues incorporates both
views: a classical picture is used to define the dynamics of light transport mathematically (e.g., to
calculate scattering cross sections) and the photon concept is introduced in an ad hoc manner when
necessary (e.g., to account for molecular transition processes, such as absorption, luminescence, and
Raman scattering).

Because multiple scattering effects are important features of light propagation in tissues, the direct
application of EM theory to the tissue optics problem is complicated. In place of the direct EM approach,
a model known as radiation transport (RT) theory is used that explicitly ignores wave phenomena such
as polarization and interference, and instead follows only the transport of light energy in the medium.
As will be discussed later, the RT model does, however, implicitly incorporate elements of the classical
and quantum descriptions of light. This model is not specific to light and has other important applications
in areas such as neutron transport and thermodynamics.

In the electromagnetic description, light consists of oscillating electric and magnetic waves (Figure 2.2).
Two important parameters of electromagnetic waves are phase and polarization. The phase is a general
property of a wave and gives rise to important effects such as interference and diffraction. Polarization
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FIGURE 2.2 Schematic diagram of an electromagnetic wave, which consists of the symbiotic oscillations of electric
and magnetic fields. The polarization denotes the directions of the electric field vectors in the wave. In the case
shown, the polarization is linear and in the vertical direction.

refers to the orientation of the electric field vector of the EM wave. Two waves must have some overlap
in their polarizations for interference to occur. In free space, the polarization is perpendicular to the
direction of propagation. Since RT theory deals with the transport of light energy, it explicitly ignores
the phase and polarization of the EM waves, although it does use wave properties implicitly through the
material parameters included in the fundamental equations. The validity of RT theory for strongly
scattering optical media has been established empirically, and the theoretical link between RT theory and
the fundamental laws of electromagnetism has also been demonstrated;!' nevertheless, some attempt will
be made to distinguish between phenomena that are inherently electromagnetic in nature vs. those that
are part of the empirical RT model.

This chapter provides an introduction to fundamental photophysical concepts and basic theoretical
models for describing light propagation in biological tissues. We examine in some detail RT theory,
including the absorption-dominant and scattering-dominant limits of the problem, and the Monte Carlo
method for numerically performing practical transport simulations. The chapter also provides a descrip-
tion of the Kubelka—Munk method. Finally, we provide a representative listing of optical properties of
human tissues, including refractive indices, and scattering and absorption coefficients.

2.2 Fundamental Optical Properties

In this section we discuss three photophysical processes that affect light propagation in biological tissue:
refraction, scattering, and absorption. These processes can be quantified by the following parameters:
+ Index of refraction, n(\)

+ Scattering cross section, O

S

+ Differential scattering cross section,

+ Absorption cross section, G,

These basic properties, from which the inputs to RT theory are ultimately built, are defined in the
following sections. For the purposes of this chapter, it is sufficient to assume that the media considered
in this treatment are isotropic systems; this assumption will simplify the description of the fundamental
properties while not compromising the essential features of the phenomenology.

2.2.1 Refraction
2.2.1.1 Index of Refraction

The index of refraction is a fundamental property of homogeneous media. This index can also be defined
for heterogeneous materials, as will be discussed later in Section 2.3. For a homogeneous medium, the
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index of refraction describes its linear optical properties. The general form of the complex index of
refraction is

a(A)=n(L)—io(A) . (2.1)

where the imaginary part, o(A), is the attenuation and encompasses the attenuation of a wave due to
absorption (and scattering if the medium is heterogeneous). The convention is to refer to the real part
as the “index of refraction” (as distinct from the “complex index of refraction”):

Re[ﬁ(?u)] = n(?») . (2.2)
The real part of the refractive index is defined in terms of the phase velocity of light in the medium,

c

CN»FW, (2.3)

where ¢ = 2.998 x 10® m/s is the speed of light in vacuum and n,,. = 1. The wavelength of light in the
medium A, is given in terms of the vacuum wavelength A as

A
) (2.4)

Even though the phase speed and the wavelength of light depend on the refractive index, the wave
frequency,

vefo

AA,
and the size of its photon energy, E = hv, are always the same as in the vacuum. Moreover, although the
wavelength in a material is different from its vacuum value, the prevailing convention is to use the quantity
A to refer to the vacuum wavelength. When the actual wavelength in a material is required, this wavelength
is denoted by the addition of a subscript (e.g., ).

2.2.1.2 Reflection and Refraction at an Interface

When a light wave propagating in a material with a given refractive index encounters a boundary with
a second material with a different index, the path of the light is redirected. If the width of the light beam
(or its wavelength) is small compared to the boundary or its curvature, reflection and refractive trans-
mission result. This situation is illustrated in Figure 2.3. The amount of light reflected by and transmitted
through a boundary depends on the refractive indices of the two materials, the angle of incidence, and
the polarization of the incoming wave. The relation between the angle of incidence and the angle of
refraction for the transmitted light is given by Snell’s law:

n
sin®, =—Lsind, . (2.5)
nz

For normal incidence onto a planar boundary, the fraction of the incident energy that is transmitted

across the interface is given by

T= "2 (2.6)
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FIGURE 2.3 Light incident on a planar boundary undergoes refraction. The refraction angle 6, is given in terms
of the angle of incidence 6, and the refractive indices, n, and n,, of the two media. The angle of reflection (not
shown) is equal to the angle of incidence.
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FIGURE 2.4 Light incident on a localized particle embedded in a medium with a different refractive index will be
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The fraction of the incident energy that gets reflected is

(”1_”2)2 ‘

(n, +n2)2

R=1-T= (2.7)

This reflection from the interface, also known as the Fresnel reflection, is distinct from the diffuse
reflectance to be discussed in Section 2.3, which in our context has a subsurface origin. (More general
expressions describing transmission, reflection, and refraction phenomena can be found in Reference 2.)

2.2.2 Scattering

2.2.2.1 Scattering at a Localized Inclusion

When the guest material occupies only a localized region within the host material, scattering will occur.
For example, a source of scattering in tissues is the mismatch in the refractive indices between subcellular
organelles and the surrounding cytoplasm. In this case, some of the incident light is redirected over a
range of angles relative to the scattering particle (Figure 2.4).

In biomedical photonics, scattering processes are important in both diagnostic and therapeutic
applications:

+ Diagnostic applications: Scattering depends on the size, morphology, and structure of the compo-
nents in tissues (e.g., lipid membranes, nuclei, collagen fibers). Variations in these components
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FIGURE 2.5 The scattering cross section expresses the proportionality between the intensity of incident wave and
the amount of power scattered from it. (A) Before encountering the scatterer, the beam has a uniform power P,, =
I,A where I is the intensity of the beam and A is the cross-sectional area. (B) After encountering the particle, some
of the energy gets scattered out of the beam, and the beam intensity is no longer uniform. (C) The amount of power
scattered is equivalent to the power in a piece of the incoming beam with area 6, which is the scattering cross section.

due to disease would affect scattering properties, thus providing a means for diagnostic purposes,
especially in imaging applications.

* Therapeutic applications: Scattering signals can be used to determine optimal light dosimetry (e.g.,
during laser-based treatment procedures) and provide useful feedback during therapy.

Scattering is most simply described by considering the incident light as a plane wave (i.e., a wave of
uniform amplitude in any plane perpendicular to the direction of propagation, at least over a size scale
larger than the scattering particle). In principle, given the refractive indices of the two materials and the
size and shape of the scatterer, the scattered radiation can be calculated. Scattering is quantified by the
scattering cross section. For a monochromatic plane wave that has a given intensity (i.e., power per unit
area) I, encountering the scattering object, some amount of power P, gets spatially redirected (i.e.,
scattered). The ratio of the power (i.e., energy per second) scattered out of the plane wave to the incident
intensity (energy per second per area) is the scattering cross section,

o,(s)= P}Cﬂ“ , (2.8)

where § is the propagation direction of the plane wave relative to the scatterer (Figure 2.5). The scattering
cross section has units of area and is equivalent to the area that an object would have to “cut out” from
The concept
of cross section is also used for absorption where the power absorbed is proportional to the incident

the uniform plane wave in order to remove the observed amount of scattered power, P,_.
intensity. Note that the cross section is not the projected geometric area of an object as a glass sphere
and a steel sphere of the same size will have different cross sections. It is merely a convenient way to
quantify the scattering strength of an object.

Scattering depends on the polarization of the incoming wave, but we can consider Equation 2.8 to be
an average over orthogonal polarization states. The angular distribution of the scattered radiation is given
by the differential cross section (Figure 2.6),
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FIGURE 2.6 The differential scattering cross section expresses the angular distribution of the scattered light relative
to the incident light. The incident photon travels along the direction § and the scattered photon exits in the §
direction.
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where 8’ defines the axis of a cone of solid angle dQ originating at the scatterer.

For our purposes, we will assume that the scattering cross section is independent of the relative
orientation of the incident light and the scatterer. This is equivalent to assuming that the object is
spherically symmetric, a rough but adequate approximation valid within the context of the RT model.
Under this approximation, the scattering cross section at a given wavelength is independent of the relative
orientation of the particle and incident light,

cs(s)=0 R (2.10)

and the differential cross section depends only on the relative orientation of the incident and scattering
directions, thus permitting us to write the differential cross section as a function of the cosine of
the angle between s and s’,

L (55)= 2 (5.4). (2.11)

s

(In a more general context,
waves, as with G..)

A medium containing a uniform distribution of identical scatterers is characterized by the scattering
coefficient,

depends upon the polarization states of the incoming and outgoing

u,=po,, (2.12)

where p is the number density of scatterers. The scattering coefficient is essentially the cross-sectional
area for scattering per unit volume of medium. The scattering mean free path
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] =— (2.13)

represents the average distance a photon travels between consecutive scattering events.

In biological tissues, scattering interactions are often dominant mechanisms affecting light prop-
agation. In practice, scattering is classified into three categories defined by the size of the scattering
object relative to the wavelength: (1) the Rayleigh limit, where the size of the scatterer is small
compared to the wavelength of the light; (2) the Mie regime, where the size of the scatterer is
comparable to the wavelength; and (3) the geometric limit, where the wavelength is much smaller
than the scatterer. The Rayleigh and Mie regimes are discussed further in the following sections.
The geometric optics limit, where the light—scatterer interaction is described by rays that refract and
reflect at the obstacles boundaries, is essentially the case discussed in Section 2.2.1.

2.2.2.2 Rayleigh Limit

Scattering of light by tissue structures much smaller than the photon wavelength involves the so-called
Rayleigh limit. Those structures include cellular components such as membranes and cell subcompart-
ments (see Figure 2.7A), and extracellular components such as the banded ultrastructure of collagen
fibrils. The most important implication of the small size-to-wavelength ratio is that, at any moment in
time, the scatter sees only a spatially uniform electric field in the surrounding host. In the classical
description (i.e., light as electromagnetic waves, not photons), this condition gives rise to a dipole moment
in the scatterer, a slight and spatially simple redistribution of the charges in the scatterer. This dipole
moment oscillates in time with the frequency of the incident field and as a consequence gives off dipole
radiation. For a spherical particle of radius a, the differential cross section in the Rayleigh limit is

2
do 2 n? 6
dQSZSn“nfn[MJ ;—4(1+c0526), (2.14)

where 0 is the angle between the direction of the incoming wave and the outgoing direction of interest,
and n,, and n, are the refractive indices of the host medium and the scatterer, respectively (Figure 2.7B).
This expression is averaged over polarization states of the incoming and scattered waves, as is appropriate
for use in the RT theory.

In the quantum picture, Rayleigh scattering is called “elastic” because the energy of the scattered photon
is the same as that of the incident photon. A related process is Raman scattering, which, in contrast, is
“inelastic” In the Raman process, the frequencies of scattered photons are shifted from the incident
frequency by amounts that are characteristic of molecular transitions, usually between vibrational energy
states. The term inelastic refers to the fact that the scattered photon either loses energy to (Stokes) or
gains energy from (anti-Stokes) the molecule. Raman scattering is extremely weak compared to the elastic
Rayleigh scattering. (A rough approximation is 1 Raman-shifted photon for every 10° Rayleigh photons.)
Raman scattering is outside the scope of this chapter.

2.2.2.3 Mie Regime

Scattering of light by spherical objects is described by Mie theory, which in principle is applicable at any
size-to-wavelength ratio. In the intermediate size-to-wavelength ratio range, where the Rayleigh and
geometric approximations are not valid, Mie theory is used. Thus this region where the scatterer size
and wavelength are comparable is sometimes labled the Mie regime. Various cellular structures, such as
mitochondria and nuclei (Figure 2.7A), and extracellular components like collagen fibers have sizes on
the order of hundreds of nanometers to a few microns, and are comparable in dimension to the photon
wavelengths generally used in biomedical applications (0.5 to 1 um). Even though these structures are
not necessarily spherical, their scattering behavior can be modeled reasonably well by Mie theory applied
to spheres of comparable size and refractive index. Because the scatterer is on the order of the wavelength,
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FIGURE 2.7 (A) Cellular structures that act as scatterers in tissue. The organelles themselves scatter light in the Mie
regime while the organelle and cellular membranes can act as Rayleigh scatterers. (B) Angular dependence of Rayleigh
scattering. The distribution of unpolarized Rayleigh scattered light as a function of angle (6 = 0° is the forward
direction).

it experiences a more complex field in the space around it at any moment in time, and thus the motion
of charges in the scatterer in response to the field is also more complex. This results in a more complex
angular dependence for the scattered light relative to the Rayleigh approximation. There can also be
resonances and nulls due to the (classical) constructive and destructive interferences of the fields set up
in the scatterer. The exact scattering patterns exhibited by the various biologic structures will of course
depend on the detailed shape of the particle. The Mie scattering theory was specifically developed for
spherical particles, although the label “Mie regime” is commonly (but loosely) used to refer to scattering
from particles of arbitrary shape whose dimensions are on the order of or greater than the wavelength.
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As in the Rayleigh limit, the cross section in the Mie regime can be calculated using the classical model,
but may be modulated by quantum transitions in the constituent molecules of the scatterer.

2.2.3 Absorption
2.2.3.1 Absorption Processes

Absorption is a process involving the extraction of energy from light by a molecular species. In biomedical
photonics, absorption processes are important in diagnostic and therapeutic applications:

« Diagnostic applications: Transitions between two energy levels of a molecule that are well defined
at specific wavelengths could serve as a spectral fingerprint of the molecule for diagnostic purposes.

« Therapeutic applications: Absorption of energy is the primary mechanism that allows light from
a laser to produce physical effects on tissue for treatment purposes.

Absorption processes involve an important concept in quantum theory, the energy level, which is a
quantum state of an atom or molecule. The shift of a species (i.e., a molecule or an atom) from one
energy level to another is called a transition. A transition of a species from a lower to a higher energy
level involves excitation to an excited state and requires absorption of an amount of photon energy, hv,
equal to the difference in energy, AE, between the two levels:

hv=AE . (2.15)

A drop from a higher energy level to a lower level is called a decay and is accompanied by a release
of energy equal to the difference in energy between the two levels. This release of energy may occur
without radiation (by heating the surrounding medium) or may give rise to emission of a photon (e.g.,
luminescence).

In the quantum picture, photons are absorbed by atoms and molecules in specific transitions, and the
photons’ energy is used to increase their internal energy states. The regions of the spectrum where this
occurs are known as absorption bands; these bands are specific to particular molecular/atomic species. In
general, there are three basic types of absorption processes: (1) electronic, (2) vibrational, and (3) rotational.
Electronic transitions occur in both atoms and molecules, whereas vibrational and rotational transitions
occur only in molecules.

Absorption between Electronic Levels

At equilibrium, a group of molecules has a thermal distribution in the lowest vibrational and rotational
levels of the ground state, S,. When a molecule absorbs excitation energy, it is elevated from S, to some
vibrational level of one of the excited singlet states, S, in the manifold S;...S,. The intensity of the
absorption (i.e., fraction of ground-state molecules promoted to the electronic excited state) depends on
the intensity of the excitation radiation (i.e., number of photons) and the probability of the transition
with photons of the particular energy being used. A term often used to characterize the intensity of an
absorption (or an induced emission) band is the oscillator strength, f, which may be defined from the
integrated absorption spectrum by the relationship

f=4.315x10'9jevdv, (2.16)

where ¢, is the molar extinction coefficient at the frequency v.

Oscillator strengths of unity or near unity correspond to strongly allowed transitions, whereas lower
values of f are indicative of the smaller transition dipole matrix elements of forbidden transitions.
Depending on the types of species, electronic transitions have energies corresponding to photons from
the UV through the IR regions of the spectrum.
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Absorption Involving Vibrational Levels

Vibrational levels characterize the different states of vibration of the atoms in a molecule. The vibrations
in various degrees of freedom are quantized, giving rise to a series of vibrational levels for each vibrational
pattern of a molecule. A vibrational transition occurs when a molecule shifts from one vibrational state
to another. Typically, vibrational transitions correspond to the energies of photons from the IR.

Absorption Involving Rotational Levels
Rotational levels represent the different states of rotation of a molecule. These quantized energy levels
correspond to photon energies from the far IR to submillimeter wavelengths.

The electronic energy levels of molecules are associated with molecular orbitals that describe the
distribution of the electrons (i.e., electron clouds) in the molecule. When a molecule undergoes an
electronic transition, an electron is transferred from one molecular orbital to another. However, there
are cases where the excitation is considered to be localized to a particular bond or groups of atoms.
Several types of molecular orbitals are involved in biological compounds: © bonding orbitals, 7* non-
bonding orbitals, and n nonbonding (lone-pair) orbitals. The ©* nonbonding orbital is less stable and
has a higher energy than the ® bonding orbital. An electronic transition involving the transfer of an
electron from a 7 orbital to a * orbital is called a Tn* transition. Alternatively, the transfer of an electron
from an n orbital to a w* orbital is called an nm* transition. In transition metal complexes (e.g., metal
porphyrins), the electronic energy levels may also be described by molecular orbitals formed between
the metal and ligands. The term chromophore refers to the part of the molecule that gives rise to the
electronic transition of interest.

The probability of transition between different states or energy levels is governed by complex quantum
mechanical rules that depend on the chemical structure, size, and symmetry of the molecules. Some
transitions are said to be “allowed,” which means that they are very likely to occur, thus giving rise to
very strong absorption bands. Others are “forbidden” transitions, which are very unlikely to occur,
producing very weak absorption bands.

2.2.3.2 Absorption Cross Section and Coefficient

For a localized absorber, the absorption cross section G, can be defined in the same manner as for
scattering, i.e.,

P
o, =", (2.17)

where P, is the amount of power absorbed out of an initially uniform plane wave of intensity (power
per unit area)l,. As previously with G, we make the approximation that the cross section is independent
of the relative orientation of the impinging light and the absorber. A medium with a uniform distribution
of identical absorbing particles can be characterized by the absorption coefficient

u,=po,, (2.18)

where p is the number density of absorbers. The reciprocal,

] =—, (2.19)

is the absorption mean free path, or absorption length, and represents the average distance a photon travels
before being absorbed. For a medium, the absorption coefficient can be defined by the following relation:

dl = -y ldz, (2.20)
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where dI is the differential change of intensity of a collimated light beam traversing an infinitesimal path
dz through a homogenous medium with absorption coefficient . Integrating over a thickness z yields
the Beer—Lambert law:

I=Ioexp[—uuz] , (2.21)

which can also be expressed as

I=1, exp[—ehaz] (2.22)

where €, is the molar extension coefficient [cm? - mol™'] at wavelength A, a [mol - cm™] is the molar
concentration of the absorption species, and z is the thickness [cm]. The molar extension coefficient €,
(which is equal to u,/a) is a measure of the “absorbing power” of the species.

A quantity commonly used is the transmission, T, defined as the ratio of transmitted intensity I to
incident intensity I,

T=I/IO . (2.23)

The attenuation, also called absorbance (A) or optical density (OD), of an attenuating medium is given by

A=0D=log,(I,/I)=-log (T). (2.24)

The variation of €, with wavelength constitutes an absorption spectrum. Alternatively, a plot of A vs.
wavelength is also another way of presenting the absorption properties.

Once absorbed by a molecular species, the light energy can be dissipated optically by emitting a photon
or nonradiatively by exchanging kinetic energy with other internal degrees of freedom of the absorbing
species or external species (e.g., “heating” the medium). The quantum description of the absorption
and emission processes (e.g., fluorescence, phosphorescence) of molecules is further discussed in
Section 28.2 of Chapter 28 of this handbook. The most common situation is a combination of the
two processes, where a small amount of the absorbed energy is dissipated nonradiatively and the
majority is emitted as a photon in the transition back down to the ground state. This process of
emission, known as luminescence, is further broken down into fluorescence (prompt emission from
a singlet state) and phosphorescence (delayed emission from a triplet state). In fluorescence the
delay between absorption and emission is typically on the order of nanoseconds, whereas in phos-
phorescence, emission follows much later (milliseconds and longer). As far as photon transport in
tissues is concerned, fluorescence from excited singlet states is a much more common phenomenon,
although triplet states are often involved in photodynamic therapy.

Under special conditions, the absorption process can also occur by the “simultaneous” extraction
of two or more photons. This multiphoton absorption has important application in biomedical optics
and is discussed in Chapter 11 of this handbook. Multiphoton absorption is a nonlinear process and
is thus beyond the scope of our survey of the linear optical properties that are of primary importance
in photon transport. Photons that are emitted in wavelength-changing processes such as fluorescence
emission and Raman scattering are considered further in other chapters of this handbook.

2.3 Light Transport in Tissue

As media for light propagation, most human tissues are considered turbid (i.e., “cloudy” or opaque).
Turbid tissues are heterogeneous structures and correspondingly have spatial variations in their optical
properties. The spatial variation and density of these fluctuations make these tissues strong scatterers of
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light. In the absence of absorption, a significant fraction of the photons launched into these tissues are
scattered multiple times, giving rise to a diffuse and largely incoherent field of penetrating light. As optical
media, these tissues have been successfully modeled as two-component systems: (1) randomly positioned
scattering and absorbing particles (2) embedded in a homogeneous continuum. In spite of the complex-
ities of actual tissues, this simple two-component model has proven to give a satisfactory description of
optical transport in tissue for many cases of interest. In this section, we examine RT solutions in
limiting cases and also discuss Monte Carlo and Kubelka—Munk approaches to the light transport
problem. At the end, we discuss some aspects of short-pulse time-resolved propagation.

2.3.1 Preliminaries to Radiation Transport Theory
2.3.1.1 Coherent and Incoherent Light

Light propagating in tissues can be classified into two types: coherent and incoherent. Coherence refers
to the ability of a light field to maintain a definite (nonrandom) phase relationship in space and time
and exhibit stable interference effects. An example of this interference is the speckle pattern produced
when coherent light, such as a laser beam, is reflected from a surface. Speckle patterns occur because of
the interference of a large number of elementary waves that arises when coherent light is reflected from
a rough surface or when coherent light passes through a scattering medium. On the other hand, an
incoherent source exhibits random phase patterns both temporally and spatially and thus is not capable
of exhibiting stable or observable interference effects. An example of an incoherent source is an incan-
descent light bulb, as in a flashlight: unlike laser light, a flashlight beam reflected off a surface exhibits
no speckle patterns. Speckle-related phenomena and measurement methods are discussed in Chap-
ters 3 and 14 of this handbook.

Coherence is often a matter of degree because the same light source may exhibit observable interference
effects in some situations and not in others. In the optical regime, coherent sources are necessarily
monochromatic, because interferences between light of different wavelengths vary too rapidly to be
meaningful. In tissues, light that is scattered multiple times can exhibit coherent and incoherent prop-
erties. Within the context of RT theory, the scattered fields are taken to be completely incoherent. This
simplification is adequate for much of the phenomena of interest here. However, the scattered fields can
also exhibit coherent effects; these are discussed in a later section of this chapter in the context of short-
duration light pulses.

The following example illustrates the essential nature of coherence. In electromagnetic theory, the
equations are linear in the electric and magnetic field amplitudes. This linear condition implies that the
field at a point in a linear medium is the summation (superposition) of the field vectors contributed
from each individual light source. For example, consider the total electric field at a point due to two
scatterers of light (Figure 2.8),

Ewml(r,t)=El(r,t)+E2(r,t), (2.25)

where E,(r,) and E,(r,t) are the electric field vectors of the two scattered waves. (To keep things simple,
we will ignore the incident field and consider the two scatterers to be the only sources of light in the
medium.) To calculate the energy U associated with the scattered light field requires taking the square
of its amplitude,

U(r) = €E (1) By (1) = [ B (1) + B3 (1) + 2B, (1) - E, 1)

U (1) U (£) +26E, (1) E, 0

, (2.26)

where € is the permittivity of the medium. (Note that the permittivity € used in this section is distinct
from the molar extension coefficient €, defined in Equation 2.22.)
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FIGURE 2.8 Superposition of EM waves. The EM field E,, at point r is the vector sum of the two fields from the
respective sources, 1 and 2. The energy U, at point r due to these two fields includes an interference term to account
for constructive or destructive interference.

The energy expressed in Equation 2.26 is not just the addition of the separate energies contributed by
the two respective sources but includes a cross term, 2E;-E,, that accounts for the interference of the two
sources. If the two electric fields have overlapping polarizations (|E1 . E2| > 0), they can interfere
constructively (E, - E, > 0) or destructively (E, - E, < 0) at point r. Therefore, the total energy at r can
be greater than or less than the sum of the energies of the individual sources acting alone. Over all of
space, however, the constructive and destructive interferences will balance out so that energy is conserved.
Consider now the energy averaged over a region of space:

avg

U =8Emtal-Emtal=£[E+E§+2E1~E2 . (2.27)
If the region is large enough, the interference contribution to the energy averages away,

Uwgza[Ef+E§]:U1+ U,, (2.28)
and

-E, =0. (2.29)

For a greater number of scatterers, the energy at a point can be calculated in the same way, by first
adding up the fields due to each scatterer,

N
By =D E; (2.30)

and then squaring the total,

U=¢E

N N N N N
total .Etutul =82Ej ZE] =£ZE§ +822E] ' Em

(2.31)

z
z
z
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FIGURE 2.9 Multiple scattering. Schematic depiction of the interaction of a planar light beam with a thin slab of
scattering material. The material contains p scatterers per unit volume, each with cross section o,. (A) Before the
wave enters the slab, it contains power P(z). (B) After passing through the slab, the power scattered out of the wave
is 6,pL, where L is the thickness of the slab.

The energy involves two types of terms: (1) the energy contributed from each individual source and
(2) the interference contributions (which are the manifestation of the coherence of light field). Again,
by averaging over a sufficiently large region around the point, the interferences will average to zero:

iiEj-Emzo. (2.32)

j=1 m=1

m#j
The size of the region necessary for the interferences to become zero depends on how the scatterers
are distributed and on the nature of the scattering process. By considering only the spatially averaged
energy, the wave nature of the light can be ignored and one need track only the movement of energy
through the system. This can be a simpler task because the energies are scalar quantities without phase
and polarization. In tissue media, which is modeled as a random collection of identical scattering particles,
multiple scattering effects render the field largely incoherent, and the interference terms will be small
relative to the average energy. Radiation transport theory will provide the equations that describe how

this averaged light energy moves through such media.

2.3.1.2 Multiple Scattering

The systems of interest in this chapter are modeled as distributions of localized scatterers in a uniform
background. Multiple scattering is an important phenomenon in these systems. Using a simple model
one can illustrate the origin of these effects and their relation between single and multiple scattering.
Consider a medium with a uniform distribution of scatterers. Each scatterer has a cross section G, and
the number density of scatterers is given by p. The medium can be broken up into slabs of thickness, Az,
and the field incident onto the first slab is a plane wave with intensity I, (Figure 2.9). The power incident
on a local region of the layer with cross-sectional area A is I,A. The power scattered out of the incident
plane wave as it crosses the layer is given by

I,0.pAAz=] | AAz=1 G N (2.33)

layer’
where N, is the number of scatters encountered in the layer. After passing through the layer, the power
remaining in the plane wave is

P(0+Az)=1,A— 1,6 pAAz=1 A(1-G pAz). (2.34)

(When 6,pAz = 1 for a layer, the effect saturates, so further increases in this quantity beyond unity have
no physical effect.) Each successive layer decreases the intensity of the incident field by an addition factor
of (1 — 6,pAz). If the total number of layers is I', the total distance traveled is L = I'Az. The power
remaining after propagating through this length, L, is
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T
P(L)=1,A(1-c pAz) :IOA(I—GSpII:) : (2.35)

As T increases, Equation 2.35 converges to an exponential:

T
IOA(l—GSpII:) — I, Aexp|-0 pL|. (2.36)

Because there is no absorption, the total power in the scattered field given by

Pee =1 (0)A—1 (L)A= IOA(l— exp[—GSpL]) = IOA(I —exp[— (j; ND (2.37)

where N is the total number of scatterers encountered in the medium.
Using the power series expansion for the exponential, the term in parentheses can be written as

o, )
o N (_A j c 10’ 10
l—exp| ——=N |z ~ 2 =N~ N2y Zi NP 2.38
p[ A } 2 m! A 2 A 6 A’ (2.38)

m=1

The quantity 6,pL is proportional to the number of scatterers encountered along the entire path from 0

o
to L. Since o pL = jN when the quantity 6,pL << 1, the scattered power can be approximated by

scatt
P<= NI G, (2.39)
and the power is therefore proportional to the number of scatterers. Physically, this is equivalent to saying
that the scattered power is entirely due to waves that have scattered only once. The contributions from
waves that have scattered more than once are small enough to be safely ignored in this limit. However,
when the approximation

1- exp[—csspL] =0 pL

breaks down, the scattered power has a more complicated nonlinear relationship with the number of
scatterers encountered, and thus the power contained in multiply scattered waves is significant. So a
criterion for defining a system as a single scattering medium is

o pL<<l1, (2.40)

or, in terms of the scattering coefficient, as

uL<<l. (2.41)

Even when the cross section is small if the scatterers are sufficiently dense and/or the propagation distance
is sufficiently long, multiple-scattering effects can be important. Conversely, particles with large cross
sections may not give rise to significant multiple-scattering effects if the concentration of the particles is
low or if the path length is short. The significance of the distinction between single- and multiple-
scattering processes is that the single-scattering case can be handled in a much more straightforward
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dP = I(r,8,1)cosOdAdQ

FIGURE 2.10 The light power passing through a surface element da inside a cone of solid angle dQ directed at an
angle 0 to the surface normal 7 is proportional to the specific intensity I(r, 8,t).

manner. The multiple-scattering effects provide the mechanism for “decohering” the scattered field and
ultimately justify the use of RT theory, in which coherence processes are not explicitly taken into account.

2.3.2 The Radiation Transport Model

2.3.2.1 Basic Parameters

The multiple scattering and associated decoherence effects in turbid media effectively suppress the wave
nature of light; therefore, instead of tracking light waves, one can track only the average energy they
contain. The flow of light energy through the medium is described by RT theory, which explicitly
disregards wave interference effects. The fundamental quantity that replaces the electromagnetic field in
RT model is the specific intensity, I(r, s,t). The following relation defines the specific intensity:

dP=1I(r,s,t)doda, (2.42)

where dP is the light power at time ¢ and at point r directed in a cone of solid angle dw oriented in the
direction defined by the unit vector s, from a surface area da normal to § (Figure 2.10). Thus, I(r, s,1)
is the light power per unit area per unit solid angle. Since the energy in a monochromatic light field is
proportional to the number of photons the field contains, the specific intensity is representative of the
number of photons per second passing through point r within the solid angle cone.

The medium through which the light energy propagates is characterized by three parameters:

1. The absorption coefficient, ,
2. The scattering coefficient, [,
3. The scattering “phase” function (SPF), p(s - §”)

(The function p(s - s”) does not have anything to do with the phase of propagating waves; the “phase”
label is mainly the legacy of an earlier notation.) The coefficients u, and |, were defined earlier in
Equations 2.18 and 2.12. The attenuation coefficient [, combines absorption and scattering effects into
a single quantity given as

m,=u, +u . (2.43)

The total mean free path is defined through the total attenuation coefficient as

I = = . (2.44)
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In the RT model, the assumption is made that only one type of particle is responsible for both absorption
and scattering and thus the number densities of scattering and absorbing particles are the same.

2.3.2.2 Scattering Phase Function

In the RT model, the particles are assumed to be isotropic, and so the scattering phase function, or SPE,
is expressed as a function of s - 8" = cosf. The SPFE, p(s - §’), describes the fraction of light energy
incident on a scatterer from the s’ direction that gets scattered in the § direction. (Note that this is a
reversal of the earlier convention for s and §” used in Section 2.2.2. Since s - 8" = §’ - s, this change in
convention has no bearing on the functional form of the SPE) SPF can be expressed in terms of the
differential scattering cross section,

)= T2, (2.45)

The integral of the SPF over all the solid angle yields the albedo W,

1 A A o
Wy=— §-8)dQ =———
* am 4np( ) c,+0,
, (2.46)
:7115
B, +u

which is the fraction of the total cross section that is due to scattering. (It is important to mention here
that the choice of normalization for p(s - §”) varies among different treatments of RT theory.” To keep
the outcomes the same among the different normalization schemes requires modification of one of the
terms involving p(s - §’) in the RT equations, Equations 2.49 to 2.51, discussed in the next section.)

Another constant of interest is the cosine-weighted average of the scattering, commonly known as the
average cosine of scatter:

[ pspsaer f
an

§==" = p(s-87)s-s7dQ’
oL e’ ’ 4TW,
J;np(s s )dQ 0

(2.47)

= ﬁ -[m p(cose)cose sin6do.

The parameter g is a measure of scatter retained in the forward direction following a scattering event.
For a Rayleigh scatterer, the SPF varies as 1 + cos? © = 1 + (8 - s)2,and its average cosine of scatter, g,
is zero. This is because backward and forward scattering are equally likely. A scatterer with ¢ > 0 is more
likely to forward-scatter a photon, while a negative g indicates a preference for backward scattering. Most
of the scattering processes of interest in tissue optics are in the Mie limit, and the SPF can be difficult
to calculate without detailed knowledge of the system. An approximate SPF often used is the
Henyey—Greenstein function® (Figure 2.11):

4nc 1-g°

pHG(cose) = - +(;

(2.48)

3 -

: (1+g2 —2gcose)E

‘Investigators in biomedical optics use a variety of different units, notations, and normalization procedures. Despite
the different notations, the photophysical phenomena described are similar, and the final results of the derivations
are the same.
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FIGURE 2.11 The angular dependence of the Henyey—Greenstein scattering phase function for g = 0.4, 0.7, and
0.9. Each of the patterns has been normalized to unity. When properly scaled, the maximum value of p,,;(8) for g=
0.9 is 49 times that of the g = 0.4 case and 10 times that of the g=0.7 case.

Henyey and Greenstein have developed this expression to describe the angular dependence of light
scattering by small particles, which they used to investigate diffuse radiation from interstellar dust
clouds in the galaxy.’ This function is convenient to use because it is parameterized by the average
cosine of scatter, g. For tissues, g ranges from 0.4 to 0.99. Such values indicate that scattering is strongly
forward-peaked. For example, for g = 0.6, almost 90% of the scattered energy is within 90° of the
forward (i.e., 8 = 0) direction; for g = 0.99, 90% of the energy is scattered to within 5° of the forward
direction.

The material constants can be calculated using electromagnetic wave theory, provided the properties
of the particles (e.g., shape, size, refractive index, number density) and background medium are known.
So even though the light transport in the RT model explicitly ignores the wave nature of light, electro-
magnetic wave phenomena are implicitly included through these material parameters.

2.3.2.3 Radiation Transport Equation

The fundamental equation describing light propagation in the RT model is the radiation transport
equation (also known as the Boltzmann equation), which describes the fundamental dynamics of the
specific intensity. Light is effectively treated as a collection of localized, incoherent photons. (Polarization
properties can be considered, but we will avoid this complication.) Consider a small packet of light energy
defined by its position, r(t), and direction of propagations. Following along with it over the time
interval dr as it propagates in space, the packet loses energy due to absorption and scattering out of
8, but also gains energy from light scattered into the s-directed packet from other directions and
from any local source of the light at r(¢). These processes are quantified by the integro-differential
equation known as the radiation transport relation:

CL% 1(e(e)6.6) = ~(w, + 1, )I(x(e)t)
(2.49)

+ WTTIP@ $)I(r(e) 8%t )AQ + Qx(t) 5:t),
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where ¢, is the speed of light in the medium and Q(r(£),s,t) is the source term. If the coordinate system
is fixed to the medium instead of moving with the energy packet, the total time derivative can be reduced

. o d Jd .= .. - .
to partial derivatives, T - §+cs -V, yielding the usual form of the radiation transport equation:
t

1af(;:”‘):_;.vf(r,g,t)—(uu+u5)1(r,é,t)
c, (2.50)

Mt e etk +Qfrbe).

In this form, the dynamics can be interpreted through the change in I(r, s,f) with time. The specific
intensity will increase with time if its spatial derivative in the § direction is decreasing — that is, it will
“flow” from regions of high intensity to low intensity. The —(u, + W,) I(r,$,t) term on the right-hand side
of Equation 2.50 will always decrease the value of I(r, s,¢), as it accounts for the scattering and absorption
losses. The integral term will increase I(r, 8,t) because of scattering from all other directions into the $
cone, as will any source of light Q(r,s,t) at r. (Note that the integral term will have a different prefactor
if an alternate normalization scheme for SPF is chosen, as mentioned in the previous section.)

An important simplification of the RT equation is the steady-state form. The term “steady state” implies

dl (r, §,t)

that =0 ; physically, this means that losses and gains are balanced such that the specific intensity

at any point in the medium does not change with time. The steady-state limit arises out of the time-
resolved case when the light source has been switched on and has illuminated the sample long enough
for the light levels to reach equilibrium. Strictly, this occurs when the source light has had time to
reverberate through the tissue layers (i.e., reflect from each boundary) an infinite number of times. In
practice, a large but finite number of reflections are sufficient to reach the steady-state as eventually
attenuation and transmission losses render the higher-order reflections negligible. The steady state is
applicable to many practical situations, even when the light source is pulsed or modulated. For example,
consider a uniform light pulse that is 1 us in duration incident from air on a 1-cm-thick sample with
an index of refraction of 1.33 with no absorbers or scatterers. One can show that the amount of light
energy transmitted through the sample in the steady-state limit can be accounted for to better than one
part in a million by just three reverberations of the initial light field through the sample. Over this 1-us
time interval, light could reverberate through this sample more than 10,000 times. Thus for almost the
entire duration of the pulse, the problem could be considered to be in the steady-state limit. The steady-
state RT equation in a source-free region is

$-V1(r) =~(u, +u J(rs)+ Fo K () (2.51)

2.3.3 Analytical Solutions for Limiting Cases

Although conceptually straightforward, the direct analytical solution of the RT equation for many
problems of interest is difficult. Most of the complications arise from dealing with the boundaries at
tissue interfaces, and geometric aspects of the tissues and light sources. The following discusses some of
the important concepts regarding the light distributions and describes limiting cases of the RT model.
The discussion will mainly be concerned with light fields propagating in a semi-infinite medium (i.e.,
cases in which the back wall of the tissue is far enough away that it has no influence on the distribution
of light) in order to illustrate some basic properties of the diffuse field in various situations.
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2.3.3.1 Incident and Diffuse Light

In the model considered here, the specific intensity is zero until light energy is provided by an external
source (e.g., a laser) or an embedded source (e.g., fiber optic). The intensity in the medium can be
expressed as

I(r,é,t)zlc(r,s, )+I (r,s, ), (2.52)

where I(r,s,t) represents the unscattered component of the light energy and I (r,s,t) represents the
scattered or diffuse component. If the light source is a coherent one, I (r,s,t) is the coherent field in the
tissue. Even though coherence has no special implications in the RT model, it provides a convenient
means for distinguishing between the field component that only loses energy from scattering, I.(r,s,t),
and the field component that receives and retains the energy from all orders of scattering, I,(r, s,t). The
single RT equation can be expressed as two separate equations: one involving only the coherent light,

1 oI, (rs)

7T+ch(r,§,t) ~(u, +1, )1, (r8:8), (2.53)

m

and the second involving both light components (coherent and incoherent),

A

TS o1 (o)

c, ot
= (W, + )L ()
. (2.54)
+”AT’ 4np(§,§’)1d(r,§',t)d£2'

J. pls,s’ r,s t)dQ’

The last term in Equation 2.54 can be written as a source term for the diffuse component equation,

A u +“ J. o A7 a7 ’
1,st)=—4—> s,8’)I (r,8,t)dQ’ . 2.55
Qesr) =2 [ s (ni) (259
If the incident field is a plane wave, the coherent field solution to Equation 2.51 takes the form of the
Beer—-Lambert law (as shown earlier in Equation 2.21). For example, a planar source of intensity I,

launched into a semi-infinite medium normal to its surface (§1 =z and z is the depth into the tissue)
takes the form

Ic(z,t) =f(cmt—z)16(0)exp[—(ua +us)z] 56
= IO(I—RZ)f(cmt —z)exp[—(u“ +us)z] )

where f(c,t — z) is a positive definite, differentiable function describing the time envelope of the light
pulse, valid for z > 0 and ¢ > 0. In the steady state, the plane wave solution is simply

I(z)=1,(1=R*)exp[~(u, +1,)2]. (2.57)
Note that the intensity of a plane wave relates to the specific intensity as
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1) = [ 1{s80)8(s - 2)ae. (2.58)

The behavior of the coherent field is straightforward in most cases, and its main role in tissue optics
is to serve as a source for the diffuse field. The study of light transport in tissues means tracking the
distribution of the diffuse field since in most situations it is the penetrating component of the light. Thus
the determination of the specific intensity of the diffuse field I, is the principal goal. The diffuse
light gives rise to important phenomena such as diffuse reflectance, which arises from the subsurface
scattering of light. A portion of the light launched into tissue will be scattered back across the surface
as it is redirected by multiple scattering events. This light is thus distinct from surface reflections
and is largely incoherent as its source is the subsurface diffuse field. This diffusely “reflected” light
contains information about the bulk of the medium because it has collectively sampled an extended
volume of the tissue. Changes in the diffuse reflectance over time can be used to track the dynamics
of certain absorbing species in tissue, such as oxygenated hemoglobin. (Note that in other contexts
“diffuse reflectance” also refers to reflection from a rough surface or interface.)

To introduce some of the important aspects of the diffuse and coherent light, we will examine
approximate solutions for the two limiting cases — W, >> p, (absorption-dominant limit) and p, >>
W, (scattering-dominant limit). We will also briefly discuss Monte Carlo calculations and the propaga-
tion of short pulses of light.

2.3.3.2 Absorption-Dominant Limit

In the case where absorption of light is the dominant process, the light does not penetrate the tissue
deeply enough for significant scattering to occur, and the diffuse field will remain small compared to the
coherent one. Using Equation 2.54, one can find an approximate solution for I, by considering only the
contributions of singly scattered light from the coherent field, encompassed in the term

W, tH, Y 2N\I0”
TJ;np(s,s )Ic(r,s )dQ

and ignoring the contributions of rescattered light, from the term
u +H g ’
$,8’),(r,8")dQ" .
m ) L)

In the steady state, using this single-scattering approximation, Equation 2.54 becomes

$VI,(5,8)=—(n, +u, )1, (x j P88 (68")aQ”. (2.59)

The transport equation along a straight-line path of length s parallel to the direction s is

d . u, .

—I,(r,s)=—(u, +u, ),(5s s,8")I (r,8")dQ", 2.60
1 58) =, e+ 2 | ) (50) 250
where r points to the path that begins at the point r,. This is a differential equation of the type

% +P(s)y =Q(s) , which has the general solution
s

- Pwdw - Pwdw o vdv
[ L f

y(s)=Ce ( )ds’, (2.61)

S0
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where C is a constant determined by the boundary conditions. Integrating along the path from 0 to s,
the diffuse field is

I, (s,§) = Cexp[—u[s] +exp[—uts]2—;.':exp[utsl]L p(é,é')]c(rl,é')dQ'dsl . (2.62)

Now we take the surface of the scattering medium to be at the plane r - z = 0, which includes the point
1, (s = 0), and assume that the coherent light in the medium is a plane wave traveling in the z direction:

Ic(r,§)=Ioexp[—ut(r—ro)~2]8(§—2). (2.63)

The solution is then

I, (5,5) =C exp[—u,s] + exp[—u,s]%’t‘[: exp[utsl]-[m p(§,§')15(r1,§')dQ'dsl

= Cexp[—uts] + exp[—u,s] LZZCO p(§ . é)J: exp[uts1 (1-cos 6)]6151 (2.64)

= Cexp[—u,s] + !

>

0 p(cose) exp[—],t [scose] - exp[—u [s]
4 1—cosO

except for § =2 (cos@=1), where it is

I p(1
OfTE )u[zexp[—utz]. (2.65)

= Cexp[—utz] +

Along the path from 0 to s, only the forward-scattered energy from the plane wave can contribute. Thus,
the calculated value of I, is only the forward-directed portion (0 < 6 < w/2) of total diffuse field. So I,
of Equations 2.64 and 2.65 is now denoted I f;’). With the nature of the solution properly interpreted,
the constant of integration is simple to determine. The forward-directed diffuse field vanishes at the front
surface (because there is nothing behind it to scatter into it), so C = 0. The forward diffuse field is then

1(s8)=1, pleost) exp| -, scos6] “expl - (0 <0< “j : (2.66)
4n 1—cos0 2
and
(A pl1
Ig )(z,z):IO4(n)utzexp[—utz](9:0). (2.67)

To solve for the diffuse field in the backscatter directions, I}, the path must extend for the distance
from s to the back wall of the sample, s,. Only the plane wave components ahead of I'(s) (i.e., further
along the path than the depth s) can scatter in the backward direction and contribute to the /2 < 0 <&
portion of the diffuse field. At the end of the path, the sample will be assumed to be sufficiently thick such
that back wall effects (reflections) will not contribute to the diffuse fields. The general solution of Equation
2.61 now becomes

y(s) _ Ce7L " p(s)s +37£bp(5/)d5lrbeij:'bP(S”)dS”Q(S/)dS' ’ (2.68)

©2003 CRC Press LLC



and I;’) is

Ig_) (s,é) =C exp[—],t[ (sh - s)]

; p(cose) exp[—uts‘cose‘] - exp[—utsb(l + ‘cos 6‘) + },Lts] (2.69)
’ 4nm 1+‘c056‘
for m/2 < © < m, and for this range of angles using cos 6 = — |cos 6.
In the limit that s, >>sand s, >>1, I g_) becomes
— 0
e oo aos]

41 1+ ‘cos 9‘

Substituting the Henyey—Greenstein SPF for p(cos6), the total diffuse field as a function of depth z = s
cos O (Figure 2.12) is

1-g? exp[—utz]—exp[—ut z/cose]

3 0<0<™
5 2 1—cos6 2
(1+g —2gcose)2
M| 1-g*
Id(z,cose)= I,— 5 },L[zexp[—utz] 0=0 . (2.71)
Mol (1-g)
—g? exp|—W,z
1 g ; Xp[ Hz ] E<e<7t
) = 1+‘cose‘ 2
(1+g —2gcose)2
These fields are maximized at depths of
1
_Lcose n[cose] 0<6<£
i, l-—cosB
2 =1L 0=0 . (2.72)
K,
0 T o<n
2

With the Henyey—Greenstein SPF, one can see that the small diffuse field approximation may be violated
for the forward fields when g is close to 1. For example, at g = 0.8, in the 6 = 0 case

l—g2
S =45
(1-g)
and for g = 0.95
_ 2
178" _7g80.

(1-g)°

Thus the degree of anisotrophy of the scattering should be taken into consideration before invoking the
small albedo limit for a given problem.

©2003 CRC Press LLC



10
—_
3 1
o)
>
&=
g - backward
S o
3
£
L ] T
= S~~o
‘s 0.01 e
Q Te-—
=
n e
00014 T
T T T T T T T T =3
0 1 2 3 4 5 6 7 8
depth (mm)
B 15
] forward
1~ backward
’5 4
& -
>
=
2 014
Q .
S ]
E .
L ]
s
= J
o
2 J
(7]
0.01
T T T T T T T T 1
0 1 2 3 4 5 6 7 8

depth (mm)

FIGURE 2.12. The forward (6 = 0°) and backscattered (6 = 180°) diffuse light in the absorption-dominant limit
(1, >> ) for p, =, = 0.6 mm". (A) g=0.8 and (B) g= 0.0 (isotropic scattering).

2.3.3.3 Scattering-Dominant Limit: the “Diffusion Approximation”

When the absorption is sufficiently low to permit significant penetration of light into the tissue, scattering
is the dominant transport process. This scattering-dominant limit, known as the diffusion limit, is
important because photons are able to move through the tissue, although the strong scattering disperses
the light in a random fashion. In the diffusion process, the particles (in our case photons) moving through
a medium do so in a series of steps of random length and direction (i.e., random walk). Each step begins
with a scattering event and is equally likely to be taken in any direction. This isotropic scattering is
described by the reduced scattering coefficient |, which is related to the previously defined anisotropic
scattering parameters as follows:

wo=(1-g,. (2.73)

In an average sense, this relationship equates the number of anisotropic scattering steps, given by m =
1/1 — g, with one isotropic scattering event. For example, in a medium characterized by g = 0.75, it takes
an average of four scattering events for a population of photons to disperse isotropically. In tissues, one
encounters values of g from 0.4 to >0.99, which results in isotropic dispersion of photons after as few as
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2 steps to over 100 steps. The photons can also be absorbed as they propagate, and the absorption
properties of the medium are encompassed by the usual absorption coefficient, .

When the number of photons undergoing the random walk is large, the density of photons can be
described as a continuous function in space whose dynamics are described by the diffusion equation. In
the diffusion limit, the properties of the medium are contained in the diffusion constant,

D=——"-""—"—+, (2.74)

which has dimensions of length squared over time. The quantity

w=p, +(1-g, (2.75)

is called the transfer attenuation of the medium. The diffusion coefficient can also be written as

1 ’
D=}, (2.76)

where [ =1/ is the effective mean free path. The diffusion coefficient enters into the solutions for I,
in factors that describe the width of the diffuse photon distribution in space. For the examples shown
below, the “widths” of the photon distributions are proportional to v D.

Diffusion Equation
When the scattering processes are dominant, the angular dependence of the specific intensity is well
approximated by the first-order expansion in the unit vector s,

1,(5¢) Eﬁ@d(r,t)+j—an(r,t)§f 3, (2.77)

where
D, (nt)= I I,(1,5,t)dQ (2.78)
4

is the total intensity at point r (also called the fluence rate), and

F,(rt)=F,(rt)s, = .[mld (1,8, )5dQ (2.79)

is the net intensity vector. The total intensity can also be written as @ d(r,t) =hve, M d(r,t) , where 1 ,(r,1)
is the photon density. Similarly, the net intensity vector is proportional to the photon current density,
J(r,t) = ¢, F,(r,t). Integrating all the terms in the RT equation over the entire 47 of solid angle results in
a new relation expressed in terms of @ ,(r,t) and F,(r,1):

L%d)d(r,t)+§-13d(r,t)=—ua(l)d(r,t)+Qc Q. (2.30)
Cm

where Q. and Q, represent source terms due to the coherent field and local sources. This equation gives
us an expression of the divergence of F, in terms of the total intensity @,
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The essential step in obtaining Equation 2.80 from Equation 2.54 is the calculation of the integral over
the SPF:

HHT::MSJ an(é’é')l J(1878)dQdQ =

B [ [ i1 (e = .

us_[ I,(68,6)dQ =p @ ().
4T

This term then cancels out the scattering loss contribution on the right-hand side of the original RT
equation (Equation 2.54). The next step is to define a second relation between F,; and @, and to use this
new relation to eliminate F,. The lowest-order approximation is obtained by using Fick’s law,

¢,F,(tt)=-DV® (rt) . (2.82)

Fick’s law asserts that the net photon current is proportional to the gradient of the photon density,
or, in other words, when the photon density varies in space, there is a net flow of photons from high
density to low density regions along the path of steepest descent. Substituting Equation 2.82 into Equation
2.80 yields the diffusion equation:

%de(r,t)zDVZCDd(r,t)— e, @, (1) +Q,+Q, - (2.83)
A higher-order approximation for the diffusion problem can be derived from the RT equation in which
the constants D, L/, and g arise naturally in the process. However, the resulting relation, known as the
telegrapher’s equation, has not been found to offer any significant advantages over the diffusion equation
in tissue optics.*

Analytical solutions to the diffusion equation in practical situations can be quite complicated due to
the finite sizes of the tissues and the related boundary effects. In the following section, we will examine
solutions in some specific, ideal cases in order to demonstrate the nature of diffuse fields. The idealized
results given below can often be used as starting points for the more complex situations that occur in
solving practical problems.

Time-Dependent Solutions
In the following situation, time-dependent solutions of Equation 2.83 are given for the case in which
material boundaries are far enough away to be neglected. A source is used to inject light at # = 0 but is
removed immediately after and for all later times (Q,Q, = 0, t > 0).

Following an injection of N photons into the medium at point r, the solution of Equation 2.83 for
t > 0 takes the form

—_ 2
@d(r,t)thcmWexp[— r J, (2.84)
(4nDr)2 Dt

where |r =1 - I, | (Figure 2.13). The spatial distribution of the light is Gaussian, with a time-varying
1/e radius of 7, = V4Dt . The numerator of the first factor, N exp(—lL,c,t), contains the total number
of photons that exist at time #, which is ever decreasing in time because of absorption. The denominator
can be considered to be a volumetric normalization factor because it contains the factor rﬁﬂ = (4Dt)3/2
is thus proportional to the volume of the sphere of radius r,,,. At any time, and almost 90% of the photons

will lie within the sphere of radius r,,,. The photon density itself falls to half of its maximum inside of r,,:
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FIGURE 2.13 The photon density in the time-dependent diffusion process due to the point injection of photons
at t = 0. The three curves represent the solution for time ¢ =1, t = 27, and ¢ = 4.

= 2JIn2+/Dt =1.67+ Dt . (2.85)

Toward the center of the distribution, the local photon density is decreasing with time, while farther out,
the density is increasing with time. The boundary between the two regions (growth boundary) occurs

at the radius:
2
r,= }6Dt(1+3pacmt) . (2.86)

Forr=|r- I, | < 7, the photon density is decreasing with time, while for r > r, the photon density
is increasing with time. This radius defines the boundary between the sphere from which energy is
escaping and the surrounding region that sees a net increase in energy with time.

Similar solutions are available for other source geometries. For a line source of photons injected at
t = 0, the solution is

N ex (— t) ( — )2
c, PTHC exp| — P=P, , (2.87)
4ntDt 4Dt

where p — p, is the perpendicular distance from the source line to a point in the medium and N now
represents the number of photons emitted per unit of length. Here, the distribution has cylindrical
symmetry, and 63% of the energy is within the cylinder of radius p,, = v 4Dt . The boundary between
increasing and decreasing density occurs at

P =\ 4Dr(1+p,c,1). (2.88)
For a planar source the solution is
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Nexp(—uucmt) (z - 20)2
hve,, (47:Dt)1/2 exp| — Dt , (2.89)

where N is now interpreted as the number of photons injected per unit area, and z — z, is the distance
from the observation point to the plane. The boundary between increasing and decreasing density is
planar and occurs at a distance of

2, = [2D(14 20 ¢, 1) (2.90)

in both directions normal to the source plane.

Steady-State Solutions
In the steady-state regime in a source free region, the diffusion equation becomes

VO, (r)-ki®,(r)=0, (2.91)

where

1:J D _ | 1
K VR, 3, (-2,

(2.92)

is the diffusion length. A point source of light at r = 0, injecting photons at a rate to maintain the steady
state, has a photon density away from the source of

®,(r) Nk’ exp[—K dr]
hvc,, T o4n r ’

(2.93)

In this case about 25% of the photons are inside the sphere of radius 1/x,. A sphere of radius 4/x,
contains 90% of the photons (see Figure 2.14).
For a line source the photon density is

@,(r) _Nxj
e, —?KO(de), (2.94)

where K (i, p) is the zero-order-modified Bessel function of the second kind. For x,p << 1,

1
K()(de) ~ lnrp >
d

while, for large x,p,

exp|—K,P
Ko(de)N * [K pd] .
N

A cylinder of radius 1/, contains 44% of the photons and a cylinder of radius 3.2/« holds 90%.
For a planar source, we have
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FIGURE 2.14 The percentage of photons inside a spherical volume, plotted as a function of the radius of the sphere,
for the point source solution of the steady-state diffusion problem.

®,(r)= N:d expl-x, 2] (2.95)

Here, 63% of the photons are within 1/, of either side of the plane, and 90% are within 2.3/x,.
Technically, these three solutions are the Green’s functions for the steady-state diffusion equation

DV2¢§(r,r')—uacm(I)§(r,r’) =—5(r—r’) (2.96)

for the various geometries (spherical, cylindrical, and planar). Because of their link to the Dirac delta
function, they are considered distributions (i.e., generalized functions) as opposed to ordinary point
functions. These solutions (Equations 2.93 through 2.95) can be used within the context of Green’s
theorem to solve problems involving finite sources and known boundary conditions.

2.3.4 Numerical Approach: Monte Carlo Simulations

Many problems of practical interest often involve a variety of light sources, multiple tissue types, and
complex geometries. Analytical solutions for realistic scenarios are complicated at best, if even possible.
These more realistic cases are instead solved with numerical techniques. For RT problems, the most
widely used approach is the Monte Carlo (MC) method. The term Monte Carlo refers to a broad class
of methods that employ random numbers in the course of solving a problem. Among the first large-scale
applications of MC methods were RT problems involving neutron transport; thus, the MC approach is
well suited to problems involving light transport in tissue because they are based on the same underlying
framework of RT theory. The algorithms for implementing the basic elements of an MC simulation are
straightforward. The technique thus possesses a great deal of flexibility and is widely applicable to practical
transport problems. The MC approach can be used for any albedo and SPE.

The name refers to Monte Carlo, Monaco, where the primary attractions are casinos that offer games
of chance. The random behavior in games of chance is similar to how MC simulation selects variable
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values at random to simulate a model. When one rolls a die, one knows that a number from 1 to 6 will
come up, but not which number for any particular roll. The same phenomenon occurs with photon
trajectories propagating inside tissues, which exhibit an uncertain value for any particular time or event
(e.g., scattering, absorption). The simulation is based on the random walks that photons make as they
travel through tissue, chosen by statistically sampling the probability distributions for step size and
angular deflection per scattering event. As the number of photons grows, the net distribution of all the
photon paths yields an increasingly accurate approximation to the RT problem.

In an MC approach to photon transport, single photons are traced through the sample step by step, and
the distribution of light in the system is built from these single-photon trajectories. The parameters of each
step (length, direction, “weight,” etc.) are calculated using functions whose arguments are random numbers.
As the number of photons in the simulation grows toward infinity, the MC prediction for the light
distribution approaches an exact solution of the RT equation. The actual number of photons necessary for
a realistic result (i.e., a good statistical sample) depends on the specifics of the simulation and which
quantities one desires to determine. As few as 3000 may be adequate for determining diffuse reflectance
from a sample, while more than 100,000 may be required for a complex three-dimensional simulation.’

As an example of how step parameters are calculated by this method, we will illustrate how the step
size is determined. The exponential decrease in intensity with depth as expressed in Beer’s law,

S =p, =exp[{u, +u,)L], (2.97)

can be interpreted in the MC context as the probability p;, (0 < p; < 1) that a photon will propagate a
distance L without being scattered or absorbed. This relation is then inverted to express L in terms of
the probability,

L= np (2.98)
[ N

and the probability is then treated as a random number. For each step, an L is calculated by randomly
selecting a number p from a uniform distribution

f(p):{l 0<p<1

0 otherwise’

The expectation value (i.e., average) of In p over the distribution f(p) is —1; so, as the number of random
samplings grows, the resulting mean free path will converge to L = 1/, + |1, as one would expect.
Monte Carlo methods have been used for various transport processes as well as for emission in tissues.
For example, modeling laser-induced fluorescence involves an expression for the fraction of fluorescence
emitted per unit depth that escapes from the medium. Accurate expressions for fluence rate and escape
function for the one-dimensional case based upon MC simulation results have been reported.®

2.3.5 Kubelka—Munk Model

For optically inhomogeneous media, the expression for quantitative analysis can be derived from an
equation developed for optical studies on surfaces with diffuse reflectance.” Schuster first conceived the
continuum model and derived the basic differential equations for diffuse scattering materials to describe
the behavior in a foggy atmosphere of radiation from a star.? Schuster’s model described two diffuse fluxes
traveling in opposite directions through the gas, contributing backscattered flux to each other. Kubelka
and Munk further improved the model conceived by Schuster and derived differential equations similar
to those developed by Schuster except for the emission terms.” Later, Kubelka developed a set of useful
equations that provided the foundations for many quantitative studies of absorption, scattering, and
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luminescence processes in diffuse scattering media. These equations are often known as the Kubelka—Munk
(K-M) equations:!°

—~dildx = —(S + K)i + Sj, (2.99)
djldx = (S + K)j + Si, (2.100)

where i is the intensity of light propagating inside the sample in the forward (transmitted) direction, j
is the intensity of light propagating in the backscattered direction, S is the scatter coefficient per unit
thickness, K is the absorption coefficient per unit thickness, and x is the distance from the nonillumi-
nated side.

The K-M equations simply describe the fact that the light beam traveling in the transmitted direction
(7) decreases in intensity due to the absorption (K) and scattering (S) processes, and gains intensity from
the scattering process that occurs in the beam coming from the other direction (j).

The basic assumptions in the K-M model are that the sample is a planar, homogeneous, and ideal
diffuser illuminated on one side with diffuse monochromatic light. This model also assumes that the
reflection and absorption processes occur at infinitesimal distances and are constant over the area under
illumination and over the thickness of the sample. It is also implicitly assumed in the one-dimensional
approximation of the K-M model that the reflected light beam is normal to the sample surface.

The general solutions in i and j for the K-M equations are given by

i = A sinh bSx — B cosh bSx, (2.101)
j = (aA — bB)sinh bSx — (aB — bA)cosh bSx, (2.102)
where
a=1+K/S (2.103)
b= (a*-1)". (2.104)

The arbitrary constants A and B can be eliminated using the following conditions:
i=LT; j=0 forx=0 (2.105)
i=1I,; j=ILR forx=X. (2.106)
The transmittance T and reflectance R are then given by
T = b(a sinh bSX + b cosh bSX)1, (2.107)

R = sinh bSX(a sinh bSX + b cosh bSX) 1, (2.108)

where X is the thickness of the sample.

The solution for T and R can be used to determine the coefficient SX.

For a scattering medium that does not absorb light (i.e., when K = 0) the transmission T and reflectance
R become

T, = 1(SX + 1), (2.109)
R, = SX(SX +1)". (2.110)

The value of SX can be determined using the above equations. In general T, can be derived from
measurement of the absorbance A, = log 1/7,,.

There has been a great interest in using the K-M model for investigating optical properties of diffuse
media.!' A simple modification of the two-flux K-M model for the solution of one-dimensional
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problems to the theory of radiation transfer in biological tissues and media was reported. The results
were compared with the exact solution and experimental data for the substantiation of the applicability
of the model to the problems of noninvasive laser diagnostics in medicine.!* A method utilizing the K-M
theory was developed to allow the quantification of tissue reflectance spectra to study in vivo kinetic
changes in the oxygen saturation of hemoglobin and myoglobin.!* The K-M model was used for inves-
tigating quantitative optical biopsy of tissue ex vivo.!” Later models use four fluxes that, in addition to
the diffuse forward and backward fluxes, also involve collimated forward and backward fluxes. Multiple-
flux models provide data in good agreement with experimental results; however, the applicability of the
K—M models is limited to simple slab geometries.

2.3.6 Time-Resolved Propagation of Light Pulses

When a light pulse is launched into a slab of tissue, the light that exits the sample can be broken into
coherent and incoherent fields, as discussed previously. However, in contrast to the approximate RT
model, some of the multiply scattered light retains phase coherence with the unscattered portion. In the
forward direction, the interference of the coherent scatter and the unscattered light will effectively alter
the refractive index of the medium. The coherent light is also called the “ballistic” component because
it follows a straight path through the tissue. In the backscatter direction, there will be coherent compo-
nents due to reflections from tissue boundaries and scattering. The remaining light will be diffuse. In
the forward direction, the first part of the diffuse component to emerge consists of “snake” photons, so
called because their paths approximate a straight line as they forwardscatter through the medium. If the
detector used to observe the exiting light has sufficient time resolution, these photons can be isolated
from the later-arriving components, consisting of a cloud of photons that have followed winding and
varied paths through the slab.

The ballistic photons are the first to exit the tissue, and their mostly predictable paths (usually straight
lines, although refraction may occur in multilayered samples) make them useful for absorption mapping
and tomographic imaging (see Figure 2.15). The snake photons can also be used for mapping and
tomography because their paths are nearly straight. Snake photons have the advantage over ballistic
photons in scattering-dominant regimes because the ballistic component is more strongly attenuated as
the tissue thickness increases. Most of the remaining multiple-scattering photons take random paths
through the tissue; these paths can only be characterized statistically. Any information regarding local
variations in the tissue (e.g., embedded tumors) carried by these later photons is dispersed and may be
diluted in the cloud of diffuse light.

The specific conditions under which an experimental technique is considered time resolved depends
upon the application. For example, if the aim is to be able to separate the ballistic, snake and diffuse
components in a through-transmission experiment across a 1-cm sample, then the pulse width of light
should be very short, typically on the order of ps (10712 s) or less.

2.3.6.1 Effective Index of Refraction

Since some portion of the scattered field, even if multiply scattered, can maintain phase coherence with
the initial field, the coherent portion of the scattered field will interfere with the original unscattered
light. This interference manifests itself as a phase shift, and hence a time delay for time-resolved pulses.
This implies that the speed of light in the medium, and hence the effective index of refraction, is affected
by the scatterers. For a slab of tissue with no embedded scatterers, the time a photon takes to traverse
the tissue is

T, =—"L, (2.111)

where L is the width of the tissue sample and 7, is the index of refraction for the medium. When scatterers
are present, the time of propagation becomes
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FIGURE 2.15 Paths of ballistic, snake, and diffusion photons propagating through tissue. For a short pulse of light
transmitted through tissue, the ballistic component emerges first, followed by the diffuse (multiply scattered) com-
ponent. The early part of the diffuse component is known as the “snake” component because the paths of these
photons approximate straight lines through the tissue.

n
T, = foL, (2.112)

where n; is the effective refractive index of the two-component medium. The question then is how to
calculate 7,4 A commonly used approximation is to compute the effective index of refraction as the
volume-weighted average of its constituents. For our two-component medium, the effective index is then

nge=01-Vn +Vn_, (2.113)

where V is the volume fraction of the scatterers embedded in the medium. This can also be written as

ng=n,(1+V3), (2.114)

where n/n,, =1 + & and 0 is the fractional contrast between the two indices. This volume-weighted
approximation, however, does not take into account the coherent interference effects of the scattered
field on the unscattered field. This interference will delay (or advance) the light over the medium alone,
and is consistent with the volume-weighted approach only in limiting cases. However, the volume-
weighted average approach is likely an adequate approximation in many cases of interest.

There are several theoretical formulations of the problem of defining the speed of ballistic transport
across a multiply scattering medium. One such relation is that of Waterman and Truell,** who extended
the earlier results of Foldy and Lax. The interference of the coherent scatter and the incident field gives
rise to the following relation for the effective index of refraction of the medium:
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My =11, (H p}&z (0)] —[ P (n)] » (2.115)

where f(0) is the scattering amplitude and is related to the differential cross section as

7o) =Z—g(e). (2.116)

For Rayleigh scatterers, using ‘ f (9)‘ = ‘ f (n)‘ and Equation 2.14, the relation yields

nfff = nfn[1+ gkz f(O)J

nm
(2.117)
5 n’—n’
=n, | 1+3V " |,
n, +2n,
where V = p4/3ma’ is the volume fraction of scatterers in the medium. Taking the square root,
1+9/2
Ny =1, 1+2V57/ - (2.118)
1+258/3+8%/3
For small V3, this can be approximated to lowest order in 8,
ng=n,(1+V3), (2.119)

which is equivalent to the volume-weighted result. This result is essentially the single-scattering approx-
imation to the problem, as it is linear in the volume fraction (and hence in the number) of scatterers.
The question is then how well the approximate relation performs over realistic ranges of & and V.
Refractive indices for tissue constituents range from 1.33 (water) to above 1.6 (melanin particles),
so 0.2 could be considered a relatively large value for 8. A comparison of Equation 2.114 with
Equation 2.118 for a volume fraction of 25% shows the two expressions to be the same to better
than 1% for & of up to 0.36. At a volume fraction of 10%, the approximation is good to 1% for &
up to 0.6. For Rayleigh scatterers, using reasonable values for V and 3, the volume-weighted approach
can be accurate to at least the 1% level, if not better.

Another issue for pulse propagation is dispersion, the change in the pulse shape for the ballistic
component. In this case, the notion of a single velocity is somewhat ill defined. As many as five different
velocities (e.g., phase, group, signal, energy, etc.) have been defined for pulse transmission through
dispersive media. We will consider two of these: phase velocity and group velocity. Phase velocity is
defined as

¢, (V)=—" (2.120)

and is the speed points of constant phase (e.g., the crests of the wave) for each individual wavelength
component in the pulse. This can also be written as 1/(k,,/®), where ® = 2rv and k,, = 21/A,,. The speed
of the envelope can be difficult to define because it changes shape in the material. A reasonable approx-
imation to the speed of the pulse envelope is given by the group velocity, which is defined as
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One can use this relation to define the group index of refraction,

ng(x)=n(x)[1_n(’;)d‘;n(x)} (2.123)

Variations in absorption and scattering in a material will give rise to index of refraction changes as they
are fundamentally linked by causality. For cases where n(A) is known as a function of wavelength, the
group index may be a more accurate estimate of the pulse speed for pulses whose dominant wavelength
component is A.

2.4 Tissue Properties

2.4.1 Refractive Indices

The refractive index for a medium determines the speed of light in the medium, and changes in the
refractive index, either continuous or abrupt (i.e., at a boundary), give rise to scattering, refraction, and
reflection. Since tissues are heterogeneous in composition, one may need to know the refractive indices
for the various tissue constituents (e.g., to calculate scattering properties) or an “averaged” value for the
tissue as a whole (e.g., the time delay of ballistic photons). The effective refractive index of a tissue is
often approximated as the volume-weighted average of the values of its constituents, a reasonable estimate
in many cases (see the discussion in Section 2.3.6.1).

Water makes up a significant portion of most tissues, and its index (n = 1.33) represents the minimum
value for fluids and soft-tissue constituents. Among the other soft-tissue components, melanin particles,
found mostly in the epidermal layer of the skin (see Section 2.4.3.2 below), are at the high end of the
refractive index scale, with reported values above 1.6. Indices of refraction for whole tissues themselves
— including parts of the brain, aorta, lung, stomach, kidney, and bladder — fall in the range of 1.36 to
1.40. Extracellular fluids and intracellular cytoplasm fall in the range of 1.35 to 1.38. The index of
refraction for fatty tissues is around 1.45. The membranes that enclose cells and subcellular organelles
are composed largely of lipids, and the index mismatch between the cytoplasm and these lipid structures
is the origin of much of the scattering in cellular tissues. For hard tissues, the index for tooth enamel
has been measured as 1.62 within the visible spectrum. Specific values for various bones in the body are
not widely reported. The refractive indices of various tissues and tissue components are listed in Table 2.1.

2.4.2 Scattering Properties

As discussed previously, scattering occurs where there is a spatial variation in the refractive index, either
continuous or abrupt (e.g., due to localized particles). In cellular media, the important scatterers are the
subcellular organelles. The size range exhibited by these organelles includes the wavelengths of the
therapeutic window, as their dimensions run from <100 nm to 6 wm. As scatterers, most of these
structures fall in the Mie regime, exhibiting highly anisotropic forward-directed scattering patterns.
The mitochondria, the site of respiration and energy production in cells, are the dominant scatterers
among the organelles. These structures are roughly cylindrical and vary in size depending on cell type,
with characteristic dimensions of 0.5 to 2 um. The mitochondria, in addition to being enclosed in a lipid
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TABLE 2.1 Index of Refraction for Various Tissues, Tissue Components, and Biofluids

Wavelength Index of
Tissue Description (nm) Refraction Ref.
Skin Human stratum corneum 400-700 1.55 40
Rat 456-1064 1.42 41
Mouse 456-1064 1.4 41
Human brain Gray matter 456-1064 1.36 41
White matter 456-1064 1.38 41
White and gray 456-1064 1.37 41
Human aorta Normal intima 456-1064 1.39 41
Normal media 456-1064 1.38 41
Normal adventitia 456-1064 1.36 41
Calcified intima 456-1064 1.39 41
Calcified media 456-1064 1.53 41
Human bladder Mucous 456-1064 1.37 41
Wall 456-1064 1.4 41
Integral 456-1064 1.38 41
Human colon Muscle 456-1064 1.36 41
Submucous 456-1064 1.36 41
Mucous 456-1064 1.38 41
Integral 456-1064 1.36 41
Human esophagus Mucous 456-1064 1.37 41
Human fat Subcutaneous 456-1064 1.44 41
Abdominal 456-1064 1.46 41
Bovine fat 633 1.455 42
Human heart Trabecula 456-1064 14 41
Myocardial 456-1064 1.38 41
Human femoral vein 456-1064 1.39 41
Kidney Human 456-1064 1.37 41
Human 633 1.417 42
Canine 633 1.4 42
Porcine 633 1.39 42
Bovine 633 1.39 42
Liver Human 456-1064 1.38 42
Human 633 1.367 41
Canine 633 1.38 42
Porcine 633 1.39 42
Bovine 633 1.39 42
Lung Human 456-1064 1.38 41
Canine 633 1.38 42
Porcine 633 1.38 42
Muscle Human 456-1064 1.37 41
Canine 633 1.4 42
Bovine 633 1.41 42
Spleen Human 456-1064 1.37 41
Canine 633 1.4 42
Porcine 633 1.4 42
Human stomach Muscle 456-1064 1.39 41
Mucous 456-1064 1.38 41
Integral 456-1064 1.38 41
Human cerebrospinal fluid 400-700 1.335 40
Human blood 633 1.4 42
Cytoplasm 400-700 1.350-1.367 40
Human eye Aqueous humor 400-700 1.336 40
Cornea Integral 400-700 1.376 40
Fibrils 400-700 1.47 40
Ground substance 400-700 1.35 40
Lens Surface 400-700 1.386 40
Center 400-700 1.406 40
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TABLE 2.1 Index of Refraction for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength Index of

Tissue Description (nm) Refraction Ref.

Sclera 442-1064 1.47-1.36 41

Vitreous humor 400-700 1.336 40

Tears 400-700 1.3361-1.3379 40

Human tooth Enamel 220 1.73 40
Enamel 400-700 1.62 40

Apatite 400-700 >1.623 40

Human hair shaft Black 850 1.59(0.08) 43
Red 850 1.56(0.01) 43

Tooth Enamel 842-858 1.65 44
Dentin 842-858 1.54 44

Nail 842-858 1.51 44

membrane, also have lipid folds running inside them. This structure gives these organelles a high optical
contrast to the surrounding cytoplasm and produces the observed strong scattering effects.

The largest of the cellular organelles is the cell nucleus, with a diameter in the 4- to 6-pm range. The
endoplasmic reticulum and Golgi apparatus are some of the larger organelles. These two organelles also
pinch off small submicron vesicles (spherical membrane-enclosed containers) that transport their various
molecular products through the cell. These smaller vesicle-type organelles include lysosomes and peri-
oxisomes that are 0.25 to 0.5 um in diameter.

The cells vary in shape and size among the different tissue types with dimensions of a few microns
and larger. An isolated cell can be a strong scatterer, but within a tissue the scattering is largely subcellular
in origin. In skin, melaninosomes are important scattering structures ranging in size from 100 nm to
2 um. These species contain melanin particles, which are strung together as beads. (Melanin is discussed
further in Section 2.4.3.2.)

In blood, the disk-shaped red cells (erythrocytes) are the strongest scatterers. The erythrocyte disk is
~2 um thick with a diameter of 7 to 9 um. The scattering properties of blood are dependent on the
hematocrit (volume fraction of red cells) and its degree of agglomeration.

Support tissues, consisting of cells and extracellular proteins such as elastin and collagen, provide
mechanical strength and durability. The scattering properties of these tissues arise from the small-scale
inhomogeneities and the large-scale variations in the structures they form. The characteristic sizes of the
small-scale variations are subwavelength, and the scattering is of the Rayleigh type. For example, collagen
fibrils have a banded structure that produces Rayleigh scattering and has a periodicity of 70 nm, on the
order of 10 times smaller than the wavelengths in the diagnostic window.>' The scattering coefficients
(u,) and average cosines of scatter (g) for various tissues are given in Table 2.2.

2.4.3 Absorption Properties

2.4.3.1 The Therapeutic Window

The ability of light to penetrate tissues depends on how strongly the tissues absorb light. Within the
spectral range known as the therapeutic window (or diagnostic window), most tissues are sufficiently
weak absorbers to permit significant penetration of light. This window extends from 600 to 1300 nm,
from the orange region of the visible spectrum into the NIR. At the short-wavelength end, the window
is bound by the absorption of hemoglobin, in both its oxygenated and deoxygenated forms. The absorp-
tion of oxygenated hemoglobin increases approximately two orders of magnitude as the wavelength
shortens in the region around 600 nm. At shorter wavelengths many more absorbing biomolecules
become important, including DNA and the amino acids tryptophan and tyrosine. At the IR end of the
window, penetration is limited by the absorption properties of water. Within the therapeutic win-
dow, scattering is dominant over absorption, and so the propagating light becomes diffuse, although
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TABLE 2.2 Scattering Parameters for the Various Tissues, Tissue Components, and Biofluids

Wavelength L, Uncert. i Uncert.
Tissue Description (nm) (1/cm) (1/cm) (1/cm) (1/cm) g Ref.
Skin, in vitro Stratum corneum 250 2600 0.9 45, 46*
Stratum corneum 308 2400 0.9 45, 46*
Stratum corneum 337 2300 0.9 45, 46*
Stratum corneum 351 2200 0.9 45, 46*
Stratum corneum 400 2000 0.9 45, 46*
Epidermis 250 2000 0.69 45, 46*
Epidermis 308 1400 0.71 45, 46*
Epidermis 337 1200 0.72 45, 46*
Epidermis 351 1100 0.72 45, 46*
Epidermis 415 800 0.74 45, 46*
Epidermis 488 600 0.76 45, 46*
Epidermis 514 600 0.77 45, 46*
Epidermis 585 470 0.79 45, 46*
Epidermis 633 450 0.8 45, 46*
Epidermis 800 420 0.85 45, 46*
Dermis 250 833 0.69 45, 46*
Dermis 308 583 0.71 45, 46*
Dermis 337 500 0.72 45, 46*
Dermis 351 458 0.72 45, 46*
Dermis 415 320 0.74 45, 46*
Dermis 488 250 0.76 45, 46*
Dermis 514 250 0.77 45, 46*
Dermis 585 196 0.79 45, 46*
Dermis 633 187.5 0.8 45, 46*
Dermis 800 175 0.85 45, 46*
Skin:blood 517 468 0.995 47
Skin:blood 585 467 0.995 47
Skin:blood 590 466 0.995 47
Skin:blood 595 465 0.995 47
Skin:blood 600 464 0.995 47
Dermis (leg) 635 244 21 78 0.68 48
Dermis 749 23.1 0.75 49
Dermis 789 22.8 1.29 49
Dermis 836 15.9 2.16 49
Dermis 633 11.64 0.97 50
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TABLE 2.2 Scattering Parameters for the Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength L, Uncert. w Uncert.
Tissue Description (nm) (1/cm) (1/cm) (1/cm) (1/cm) g Uncert. Notes Ref.
Dermis 700 21.3 3.7 51
Dermis 633 23.8 3.3 51
Dermis 633 50.2 50
Skin and underlying tissues, 633 70.7 11.4 0.8 52
including vein wall (leg)

Caucasian male skin (n = 3) 500 50 53

Caucasian male skin (n = 3) 810 15.8 53

Cascasian male skin (n = 3), ext. 500 167.4 53
pressure 9.8 kPa

Cascasian male skin (n = 3), ext. 810 52.7 53
pressure 9.8 kPa

Cascasian male skin (n = 3), ext. 500 156.7 53
pressure 98.1 kPa

Cascasian male skin (n = 3), ext. 810 53.7 53
pressure 98.1 kPa

Caucasian female skin (n = 3) 500 23.9 53

Caucasian female skin (n = 3) 810 8.2 53

Caucasian female skin (n = 3), ext. 500 31.5 53
pressure 9.8 kPa

Caucasian female skin (n = 3), ext. 810 11.3 53
pressure 9.8 kPa

Caucasian female skin (n = 3), ext. 500 40.2 53
pressure 98.1 kPa

Caucasian female skin (n = 3), ext. 810 13.1 53
pressure 98.1 kPa

Hispanic male skin (n = 3) 500 24.2 53

Hispanic male skin (n = 3) 810 7.5 53

Hispanic male skin (n = 3), ext. 500 37.6 53
pressure 9.8 kPa

Hispanic male skin (n = 3), ext. 810 11.4 53
pressure 9.8 kPa

Hispanic male skin (n = 3), ext. 500 40.4 53
pressure 98.1 kPa

Hispanic male skin (n = 3), ext. 810 10.2 53

pressure 98.1 kPa
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Forearm:fat 633 12 ex vivo 54
Forearm:muscle 633 5.3 ex vivo 54
Skin, in vivo Skin (dermis) 660 9-14.5 51
Skin 633 32 55
Skin 700 28.7 55
Skin (0-1 mm) 633 16.2 47
Skin (1-2 mm) 633 12 47
Skin (>2 mm) 633 5.3 47
Forearm:epidermis 633 17.5 54
Forearm:dermis 633 17.5 54
Forearm (5 subjects, 800 6.8 0.8 49
14 measurements)
Arm 633 9.08 0.05 55
Arm 660 8.68 0.05 55
Arm 700 8.14 0.05 55
Foot sole 633 11.17 0.09 55
Foot sole 660 10.45 0.09 55
Foot sole 700 9.52 0.08 55
Forehead 633 16.72 0.09 55
Forehead 660 16.16 0.08 55
Forehead 700 15.38 0.06 55
Brain, in vitro  White matter (female, 32 yrs. old, 415 24 46, 56*
24 h post mortem)
White matter (female, 32 yrs. old, 488 60 46, 56*
24 h post mortem)
White matter (female, 32 yrs. old, 630 32 46, 56*
24 h post mortem)
White matter (female, 32 yrs. old, 800—-1100 40-20 46, 56*
24 h post mortem)
White matter (female, 63 yrs. old, 488 25 46, 56*
30 h post mortem)
White matter (female, 63 yrs. old, 633 22 46, 56*
30 h post mortem)
White matter (female, 63 yrs. old, 800—-1100 20-10 46, 56*
30 h post mortem)
Gray matter (male, 71 yrs. old, 514 85 46, 56*
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TABLE 2.2  Scattering Parameters for the Various Tissues, Tissue Components, and Biofluids (continued)
Wavelength W, Uncert. W Uncert.
Tissue Description (nm) (1/cm) (1/cm) (1/cm) (1/cm) g Uncert. Notes Ref.

Gray matter (male, 71 yrs. old, 24 h 585 63 46, 56*
post mortem)

Gray matter (male, 71 yrs. old, 24 h 630 52 46, 56*
post mortem)

Gray matter (male, 71 yrs. old, 24 h 800—-1100 45-20 46, 56*
post mortem)

Glioma (male, 65 yrs. old, 4 h post 415 6 46, 56*
mortem)

Glioma (male, 65 yrs. old, 4 h post 488 3 46, 56*
mortem)

Glioma (male, 65 yrs. old, 4 h post 630 3 46, 56*
mortem)

Glioma (male, 65 yrs. old, 4 h post 800-1100 >1-2 46, 56*
mortem)

Melanoma (male, 71 yrs. old, 24 h 585 158 46, 56*
post mortem)

Melanoma (male, 71 yrs. old, 24 h 630 75 46, 56*
post mortem)

Melanoma (male, 71 yrs. old, 24 h 800 40 46, 56*
post mortem)

Melanoma (male, 71 yrs. old, 24 h 900 30 46, 56*
post mortem)

Melanoma (male, 71 yrs. old, 24 h 1100 25 46, 56*
post mortem)

White matter 633 532 41 91 5 0.82 0.01 Freshly resected slabs 46

White matter 1064 469 34 60.3 2.5 0.87 0.007 Freshly resected slabs 46

Gray matter 633 354 37 20.6 2 0.94 0.004 Freshly resected slabs 46

Gray matter 1064 134 14 11.8 9 0.9 0.007 Freshly resected slabs 46

Adult head: scalp and skull 800 20 57

Adult head: cerebrospinal fluid 800 0.1 57

Adult head: gray matter 800 25 57

Adult head: white matter 800 60 57

White matter (n =7) 360 402 91.9 0.702 0.093 58

White matter (n =7) 640 408.2 88.5 0.84 0.05 58

White matter (n = 7) 860 353.1 68.1 0.871 0.028 58
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White matter (n = 7)

White matter

White matter

White matter

White matter, coagulated
(n=17)

White matter, coagulated
(n=7)

White matter, coagulated
(n=17)

White matter, coagulated

White matter, coagulated

Gray matter (n = 7)

Gray matter (n = 7)

Gray matter (n =7)

Gray matter

Gray matter, coagulated (n = 7)

Gray matter, coagulated (n = 7)

Gray matter, coagulated (n = 7)

Brain tumor, astrocytoma grade III
WHO

Brain tumor, astrocytoma grade III
WHO

Brain tumor, astrocytoma grade III
WHO

Brain tumor, astrocytoma grade III
WHO

White matter (n = 7)

White matter (n = 7)

White matter (n = 7)

White matter (n = 7)

White matter (n =7)

White matter (n = 7)

Gray matter (n = 7)

Gray matter (n = 7)

Gray matter (n =7)

Gray matter (n = 7)

1060
850
1064
1064
360

860

1060

850

1064

360
640
1060
1064
360
740
1100
400

633

700

800

450
510
630
670
850
1064
450
510
630
670

299.5
140
110
513
604.2

417

363.3

170

130

141.3
90.1
56.8

267

426

179.8
84

67

50

50

420
426
409
401
342
296
117
106

90

84

70.1
14
11
2.6
131.5
272.5
226.8
10.2
9.1
42.6
32.5
18
122

32.6

92.4
80.94
65.44
60.15
41
32.56
14.04
12.72
9.9
8.4

0.889
0.95
0.95
0.96
0.8

0.922

0.93

0.94

0.93

0.818
0.89
0.9
0.95
0.868

0.954
0.9

0.883

0.88

0.88

0.78
0.81
0.84
0.85
0.88
0.89
0.88
0.88
0.89
0.9

0.01

0.02

0.02

0.089

0.025

0.015

0.02

0.02

0.093

0.04

0.05

0.031

0.001

0.011

Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C

Homogenized tissue,
coag. 75°C

Homogenized tissue,
coag. 75°C

Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C

<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem

58
59
59
58
58

58

58

59

59

60

60

60

61
61
61
61
61
61
61
61
61
61



TABLE 2.2  Scattering Parameters for the Various Tissues, Tissue Components, and Biofluids (continued)
Wavelength W, Uncert. W Uncert.

Tissue Description (nm) (1/cm) (1/cm) (1/cm) (1/cm) g Uncert. Notes Ref.
Gray matter (n =7) 1064 57 5.7 0.9 <48 h Post mortem 61
White matter 456 923 73.84 0.92 62
White matter 514 1045 73.15 0.93 62
White matter 630 386 54.04 0.86 62
White matter 675 436 56.68 0.87 62
White matter 1064 513 25.65 0.95 62
Gray matter 456 686 34.3 0.95 62
Gray matter 514 578 17.34 0.97 62
Gray matter 630 473 33.11 0.93 62
Gray matter 675 364 32.76 0.91 62
Gray matter 1064 267 10.68 0.96 62
Gray matter (n=7) 400 128.5 18.4 0.87 0.02 <48 h Post mortem 61*
Gray matter (n =7) 500 109.9 13.0 0.88 0.01 <48 h Post mortem 61%
Gray matter (n = 7) 600 94.1 13.5 0.89 0.02 <48 h Post mortem 61*
Gray matter (n=7) 700 84.1 12.0 0.90 0.02 <48 h Post mortem 61*
Gray matter (n =7) 800 77.0 11.0 0.90 0.02 <48 h Post mortem 61%
Gray matter (n = 7) 900 67.3 9.6 0.90 0.02 <48 h Post mortem 61*
Gray matter (n=7) 1000 61.6 5.7 0.90 0.02 <48 h Post mortem 61*
Gray matter (n =7) 1100 55.1 6.5 0.90 0.02 <48 h Post mortem 61%
Gray matter, coagulated (n = 7) 400 258.6 18.8 0.78 0.04 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 500 326.5 7.7 0.85 0.03 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 600 319.0 15.2 0.87 0.03 Coag. 2 h 80°C 61%
Gray matter, coagulated (n = 7) 700 319.0 7.5 0.88 0.03 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 800 252.7 18.3 0.87 0.02 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 900 214.6 10.3 0.87 0.02 Coag. 2 h 80°C 61%
Gray matter, coagulated (n = 7) 1000 191.0 18.7 0.88 0.03 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 1100 186.6 13.5 0.88 0.03 Coag. 2 h 80°C 61*
White matter (n = 7) 400 413.5 214 0.75 0.03 <48 h Post mortem 61*
White matter (n = 7) 500 413.5 43.9 0.80 0.02 <48 h Post mortem 61*
White matter (n = 7) 600 413.5 21.4 0.83 0.02 <48 h Post mortem 61*
White matter (n = 7) 700 393.1 30.9 0.85 0.02 <48 h Post mortem 61%
White matter (n = 7) 800 364.5 28.6 0.87 0.01 <48 h Post mortem 61*
White matter (n = 7) 900 329.5 35.0 0.88 0.01 <48 h Post mortem 61*
White matter (n = 7) 1000 305.4 15.9 0.88 0.01 <48 h Post mortem 61%
White matter (n = 7) 1100 283.2 22.2 0.88 0.004 <48 h Post mortem 61*
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White matter, coagulated (n = 7)
White matter, coagulated (n = 7)
White matter, coagulated (n = 7)
White matter, coagulated (n = 7)
White matter, coagulated (n = 7)
White matter, coagulated (n = 7)
White matter, coagulated (n = 7)
White matter, coagulated (n = 7)

Astrocytoma (tumor, WHO grade II,

n=4)

Astrocytoma (tumor, WHO grade II,

n=4)

Astrocytoma (tumor, WHO grade II,

n=4)

Astrocytoma (tumor, WHO grade II,

n=4)

Astrocytoma (tumor, WHO grade II,

n=4)

Astrocytoma (tumor, WHO grade II,

n=4)

Astrocytoma (tumor, WHO grade II,

n=4)

Astrocytoma (tumor, WHO grade II,

n=4)

Cerebellum (n =
Cerebellum (n =
Cerebellum (n =
Cerebellum (n =
Cerebellum (n =
Cerebellum (n =
Cerebellum (n =7
Cerebellum (n =7)

Cerebellum, coagulated (n =7
Cerebellum, coagulated (n =7
Cerebellum, coagulated (n =7
Cerebellum, coagulated (n =7
Cerebellum, coagulated (n =7
Cerebellum, coagulated (n =7
Cerebellum, coagulated (n =7

)
)
)
)
)
)
)

410
510
610
710
810
910
1010
1100
400

490

600

700

800

900

1000

1100

400
500
600
700
800
900
1000
1100
400
500
600
700
800
900
1000

568.7
513.2
500.2
475.2
440.0
407.4
367.7
358.4
198.4

158.5

132.4

113.2

96.7

86.4

79.0

73.8

276.7
277.5
272.1
266.8
250.3
229.6
215.4
202.1
560.0
512.2
458.2
489.9
458.2
458.2
419.1

111.9
116.9
129.9
108.3
114.3
92.8
95.5
81.6
55.6

53.7

49.0

41.8

41.8

34.6

34.2

29.6

19.1
32.6
12.3
12.1
17.2
15.8
14.7
13.9
25.5
47.8
65.6
70.1
54.0
65.6
49.4

0.83
0.87
0.90
0.91
0.92
0.93
0.93
0.93
0.88

0.93

0.96

0.96

0.96

0.96

0.96

0.96

0.80
0.85
0.87
0.89
0.90
0.90
0.90
0.90
0.61
0.77
0.78
0.85
0.87
0.89
0.90

0.03
0.02
0.02
0.01
0.01
0.01
0.004
0.001
0.05

0.03

0.02

0.02

0.01

0.01

0.004

0.004

0.03
0.02
0.02
0.01
0.01
0.01
0.005
0.01
0.01
0.02
0.01
0.01
0.02
0.02
0.03

Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C

Excised from patients
Excised from patients
Excised from patients
Excised from patients
Excised from patients
Excised from patients
Excised from patients

Excised from patients

<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
<48 h Post mortem
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C
Coag. 2 h 80°C

61*
61*
61*
61*
61*
61*
61*
61*
61*

61*

61*

61*

61*

61*

61*

61*

61*
61*
61*
61*
61*
61*
61*
61*
61*
61*
61*
61*
61*
61*
61*



TABLE 2.2  Scattering Parameters for the Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength U Uncert. 1% Uncert.

Tissue Description (nm) (1/cm) (1/cm) (1/cm) (1/cm) g Uncert. Notes Ref.
Cerebellum, coagulated (n = 7) 1100 428.5 40.0 0.91 0.03 Coag. 2 h 80°C 61%
Meningioma (tumor, n = 6) 410 197.4 19.8 0.88 0.02 Excised from patients 61*
Meningioma (tumor, n = 6) 490 188.2 18.8 0.93 0.01 Excised from patients 61%
Meningioma (tumor, # = 6) 590 171.1 12.7 0.95 0.01 Excised from patients 61*
Meningioma (tumor, n = 6) 690 155.5 15.6 0.95 0.01 Excised from patients 61*
Meningioma (tumor, n = 6) 790 141.3 14.2 0.96 0.01 Excised from patients 61%
Meningioma (tumor, # = 6) 910 125.4 9.4 0.95 0.004 Excised from patients 61*
Meningioma (tumor, n = 6) 990 119.6 8.9 0.95 0.01 Excised from patients 61*
Meningioma (tumor, n = 6) 1100 116.8 8.6 0.97 0.003 Excised from patients 61%
Pons (n =7) 400 163.5 15.3 0.89 0.02 <48 h Post mortem 61*
Pons (n=7) 500 133.7 19.2 0.91 0.01 <48 h Post mortem 61*
Pons (n =7) 600 109.4 18.5 0.91 0.01 <48 h Post mortem 61*
Pons (n =7) 700 93.5 20.9 0.91 0.01 <48 h Post mortem 61*
Pons (n=7) 800 83.6 21.0 0.91 0.01 <48 h Post mortem 61*
Pons (n=7) 900 74.8 18.7 0.92 0.01 <48 h Post mortem 61*
Pons (n =7) 1000 69.9 17.5 0.91 0.01 <48 h Post mortem 61*
Pons (n=7) 1100 64.0 17.8 0.92 0.01 <48 h Post mortem 61*
Pons, coagulated (n = 7) 410 685.7 63.7 0.85 0.02 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 510 627.5 73.6 0.89 0.005 Coag. 2 h 80°C 61%
Pons, coagulated (n = 7) 710 402.5 67.7 0.89 0.004 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 810 329.7 55.4 0.89 0.005 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 910 276.0 46.4 0.88 0.004 Coag. 2 h 80°C 61%
Pons, coagulated (n = 7) 1010 241.6 344 0.88 0.004 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 1100 221.1 31.5 0.88 0.004 Coag. 2 h 80°C 61*
Thalamus (n = 7) 410 146.7 49.4 0.86 0.03 <48 h Post mortem 61*
Thalamus (n = 7) 510 188.0 31.9 0.87 0.03 <48 h Post mortem 61*
Thalamus (n = 7) 610 176.3 34.5 0.88 0.02 <48 h Post mortem 61*
Thalamus (n = 7) 710 169.0 28.7 0.89 0.03 <48 h Post mortem 61%
Thalamus (n = 7) 810 158.5 35.3 0.89 0.02 <48 h Post mortem 61*
Thalamus (n = 7) 910 155.4 22.3 0.90 0.02 <48 h Post mortem 61*
Thalamus (n = 7) 1010 139.3 349 0.90 0.02 <48 h Post mortem 61%
Thalamus (n = 7) 1100 146.0 36.6 0.91 0.02 <48 h Post mortem 61*
Thalamus, coagulated (n = 7) 400 391.1 56.1 0.83 0.04 Coag. 2 h 80°C 61*
Thalamus, coagulated (n = 7) 500 399.9 67.7 0.90 0.01 Coag. 2 h 80°C 61%
Thalamus, coagulated (n = 7) 600 365.7 43.2 0.92 0.01 Coag. 2 h 80°C 61*

©2003 CRC Press LLC



Thalamus, coagulated (n = 7) 700 327.0 30.6 0.92 0.01 Coag. 2 h 80°C 61*
Thalamus, coagulated (n = 7) 800 286.0 33.8 0.93 0.01 Coag. 2 h 80°C 61*
Thalamus, coagulated (n = 7) 900 267.4 31.6 0.93 0.01 Coag. 2 h 80°C 61*
Thalamus, coagulated (n = 7) 1000 233.8 39.7 0.93 0.01 Coag. 2 h 80°C 61*
Thalamus, coagulated (n = 7) 1100 223.6 32.1 0.94 0.01 Coag. 2 h 80°C 61%
Brain, in vivo Cortex, frontal lobe 674 10 0.5 63
Cortex, frontal lobe 811 9.1 0.5 63
Cortex, frontal lobe 849 9.2 0.5 63
Cortex, frontal lobe 956 8.9 0.5 63
Cortex, frontal lobe 674 10 0.5 63
Cortex, frontal lobe 811 8.2 0.5 63
Cortex, frontal lobe 849 8.2 0.5 63
Cortex, frontal lobe 956 8.2 0.5 63
Astrocytoma of optic nerve 674 12.5 1 63
Astrocytoma of optic nerve 811 9.5 1 63
Astrocytoma of optic nerve 849 7.6 1 63
Astrocytoma of optic nerve 956 7.3 1 63
Normal optic nerve 674 17.5 2 63
Normal optic nerve 849 16 2 63
Normal optic nerve 956 15.2 2 63
Skull 674 9 1 63
Skull 849 9 1 63
Skull 956 8.5 1 63
Cerebellar white matter 674 13.5 1 63
Cerebellar white matter 849 8.5 1 63
Cerebellar white matter 956 7.8 1 63
Medulloblastoma 674 14 1 63
Medulloblastoma 849 10.7 1 63
Medulloblastoma 956 4 1 63
Cerebellar white matter with scar 674 6.5 0.5 63
tissue
Cerebellar white matter with scar 849 8 0.5 63
tissue
Normal cortex, temporal and frontal 674 10 1 0.92 Measurements during 64
lobe surgery
Normal cortex, temporal and frontal 849 9.2 1 0.92 Measurements during 64
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TABLE 2.2  Scattering Parameters for the Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert. W Uncert.
Tissue Description (nm) (1/cm) (1/cm) (1/cm) (1/cm) g Uncert. Notes Ref.
Normal cortex, temporal and frontal 956 8.5 1 0.92 Measurements during 64
lobe surgery
Normal optic nerve 674 18 1 0.92 Measurements during 64
surgery
Normal optic nerve 849 17 1 0.92 Measurements during 64
surgery
Normal optic nerve 956 16 1 0.92 Measurements during 64
surgery
Astrocytoma of optical nerve 674 14 1 0.92 Measurements during 64
surgery
Astrocytoma of optical nerve 849 8.5 1 0.92 Measurements during 64
surgery
Astrocytoma of optical nerve 956 8.5 1 0.92 Measurements during 64
surgery
Female breast, Fatty normal (n = 23) 749 8.48 3.43 Kept in saline, 37°C 49
in vitro
Fatty normal (n = 23) 789 7.67 2.57 Kept in saline, 37°C 49
Fatty normal (n = 23) 836 7.27 24 Kept in saline, 37°C 49
Fibrous normal (n = 35) 749 9.75 227 Kept in saline, 37°C 49
Fibrous normal (n = 35) 789 8.94 245 Kept in saline, 37°C 49
Fibrous normal (n = 35) 836 8.1 2.21 Kept in saline, 37°C 49
Infiltrating carcinoma (n = 48) 749 10.91 5.59 Kept in saline, 37°C 49
Infiltrating carcinoma (n = 48) 789 10.12 5.05 Kept in saline, 37°C 49
Infiltrating carcinoma (n = 48) 836 9.1 4.54 Kept in saline, 37°C 49
Mucinous carcinoma (n = 3) 749 6.15 2.44 Kept in saline, 37°C 49
Mucinous carcinoma (n = 3) 789 5.09 2.42 Kept in saline, 37°C 49
Mucinous carcinoma (n = 3) 836 4.78 3.67 Kept in saline, 37°C 49
Ductal carcinoma, in situ (n = 5) 749 13.1 2.85 Kept in saline, 37°C 49
Ductal carcinoma, in situ (n = 5) 789 12.21 2.45 Kept in saline, 37°C 49
Ductal carcinoma, in situ (n = 5) 836 10.46 2.65 Kept in saline, 37°C 49
Grandular tissue (n = 3) 540 24.4 5.8 Homogenized tissue 65
Grandular tissue (1 = 3) 700 14.2 3 Homogenized tissue 65
Grandular tissue (n = 3) 900 9.9 2 Homogenized tissue 65
Fatty tissue (n = 7) 540 10.3 1.9 Homogenized tissue 65
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Fatty tissue (n = 7) 700 8.6 1.3 Homogenized tissue 65
Fatty tissue (n = 7) 900 7.9 1.1 Homogenized tissue 65
Fibrocystic tissue (n = 8) 540 21.7 3.3 Homogenized tissue 65
Fibrocystic tissue (n = 8) 700 13.4 1.9 Homogenized tissue 65
Fibrocystic tissue (n = 8) 900 9.5 1.7 Homogenized tissue 65
Fibroadenoma (n = 6) 540 11.1 3 Homogenized tissue 65
Fibroadenoma (n = 6) 700 7.2 1.7 Homogenized tissue 65
Fibroadenoma (n = 6) 900 5.3 1.4 Homogenized tissue 65
Carcinoma (n = 9) 540 19 5.1 Homogenized tissue 65
Carcinoma (n = 9) 700 11.8 3.1 Homogenized tissue 65
Carcinoma (n =9) 900 8.9 2.6 Homogenized tissue 65
Fatty tissue 700 13 5 0.95 0.02 66
Fibroglandular tissue 700 12 5 0.92 0.03 66
Carcinoma (central part) 700 18 5 0.88 0.03 66
Fatty tissue 625 14.3 2.1 67
Benign tumor 625 3.8 0.3 67
Femalebreast,  Normal (30 Japanese women 753 8.9 1.3 Time-domain 68
in vivo averaged for all ages) technique
Normal (6 subjects, 26—43 years old) 800 7.2-13.5 Time-domain 69
technique
Breast cancer (5 patients) 630 9.41 7.35 Relapsed cancer, HPD 70
(72 h)

Aorta, in vitro  Post mortem, 6 h normal coagulated 308 77 46
Post mortem, 6 h normal coagulated 308 270 46
Post mortem, 6 h fibrous plaque 308 81 46
Post mortem, 6 h fibrous plaque 308 272 46

coagulated

Normal 1064 239 45 23.9 0.9 46
Coagulated 1064 293 73 29.3 0.9 46
Fibro-fatty 355 64.9 46
Fibro-fatty 532 24.8 46
Fibro-fatty 1064 7.7 46
633 316 41 0.87 46

1064 239 23.9 0.9 46

1064 22.4 46

1320 233 23.3 0.9 46

1320 17.8 46

470 42.6 6 46

©2003 CRC Press LLC



TABLE 2.2  Scattering Parameters for the Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength U Uncert. 1% Uncert.
Tissue Description (nm) (1/cm) (1/cm) (1/cm) (1/cm) g Uncert. Notes Ref.
476 41.9 5.9 46
488 39.9 5.6 46
514.5 36.9 5.4 46
580 31.1 4.9 46
600 29.6 4.7 46
633 27.4 4.4 46
1064 15.5 2.8 46
Intima 476 237 45 0.81 29
Intima 580 183 34.8 0.81 29
Intima 600 178 33.8 0.81 29
Intima 633 171 25.7 0.85 29
Intima 1064 165 0.97 41
Media 476 410 45.1 0.89 29
Media 580 331 33.1 0.9 29
Media 600 323 35.5 0.89 29
Media 633 310 31 0.9 29
Media 1064 634 0.96 41
Adventitia 476 267 69.4 0.74 29,71,72
Adventitia 580 217 49.9 0.77 29
Adventitia 600 211 46.4 0.78 29,71,72
Adventitia 633 195 37.1 0.81 29
Adventitia 1064 484 0.97 41
Aorta, in vivo Advanced fibrous atheroma 355 72.1 7.2 Photoacoustic method 73
Advanced fibrous atheroma 532 36.5 5.5 Photoacoustic method 73
Advanced fibrous atheroma 1064 4.85 2.4 Photoacoustic method 73
Blood Oxygenated, Hct = 0.41 665 1246 6.11 0.995 29
Oxygenated, Hct = 0.41 685 1413 0.99 29
Oxygenated, Hct = 0.41 960 505 3.84 0.992 29
Deoxygenated, Hct = 0.41 665 509 2.49 0.995 29
Deoxygenated, Hct = 0.41 960 668 5.08 0.992 29
Oxygenation >98%, Hct = 0.45-0.46 633 644.7 0.982 74
Oxygenation >98%, Hct = 0.45-0.46 710 737 75 0.986 0.006 74
Oxygenation >98%, Hct = 0.45-0.46 765 725 75 0.991 0.002 74
Oxygenation >98%, Hct = 0.45-0.46 810 690 80 0.989 0.002 74
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Oxygenation >98%, Hct = 0.45-0.46 865 649 25 0.99 0.001 74
Oxygenation >98%, Hct = 0.45-0.46 910 649 25 0.992 0.002 74
Oxygenation >98%, Hct = 0.45-0.46 965 650 25 0.991 0.001 74
Oxygenation >98%, Hct = 0.45-0.46 1010 645 25 0.992 0.001 74
Oxygenation >98%, Hct = 0.45-0.46 1065 645 25 0.992 0.001 74
Oxygenation >98%, Hct = 0.45-0.46 1110 630 20 0.993 0.001 74
Oxygenation >98%, Hct = 0.45-0.46 1165 655 15 0.993 0.001 74
Oxygenation >98%, Hct = 0.45-0.46 1210 654 20 0.995 0.001 74
Oxygenation >98%, Hct = 0.38 633 400 30 1.7 1.2 0.971 0.001 74
Oxygenation >98%, Hct = 0.38 633 4130 170 12.4 0.9 74
Oxygenation >98%, Hct = 0.38 633 2390 160 9.1 0.8 0.9962  0.0001 74
Oxygenated (98%) flowing blood, 633 773 5 4.6 0.994 0.01 75
Hct = 0.1
Oxygenated (98%) flowing blood, 633 800 8.8 0.989 75
Hct = 0.2
Oxygenated (98%) flowing blood, 633 890 12.5 0.986 75
Hct =0.3
Oxygenated (98%) flowing blood, 633 850 16.8 0.98 75
Hct = 0.4
Oxygenated (98%) flowing blood, 633 840 20.2 0.976 75
Hct = 0.5
Oxygenated (98%) flowing blood, 633 840 22.7 0.973 75
Hct = 0.6
Oxygenated (98%) flowing blood, 633 950 22.8 0.976 75
Hct = 0.7
Flowing blood, 24.5°C 633 18-20 76
Flowing blood, 24.5-42°C 633 18-17 76
Flowing blood, 47°C 633 21 76
Flowing blood, 54.3°C 633 17 76
Misc. tissues, Lung 515 356 39 48
in vitro
Lung 635 324 46 81 0.75 48
Lung 1064 39 0.91 41
Muscle 515 530 44 48
Muscle 1064 215 0.96 41
Meniscus 360 108 46
Meniscus 400 67 46
Meniscus 488 30 46
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TABLE 2.2  Scattering Parameters for the Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength U Uncert. 1% Uncert.

Tissue Description (nm) (1/cm) (1/cm) (1/cm) (1/cm) g Uncert. Notes Ref.
Meniscus 514 26 46
Meniscus 630 11 46
Meniscus 800 5.1 46
Meniscus 1064 2.6 46
Uterus 635 394 91 122 0.69 48
Bladder, integral 633 88 3.52 0.96 Excised, kept in saline 29
Bladder, integral 633 29.3 2.64 0.91 41
Bladder, mucous 1064 7.5 0.85 41
Bladder, wall 1064 54.3 0.85 41
Bladder, integral 1064 116 0.9 41
Heart, endocardial 1060 136 0.97 Excised, kept in saline 29
Heart, epicardial 1060 167 0.98 29
Heart, myocardial 1060 177.5 0.96 41
Heart, epicardlial 1060 127.1 0.93 41
Heart, aneurysm 1060 137 0.98 41
Heart, trabecula 1064 424 0.97 41
Heart, myocardial 1064 324 0.96 41
Heart, myocardial 1060 4.48 77
Kidney, pars conv. 1064 72 0.86 41
Kidney, medulla ren 1064 77 0.87 41
Femoral vein 1064 487 0.97 41
Liver 515 285 20 48
Liver 630 414 0.95 77
Liver 635 313 136 100 0.68 48
Liver 1064 356 0.95 48
Colon, muscle 1064 238 0.93 41
Colon, submucous 1064 117 0.91 41
Colon, mucous 1064 39 0.91 41
Colon, integral 1064 261 0.94 41
Esophagus 633 12 46
Esophagus(mucous) 1064 83 0.86 41
Fat, subcutaneous 1064 29 0.91 41
Fat, abdominal 1064 37 0.91 41
Prostate (0.5-3 h post mortem) 850 100 20 0.94 0.02 Shock frozen 41
Prostate (0.5-3 h post mortem) 980 90 20 0.95 0.02 Shock frozen 41
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Prostate (0.5-3 h post mortem) 1064 80 20 0.95 0.02 Shock frozen 41
Prostate coagulated (0.5-3 h post 850 230 30 0.94 0.02 Coag. water bath 75°C, 41
mortem) 10 min
Prostate coagulated (0.5-3 h post 980 190 30 0.95 0.02 Coag. water bath 75°C, 41
mortem) 10 min
Prostate coagulated (0.5-3 h post 1064 180 30 0.95 0.02 Coag. water bath 75°C, 41
mortem) 10 min
Prostate normal (freshly excised) 1064 47 13 0.64 0.862 46
Prostate coagulated 1064 80 12 1.12 0.861 Coag. water bath 70°C, 46
10 min
Spleen 1064 137 0.9 41
Stomach, muscle 1064 29.5 0.87 41
Stomach, mucous 1064 732 0.91 41
Stomach, integral 1064 128 0.91 41
Sclera 650 25 78
Tooth, dentin 633 1200 672 0.44 79
Tooth, enamel 633 1.1 79
Calf (11 subjects, 14 meas.) 800 9.4 80

Note: Values are given for the scattering coefficient |, the average cosine of scatter g, and the reduced scattering coefficient p/, = p(1 — g).
* Data taken from plots.
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FIGURE 2.16 (Color figure follows p. 28-30.) The “therapeutic window” (region between the dashed lines) in tissue,
which runs from 600 to 1400 nm, and the spectra of several important absorbers in this range.

not necessarily entering into the diffusion limit. Figure 2.16 shows a diagram of the therapeutic
window of tissue. The absorption properties of various components of tissues are discussed below.

2.4.3.2 Absorption Properties of Tissue Components

Absorption in tissues is a function of molecular composition. Figure 2.17 shows the chemical structures
of some molecules of biological and biomedical interest. Molecules absorb photons when the photon’s
energy matches an interval between internal energy states, and the transition between quantum states
obeys the selection rules for the species. At the short-wavelength (higher photon energy) end of the
spectrum, these transitions are electronic. Some of the important absorbers in the UV include DNA, the
aromatic amino acids (tryptophan and tyrosine), proteins, melanins, and porphyrins (which include
hemoglobin, myoglobin, vitamin B12, and cytochrome ¢) (Figure 2.17B). Figure 2.18 shows the absorp-
tion spectra of Fe(III) cytochrome ¢ at various pH values from 6.8 to 1.7.%

Nucleic acids. DNA has an absorption peak at 258 nm (€ = 6.6 X 10°> cm? - mol™), but its absorption
falls four orders of magnitude as the wavelength increases to 300 nm, and it has no significant activity
in the visible and NIR. Figure 2.19 shows the absorption spectrum of DNA from Escherichia coli in the
native form at 25°C (solid curve) and as an enzymic digest of nucleotides (dashed curve).>? RNA exhibits
similar absorption properties, having a maximum absorption at 258 nm (€ = 14.9 X 10°> cm? - mol™).
The absorption of nucleic acids arise from n — " and T — 7" transitions. The absorption spectra of the
constituent purine and pyrimidine bases occur between 200 and 300 nm. The absorption maxima (A,,,,)
and extinction coefficients (€) of several purine and pyrimidine bases and their derivatives are shown in
Table 2.3.

Amino acids and proteins. A number of amino acid side chains — including His, Arg, Glu, Gln, Asn,
and Asp — have transitions around 210 nm. These transitions cannot usually be observed in proteins
because they are overlapped by the much stronger absorption bands associated with amide backbone
groups, which have strong absorption around 230 nm. The amino acids tryptophan, tyrosine, and
phenylalanine contain an aromatic ring, which distinguishes them from the other amino acids. They are
strong absorbers for A < 300 nm and have local peaks in the 260- to 280-nm range and even larger peaks
at shorter wavelengths (Figure 2.20). The useful UV range for proteins is at wavelengths longer than
230 nm, where absorption bands from the aromatic side chains of phenylamine (A, = 257 nm; € = 0.2
x 107* cm? - mol™), tryptophan (A, = 280 nm; € = 5.6 X 10> cm? - mol ™), and tyrosine (A,,,, = 274 nm;
€ = 1.4 x 10> cm? - mol™)** occur (Figure 2.20A). Because tryptophan has the most intense absorbance,
it is often used as the basis for protein concentration measurements. Chemical modification of tryptophan
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FIGURE 2.17 Chemical structures of various species of biological interest.

or tyrosine can alter their absorption spectra. NADH absorbs at 340 nm (€ = 6.2 X 10° - mol™) and at
260 nm (€ = 14 x 10° - mol™), while NAD absorbs only at 260 nm (¢ = 18 X 10° - mol™'). Measurements
of NADH absorption can be used to monitor a reaction occurring in biological fluids and tissues.
Figure 2.20B shows the absorption spectra of other constituents in biological tissues.

Skin. The skin covers the entire surface of our bodies and protects internal organs from the harsh
elements of the environment; it is usually described as consisting of three layers. The outer layer is the
epidermis. Below is the dermis, which is made up of skin appendages such as hair follicles and sweat
glands, surrounded by fibrous supporting tissue and collagen. Finally, the underlying layer, called the
subcutaneous tissue, contains fat-producing cells and fibrous tissue. The outermost part of the epidermis
is the corneal layer, consisting of millions of dead skin cells, which are shed and continuously replaced
by living cells (epidermal keratinocytes) that originate from the basal layer. Melanocytes, which are among
the basal cells of the epidermis, produce melanin, the protective pigment responsible for skin color.
Melanocytes are stimulated by sunlight and therefore produce melanin to protect the skin against harmful
UV radiation.
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FIGURE 2.18 Absorption spectra of Fe(III) cytochrome ¢ at various pH values from 6.8 to 1.7. (Adapted from
Tinoco, L., Jr., Sauer, K., and Wang, J., Physical Chemistry: Principles and Applications in Biological Sciences, Prentice-
Hall, Englewood Cliffs, NJ, 1985.)

1.5 T T T T T T

— E. coliDNA
—-— Enzymic Digest

Absorbance

180 200 220 240 260 280 300 320
Wavelength (nm)

FIGURE 2.19 Absorption spectrum of DNA from E. coli in the native form at 25°C (solid curve) and as an enzymic
digest of nucleotides (dashed curve). (Adapted from Voet, D. et al., Biopolymers, 1, 93, 1963.)

TABLE 2.3  Absorption Maxima and Extinction Coefficients of
Several Purine and Pyrimidine Bases and Their Derivatives

Absorption Maximum (A,,,,)  Extinction Coefficient (g)

(nm) (cm? - mol™)
Adenine 260.5 13.4 x 10°
Adenosine 259.5 14.9 x 10°
Guanine 275 8.1 x10°
Guanosine 276 9.0 X 10°
Cytidine 271 9.1 x 10°
Cytosine 267 6.1 x 10°
Uracil 259.5 8.2 x 10°
Uridine 261.1 10.1 x 10°
Thymine 264.5 7.9 x 10°
Thymidine 267 9.7 x 10°

Source: Data from Campbell, I.D. and Dwek, R.A., Biological Spectroscopy,
Benjamin Cummings, Menlo Park, CA, 1984.
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(B) Absorption spectra of various constituents in tissue.
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Melanins. Melanins are a group of polymers that provide for pigmentation and are the dominant
chromophores in the skin.* In most people the absorption of epidermis is usually dominated by melanin
absorption. Melanin is a polymer built by condensation of tyrosine molecules and has a broad absorption
spectrum exhibiting stronger absorption at shorter wavelengths. Melanin is found in the melanosome,
a membranous particle whose internal membranes are studded with many melanin granules, particulates
of about 10 to 30 nm in size. In the visible range (400 to 700 nm), melanin exhibits strong absorption,
which decreases at longer wavelengths.

Blood and hemoglobin. Knowledge about the optical properties L, |, and g of human blood plays an
important role for many diagnostic and therapeutic applications in laser medicine and medical diagnos-
tics. Hemoglobin is a constituent in biological tissue that exhibits several absorption bands. Hemoglobin
molecules within the red blood cells (erythrocytes) carry 97% of the oxygen in the blood, while the
remaining 3% is dissolved in the plasma. Each hemoglobin molecule contains four iron-containing heme
groups as well as the protein globin. Oxygen atoms easily bind to the iron, causing the hemoglobin to
assume different structures. Hemoglobin in the oxygenated state is referred to as oxyhemoglobin (HbO,);
in the reduced state, it is called deoxyhemoglobin (Hb). If the hemoglobin molecule is bound to carbon
monoxide, then it becomes carboxyhemoglobin (HbCO). The porphyrin ring system is mainly respon-
sible for the color in heme protein. This relatively large molecular system has a high degree of electron
delocalization, which results in a decrease in the energy required for a transition to occur. As a result,
the absorption of porphyrin occurs in the visible range. For example, the absorption spectrum of Fe(III)
hemoprotein exhibits several bands at 400, 500, 530, 590, 625, and 1000 nm.*

The absorption spectrum of hemoglobin changes when binding occurs. Oxygenated hemoglobin is
a strong absorber up to 600 nm; then its absorption drops off very steeply, by almost two orders of
magnitude, and remains low. The absorption of deoxygenated hemoglobin, however, does not drop
dramatically; it stays relatively high, although it decreases with increasing wavelengths. The isobestic
point where the two spectra intersect occurs at about 800 nm.*® The optical properties of blood depend
strongly on physiological parameters such as oxygen saturation, osmolarity, flow conditions, and
hematocrit.

The integrating sphere technique and inverse MC simulations were applied to measure W, W, and g
of circulating human blood.*” At 633 nm the optical properties of human blood with a hematocrit
of 10% and an oxygen saturation of 98% were found to be 2.10 £ 0.02 cm™! for p, 773 + 0.5 cm™
for 1, and 0.994 % 0.001 for the g factor. An increase of the hematocrit up to 50% led to a linear
increase of absorption and reduced scattering. Variations in osmolarity and wall shear rate led to
changes of all three parameters, while variations in the oxygen saturation led only to a significant
change in the absorption coefficient. Spectra of all three parameters were measured in the wavelength
range of 400 to 2500 nm for oxygenated and deoxygenated blood; the results showed that blood
absorption follows the absorption behavior of hemoglobin and water. Figure 2.21 shows the extinc-
tion coefficient of hemoglobin.*

Chance and co-workers employed time-resolved spectroscopy to measure photon path lengths and
thereby determine hemoglobin concentration in tissue.*® Although deoxyhemoglobin and melanin are
strong absorbers inside the diagnostic window, their relatively low concentrations in tissues explain why
they do not significantly affect transmission processes. However, when light strikes a blood vessel, it
encounters the full strong absorption of whole blood.

Water. At the NIR end of the window, the dominant absorber is water because of transitions between
its vibrational energy states. The absorption of water in the spectral range of 700 to 1100 nm is shown
in Figure 2.22. Note that even within the water transmission window (UV to 930 nm) where the absorp-
tion of water is rather low, water still contributes significantly to the overall attenuation of tissue because
its concentration is very high in biological tissue.

Skull. The skull has been studied in the therapeutic window, and its absorption is quite low (0.02 to
0.05 mm™) compared with that of soft tissue.*
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids

Wavelength W, Uncert.
Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
Skin, in vitro Stratum corneum 193 6000 29
Stratum corneum 250 1150 45, 46*
Stratum corneum 308 600 45, 46*
Stratum corneum 337 330 45, 46%
Stratum corneum 351 300 45, 46*
Stratum corneum 400 230 45, 46*
Epidermis 250 1000 45, 46*
Epidermis 308 300 45, 46*
Epidermis 337 120 45, 46*
Epidermis 351 100 45, 46*
Epidermis 415 66 45, 46*
Epidermis 488 50 45, 46*
Epidermis 514 44 45, 46*
Epidermis 585 36 45, 46*
Epidermis 633 35 45, 46*
Epidermis 800 40 45, 46*
Dermis 250 35 45, 46*
Dermis 308 12 45, 46*
Dermis 337 8.2 45, 46%
Dermis 351 7 45, 46*
Dermis 415 4.7 45, 46*
Dermis 488 3.5 45, 46%
Dermis 514 3 45, 46*
Dermis 585 3 45, 46*
Dermis 633 2.7 45, 46%
Dermis 800 2.3 45, 46*
Skin:blood 517 354 47
Skin:blood 585 191 47
Skin:blood 590 69 47
Skin:blood 595 43 47
Skin:blood 600 25 47
Dermis (leg) 635 1.8 0.2 48
Dermis 749 0.24 0.19 49
Dermis 789 0.75 0.06 49
Dermis 836 0.98 0.15 49
Dermis 633 <10 50
Dermis 700 2.7 1 51
Dermis 633 1.9 0.6 51
Dermis 633 1.5 50
Skin and underlying tissues, 633 3.1 52
including vein wall (leg)
Caucasian male skin (n = 3) 500 5.1 53
Caucasian male skin (n = 3) 810 0.26 53
Caucasian male skin (n = 3), 500 15.3 53
external pressure 9.8 kPa
Caucasian male skin (n = 3), 810 0.63 53
external pressure 9.8 kPa
Caucasian male skin (n = 3), 500 13.6 53
external pressure 98.1 kPa
Caucasian male skin (n = 3), 810 0.57 53
external pressure 98.1 kPa
Caucasian female skin (n = 3) 500 5.2 53
Caucasian female skin (n = 3) 810 0.97 53
Caucasian female skin (n = 3), 500 7.4 53

external pressure 9.8 kPa
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.
Tissue Description (nm) (1/cm) (1/cm) Ref.
Caucasian female skin (n = 3), 810 1.4 53
external pressure 9.8 kPa
Caucasian female skin (n = 3), 500 10 53
external pressure 98.1 kPa
Caucasian female skin (n = 3), 810 1.7 53
external pressure 98.1 kPa
Hispanic male skin (n = 3) 500 3.8 53
Hispanic male skin (n = 3) 810 0.87 53
Hispanic male skin (n = 3), 500 5.1 53
external pressure 9.8 kPa
Hispanic male skin (n = 3), 810 0.93 53
external pressure 9.8 kPa
Hispanic male skin (n = 3), 500 6.2 53
external pressure 98.1 kPa
Hispanic male skin (n = 3), 810 0.87 53
external pressure 98.1 kPa
Forearm:fat 633 0.026 54
Forearm:muscle 633 0.96 54
Skin, in vivo Skin (dermis) 660 0.07-0.2 51
Skin 633 0.62 55
Skin 700 0.38 55
Skin (0-1 mm) 633 0.67 47
Skin (1-2 mm) 633 0.026 47
Skin (>2 mm) 633 0.96 47
Forearm:epidermis 633 8 54
Forearm:dermis 633 0.15 54
Forearm (5 subjects, 800 0.23 0.04 49
14 measurements)
Arm 633 0.17 0.01 55
Arm 660 0.128 0.005 55
Arm 700 0.09 0.002 55
Foot sole 633 0.072 0.002 55
Foot sole 660 0.053 0.003 55
Foot sole 700 0.037 0.002 55
Forehead 633 0.09 0.009 55
Forehead 660 0.052 0.003 55
Forehead 700 0.024 0.002 55
Brain/head, in  White matter (female, 32 yrs. 415 2.1 46, 56*
vitro old, 24 h post mortem)
White matter (female, 32 yrs. 488 1 46, 56*
old, 24 h post mortem)
White matter (female, 32 yrs. 630 0.2 46, 56*
old, 24 h post mortem)
White matter (female, 32 yrs. 800-1100 0.2-0.3 46, 56*
old, 24 h post mortem)
White matter (female, 63 yrs. 488 2.7 46, 56*
old, 30 h post mortem)
White matter (female, 63 yrs. 633 0.9 46, 56*
old, 30 h post mortem)
White matter (female, 63 yrs. 800-1100 1.0-1.5 46, 56*
old, 30 h post mortem)
Gray matter (male, 71 yrs. old, 514 19.5 46, 56*
24 h post mortem)
Gray matter (male, 71 yrs. old, 585 14.5 46, 56*

24 h post mortem)
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.
Tissue Description (nm) (1/cm) (1/cm) Notes Ref.

Gray matter (male, 71 yrs. old, 630 4.3 46, 56*
24 h post mortem)

Gray matter (male, 71 yrs. old, 800-1100 ~1.0 46, 56*
24 h post mortem)

Glioma (male, 65 yrs. old, 4 h 415 16.6 46, 56*
post mortem)

Glioma (male, 65 yrs. old, 4 h 488 12.5 46, 56*
post mortem)

Glioma (male, 65 yrs. old, 4 h 630 3 46, 56*
post mortem)

Glioma (male, 65 yrs. old, 4 h 800-1100 1 46, 56*
post mortem)

Melanoma (male, 71 yrs. old, 585 2 46, 56*
24 h post mortem)

Melanoma (male, 71 yrs. old, 630 20 46, 56*
24 h post mortem)

Melanoma (male, 71 yrs. old, 800 8 46, 56*
24 h post mortem)

Melanoma (male, 71 yrs. old, 900 4 46, 56*
24 h post mortem)

Melanoma (male, 71 yrs. old, 1100 2 46, 56*
24 h post mortem)

White matter 633 2.2 2 Freshly resected slabs 46

White matter 1064 3.2 4 Freshly resected slabs 46

Gray matter 633 2.7 2 Freshly resected slabs 46

Gray matter 1064 5 5 Freshly resected slabs 46

Adult head: scalp and skull 800 0.4 57

Adult head: cerebrospinal fluid 800 0.01 57

Adult head: gray matter 800 0.25 57

Adult head: white matter 800 0.05 57

‘White matter (n = 7) 360 2.53 0.55 58

White matter (n = 7) 640 0.8 58

‘White matter (n = 7) 860 0.97 0.4 58

‘White matter (n = 7) 1060 1.08 0.51 58

White matter 850 0.8 0.16 59

White matter 1064 0.4 0.08 59

White matter 1064 1.6 58

White matter, coagulated (1 =7) 360 8.3 3.7 Coag. 2 h 80°C 58

White matter, coagulated (1 = 7) 860 1.7 1.3 Coag. 2 h 80°C 58

White matter, coagulated (n=7) 1060 2.15 1.3 Coag. 2 h 80°C 58

White matter, coagulated 850 0.9 0.2 Homogenized tissue, 59

coag. 75°C
White matter, coagulated 1064 0.5 0.1 Homogenized tissue, 59
coag. 75°C

Gray matter (n =7) 360 3.33 2.2 58

Gray matter (n = 7) 640 0.17 0.3 58

Gray matter (n =7) 1060 0.56 0.7 58

Gray matter 1064 1.9 58

Gray matter, coagulated (n = 7) 360 9.39 1.7 Coag. 2 h 80°C 58

Gray matter, coagulated (n = 7) 740 0.45 0.3 Coag. 2 h 80°C 58

Gray matter, coagulated (n = 7) 1100 1 0.5 Coag. 2 h 80°C 58

Brain tumor, astrocytoma grade 400 10 60
III WHO

Brain tumor, astrocytoma grade 633 6.3 1.6 60

III WHO
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.
Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
Brain tumor, astrocytoma grade 700 4 60
III WHO
Brain tumor, astrocytoma grade 800 3 60
III WHO
White matter (n = 7) 450 1.4 <48 h Post mortem 61
‘White matter (n = 7) 510 1 <48 h Post mortem 61
‘White matter (n = 7) 630 0.8 <48 h Post mortem 61
White matter (n = 7) 670 0.7 <48 h Post mortem 61
‘White matter (n = 7) 850 1 <48 h Post mortem 61
‘White matter (n = 7) 1064 1 <48 h Post mortem 61
Gray matter (n =7) 450 0.7 <48 h Post mortem 61
Gray matter (n =7) 510 0.4 <48 h Post mortem 61
Gray matter (n = 7) 630 0.2 <48 h Post mortem 61
Gray matter (n =7) 670 0.2 <48 h Post mortem 61
Gray matter (n =7) 1064 0.5 <48 h Post mortem 61
White matter 456 8.1 62
White matter 514 5 62
White matter 630 1.5 62
White matter 675 0.7 62
White matter 1064 1.6 62
Gray matter 456 9 62
Gray matter 514 11.7 62
Gray matter 630 1.4 62
Gray matter 675 0.6 62
Gray matter 1064 1.9 62
Gray matter (n =7) 400 2.6 0.6 <48 h Post mortem 61*
Gray matter (n =7) 500 0.5 0.2 <48 h Post mortem 61*
Gray matter (n = 7) 600 0.3 0.1 <48 h Post mortem 61*
Gray matter (n =7) 700 0.2 0.1 <48 h Post mortem 61*
Gray matter (n =7) 800 0.2 0.1 <48 h Post mortem 61*
Gray matter (n = 7) 900 0.3 0.2 <48 h Post mortem 61*
Gray matter (n =7) 1000 0.6 0.3 <48 h Post mortem 61*
Gray matter (n =7) 1100 0.5 0.3 <48 h Post mortem 61*
Gray matter, coagulated (n = 7) 400 7.5 0.4 Coag. 2 h 80°C 61%*
Gray matter, coagulated (n = 7) 500 1.8 0.2 Coag.: 2 h 80°C 61*
Gray matter, coagulated (n = 7) 600 0.7 0.0 Coag. 2 h 80°C 61%*
Gray matter, coagulated (n = 7) 700 0.7 0.1 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 800 0.8 0.1 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 900 0.9 0.1 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 1000 1.4 0.2 Coag. 2 h 80°C 61*
Gray matter, coagulated (n = 7) 1100 1.5 0.2 Coag. 2 h 80°C 61*
‘White matter (n = 7) 400 3.1 0.2 <48 h Post mortem 61*
White matter (n = 7) 500 0.9 0.1 <48 h Post mortem 61*
White matter (n = 7) 600 0.8 0.1 <48 h Post mortem 61%
‘White matter (n = 7) 700 0.8 0.1 <48 h Post mortem 61*
White matter (n = 7) 800 0.9 0.1 <48 h Post mortem 61*
White matter (n = 7) 900 1.0 0.1 <48 h Post mortem 61%
‘White matter (n = 7) 1000 1.2 0.2 <48 h Post mortem 61*
White matter (n = 7) 1100 1.0 0.2 <48 h Post mortem 61*
White matter, coagulated (1 =7) 410 8.7 1.7 Coag. 2 h 80°C 61%
White matter, coagulated (1 = 7) 510 2.9 0.6 Coag. 2 h 80°C 61*
White matter, coagulated (n = 7) 610 1.7 0.4 Coag. 2 h 80°C 61*
White matter, coagulated (1 =7) 710 1.4 0.5 Coag. 2 h 80°C 61%
White matter, coagulated (1 = 7) 810 1.5 0.5 Coag. 2 h 80°C 61*
White matter, coagulated (n =7) 910 1.7 0.6 Coag. 2 h 80°C 61*
White matter, coagulated (1 =7) 1010 1.9 0.6 Coag. 2 h 80°C 61%
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.

Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
White matter, coagulated (n=7) 1100 24 0.5 Coag. 2 h 80°C 61*
Astrocytoma (tumor, WHO 400 18.8 11.3 Excised from patients  61*

grade I, n = 4)
Astrocytoma (tumor, WHO 490 2.5 0.9 Excised from patients 61*
grade II, n = 4)
Astrocytoma (tumor, WHO 600 1.2 0.7 Excised from patients  61*
grade II, n = 4)
Astrocytoma (tumor, WHO 700 0.5 0.3 Excised from patients  61*
grade I, n = 4)
Astrocytoma (tumor, WHO 800 0.7 0.2 Excised from patients 61*
grade I, n = 4)
Astrocytoma (tumor, WHO 900 0.3 0.2 Excised from patients  61*
grade II, n = 4)
Astrocytoma (tumor, WHO 1000 0.5 0.3 Excised from patients  61*
grade I, n = 4)
Astrocytoma (tumor, WHO 1100 0.6 0.2 Excised from patients 61*
grade II, n = 4)
Cerebellum (n = 7) 400 4.7 0.8 <48 h Post mortem 61*
Cerebellum (n = 7) 500 1.4 0.2 <48 h Post mortem 61*
Cerebellum (n = 7) 600 0.8 0.2 <48 h Post mortem 61*
Cerebellum (n =7) 700 0.6 0.1 <48 h Post mortem 61*
Cerebellum (n = 7) 800 0.6 0.1 <48 h Post mortem 61*
Cerebellum (n = 7) 900 0.7 0.1 <48 h Post mortem 61*
Cerebellum (n = 7) 1000 0.8 0.1 <48 h Post mortem 61*
Cerebellum (n = 7) 1100 0.7 0.1 <48 h Post mortem 61*
Cerebellum, coagulated (n = 7) 400 19.3 7.7 Coag. 2 h 80°C 61*
Cerebellum, coagulated (n = 7) 500 5.1 1.7 Coag. 2 h 80°C 61%*
Cerebellum, coagulated (n = 7) 600 2.9 1.4 Coag. 2 h 80°C 61*
Cerebellum, coagulated (n = 7) 700 1.7 0.4 Coag. 2 h 80°C 61*
Cerebellum, coagulated (n = 7) 800 1.1 0.2 Coag. 2 h 80°C 61%*
Cerebellum, coagulated (n = 7) 900 1.1 0.3 Coag. 2 h 80°C 61*
Cerebellum, coagulated (n = 7) 1000 1.0 0.4 Coag. 2 h 80°C 61*
Cerebellum, coagulated (n = 7) 1100 1.1 0.5 Coag. 2 h 80°C 61*
Meningioma (tumor, n = 6) 410 4.1 0.5 Excised from patients 61*
Meningioma (tumor, # = 6) 490 1.3 0.2 Excised from patients  61*
Meningioma (tumor, n = 6) 590 0.7 0.2 Excised from patients  61*
Meningioma (tumor, n = 6) 690 0.3 0.1 Excised from patients 61*
Meningioma (tumor, # = 6) 790 0.2 0.1 Excised from patients  61*
Meningioma (tumor, n = 6) 910 0.2 0.1 Excised from patients  61*
Meningioma (tumor, n = 6) 990 0.4 0.2 Excised from patients 61*
Meningioma (tumor, # = 6) 1100 0.6 0.2 Excised from patients  61*
Pons (n = 7) 400 3.1 0.7 <48 h Post mortem 61*
Pons (n =7) 500 0.9 0.3 <48 h Post mortem 61*
Pons (n=7) 600 0.6 0.2 <48 h Post mortem 61*
Pons (n = 7) 700 0.5 0.2 <48 h Post mortem 61*
Pons (n =7) 800 0.6 0.3 <48 h Post mortem 61*
Pons (n =7) 900 0.7 0.3 <48 h Post mortem 61*
Pons (n = 7) 1000 1.0 0.4 <48 h Post mortem 61*
Pons (n =7) 1100 0.9 0.4 <48 h Post mortem 61*
Pons, coagulated (n = 7) 410 17.2 1.6 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 510 8.5 0.8 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 610 7.7 0.5 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 710 6.9 0.6 Coag. 2 h 80°C 61%
Pons, coagulated (n = 7) 810 6.5 0.6 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 910 5.9 1.0 Coag. 2 h 80°C 61*
Pons, coagulated (n = 7) 1010 5.7 1.0 Coag. 2 h 80°C 61*
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.

Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
Pons, coagulated (n = 7) 1100 6.5 0.9 Coag. 2 h 80°C 61*
Thalamus (n = 7) 410 3.2 1.0 <48 h Post mortem 61*
Thalamus (n = 7) 510 0.9 0.3 <48 h Post mortem 61*
Thalamus (n = 7) 610 0.6 0.2 <48 h Post mortem 61*
Thalamus (n = 7) 710 0.5 0.3 <48 h Post mortem 61*
Thalamus (n = 7) 810 0.7 0.3 <48 h Post mortem 61*
Thalamus (n = 7) 910 0.7 0.3 <48 h Post mortem 61*
Thalamus (n = 7) 1010 0.8 0.3 <48 h Post mortem 61*
Thalamus (n = 7) 1100 0.8 0.3 <48 h Post mortem 61*
Thalamus, coagulated (n = 7) 400 15.0 3.3 Coag. 2 h 80°C 61%*
Thalamus, coagulated (n = 7) 500 4.2 0.9 Coag. 2 h 80°C 61*
Thalamus, coagulated (n = 7) 600 1.6 0.6 Coag. 2 h 80°C 61%*
Thalamus, coagulated (n = 7) 700 1.4 0.3 Coag. 2 h 80°C 61*
Thalamus, coagulated (n = 7) 800 1.1 0.3 Coag. 2 h 80°C 61%
Thalamus, coagulated (n = 7) 900 1.1 0.3 Coag. 2 h 80°C 61%*
Thalamus, coagulated (n = 7) 1000 1.4 0.4 Coag. 2 h 80°C 61*
Thalamus, coagulated (n = 7) 1100 1.5 0.4 Coag. 2 h 80°C 61*

Brain/head, Cortex, frontal lobe 674 <0.2 0.1 63
in vivo
Cortex, frontal lobe 811 <0.1 0.1 63
Cortex, frontal lobe 849 <0.1 0.1 63
Cortex, frontal lobe 956 0.15 0.1 63
Cortex, frontal lobe 674 0.2 0.1 63
Cortex, frontal lobe 811 0.2 0.1 63
Cortex, frontal lobe 849 <0.1 0.1 63
Cortex, frontal lobe 956 0.25 0.1 63
Astrocytoma of optic nerve 674 1.4 0.3 63
Astrocytoma of optic nerve 811 1.2 0.3 63
Astrocytoma of optic nerve 849 0.9 0.3 63
Astrocytoma of optic nerve 956 1.5 0.3 63
Normal optic nerve 674 0.6 0.3 63
Normal optic nerve 849 0.8 0.3 63
Normal optic nerve 956 0.7 0.3 63
Skull 674 0.5 0.2 63
Skull 849 0.5 0.2 63
Skull 956 0.5 0.2 63
Cerebellar white matter 674 2.5 0.5 63
Cerebellar white matter 849 0.95 0.2 63
Cerebellar white matter 956 0.9 0.2 63
Medulloblastoma 674 2.6 0.5 63
Medulloblastoma 849 1 0.2 63
Medulloblastoma 956 0.75 0.2 63
Cerebellar white matter with 674 <0.2 63
scar tissue
Cerebellar white matter with 849 <0.2 63
scar tissue
Normal cortex, temporal and 674 >0.2 Measurements during 64
frontal lobe surgery
Normal cortex, temporal and 849 >0.2 Measurements during 64
frontal lobe surgery
Normal cortex, temporal and 956 >0.2 Measurements during 64
frontal lobe surgery
Normal optic nerve 674 0.6 0.25 Measurements during 64
surgery
Normal optic nerve 849 0.75 0.25 Measurements during 64
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.
Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
Normal optic nerve 956 0.65 0.25 Measurements during 64
surgery
Astrocytoma of optical nerve 674 1.6 1 Measurements during 64
surgery
Astrocytoma of optical nerve 849 1.1 1 Measurements during 64
surgery
Astrocytoma of optical nerve 950 1.8 1 Measurements during 64
surgery
Female breast, Fatty normal (n = 23, excised) 749 0.18 0.16 Kept in saline, 37°C 49
in vitro
Fatty normal (n = 23, excised) 789 0.08 0.1 Kept in saline, 37°C 49
Fatty normal (n = 23, excised) 836 0.11 0.1 Kept in saline, 37°C 49
Fibrous normal (n = 35, excised) 749 0.13 0.19 Kept in saline, 37°C 49
Fibrous normal (n = 35, excised) 789 0.06 0.12 Kept in saline, 37°C 49
Fibrous normal (n = 35, excised) 836 0.05 0.08 Kept in saline, 37°C 49
Infiltrating carcinoma (n = 48, 749 0.15 0.14 Kept in saline, 37°C 49
excised)
Infiltrating carcinoma (1 = 48, 789 0.04 0.08 Kept in saline, 37°C 49
excised)
Infiltrating carcinoma (n = 48, 836 0.1 0.19 Kept in saline, 37°C 49
excised)
Mucinous carcinoma (n = 3, 749 0.26 0.2 Kept in saline, 37°C 49
excised)
Ductal carcinoma, in situ (n =5, 749 0.076 0.068  Kept in saline, 37°C 49
excised)
Ductal carcinoma, in situ (n =5, 836 0.039 0.068  Kept in saline, 37°C 49
excised)
Grandular tissue (n = 3) 540 3.58 1.56 Homogenized tissue 65
Grandular tissue (n = 3) 700 0.47 0.11 Homogenized tissue 65
Grandular tissue (n = 3) 900 0.62 0.05 Homogenized tissue 65
Fatty tissue (n = 7) 540 2.27 0.57 Homogenized tissue 65
Fatty tissue (n = 7) 700 0.7 0.08 Homogenized tissue 65
Fatty tissue (n = 7) 900 0.75 0.08 Homogenized tissue 65
Fibrocystic tissue (n = 8) 540 1.64 0.66 Homogenized tissue 65
Fibrocystic tissue (n = 8) 700 0.22 0.09 Homogenized tissue 65
Fibrocystic tissue (n = 8) 900 0.27 0.11 Homogenized tissue 65
Fibroadenoma (n = 6) 540 4.38 3.14 Homogenized tissue 65
Fibroadenoma (n = 6) 700 0.52 0.47 Homogenized tissue 65
Fibroadenoma (n = 6) 900 0.72 0.53 Homogenized tissue 65
Carcinoma (n = 9) 540 3.07 0.99 Homogenized tissue 65
Carcinoma (n = 9) 700 0.45 0.12 Homogenized tissue 65
Carcinoma (n =9) 900 0.5 0.15 Homogenized tissue 65
Carcinoma 580 4.5 0.8 66
Healthy tissue adjacent to 580 2.6 1.1 66
carcinoma
Healthy tissue adjacent to 850 0.3 0.2 66
carcinoma
Healthy tissue adjacent to 1300 0.8 0.6 66
carcinoma
Fatty tissue 625 0.06 0.02 67
Benign tumor 625 0.33 0.06 67
Female breast, Normal (30 Japanese women 753 0.046 0.014  Time-domain 68
in vivo averaged for all ages) technique
Normal (6 subjects, 26-43 800 0.017-0.045 Time-domain 69
yrs. old) technique
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.
Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
Normal (6 subjects) 580 0.7 0.12 Measurements of 66
transmission
Normal (6 subjects) 780 0.23 0.02 Measurements of 66
transmission
Normal (6 subjects) 850 0.27 0.03 Measurements of 66
transmission
Breast cancer (5 patients) 630 0.305 0.16 Relapsed cancer, HPD 70
(72 h)
Aorta, in vitro  Post mortem, 6 h normal 308 33 46
coagulated
Post mortem, 6 h normal 308 44 46
coagulated
Post mortem, 6 h fibrous plaque 308 24 46
Post mortem, 6 h fibrous plaque 308 34 46
coagulated
Normal 1064 0.53 0.09 46
Coagulated 1064 0.46 0.18 46
Fibro-fatty 355 17.7 46
Fibro-fatty 532 3.6 46
Fibro-fatty 1064 0.09 46
633 0.52 46
1064 0.5 46
1064 0.7 46
1320 2.2 46
1320 4.3 46
470 5.3 0.9 46
476 5.1 0.9 46
488 4.5 0.9 46
514.5 3.7 0.9 46
580 2.8 0.9 46
600 2.6 0.9 46
633 2.6 0.9 46
1064 2.7 0.5 46
Intima 476 14.8 29
Intima 580 8.9 29
Intima 600 4 29
Intima 633 3.6 29
Intima 1064 2.3 41
Media 476 7.3 29
Media 580 4.8 29
Media 600 2.5 29
Media 633 2.3 29
Media 1064 1 41
Adventitia 476 18.1 29,71, 72
Adventitia 580 11.3 29
Adventitia 600 6.1 29,71,72
Adventitia 633 5.8 29
Adventitia 1064 2 41
Aorta, in vivo  Advanced fibrous atheroma 355 16.5 1.7 Photoacoustic method 73
Advanced fibrous atheroma 532 3.53 0.53 Photoacoustic method 73
Advanced fibrous atheroma 1064 0.15 0.07 Photoacoustic method 73
Blood Oxygenated, Hct = 0.41 665 1.3 29
Oxygenated, Hct = 0.41 685 2.65 29
Oxygenated, Hct = 0.41 960 2.84 29
Deoxygenated, Het = 0.41 665 4.87 29
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.

Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
Deoxygenated, Hct = 0.41 960 1.68 29
Oxygenation >98%, Hct = 633 15.5 74

0.45-0.46
Oxygenation >98%, Hct = 710 4 0.8 74
0.45-0.46
Oxygenation >98%, Hct = 765 5.3 0.6 74
0.45-0.46
Oxygenation >98%, Hct = 810 6.5 0.5 74
0.45-0.46
Oxygenation >98%, Hct = 865 7.2 0.3 74
0.45-0.46
Oxygenation >98%, Hct = 910 8.9 0.4 74
0.45-0.46
Oxygenation >98%, Hct = 965 9.3 0.6 74
0.45-0.46
Oxygenation >98%, Hct = 1010 8.3 0.4 74
0.45-0.46
Oxygenation >98%, Hct = 1065 5.6 0.3 74
0.45-0.46
Oxygenation >98%, Hct = 1110 4.2 0.3 74
0.45-0.46
Oxygenation >98%, Hct = 1165 4.1 0.7 74
0.45-0.46
Oxygenation >98%, Hct = 1210 5.5 0.5 74
0.45-0.46
Oxygenation >98%, Hct = 0.38 633 15.2 0.6 74
Oxygenation >98%, Hct = 0.38 633 16.1 0.6 74
Oxygenation >98%, Hct = 0.38 633 16.3 0.5 74
Oxygenated (98%) flowing 633 2.1 0.02 75
blood, Hct = 0.1
Oxygenated (98%) flowing 633 4 75
blood, Het = 0.2
Oxygenated (98%) flowing 633 5.4 75
blood, Hct = 0.3
Oxygenated (98%) flowing 633 6.6 75
blood, Hct = 0.4
Oxygenated (98%) flowing 633 7.7 75
blood, Hct = 0.5
Oxygenated (98%) flowing 633 10 75
blood, Hct = 0.6
Oxygenated (98%) flowing 633 12.2 75
blood, Hct = 0.7
Flowing blood, 24.5°C 633 2.9-3.5 76
Flowing blood, 24.5-42°C 633 3.0-4.0 76
Flowing blood, 47°C 633 4.5 76
Flowing blood, 54.3°C 633 6.3 76
Misc. tissues, Lung 515 25.5 3 48
in vitro
Lung 635 8.1 2.8 48
Lung 1064 2.8 41
Muscle 515 11.2 1.8 48
Muscle 1064 2 41
Meniscus 360 13 46
Meniscus 400 4.6 46
Meniscus 488 1 46
Meniscus 514 0.73 46
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.

Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
Meniscus 630 0.36 46
Meniscus 800 0.52 46
Meniscus 1064 0.34 46
Uterus 635 0.35 0.1 Frozen sections 48
Bladder, integral 633 1.4 Excised, kept in saline 29
Bladder, integral 633 1.4 41
Bladder, mucous 1064 0.7 41
Bladder, wall 1064 0.9 41
Bladder, integral 1064 0.4 41
Heart, endocardial 1060 0.07 Excised, kept in saline 29
Heart, epicardial 1060 0.35 29
Heart, myocardial 1060 0.3 41
Heart, epicardgial 1060 0.21 41
Heart, aneurysm 1060 0.4 41
Heart, trabecula 1064 1.4 41
Heart, myocardial 1064 1.4 41
Heart, myocardial 1060 0.52 77
Kidney, pars conv. 1064 24 41
Kidney, medulla ren 1064 2.1 41
Femoral vein 1064 3.2 41
Liver 515 18.9 1.7 48
Liver 630 3.2 77
Liver 635 2.3 1 48
Liver 1064 0.7 48
Colon, muscle 1064 3.3 41
Colon, submucous 1064 2.3 41
Colon, mucous 1064 2.7 41
Colon, integral 1064 0.4 41
Esophagus 633 0.4 46
Esophagus(mucous) 1064 1.1 41
Fat:subcutaneous 1064 2.6 41
Fat:abdominal 1064 3 41
Prostate (0.5-3 h post mortem) 850 0.6 0.2 Shock frozen 41
Prostate (0.5-3 h post mortem) 980 0.4 0.2 Shock frozen 41
Prostate (0.5-3 h post mortem) 1064 0.3 0.2 Shock frozen 41
Prostate coagulated (0.5-3 h 850 7 0.2 Coag. water bath 75°C, 41

post mortem) 10 min
Prostate coagulated (0.5-3 h 980 5 0.2 Coag. water bath 75°C, 41
post mortem) 10 min
Prostate coagulated (0.5-3 h 1064 4 0.2 Coag. water bath 75°C, 41
post mortem) 10 min
Prostate normal (freshly excised) 1064 1.5 0.2 46
Prostate coagulated 1064 0.8 0.2 Coag. water bath 70°C, 46
10 min
Spleen 1064 6 41
Stomach, muscle 1064 3.3 41
Stomach, mucous 1064 2.8 41
Stomach, integral 1064 0.8 41
Sclera 650 0.08 78
Tooth, dentin 633 6 79
Tooth, enamel 633 0.97 79
Gallstones, porcinement 351 102 16 29
Gallstones, porcinement 488 179 28 29
Gallstones, porcinement 580 125 29 29
Gallstones, porcinement 630 85 11 29
Gallstones, porcinement 1060 121 12 29
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TABLE 2.4  Absorption Coefficient 1, for Various Tissues, Tissue Components, and Biofluids (continued)

Wavelength W, Uncert.
Tissue Description (nm) (1/cm) (1/cm) Notes Ref.
Misc. tissues, Calf (11 subs, 14 meas.) 800 0.17 0.05 80

in vivo

* Data taken from plots.

2.5 Conclusion

This chapter emphasizes the basic physics of light propagation in tissues with the goal of providing a
fundamental framework for more in-depth study. The discussions are aimed at providing an introduction
to and description of basic concepts and equations related to photon transport in biological tissues. The
following chapters give detailed treatments of the wide range of phenomena that fall within the broad
umbrella of biomedical photonics. A further description of specific theoretical methods for image recon-
struction such as diffraction tomography is provided in Chapter 4. Various light phenomena in
tissue are described in Chapter 3. Experimental techniques and clinical applications of light transport
are described in Chapters 21, 22, and 33.

2.6 Summary

Across the spectrum, a great variety of electromagnetic phenomena are used in biomedicine to detect
and treat disease, and to advance scientific knowledge. In principle, the propagation of light in tissue can
be described using fundamental electromagnetic theory; however, the direct application of EM wave
theory in tissue optics is not simple because of the complexity of tissue as a host medium for light
propagation. Instead, the problem can be simplified by ignoring wave phenomena such as polarization
and interferences, and particle properties such as inelastic collisions. This model, known as the radiation
transport (RT) theory, is a general description of the flow of energy or particles in a system.
Several properties provide the basis on which the inputs to RT theory are built:

Index of refraction, n(A)

Scattering cross section, O,

Differential scattering cross section, do,/d<2
Absorption cross section, G,

+ The index of refraction is a fundamental property of homogeneous media. The real part of the
refractive index, n(A), can be defined in terms of the phase velocity of light in the medium,

+ Refractive index mismatches on a macroscopic scale (e.g., between soft tissue and bones, skin, and
skull) give rise to refraction. On the other hand, refractive index mismatches at microscopic scales
(e.g., cell membrane boundaries, organelles) give rise to scattering of light in biological tissue.

+ The ratio of the power scattered out of a plane wave to the incident intensity is the scattering cross
section,

where s is the propagation direction of the plane wave relative to the scatterer.
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« The scattering coefficient U, [cm™] can be expressed in terms of particle density p [cm™] and
scattering cross section o, [cm?] as

MS:pGS'

Scattering of light by tissue structures much smaller than the photon wavelength involves the so-
called Rayleigh limit. Those structures include many components of the cell such as membranes,
cell subcompartments, etc. The Rayleigh scattered light is equally distributed among the forward
and rearward hemispheres, with peaks in the forward and backward directions.

Scattering of light by spherical objects is described by Mie theory, which in principle is applicable
at any size-to-wavelength ratio. In the intermediate size-to-wavelength range, where the Rayleigh
and geometric approximations are not valid, Mie theory is used. Thus this region where the
scatterer size and wavelength are comparable is sometimes labeled the Mie regime. Various cellular
structures and extracellular components have sizes from hundreds of nanometers to a few microns
and are comparable in dimension to the photon wavelengths of the therapeutic window. Even
though these structures are not necessarily spherical, their scattering behavior can be modeled
reasonably well by Mie theory applied to spheres of comparable size and refractive index. The
scattering from tissue in this regime is strongly peaked in the forward direction.

+ Absorption processes involve an important concept in quantum theory, the energy level, which is
a quantum state of an atom and molecule. The energy of a particular level is determined relative
to the ground level, or lowest possible energy level (zero energy). The shift of a species (e.g.,
molecule or atom) from one energy level to another is called a transition. A transition of a species
from a lower to a higher energy level involves excitation to an excited state and requires absorption
of an amount of photon energy, hv, equal to the difference in energy, AE, between the two levels:

hv = AE.

+ For a localized absorber, the absorption cross section G, can be defined in the same manner as for
scattering:

where P, is the amount of power absorbed out of an initially uniform plane wave of intensity
(power per unit area)l,,.

« The absorption coefficient L, [cm™] can be defined in terms of particle density p [cm™] and
absorption cross section G, [cm?]

Uy = PO,

+ The fundamental equation that describes light propagation in the RT model is the radiation
transport (RT) equation, which describes the fundamental dynamics of the specific intensity. The
steady-state RT equation in a source-free region is

§-V1(18) = ~(w, +pJ1{ns) + Fe K L

where I(r, § ,1) is the specific intensity [light power per unit area per unit solid angle] at point r

directed in a cone of solid angle oriented in the direction defined by the unit vector s.

» The scattering phase function (SPF), p(s - §”), describes the fraction of light energy incident on
a scatterer from the §’ direction that is scattered out into the § direction.
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+ Although conceptually straightforward, the direct analytical solution of the RT equation for many
problems of interest is difficult. Most of the complications arise from dealing with the boundaries
at tissue interfaces and geometric aspects of the tissues and light sources. The RT equation can be
solved using analytical approaches based on deterministic approximations. Two common analyt-
ical approaches involve the diffusion approximation and the Kubelka—Munk model. In the numerical
approach, the Monte Carlo method is often used to calculate photon transport through tissue.

The ability of light to penetrate tissues depends on how strongly the tissues absorb light. Within
the spectral range known as the therapeutic window (also called the diagnostic window), most
tissues are sufficiently weak absorbers to permit significant penetration of light. This window
extends from 600 to 1300 nm, from the orange region of the visible spectrum into the N/R.
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3.1 Introduction

Two large classes of biological media can be considered with regard to light interactions with biological
tissues and fluids: (1) strongly scattering (opaque) like skin, brain, vessel walls, eye sclera, blood, and
lymph and (2) weakly scattering (transparent) like cornea, crystalline lens, vitreous humor, and aqueous
humor of the front chamber of eye.!~” Light interactions with tissues of the first class can be described
in the model of multiple scattering of scalar or vector waves in a randomly nonuniform absorbing
medium. For tissues of the second class, interactions can be described in the model of single (or low-
step) scattering of an ordered isotropic or anisotropic medium with closely packed scatterers with
absorbing centers.

The transparency of tissues reaches its maximum in the near-infrared (NIR), which is associated with
the fact that living tissues do not contain strong intrinsic chromophores that would absorb radiation
within this spectral range.!”” Light penetrates into a tissue over several centimeters, which is important
for the transillumination of thick human organs (brain, breast, etc.). However, tissues are characterized
by strong scattering of NIR radiation, which prevents obtaining clear images of localized inhomogene-
ities arising in tissues due to various pathologies, e.g., tumor formation, local increase in blood volume
caused by a hemorrhage, or the growth of microvessels. Therefore, special attention in optical tomog-
raphy and spectroscopy is focused on the development of methods for the selection of image-carrying
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photons or detection of photons providing the information concerning optical parameters of the
scattering medium.

Methods of noninvasive optical diagnosis and spectroscopy of tissues are concerned with two radiation
regimes: continuous wave (CW) and time-resolved.!” The time-resolved interactions are realized by
means of exposure of a tissue to short laser pulses and subsequent recording of scattered broadened
pulses (time-domain method) or by irradiation with modulated light and recording the depth of mod-
ulation of scattered light intensity and the corresponding phase shift at modulation frequencies (fre-
quency-domain or phase method). The time-resolved regimes are based on the excitation of the photon-
density wave spectrum in a strongly scattering medium, which can be described in the framework of the
nonstationary radiation transfer theory (RTT). The CW regime is described by the stationary RTT.

Many optical medical technologies employ laser radiation and fiber optics; therefore, light coherence
is very important for the analysis of the interaction of light with tissues and cell ensembles.>>7-12 This
problem can be considered in terms of the loss of coherence due to the scattering of light in a randomly
nonuniform medium with multiple scattering or the change in the statistics of speckles in the scattered
field. The coherence of light is of fundamental importance for the selection of photons that have
experienced no or a small number of scattering events, as well as for the generation of speckle-modulated
fields from scattering phase objects with single and multiple scattering. Such approaches are important
for coherent tomography, diffractometry, holography, photon-correlation spectroscopy, laser Doppler
anemometry, and speckle interferometry of tissues and biological flows. The use of optical sources with
a short coherence length opens up new opportunities in coherent interferometry and tomography of
tissues, organs, and blood flows.

The vector nature of light waves is important for light—tissue interaction because, in a scattering
medium, it is manifested as polarization ability of an initially unpolarized incident light or the change
in the character of polarization state of an initially polarized light propagating in a medium. Similar to
coherence properties of a light beam reflected from or transmitted through a biological object, polariza-
tion properties of light can be employed as a selector of photons coming from different depths in an
object.>>?

Quasi-elastic light scattering (QELS) as applied to monitoring of dynamic systems (chaotic or directed
movements of tissue components or cells) is based mainly on the correlation or spectral analysis of the
temporal fluctuations of the scattered light intensity.>>71® QELS spectroscopy (also known as light-
beating spectroscopy or correlation spectroscopy) is widely used for various biomedical applications,
particularly for blood or lymph flow measurement and cataract diagnostics. Diffusion wave spectroscopy
(DWS) is available for the study of optically thick tissue when multiple scattering prevails and photon
migration (diffusion) within tissue is important for the character of intensity fluctuations.

Raman scattering is the basis for Raman vibrational spectroscopy. It is a great tool to study the structure
and dynamic function of biological molecules and has been used extensively for monitoring and diagnosis
of diseases such as cataracts, artherosclerotic lesions in coronary arteries, precancerous and cancerous
lesions in human soft tissues, and bone and teeth pathologies.!*-15

Light-induced fluorescence is also a powerful noninvasive method for tissue pathology recognition
and monitoring.”-1* Autofluorescence, fluorescence of introduced markers, and time-resolved, laser-
scan, and multiphoton fluorescence have been used to study human tissues and cells in situ.

Light-induced thermal effects on tissue are important for diagnostics, therapy, and surgery.>”1220-2>
The optothermal spectroscopy, based on detecting time-dependent heat generation induced in a tissue
by pulsed- or intensity-modulated optical radiation, is widely used in biomedicine. Among optothermal
methods, optoacoustic (OA) and photoacoustic (PA) techniques are of great importance. They allow one
to estimate tissue optical, thermal, and acoustic properties that depend on peculiarities of tissue structure.

For thermal phototherapy and surgery, much higher light intensities are used. Controllable tempera-
ture rise and thermal or thermomechanical damage (coagulation, vaporization, vacuolization, pyrolysis,
ablation) of a tissue are important in that case.!>?'-2
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FIGURE 3.1 Water, some tissues (aorta, skin), and tissue component (whole blood, melanosome, epidermis)
absorption spectra. Wavelengths of lasers widely used in laser therapy and surgery are also shown (ArE, KrF, and
XeCl excimer lasers; dye laser; argon laser; solid-state Nd: YAG, Ho:YAG, and Er:YAG lasers). (From Jacques, S.L. et
al., Proc. SPIE, 4001, 14, 2000. With permission.)

3.2 Light Interactions with a Strongly Scattering Tissue

3.2.1 Continuous Wave (CW) Light

Biological tissues are optically inhomogeneous and absorbing media whose average refractive index is
higher than that of air. This is responsible for the partial reflection of the radiation at the tissue—air
interface (Fresnel reflection), while the remaining part penetrates the tissue. Multiple scattering and
absorption are responsible for light beam broadening and eventual decay as it travels through a tissue,
whereas bulk scattering is a major cause of the dispersion of a large fraction of radiation in the backward
direction. Cellular organelles such as mitochondria are the main scatterers in various tissues.!”’

Absorbed light is converted to heat or radiated in the form of fluorescence; it is also consumed in
photobiochemical reactions. The absorption spectrum depends on the type of predominant absorption
centers and water content of tissues (see Figure 3.1). Absolute values of absorption coefficients for typical
tissues lie in the range of 1072 to 10* cm™'.'7 In the ultraviolet (UV) and infrared (IR) (A > 2 um) spectral
regions, light is readily absorbed, which accounts for the small contribution of scattering and inability
of radiation to penetrate deep into tissues (only across one or more cell layers). In the wavelength range
of 600 to 1600 nm, scattering prevails over absorption; the intensity of the reflected radiation increases
to 35 to 70% of the total incident light (due to backscattering).

Light interaction with multilayer and multicomponent tissues is a very complicated process (see Figure
3.2). For example, for skin, the horny layer (stratum corneum) reflects about 5 to 7% of the incident
light. A collimated light beam is transformed to a diffuse one by microscopic inhomogeneities at the
air—horny layer interface. A major part of the reflected light results from backscattering in different skin
layers (stratum corneum, epidermis, dermis, blood, and fat). The absorption of diffuse light by skin
pigments is a measure of bilirubin and melanin content and hemoglobin saturation with oxygen. These
characteristics are widely used in the diagnosis of various diseases. Certain phototherapeutic and diag-
nostic modalities take advantage of ready transdermal penetration of visible and NIR light inside the
body in the wavelength region corresponding to the so-called therapeutic or diagnostic window (600 to
1600 nm).
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FIGURE 3.2 Simplified two-layer scattering and absorption model of skin at linear polarized incident light. (From
Jacques, S.L. et al., Proc. SPIE, 4001, 94, 2000. With permission.)
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FIGURE 3.3 Transmission spectrum of a 3-mm-thick slab of female breast tissue. A spectrometer with an integrating
sphere was used. The contributions of absorption bands of the tissue components (hemoglobin = 1, fat = 2, and
water = 3) are indicated. (From Marks, EA., Proc. SPIE, 1641, 227, 1992. With permission.)

Another example of heterogeneous multicomponent tissue is a female breast. The absorption bands
of hemoglobin, fat, and water are clearly seen in the in vitro measured spectrum of a 3-mm slab of breast
tissue presented in Figure 3.3.2” There is a wide window between 700 and 1100 nm, and narrow ones at
about 1300 and 1600 nm where the lowest percentage of light is attenuated.

A collimated (laser) beam is attenuated in a tissue layer of thickness d in accordance to the exponential
law (Beer—Lambert law):

I(d) = (1 = Ry) Iexp(— nd), (3.1)

where I(d) is the intensity of transmitted light measured using a distant photodetector with a small
aperture (on-line or collimated transmittance), W/cm?; R is the coefficient of Fresnel reflection; at the
normal beam incidence, R, = [(n — 1)/(n + 1)]% n is the relative mean refractive index of tissue and
surrounding media; I; is the incident light intensity, W/cm? W, = W, + L, is the extinction coefficient
(interaction or total attenuation coefficient), 1/cm; U, is the absorption coefficient, 1/cm; W, is the
scattering coefficient, 1/cm. The mean free path length between two interactions is denoted by

lph = “'r_l‘ (3.2)
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To analyze light propagation under multiple scattering conditions, it is assumed that absorbing and
scattering centers are uniformly distributed across the tissue. Visible and NIR radiation is normally subject
to anisotropic scattering characterized by a well-apparent direction of a scattered photon.

A sufficiently strict mathematical description of CW light propagation in a scattering medium is
possible in the framework of the stationary RTT. This theory is valid for an ensemble of scatterers located
far from one another and has been successfully used to work out some practical aspects of tissue optics.
The main stationary equation of RTT for monochromatic light has the form:'-7

Qﬂiizz—ugagy+“sf4nnazﬁp@3ﬁdgc (3.3)
Js 4T

where I(7, 5) is the radiance (or specific intensity) — average power flux density at a point 7 in the given
direction s, (W/cm?sr); p(s,s’) is the scattering phase function, 1/sr; and dQ is the unit solid angle
about the direction s’, sr. It is assumed that no radiation sources are inside the medium.

To characterize the relation of scattering and absorption properties of a tissue, a parameter such as
albedo is usually introduced A = /. The albedo ranges from zero for a completely absorbing medium
to unity for a completely scattering medium.

The phase function p(s,s’) describes the scattering properties of the medium and is in fact the
probability density function for scattering in the direction s’ of a photon traveling in the direction s; in
other words, it characterizes an elementary scattering act. If scattering is symmetric relative to the
direction of the incident wave, then the phase function depends only on the scattering angle 8 (angle
between directions s and s’), i.e., in practice, the phase function is usually well approximated with the
aid of the postulated Henyey—Greenstein function:!~”

_ ., 1-¢°
p(5.5)=p(0)=— - £, (3.4)
an (1+g2—2gc059)

where g is the scattering anisotropy parameter (mean cosine of the scattering angle 0). The value of g
varies in the range from 0 to 1: g = 0 corresponds to isotropic (Rayleigh) scattering and g = 1 to total
forward scattering (Mie scattering at large particles).?-3!

The integro-differential equation (Equation 3.1) is frequently simplified by representing the solution
in the form of spherical harmonics. Such simplification leads to a system of (N + 1)? connected differential
partial derivative equations known as the Py, approximation. This system is reducible to a single differ-
ential equation of order (N + 1). For example, four connected differential equations reducible to a single
diffusion-type equation are necessary for N = 1.'”7 The photon diffusion coefficient, cm?/c,

D =¢/3(1 + W), (3.5)
and the reduced (transport) scattering coefficient, 1/cm,

w o= (1-gu, (3.6)

are the major parameters of the diffusion equation; here c is the velocity of light in the medium.
The transport mean free path (MFP) of a photon (cm) is defined as

It=(u +u,)" (3.7)

It is worthwhile to note that the transport mean free path in a medium with anisotropic single scattering
significantly exceeds the mean free path in a medium with isotropic single scattering [, >>1,. The
transport MFP I, is the distance over which the photon loses its initial direction.
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3.2.2 Polarized Light

It is a common belief that the randomness of tissue structure results in fast depolarization of light
propagating in tissues; therefore, polarization effects are usually ignored. However, in certain tissues
(transparent tissues such as eye tissues, cellular monolayers, mucous membrane, superficial skin layers,
etc.) the degree of polarization of transmitted or reflected light remains measurable even when the tissue
has considerable thickness. In such a situation, the information about the structure of tissues and cell
ensembles can be extracted from the registered depolarization degree of initially polarized light, the
polarization state transformation, or appearance of a polarized component in the scattered light.>>7:26:31-3¢
With regard to practical implications, polarization techniques are believed to give rise to simplified
schemes of optical medical tomography compared with time-resolved methods and also provide addi-
tional information about the structure of tissues.

Polarization refers to the pattern described by the electric field vector as a function of time at a fixed
point in space. When the electric field vector oscillates in a single fixed plane all along the beam, the light
is said to be linearly polarized. This linearly polarized wave can be resolved into components parallel E|
and perpendicular E, to the scattering plane. If the plane of the electric field rotates, the light is said to
be elliptically polarized, because the electric field vector traces out an ellipse at a fixed point in space as
a function of time. If the ellipse happens to be a circle, the light is said to be circularly polarized. The
connection between phase and polarization can be understood as follows: circularly polarized light
consists of equal amounts of linear, mutually orthogonal polarized components where they oscillate
exactly 90° out of phase. In general, light of arbitrary elliptical polarization consists of unequal amplitudes
of linearly polarized components and the electric fields for the two polarizations oscillate at the same
frequency but have some constant phase difference.

Light of arbitrary polarization can be represented by four numbers known as the Stokes parameters:
I, Q, U, and V. I refers to the intensity of the light; the parameters Q, U, and V represent the extent of
horizontal liner, 45° linear, and circular polarization, respectively.’! In terms of the electric field compo-
nents, the Stokes parameters are given by

I=<E E* + E,E,*>,
Q = <E E* - E,E,*>,
U=<E E, +EE*>, (3.8)
V = <E E,* - E,E*>,
and the irradiance or intensity of light by
P=Q*+U?+ V2 (3.9)

The polarization state of the scattered light in the far zone is described by the Stokes vector connected
with the Stokes vector of the incident light

I.=M-I,, (3.10)

M
M
23 24
, 3.11
M (3.11)
M

and T . is the Stokes vector of incident light:
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I = »%|. (3.12)

The degree of linear polarization of scattered light is defined as
P =1 -1)/I+1)=[Q+U2"1, (3.13)
and that of circular polarization as
P.=V/I. (3.14)

Elements of the light scattering matrix (LSM) depend on the scattering angle 6, the wavelength, and
geometrical and optical parameters of the scatterers. There are only 7 independent elements (of 16) in
the scattering matrix of a single particle with fixed orientation and nine relations that connect the others
together. For scattering by a collection of randomly oriented scatterers, there are ten independent
parameters.

M,, is what is measured when the incident light is unpolarized, the scattering angle dependence of
which is the phase function of the scattered light. It provides only a fraction of the information theoret-
ically available from scattering experiments. M,, is much less sensitive to chirality and long-range struc-
ture than some of the other matrix elements.’! M, refers to a degree of linear polarization of the scattered
light; M,, displays the ratio of depolarized light to the total scattered light (a good measure of scatterers’
nonsphericity); M;, displays the transformation of 45° obliquely polarized incident light to circularly
polarized scattered light (uniquely characteristic for different biological systems); the difference between
M;; and M,,is a good measure of scatterers’ nonsphericity.

If a particle is small with respect to the wavelength of the incident light, its scattering can be described
as if it were a single dipole. The so-called Rayleigh theory is applicable under the condition that m(2ma/
A) << 1, where m is the relative refractive index of the scatterers, (2rwa/A) is the size parameter, a is the
radius of the particle, and A is the wavelength of the incident light in a medium.* For the NIR light and
typical biological scatterers with a refractive index referring to the ground matter m = 1.05 to 1.1, the
maximum particle radius is about 12 to 14 nm for the Rayleigh theory to remain valid. For this theory
the scattered irradiance is inversely proportional to A* and increases because a®: the angular distribution
of the scattered light is isotropic.

The Rayleigh-Gans or Rayleigh-Debye theory addresses the problem of calculating the scattering by a
special class of arbitrary shaped particles. It requires [m — 1 << 1 and (2ra’/A) [m — 1| << 1, where @’ is
the largest dimension of the particle.’? These conditions mean that the electric field inside the particle
must be close to that of the incident field and the particle can be viewed as a collection of independent
dipoles exposed to the same incident field. A biological cell might be modeled as a sphere of cytoplasm
with a higher refractive index (7 = 1.37) relative to that of the surrounding water medium (7 = 1.35);
then m = 1.015 and, for the NIR light, this theory will be valid for the particle dimension up to a” = 850
to 950 nm. This approximation has been applied extensively to calculations of light scattering from
suspensions of bacteria.? It can be applicable for describing light scattering from cell components
(mitochondria, lysosomes, peroxisomes, etc.) in tissues due to their small dimensions and refraction.

For the description of the region near the forward direction scattering caused by large particles (of
order of 10 pm), the Fraunhofer diffraction approximation is useful.’> According to this theory the
scattered light has the same polarization as that of the incident light and the scatter pattern is independent
of the refractive index of the object. For the small scattering angles, Fraunhofer diffraction approximation
can accurately represent the change in irradiance as a function of particle size. That is why this approach
is applicable in laser flow cytometry. The structures of the biological cell such as cell membrane, nuclear
texture, and granules in the cytoplasm can be represented by variations in optical density.
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Mie or Lorenz—Mie scattering theory is an exact solution of Maxwell’s electromagnetic field equations
for a homogeneous sphere.’’*? In the general case, light scattered at a particle becomes elliptically
polarized. For spherically symmetric particles of an optically inactive material, the Mueller scattering
matrix is given by’!

M]l M]2 0
M M 0 0
M= " 1 . (3.15)
0 0 M, M,
0 0 -M,, M

Mie theory has been extended to arbitrary coated spheres and to arbitrary cylinders.” In Mie theory
the electromagnetic fields of the incident, internal, and scattered waves are each expanded in a series.*
A linear transformation can be made between the fields in each of the regions. This approach can also
be used for nonspherical objects such as spheroids. The linear transformation is called the transition
matrix (T-matrix), which for spherical particles is diagonal.

For a system of small, spatially uncorrelated particles, the degree of linear (i = L) and circular (i = C)
polarization in the far region of the initially polarized (linearly or circularly) light transmitted through
a layer of thickness d is defined by the relation®

P Ei—dsinh(ls/é)exp(—d/&i), (3.16)

where I, = 1/, is the scattering length; &, = (L - 1/3)*° is the characteristic depolarization length for a
layer of scatterers, d >> &, {; = 1/[In(10/7)], {c = I/(In 2).

As can be seen from Equation 3.16, the characteristic depolarization length for linearly polarized light
in tissues that can be represented as ensembles of Rayleigh particles is approximately 1.4 times greater
than the corresponding depolarization length for circularly polarized light. One can employ Equation
3.16 to assess the depolarization of light propagating through an ensemble of large-scale spherical particles
whose sizes are comparable with the wavelength of incident light (Mie scattering). For this purpose, one
should replace I, by the transport length [, = 1/i,” and take into account the dependence on the size of
scatterers in {; and {. With the growth in the size of scatterers, the ratio &;/ changes. It decreases from
~1.4 down to ~0.5 as 2ma/A increases from 0 up to ~4, where a is the size of scatterers and A is the
wavelength of the light in the medium, and remains virtually constant at the level of 0.5 when 2ma/A
grows from ~4 to 15.

The Mueller matrix for the backscattering geometry was obtained by solving a radiative transfer
equation with appropriate boundary conditions.?® Analysis of this matrix structure showed that its form
coincides with the single scattering matrix for optically active spherical scatterers. Thus, different tissues
or the same tissues in various pathological or functional states should display different responses to the
probing with linearly and circularly polarized light. This effect can be employed in optical medical
tomography and for determining optical and spectroscopic parameters of tissues. As follows from Equa-
tion 3.16, the depolarization length in tissues should be close to the mean transport path length [, of a
photon because this length characterizes the distance within which the direction of light propagation
and, consequently, the polarization plane of linearly polarized light, become totally random after many
sequential scattering events.

Since the length I, is determined by the parameter g characterizing the anisotropy of scattering, the
depolarization length should also substantially depend on this parameter. Indeed, the experimental data
of Bicout et al.** demonstrate that the depolarization length /, of linearly polarized light, which is defined
as the length within which the ratio I /I, decreases to 2, displays such a dependence. The ratio mentioned
above varied from 300 to 1, depending on the thickness of a sample and the type of a tissue (see Figure
3.4). These measurements were performed within a narrow solid angle (~10~ sr) in the direction of the
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FIGURE 3.4 Tissue polarization properties. Dependence of the depolarization degree (I”/ I,) of laser radiation (He-
Ne laser, A= 633 nm and Ar laser, A = 476/488/514 nm) on the penetration depth (d) for brain tissue (gray and white
matter) and whole blood (low hematocrit). Measurements were performed within a small solid angle (10~ sr) along
the axis of a laser beam 1 mm in diameter. A strong influence of fluorescence was seen for blood irradiated by Ar laser.

incident laser beam. The values of I, considerably differed for white substance of brain and a tissue of
cerebral cortex: 0.23 and 1.3 mm for A = 633 nm, respectively. Whole blood is characterized by a
considerable depolarization length (about 4 mm) at A = 633 nm; this is indicative of dependence on the
parameter g, whose value for blood exceeds the values of this parameter for tissues of many other types
and can be estimated as 0.982 to 0.999.5710

In contrast to depolarization, the attenuation of collimated light is determined by the total attenuation
coefficient 1, (see Equation 3.1). For many tissues, |, is much greater than .. Therefore, in certain
situations, it is impossible to detect pure ballistic photons (photons that do not experience scattering),
but forwardscattered photons retain their initial polarization and can be used for imaging purpose.
Ostermeyer et al.* experimentally demonstrated that laser radiation retains linear polarization on the
level of P, < 0.1 within 2.5I,. Specifically, for skin irradiated in the red and NIR ranges, W, = 0.4 cm™,
W' =20 cm™, and /, = 0.48 mm.

Consequently, light propagating in skin can retain linear polarization within the length of about 1.2
mm. Such an optical path in a tissue corresponds to a delay time on the order of 5.3 ps, which provides
an opportunity to produce polarization images of macro-inhomogeneities in a tissue with a spatial
resolution equivalent to the spatial resolution that can be achieved with the selection of photons by means
of more sophisticated time-resolved techniques. In addition, polarization imaging makes it possible to
eliminate specular reflection from the surface of a tissue (see Figure 3.2), which allows one to apply this
technique for the imaging of microvessels in facile skin.> Polarization images can see skin subsurface
textural changes and allow one to erase melanin from the image.?

Polarization imaging is a new direction in tissue optics.>?%3 The registration of two-dimensional
polarization patterns for the backscattering of a polarized incident narrow laser beam is the base for this
technique. Major informative images can be received using the backscattering Mueller matrix approach.
To determine each of the 16 experimental matrix elements, a total of 16 images should be taken at various
combinations of input and output polarization states.

3.2.3 Short Light Pulses

When probing the plane-parallel layer of a scattering medium with an ultrashort light pulse, the trans-
mitted pulse consists of a ballistic (coherent) component, a group of photons having zigzag trajectories,
and a highly intensive diffuse component (see Figure 3.5a).17172337 Both unscattered photons and photons
undergoing forward-directed, single-step scattering contribute to the intensity of the ballistic component
(comprised by photons traveling straight along the light beam). This component (not shown in Figure
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FIGURE 3.5 Schematic representation of the time evolution of the light intensity measured in response to a very
narrow light pulse (A) and a sinusoidally intensity-modulated light (B) transversing an arbitrary distance in a
scattering and absorbing medium. (From Fishkin, J.B. and Gratton, E., . Opt, Soc. Am. A, 10, 127, 1993. With
permission.)

3.5a) is subject to exponential attenuation with increasing sample thickness. This accounts for the limited
utility of ballistic photons for practical diagnostic purposes in medicine.

The group of snake photons with zigzag trajectories includes photons that experienced only a few
collisions each. They propagate along trajectories, which only slightly deviate from the direction of the
incident beam and form the first-arriving part of the diffuse component. These photons carry information
about the optical properties of the random medium.

The diffuse component is very broad and intense because it contains the bulk of incident photons
after they have participated in many scattering acts and therefore migrate in different directions and have
different path lengths. Moreover, the diffuse component carries information about the optical properties
of the scattering medium, and its deformation may reflect the presence of local inhomogeneities in the
medium. The resolution obtained by this method at a high light-gathering power is much lower than in
the method measuring straight-passing photons. Two principal probing schemes are conceivable — one
recording transmitted photons and the other taking advantage of their backscattering.

The time-dependent reflectance is defined as®®>

2

2
R(rsd,t) = (47:1;)3/2t_5/2 exp[— rSdzI-;:O ]exp(—},luct), (3.17)

where t is the time; z, = (W), and D is the photon diffusion coefficient, cm?/c (see Equation 3.5).
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An important advantage of the pulse method is its applicability to in vivo study due to the possibility
of the separate evaluation of [, and [ using a single measurement in the backscattering or transillumi-
nation regimes.

3.2.4 Diffuse Photon-Density Waves

When probing the plane-parallel layer of a scattering medium with an intensity modulated light, the
modulation depth of scattered light intensity m;= AC 0/ DCletector (S€€ Figure 3.5B) and the corre-
sponding phase shift relative to the incident light modulation phase A® (phase lag) can be measured.!740
In applications to tissue spectroscopy and tomography compared with pulse measurements, this method
is simpler and more reliable in terms of data interpretation and noise immunity. These happen because
amplitude modulation is measured at low peak powers, slow rise time; therefore, smaller bandwidths
than the pulse measurements are needed. The current measuring schemes are based on heterodyning of
optical and transformed signals.*’

The development of the theory underlying this method resulted in the discovery of a new type of
wave: photon-density waves or progressively decaying waves of intensity.'”4-42 Microscopically, individ-
ual photons make random migrations in a scattering medium, but collectively they form a photon-density
wave at a modulation frequency ® that moves away from a radiation source (see Figure 3.5B). Photon-
density waves possess typical wave properties, e.g., they undergo refraction, diffraction, interference,
dispersion, and attenuation.

In strongly scattering media with weak absorption far from the walls and a source or a receiver of
radiation, the light distribution may be regarded as a decaying diffusion process described by the time-
dependent diffusion equation for photon density. For a point light source with harmonic intensity
modulation at frequency ® = 27tv placed at the point 7 = 0, an alternating component (AC) of intensity
is a going-away spherical wave with its center at the point r = 0, which oscillates at a modulation
frequency with modulation depth

m,(r,®)=m, exp(f\j“D I, Jexp(=rvw/2D), (3.18)

and undergoes a phase shift relative to the phase value at point 7 = 0 equal to

AD(r,m)=7(®/2D)*, (3.19)

where m; is the intensity modulation depth of the incident light, D = ¢/3(W,” + W,).
The length of a photon-density wave, Ay, and its phase velocity, V,, are defined by

Ay?=8n?D/® and V42 =2Do. (3.20)

Measuring m(7,m), AD(7,m) allows one to determine the transport scattering coefficient p.” and the
absorption coefficient |1, separately and to evaluate the spatial distribution of these parameters.

Keeping medical applications in mind, we can easily estimate that, for ®/2w = 500 MHz, i/ = 15 cm™,
W, = 0.035 cm™, and ¢ = (3 x 10'%/1.33) cm/s, the wavelength is A, = 5.0 cm and the phase velocity is
Ve = 1.77 X 10° cm/s.

3.3 Optothermal Interactions

3.3.1 Temperature Rise and Tissue Damage

When photons traveling in tissue are absorbed, heat is generated. The generated heat, described by the
heat source term S at a point r, is proportional to the fluence rate of light ¢(r) (mW/cm?) and absorption
coefficient [ (r) in this point>21-2343
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S(r) =, (r)o(r). (3.21)

The traditional bioheat equation originated from the energy balance describes the change in tissue
temperature over time at point r in the tissue:

of dT(r,t)

T V[k, VT(r,t)|+S()+pew(T, - T,), (3.22)

where p is the tissue density (g/cm?), ¢ is the tissue specific heat (m]/g-°C), T(x,t) is the tissue temperature
(°C) at time t, k,, is the thermal conductivity (mW/cm-°C), S(r) is the heat source term (mW/cm?), w
is the tissue perfusion rate (g/cm?s), T, is the inlet arterial temperature (°C), and T, is the outlet venous
temperature (°C) — all at point S(r) in the tissue. In this equation convection, radiation, vaporization,
and metabolic heat effects are not accounted for because of their negligible effect in many practical cases.
The source term is assumed to be stationary over the time interval of heating. The first term to the right
of the equation describes any heat conduction (typically away from point r), and the source term accounts
for heat generation due to photon absorption. In most cases of light (laser)—tissue interaction, the heat
transfer caused by perfusion (last term) is negligible.

Initial and boundary conditions must be accounted for in order to solve this equation. The initial
condition is the tissue temperature at ¢ = 0 and the boundary conditions depend on tissue structure and
geometry of light heating. Methods of solving the bioheat equation can be found in References 3 and 21
through 24.

Damage to a tissue results when it is exposed to a high temperature for a long time period.>?-2**3 The
damage function is expressed in terms of an Arrhenius integral:

E

Q1) = ln[gg) = A.[:e_ﬁdt , (3.23)

where 7T is the total heating time (s); C(0) is the original concentration of undamaged tissue; C(7) is the
remaining concentration of undamaged tissue after time T; A is an empirically determined constant (s™!);
E, is an empirically determined activation energy barrier (J/mol); R is the universal gas constant (8.32
J/mol - K); and T is the absolute temperature (K).

In noninvasive optical diagnostic and some photochemical applications of light one must keep the
tissue below the damaging temperature, so-called the critical temperature T, This temperature is defined
as the temperature where the damage accumulation rate, dQ/dt, is equal to 1.0:%

E

T. =—"2—. 3.24
crit R ln(A) ( )

The constants A and E, can be calculated on the basis of experimental data when tissue is exposed
to a constant temperature.?? For example, for pig skin, A = 3.1 X 10% and E, = 6.28 X 10°, which gives
T.. = 59.7°C.

With CW light sources, due to the increase in temperature difference between the irradiation and the
surrounding tissue, conduction of heat away from the light absorption point and into surrounding tissue
increases. Depending on the light energy, large tissue volumes may be damaged or loss of heat at the
target tissue component may be expected. For pulsed light, little heat is usually lost during the pulse
duration because light absorption is a fast process while heat conduction is relatively slow; therefore,
more precise tissue damage is possible.

The following forms of irreversible tissue damage are expected as tissue temperature rises past T.;:
coagulation (denaturization of cellular and tissue proteins) is the basis for tissue welding; vaporization
(tissue dehydration and vapor bubble formation [vacuolization], T > 100°C) is the basis for tissue
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mechanical destruction; pyrolysis (T = 350 to 450°C). Vaporization, vacuolization, and pyrolysis combine
to produce thermal ablation — the basis of laser surgical tissue removal.

The disadvantage of thermal ablation with CW light sources is undesirable damage to surrounding
tissue via its coagulation. Pulsed light can deliver sufficient energy in each pulse to ablate tissue, but in
a short enough time that the tissue is removed before any heat is transferred to the surrounding tissue.
To achieve precise tissue cutting, lasers with a very short penetration depth, like excimer ArF laser, are
used (see Figure 3.1).

As condensed matter, tissue can show any of noncoherent or coherent effects at laser irradiation.**
Linear noncoherent effects exist within a wide area of pulse duration and intensities; for long pulses of
1 s the intensity should not exceed 10 W/cm?; for shorter pulses of 10 s the intensity can be up to 10°
W/cm? Multiphoton processes may exist at relatively low pulse duration (10~ to 107!2s) at intensities of
10° to 102 W/cm? and rather low light energies, not higher than 0.1 J/cm?2 The linear and nonlinear
coherent effects may be induced only by a very short pulse with time duration comparable with relaxation
time of biological molecules, T < 10713

3.3.2 Optothermal and Optoacoustic Effects

The time-dependent heat generated in a tissue via interaction with pulsed or intensity-modulated optical
radiation is known as optothermal (OT) effect.>2**> Such interaction also induces a number of thermo-
elastic effects; in a tissue in particular, it causes generation of acoustic waves. Detection of acoustic waves
is the basis for optoacoustic (or photoacoustic) methods. The informative features of this method allow
one to estimate tissue thermal, optical, and acoustical properties that depend on tissue structure pecu-
liarities. Two main modes can be used for excitation of tissue thermal response: (1) a pulse of light excites
the sample and the signal is detected in the time domain with a fast detector attached to a wide-band
amplifier (signal averaging and gating techniques are used to increase the signal-to-noise ratio) or (2) an
intensity-modulated light source, a low-frequency transducer, and phase-sensitive detection for noise
suppression are provided.

In every case the thermal waves generated by the heat release result in several effects that have given
rise to various techniques: optoacoustics (OA) or photoacoustics (PA), optothermal radiometry (OTR)
or photothermal radiometry (PTR), photorefractive techniques, etc.>24* (see Figure 3.6).

Excitation laser beam

Probe laser beam

(AT(}’dS}

IR radiation

(AT o

Deflection

Probe laser beam PX o1 (ATy)

OA detector

FIGURE 3.6 Schematic representation of some optothermal techniques in application to tissue study. AT, = tem-
perature change of a sample; dS = thermoelastic deformation; @, = deflection angle of a probe laser beam; 1 = OA
technique; 2 = OTR technique; 3 = thermal lens technique; 4 = deflection technique. (From Tuchin, V.V., Laser and
Fiber Optics in Biomedical Science, Saratov University Press, Saratov, Russian Federation, 1998. With permission.)
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The term optoacoustics (OA) refers primarily to the time-resolved technique utilizing pulsed lasers
and measuring profiles of pressure in tissue; photoacoustics (PA) describes primarily spectroscopic
experiments with CW modulated light and a PA cell.

When a laser beam falls down to the sample surface and the wavelength is tuned to an absorption
line of the tissue component of interest, the optical energy is absorbed by the target component and
most of the energy transforms to heat. The time-dependent heating leads to all of the earlier mentioned
thermal and thermoelastic effects. In OA or PA techniques, a microphone or piezoelectric transducer in
acoustic contact with the sample is used as a detector to measure the amplitude or phase of the resultant
acoustic wave. In OTR technique, distant IR detectors and array cameras are employed for the sample
surface temperature estimation and its imaging. The intensity of the signals obtained with any of the
OT or OA techniques depends on the amount of energy absorbed and transformed into heat and on
thermoelastic properties of the sample and its surrounding. When nonradiative relaxation is the main
process in a light beam decay, and extinction is not very high, u,d << 1 (d is the length of a cylinder
within the sample occupied by a pulse laser beam), the absorbed pulse energy induces the local tem-
perature rise defined by

AT=Epd/C Vp, (3.25)

where C, is the specific heat capacity for a constant pressure; V = nw?d is the illuminated volume; w is
the laser beam radius; p is the medium density. Assuming an adiabatic expanding of illuminated volume
on heat with a constant pressure, one can calculate the change of the volume AV. This expansion induces
a wave propagating in the radial direction with the sound speed, v,. The corresponding change of pressure
Ap is proportional to the amplitude of mechanical oscillations:

Ap ~ (f/w)(Bv,/C,)EW,, (3.26)

where B is the coefficient of volumetric expansion and f, is the frequency of the acoustic wave.

Equations 3.25 and 3.26 provide the basis for various OT and OA techniques. The information about
the absorption coefficient U, at the definite wavelength can be received from direct measurements of the
temperature change AT (optical calorimetry), volume change AV (optogeometric technique), or pressure
change Ap (OA and PA techniques). For a highly scattering tissue, measurements of the stress-wave profile
and amplitude should be combined with measurements of the total diffuse reflectance in order to extract
absorption and scattering coefficients of the sample separately. The absorption coefficient in a turbid
medium can be estimated from the acoustic transient profile only if the subsurface irradiance is known.

For turbid media irradiated with a wide laser beam (>0.1 mm), the effect of backscattering causes a
higher subsurface fluence rate compared with the incident laser fluence.> Therefore, the z-axial light
distribution in tissue and the corresponding stress distribution have a complex profile with a maximum
at a subsurface layer. However, when the heating process is much faster than the medium expansion, the
stress amplitude adjacent to the irradiated surface, 8p(0), and the stress exponential tail into the depth
of tissue sample, dp(z), can be determined.* The stress is confined temporarily during laser heat depo-
sition when the laser pulse duration is much shorter than the time of stress propagation across the light
penetration depth in the tissue sample. Such conditions of temporal pressure confinement in the volume
of irradiated tissue allow for the most efficient pressure generation.

The pulse laser heating of a tissue causes its temperature perturbations and corresponding modulation
of its own thermal (infrared) radiation. This is the basis for pulse optothermal radiometry (OTR).>204647
The maximum of intensity of thermal radiation of living objects falls at the wavelength range close to
10 um. A detailed analysis of OTR signal formation requires knowledge on the internal temperature
distribution within the tissue sample, tissue thermal diffusivity, and its absorption coefficients at the
excitation [, and emission [,” (10 um) wavelengths. Conversely, knowledge of some of the mentioned
parameters allows one signal to reconstruct, for example, the depth distribution of u, on the basis of
measured OTR.#
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The surface radiometric signal S,(¢) at any time ¢ is the sum of the contributions from all depths in
the tissue at time . The radiation from deeper depths is attenuated by the infrared absorption of the
sample before reaching the detector. Because the initial surface temperature is known, the temperature
distribution into the sample depth can be extracted from S,() measurement.

OTR, OA, and PA transient techniques provide a convenient means for in vitro or even in vivo and
in situ monitoring of human skin properties (optical absorption, thermal properties, water content) and
surface concentrations of topically applied substances (drugs and sunscreen diffusion). The main diffi-
culty of the PA method in the case of in vivo measurements is the requirement for a closed sample cell
that can guide the acoustic signal efficiently from sample to microphone. The use of pulsed OA and OTR
techniques is more appropriate for in vivo and in situ measurements.

3.4 Refractive Index and Controlling of Light Interactions
with Tissues

Refractive index in tissues is of great importance for light—tissue interaction. Most tissues have refractive
indices for visible light in the 1.335 to 1.62 range (e.g., 1.55 in the stratum corneum, 1.62 in the enamel,
and 1.386 at the lens surface).>*® It is worthwhile to note that in vitro and in vivo measured values of
refractive indices may differ significantly. For example, the refractive index in rat mesenteric tissue in vitro
was found to be 1.52 compared to only 1.38 in vivo. This difference can be accounted for by the decreased
refractivity of ground matter n, due to impaired hydration.

The mean refractive index 7 of a tissue is defined by the refractive indices of its scattering centers
material n, and ground matter n,:°

n=cn+ (1-c)n,, (3.27)

where c, is the volume fraction of the scatterers.
The n/n, = m ratio determines the scattering coefficient. For example, in a simple monodisperse model
of scattering dielectric spheres:*

W =3.28ma’p,(2ma/A)"” (m—1)", (3.28)

where a is the sphere radius and p, is the volume density of the spheres. Equation 3.28 is valid for
noninteracting Mie scatterers, g > 0.9; 5 < 2ma/A < 50; 1 < m < 1.1.

It follows from Equation 3.28 that even a 5% change in the refractive index of the ground matter
(n,=1.35 — 1.42), when that of the scattering centers is n, = 1.47, will cause a sevenfold decrease of L.
Therefore, matching the refractive index of the scatterers and ground material allows one to reduce tissue
scattering considerably. This phenomenon is very useful for improving measurement conditions for
optical tomograpy and for obtaining more precise spectroscopic information from the depth of a tissue.

Optical parameters of a tissue, in particular refractive index, are known to depend on water content.
The refractive index of water over a broad wavelength range of 0.2 to 200 um has been reported.*® The
following relation was shown to be valid for the visible and NIR wavelength range (A in nm):*

My o =1.3199 + 6878/2\ —1.132 x 10° /A" + 1.11 x 10"/2°. (3.29)

For different parts of a biological cell, values of refractive index in the NIR can be estimated as follows:
extracellular fluid, n = 1.35 to 1.36; cytoplasm, 1.360 to 1.375; cell membrane, 1.46; nucleus, 1.38 to
1.41; mitochondria and organelles, 1.38 to 1.41; melanin, 1.6 to 1.7.>%! Scattering arises from a mismatch
in refractive index of the components that make up the cell. When cells are surrounded by other cells or
tissue structures of similar index, certain organelles become the important scatterers for tissues. For
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instance, the nucleus is a significant scatterer because it is often the largest organelle in the cell and its
size increases relative to the rest of the cell throughout neoplastic progression.

Mitochondria (500 to 1500 nm in diameter), lysosomes (500 nm), and peroxisomes (500 nm) are very
important scatterers whose size relative to the wavelength of light suggests that they must provide a
significant contribution to the backscattering. Melanin granular, traditionally thought of as an absorber,
must be considered an important scatterer because of its size and high refractive index.>! Structures
consisting of membrane layers such as the endoplasmic reticulum or Golgi apparatus may prove significant
because they contain index fluctuations of high spatial frequency and amplitude. Besides cell components,
tissue fibrous structures such as collagen and elastin must be considered important scatterers.

Refractivity measurements in a number of strongly scattering tissues at 633 nm performed with a
fiber-optic refractometer have shown that fatty tissue has the largest refractive index (1.455) followed by
kidney (1.418), muscular tissue (1.410), and then blood and spleen (1.400).52 The lowest refractive indices
were found in lungs and liver (1.380 and 1.368, respectively). There is a tendency to decreasing refractive
indices with increasing light wavelength from 390 to 700 nm (for example, for bovine muscle in the
limits of 1.42 to 1.39).

It is possible to achieve a marked impairment of scattering by matching the refractive indices of
scattering centers and ground matter by means of intratissue administration of the appropriate chemical
agents. Experimental optical clearing in human sclera in the visible wavelength range induced by admin-
istration of verografin, trazograph, glucose, propylene glycol, polyethylene glycol, and other solutions
has been described.>”**-57 Osmotic phenomena appear to be involved when optical properties of tissues
are modulated by sugar, alcohol, glycerol, and electrolyte solutions.

Experimental studies on optical clearing of normal and pathological skin and its components (epi-
dermis and dermis) and the management of reflectance and transmittance spectra using glycerol, glyc-
erol-water solutions, glucose, sunscreen creams, cosmetic lotions, gels, and pharmaceutical products have
been carried out.>”

A marked clearing effect through rat>> and human®® skin and the rabbit sclera’ occurred for an in vivo
tissue within a few minutes of topical application or intratissue injection of glycerol, glucose, verografin,
or trazograph. In vivo reflectance spectra of the human skin at inter-skin injection of 40% glucose are
shown in Figure 3.7. Skin is well protected for penetration of any agent by the stratum corneum, and
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FIGURE 3.7 Reflectance spectra measured before (1) and at 23 min (2) and 60 min (3) after interskin injection of
0.1 ml of 40% glucose into internal side of the forearm of the male volunteer. (From Tuchin, V.V. et al,, J. Tech. Phys.
Lett., 27(6), 489, 2001. With permission.)
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reflectance of the skin is defined mostly by dermis; therefore, the intradermis injection was applied. The
fiber-optic photodiode array spectrometer providing about 0.9-mm-deep measurements was used.

The concept that index matching could improve the optical penetration depth of whole blood is
proved experimentally in in vitro studies using optical coherence tomography.*®* For example, for whole
blood twice diluted by saline, adding 6.5% of glycerol increases the optical penetration up to 117%;
optical clearing up to 150% was achieved mostly due to refractive index matching for the high-molecular-
weight dextran.*

3.5 Fluorescence

3.5.1 Fundamentals and Methods

Fluorescence arises upon light absorption and is related to an electronic transition from the excited state
to the ground state of a molecule. In the case of thin samples, e.g., cell monolayers or biopsies with a
few micrometers in diameter, fluorescence intensity I is proportional to the concentration ¢ and the
fluorescence quantum yield 1 of the absorbing molecules.'®% In scattering media, the path lengths of
scattered and unscattered photons within the sample are different, and should be accounted for.!s
However, in rather homogeneous thin samples, the linearity between I, ¢, and 1 is still fulfilled.

At excitation biological objects by ultraviolet light (A <300 nm), fluorescence of proteins as well as
of nucleic acids can be observed. Fluorescence quantum vyields of all nucleic acid constituents, however,
are around 10~ to 107%, corresponding to lifetimes of the excited states in the picosecond time range.
Autofluorescence (AF) of proteins is associated with amino acids such as tryptophan, tyrosin, and
phenylalanine with absorption maxima at 280, 275, and 257 nm, respectively, and emission maxima
between 280 nm (phenylalanine) and 350 nm (tryptophan). Usually the protein spectrum is dominated
by tryptophan. Fluorescence from collagen or elastin using excitation between 300 and 400 nm shows
broad emission bands between 400 and 600 nm with maxima around 400, 430, and 460 nm. In particular,
fluorescence of collagen and elastin can be used to distinguish various types of tissues, e.g., epithelial
and connective tissue.!718.60-63

The reduced form of coenzyme nicotinamide adenine dinucleotide (NADH) is excited selectively in
a wavelength range between 330 and 370 nm. NADH is most concentrated within mitochondria where
it is oxidized within the respiratory chain located within the inner mitochondrial membrane and its
fluorescence is an appropriate parameter for detection of ischemic or neoplastic tissues.®® Fluorescence
of free and protein-bound NADH has been shown to be sensitive on oxygen concentration. Flavin
mononucleotide (FMN) and dinucleotide (FAD) with excitation maxima around 380 and 450 nm have
also been reported to contribute to intrinsic cellular fluorescence.®

Porphyrin molecules, e.g., protoporphyrin, coproporphyrin, uroporphyrin, or hematoporphyrin,
occur within the pathway of biosynthesis of hemoglobin, myoglobin, and cytochromes.®® Abnormalities
in heme synthesis, occurring in the cases of porphyrias and some hemolytic diseases, may enhance the
porphyrin level within tissues considerably. Several bacteria, e.g., Propionibacterium acnes or bacteria
within dental caries lesions, accumulate considerable amounts of protoporphyrin.®® Therefore, acne or
caries detection based on measurements of intrinsic fluorescence appears to be a promising method.

At present, various exogenous fluorescing dyes can be applied for probing cell anatomy and cell
physiology.®® In humans, such dyes as fluorescein and indocyanine green are in use for fluorescence
angiography or blood volume determination. Fluorescence spectra often give detailed information on
fluorescent molecules, their conformation, binding sites, and interaction within cells and tissues. Fluo-
rescence intensity can be measured as a function of the emission wavelength or of the excitation wave-
length. The fluorescence emission spectrum I(A) is specific for any fluorophore and is commonly used
in fluorescence diagnostics.

For many biomedical applications, an optical multichannel analyzer (OMA; a diode array or a CCD
camera) as a detector of emission radiation is preferable because spectra can be recorded very rapidly
and repeatedly with sequences in the millisecond range. Fluorescence spectrometers for in vivo diagnostics
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are commonly based on fiber optic systems.” The excitation light of a lamp or a laser is guided to the
tissue (e.g., some specific organ) via fiber using appropriate optical filters. Fluorescence spectra are usually
measured via the same fiber or via a second fiber or fiber bundle in close proximity to the excitation fiber.

Now available are various comprehensive and powerful fluorescence spectroscopies, such as microspec-
trofluorimetry, polarization anisotropy, time-resolved with pulse excitation and frequency domain, time-
gated, total internal reflection fluorescence spectroscopy and microscopy, fluorescence resonant energy
transfer method, confocal laser scanning microscopy, and their combinations.!®*° These methods allow
one to provide:*

+ Three-dimensional topography of specimens measured in the reflection mode for morphological
studies of biological samples

* High-resolution microscopy measured in the transmission mode

+ Three-dimensional fluorescence detection of cellular structures and fluorescence bleaching kinetics
+ Time-resolved fluorescence kinetics

+ Studies of motions of cellular structures

+ Time-gated imaging in order to select specific fluorescent molecules or molecular interactions

+ Fluorescence lifetime imaging

+ Spectrally resolved imaging

Principles of optical clinical chemistry based on measuring of changes of fluorescence intensity,
wavelength, polarization anisotropy, and lifetime are described in Lakowicz.'® Various fluorescence tech-
niques of selective oxygen sensing and blood glucose and blood gases detection are available.!®

3.5.2 Multiphoton Fluorescence

A new direction in laser spectroscopy of biological objects involves multiphoton (two- or three-photon)
fluorescence scanning microscopy, which makes it possible to image functional states of an object or, in
combination with autocorrelation analysis of the fluorescence signal, determine the intercellular motility
in small volumes.'® The two-photon technique employs ballistic and scattered photons at the wavelength
of the second harmonic of the incident radiation coming to a wide-aperture photodetector exactly from
the focal area of the excitation beam. A unique advantage of two-photon microscopy is the possibility
of investigating three-dimensional distributions of chromophores excited with ultraviolet radiation in
thick samples.

Such an investigation becomes possible because chromophores can be excited (e.g., at the wavelength
of 350 nm) with laser radiation whose wavelength falls within the range (700 nm) where a tissue has a
high transparency. This radiation can reach deeply lying layers and produces less damage in tissues.
Fluorescence emission in this case occurs in the visible range (>400 nm) and emerges from a tissue
comparatively easily and reaches a photodetector, which registers only the legitimate signal from the focal
volume without any extraneous background. Investigations of tissues and cells by means of two-photon
microscopy are characterized by the following typical parameters of laser systems: the wavelength ranges
from 700 to 960 nm, the pulse duration is on the order of 150 fs, the pulse repetition rate is 76 to 80
MHz, and the mean power is less than 10 mW. Such parameters can be achieved with mode-locked dye
lasers pumped by an Nd:YAG laser or with titanium sapphire lasers pumped by an argon laser. Diode-
pumped solid-state lasers also hold much promise for the purposes of two-photon microscopy.

3.6 Vibrational Energy States Excitation

Mid-infrared (MIR) and Raman spectroscopies use light-excited vibrational energy states in molecules
to obtain information about the molecular composition, molecular structures, and molecular interactions
in a sample.’*166* ITn MIR spectroscopy infrared light from a broad band source (usually 2.5 to 25 um
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or 4000 to 400 cm™) is directly absorbed to excite the molecules to higher vibrational states. In a Raman
scattering event, light is inelastically scattered by a molecule when a small amount of energy is transferred
from the photon to the molecule (or vice versa). This leads to excitation of the molecule, usually from
its lowest vibrational energy level in the electronic ground state to a higher vibrational state. The energy
difference between the incident and scattered photon is expressed in a wavenumber shift (cm™). Some
vibrations can be excited by Raman and MIR processes; others can only be excited by a Raman scattering
or by MIR absorption. Both techniques enable recording of high-quality spectra in relatively short
acquisition times (30 to 60 s).

The MIR and Raman spectroscopy techniques are successfully applied in various areas of clinical
studies, such as cancerous tissue examination, the mineralization process of bone and teeth tissue
monitoring, glucose sensing in blood, noninvasive diagnosis of skin lesions on benign or malignant cells,
and monitoring of treatments and topically applied substances (e.g., drugs, cosmetics, moisturizers, etc.)
in skin.!3-16.64

Raman spectroscopy is widely used in biological studies, ranging from studies of purified biological
compounds to investigations at the level of single cells. At present, combinations of spectroscopic tech-
niques such as MIR and Raman with microscopic imaging techniques are explored to map molecular
distributions at specific vibrational frequencies on samples to locally characterize tissues or cells.**
Chemical imaging will become more and more important in clinical diagnosis.

3.7 Light Interaction with Eye Tissues

Healthy tissues of the anterior of the human eye chamber, e.g., the cornea and lens, are highly transparent
for visible light due to their ordered structure and the absence of strongly absorbing chromophors.>’
Scattering is an important feature of light propagation in eye tissues. The size of the scatterers and the
distance between them are smaller than or comparable with the wavelength of visible light; the relative
refractive index of the scattering matter is equally small (soft particles). Typical eye tissue models are
long, round dielectric cylinders (corneal and scleral collagen fibers) or spherical particles (lens protein
structures) having refractive index n, and orderly (transparent cornea and lens) or quasi-orderly (sclera,
opaque lens) distributed in the isotropic base matter with refractive index n, < n,. Light scattering analysis
in eye tissues often is possible using a single-scattering model owing to the small scattering cross section
(soft particles).

In case of disordered (randomly distributed) scatterers, the resultant field intensity is the total intensity
of fields scattered by individual scatterers (fibril or particles). For ordered scatterers, fields, rather than
intensities, should be summed to take into account effects of interference arising in the presence of the
near order of scatterers. In the integral form, the scattering indicatrix for symmetric scattering of particles
with pair correlation is described by the expression:

10)=1,(6) 1+p5'|.[g(r)—1]exp[i(§'—§)f]d3r ~I(6)F, ., (3.30)

0

where [,(0) is the scattering indicatrix of an isolated scatterer; 0 is the scattering angle; p, is the mean
density of scatterers; g(r) is the radial distribution function of scattering centers (local to average density
ratio for scattering centers, for noninteracting centers g(r) — 1); s and s’ are unit vectors for incident
and scattered waves, respectively; 7 is the radius-vector and d°r is the volume of a scatterer; and F,,, takes
into account the effects of interference.

Equation 3.30 is valid for a monodisperse system of scatterers and can be used provided a scattering
indicatrix for a single particle I,(0) is available from computations based on the Mie theory and corre-

sponding approximate relations.
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FIGURE 3.8 Formation and propagation of speckles (A), observation of speckles (B), and intensity modulation (C).

3.8 Formation of Speckles

Speckle structures are produced as a result of interference of a large number of elementary waves with
random phases that arise when coherent light is reflected from a rough surface or when coherent light
passes through a scattering medium.>”%>-%7 Generally, there are two types of speckles: subjective speckles
that are produced in the image space of an optical system (including an eye) and objective speckles,
formed in a free space and usually observed on a screen placed at a certain distance from an object.
Because the majority of tissues are optically nonuniform, irradiation of such objects with coherent light
always gives rise to the appearance of speckle structures, which distort the results of measurements and,
consequently, should be eliminated in some way, or provide new information concerning the structure
and the motion of a tissue and its components.

Figure 3.8 schematically illustrates the principles of the formation and propagation of speckles. The
average size of a speckle in the far-field zone is estimated as

d, ~ Mo, (3.31)

where A is the wavelength and @ is the angle of observation.

Displacement of the observation point over a screen (x) or the scanning of a laser beam over an object
with a certain velocity v (or an equivalent motion of the object itself with respect to the laser beam)
under conditions when the observation point remains stationary gives rise to spatial or temporal fluc-
tuations of the intensity of the scattered field. These fluctuations are characterized by the mean value of
the intensity (I) and the standard deviation o, (see Figure 3.8B). The object itself is characterized by
the standard deviation G, of the altitudes (depths) of inhomogeneities and the correlation length L of
these inhomogeneities (random relief).

Because many tissues and cells are phase objects, the propagation of coherent beams in tissues can be
described within the framework of the model of a random phase screen. Ideal conditions for formation
of speckles, when completely developed speckles arise, can be formulated as: coherent light irradiates a
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diffusive surface (or a transparency) characterized by Gaussian variations of optical length AL = A(nh)
and standard deviation of relief variations, 6; >> A; the coherence length of light and the sizes of the
scattering area considerably exceed the differences in optical paths due to the surface relief, and many
scattering centers contribute to the resulting speckle pattern.

Statistical properties of speckles can be divided into statistics of the first and second orders. Statistics
of the first order describes the properties of speckle fields at each point. Such a description usually employs
the intensity probability density distribution function p(I) and the contrast

vi=o,/(1, oi=(r)-(1), (3.32)

where (I) and 6} are the mean intensity and the variance of the intensity fluctuations, respectively. In
certain cases, statistical moments of higher orders are employed.

For ideal conditions, when the complex amplitude of scattered light has Gaussian statistics, the contrast
is V; = 1 (developed speckles), and the intensity probability distribution is represented by a negative
exponential function:

p0={1)" exp{-1/(1)}. (3.33)

Thus, the most probable intensity value in the corresponding speckle pattern is equal to zero, i.e.,
destructive interference occurs with the highest probability.

Partially developed speckle fields are characterized by a contrast V; < 1. The contrast may be lower
due to a uniform coherent or incoherent background added to the speckle field. For phase objects with
05 >> 1 and a small number of scatterers N = w/L,, contributing to the field at a certain point in the
observation plane, the contrast of the speckle pattern is greater than unity. The statistics of the speckle
field in this case is non-Gaussian and nonuniform (i.e., the statistic parameters depend on the observation
angle).

The specific features of the diffraction of focused laser beams from moving phase screens underlie
speckle methods of structure diagnostics and monitoring of motion parameters of tissue, blood, and
lymph.

Statistics of the second order shows how fast the intensity changes from point to point in the speckle
pattern, i.e., characterizes the size and the distribution of speckle sizes in the pattern. Statistics of the
second order is usually described in terms of the autocorrelation function of intensity fluctuations:

8,(AE)=(1(g+AE)I(E)), (3.34)

and its Fourier transform, representing the power spectrum of a random process; & = x or ¢ is the spatial
or temporal variable; and A is the change in variable. Angular brackets < > in Equation 3.34 stand for
the averaging over an ensemble or over time.

In the elementary case, when reflected light in developed speckle structures retains linear polarization,
intensity distribution at the output of a dual-beam interferometer can be written as®

10,6)= 1)+ 1)+ 21Oy, (A cos[AD (1) + A, (1) + AD, (1)), (3.35)

where I(r) and I(r) are intensity distributions of the reference and signal fields, respectively; r is the
transverse spatial coordinate; ,,(Atf) is the degree of temporal coherence of light; AW ,(r) is the deter-
ministic phase difference of the interfering waves; AW, (r) = ¥,,(r) — ®@(r) is the random phase difference;
and A®,(¢) is the time-dependent phase difference related to the motion of an object.

In the absence of speckle modulation, the deterministic phase difference A¥(r) governs the formation
of regular interference fringes. On the average, the output signal of a speckle interferometer reaches its
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maximum when the interfering fields are phase-matched (AW(r) = const within the aperture of the
detector), focused laser beams are used (speckles with maximum sizes are produced), and a detector with
a maximum area is employed.

3.9 Dynamic Light Scattering

3.9.1 Quasi-Elastic Light Scattering

Quasi-elastic light scattering (QELS) spectroscopy, photon-correlation spectroscopy, spectroscopy of
intensity fluctuations, and Doppler spectroscopy are synonymous terms associated with the dynamic
scattering of light, which underlies a noninvasive method for studying the dynamics of particles on a
comparatively large timescale.” The implementation of the single-scattering mode and the use of coherent
light sources are of fundamental importance in this case. The spatial scale of testing a colloid structure
(an ensemble of biological particles) is determined by the inverse of the wave vector | s |

s|=(4mn/A,)sin(0/2), (3.36)
£ )

where # is the refractive index and 6 is the angle of scattering. With allowance for self-beating due to
the photomixing of the electric components of the scattered field, the intensity autocorrelation function
(AF) can be measured g,(T)= <I ) I(t +7 )>. For Gaussian statistics, this AF is related to the first-order
AF by the Siegert formula:

g2(1)=A[1+Bsh gl(r)z}, (3.37)

where 7 is the delay time; A= (i)’ is the square of the mean value of the photocurrent, or the base line
of the AF; B, is the parameter of self-beating efficiency, B, = 1;and g,(t)=exp(-I"; T) is the normalized
AF of the optical field for a monodisperse system of Brownian particles, I' = | s [2Dy is the relaxation
parameter and Dy = k;T/6mnr, is the coefficient of translation diffusion, kj is the Boltzmann constant,
T is the absolute temperature, 1 is the absolute viscosity of the medium, and r, is the hydrodynamic
radius of a particle. Many biological systems are characterized by a bimodal distribution of diffusion
coefficients, when fast diffusion (D) can be separated from slow diffusion (D) related to the aggregation
of particles. The goal of QELS spectroscopy is to reconstruct the distribution of scattering particles in
sizes, which is necessary for the diagnosis or monitoring of a disease.

Description of the principles and characteristics of the homodyne and heterodyne photon-correlation
spectrometers, the so-called laser Doppler anemometers (LDAs), differential LDA schemes, and laser
Doppler microscopes (LDMs) and review of medical applications, mainly the investigation of eye tissues
(cataract diagnosis), investigation of hemodynamics in isolated vessels (vessels of eye fundus or any other
vessels) with the use of fiber-optic catheters, and blood microcirculation in tissues can be found in
References 5, 7, and 10.

3.9.2 Diffusion Wave Spectroscopy

Diffusion wave spectroscopy (DWS) is a new class of technique in the field of dynamic light scattering
related to the investigation of the dynamics of particles within very short time intervals.>-8416869 A
fundamental difference of this method from QELS is that it is applicable to the case of dense media with
multiple scattering, which is critical for tissues. In contrast to the case of single scattering, the AF of the
field g,(7) is sensitive to the motion of a particle on the length scale on the order of [L/],]-'%, which is
generally much less than A, because L >> I, (L is the total mean photon path length and J,is the transport
length of a photon, I, = 1/u}). Thus, DWS AFs decay much faster than AFs employed in QELS.
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Experimental implementation of DWS is very simple. A measuring system should provide irradiation
of an object under study by a CW laser beam and measurement of intensity fluctuations of the scattered
radiation within a single speckle with the use of a single-mode receiving fiber, photomultiplier, photon-
counting system, and a fast digital correlator working in a nanosecond range. The possibilities of the
DWS technique for medical applications have been demonstrated for blood flow monitoring in the human
forearm. The AF slope is the indicative parameter for determination of blood flow velocity. The normal-
ized AF of field fluctuations can be represented in terms of two components related to the Brownian and
directed motion of scatterers (erythrocytes):

gl(T):eXp{—Z[T/TB+(’C/’Es)z]L/lt}, (3.38)

s

where T ;l = I, is defined in Equation 3.31, T ;l =0.18G,, |5/, characterizes the directed flow, and Gy, is
the gradient of the flow rate. It allows one to express the slope of the AF in terms of the diffusion
coefficient (characterizes blood microcirculation) and the gradient of the directed velocity of blood.
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4.1 Introduction

The potential of optical tomography as a new diagnostic tool has stimulated considerable interest in the
last 10 years.' Although limited to about the first 5cm of the body, the technique offers several
advantages often not available in established imaging modalities, such as ultrasound, x-ray computed
tomography, and magnetic resonance imaging.>® These benefits include nonionizing radiation, relatively
inexpensive instrumentation, and the potential for functional (i.e., spectroscopic) imaging of optical
tissue properties. In functional imaging, light at specific wavelengths can be used to excite specific
biological molecules of interest, such as NAD, NADH, tryptophan, and hemoglobin, in order to provide
real-time, in vivo information on the functional status of tissues and organs (e.g., pH, tissue oxygenation,
glucose, dysplasia, tumor, etc.). Luminescence techniques based on bioluminescence allow monitoring
gene expression in vivo in animals for drug discovery investigations.

The use of light for diagnostics of deep tissue still presents great challenges. Electromagnetic radiation
in the UV and visible wavelength range is strongly absorbed by biological species in tissue. Due to
absorption by tissue chromophores, the intensity of light decreases rapidly as it penetrates deep inside
tissue. At all wavelengths, scattering of light occurs strongly in tissue; however, in the near-infrared “optical
window,” where hemoglobin absorbs weakly (600 to 900 nm), multiple scattering in tissue dominates
absorption, and penetration can be substantial, sometimes reaching 5 cm or more.

As light propagates in an optically dense medium such as tissue, it rapidly loses its coherence and, as
a result, light intensity (or photon flux density or radiance) is usually the observable quantity. To a
reasonable approximation, the radiance can be shown to obey a diffusion equation, which, when the
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source is modulated, reduces to a Helmholtz equation with a complex wave number. With a harmonically
modulated source, the radiance oscillates in space and in time; this oscillation is termed a diffuse photon
density wave (DPDW). Such waves, although highly damped, are diffracted and scattered by optical
inhomogeneities within the tissue. A number of authors have reported theoretical and experimental
investigations of these waves.”2

This chapter describes several approaches to optical tomography based on theoretical models of light
propagation and scattering in tissue. We examine in some detail three optical tomography algorithms.
The first employs Fourier methods to reconstruct an image from time-harmonic DPDW data recorded
at one modulation frequency. This method can be regarded as a generalization of diffraction tomography
developed originally for acoustical imaging. The second and third algorithms are iterative and attempt
to minimize an error norm in the frequency and time domains, respectively. An overview is also given
of other algorithmic approaches that have appeared in the literature in the last decade. Experimental
techniques, instrumentation, and clinical applications of optical tomography are described in Chapters
9 (lifetime-based imaging), 21 (functional imaging with diffusing light), 22 (photon migration spectros-
copy frequency-domain techniques), and 33 (near-infrared fluorescence imaging and spectroscopy in
random media and tissues) of this handbook.

Here, we focus on imaging algorithms for reconstructing spatial maps of optical properties of tissue
by exploiting models of the interaction of light with tissue. Two basic measurement methodologies are
used for imaging: (1) frequency-domain methods that employ harmonically modulated photon density-
waves, and phase-resolved detection, which measures the phase shift of the photon density
waves,1718:20.21,23.29-45 and (2) “time-resolved” methods that use pulsed excitation and gated detection to
examine the response of tissue to a short pulse of incident light.*-¢° Figure 4.1 shows a schematic diagram
of the phase-resolved and time-resolved techniques. “Continuous-wave” imaging methods, which employ
steady-state illumination, may also be classified as frequency-domain, since these correspond to the zero
frequency limit.c1¢2

The simplest time-resolved imaging method exploits the fact that the first-arrival photons propagate
along paths that have not deviated significantly from the line joining the source and receiver. Such
photons are referred to as “ballistic photons.” Photons that are scattered, predominantly in the forward
direction, are sometimes referred to as “snake-like photons,” as illustrated in Figure 4.2. In the case of
ballistic photons, scattering is neglected, and conventional tomographic algorithms based on straight-
line propagation are, in principle, applicable. Because of the need for ultrafast laser pulses for excitation

Tissue/Organ Time-Resolved Data Treatment
. Detector Model
Intensity Intensity
Signal Signal
In Out |::>
Time
Phase-Resolved Data Treatment
Detector Model
Intensity
A Signal

FIGURE 4.1 Schematic diagram of the time-resolved (top) and phase-resolved (bottom) techniques.
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FIGURE 4.2 Schematic diagram of various photon trajectories through tissue medium.

(femtosecond and picosecond time frames®®), the very precise timing used to gate the first-arrival
photons is technically challenging. In this regard, harmonic modulation of an intensity source is less
demanding. Moreover, beyond a few centimeters, the relative number of ballistic photons becomes
exceedingly small, so that ballistic measurements rapidly become signal-to-noise limited.

Frequency domain methods offer better signal-to-noise performance because more photons are avail-
able for measurement, and synchronous detection using phase-resolved measurements can be employed
to enhance the signal. In time-resolved methods, the “boxcar” or a pulse-averaging scheme is often used
to improve the signal-to-noise ratio. Modern time-resolved methods typically examine the entire transient
response (rather than merely the ballistic photons) and attempt to fit this response to a model based, for
example, on the time-dependent diffusion equation. In this manner, scattered photons are also accounted
for, and time-domain methods that employ rapid averaging of the transient signals can achieve signal-
to-noise ratios competitive with frequency-domain methods. In this chapter, we describe in detail two
frequency-domain imaging algorithms, followed by a time-domain imaging algorithm applicable to time-
resolved measurements.

We focus on two particular formulations of the inverse problem: analytical and iterative. Here, the
term “inverse problem” refers to the task of deriving the spatial distribution of optical tissue properties
from the detected scattered photons. The analytical approaches are noniterative, although we distinguish
them from linear inversion schemes that are purely numerical, i.e., methods that solve a linear system
of equations directly. These analytical approaches have largely been inspired by diffraction tomography
(DT), which, in its conventional formulation, is a wave-equation-based inversion scheme.®*" In partic-
ular, DT provides an explicit solution to a linearized integral equation using Fourier inversion methods.

Traditional DT begins with the Helmholtz equation with a real wave number, but our starting point
is the diffusion equation; the latter reduces to a Helmholtz equation with a complex wave number when
the source is harmonically modulated. In this case, the required generalization of diffraction tomography
resembles a Fourier-Laplace inversion. Markel and Schotland* have formulated the problem in this way,
which requires an analytic continuation of the data in the Fourier domain. We describe a related approach
that provides an explicit inversion formula,* as does Markel and Schotland’s method, but does not invoke
an inverse Laplace transform and more explicitly defines the process of analytic continuation.

Another category of algorithms attempts to minimize iteratively a global error norm that quantifies
the difference between measured and predicted data. Typically, the error norm is the mean-square error,
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although other norms are possible. The predicted observations are computed using a forward solution
to the transport problem, but the choice of forward algorithm (e.g., finite element, finite difference, or
an integral equation solution) is not relevant for our purposes, although speed and accuracy are obviously
desirable traits.

Iterative approaches are computationally expensive but have some advantages over analytical solutions.
For example, analytical solutions, or Fourier methods, are necessarily based on a linearization procedure,
which requires a weak-scattering assumption. Nonlinear iterative algorithms need make no such assump-
tion because these methods iterate a forward algorithm, which, in principle, need not be subject to
approximations. The forward algorithm can be designed to deal with voids and complicated boundaries,
as well as arbitrary source and detector-array geometries. The forward algorithm may, for example, solve
the full integro-differential transport equation, rather than the diffusion equation, which is generally the
starting point for DT-based methods.

In investigating iterative algorithms, we emphasize the importance of the adjoint method in computing
the functional gradient (or Fréchet derivative) of the error norm. The numerical evaluation of this
gradient is generally the most demanding part of the computation, but the adjoint method renders this
computation vastly more efficient than a “brute force” gradient evaluation based, for example, on finite
differences. In the second algorithm described, we show how the adjoint method can be applied directly
to the integro-differential transport equation, rather than to the diffusion equation, which is the more
common approach.

4.2 Photon Transport in Tissue

In this section, we review some of the basic equations obeyed by photon density waves and describe some
of their properties. Most imaging algorithms begin with an equation derived from the Boltzmann
transport equation, whose time-dependent form is given by

1 aw(r,t,s)

o +s~V\p(r,t,s)+(5,(r)w(r,t,s):Gs(r)J.lp(r,t,s’)f(s~s’)dzs’+q(r,t,s), (4.1)
c

where y(nts) is the time-dependent radiance (or photon flux density) in the direction s at the point
r; ¢ is the velocity of light in the medium and o,(r) = o,(r) + 6,(r), where 6,(r) and G,(r) are the
spatially dependent scattering and absorption cross sections; f(s - s’) is the phase function that
denotes the probability of an incident photon from direction s being scattered into the direction s’
and q(nt,s) is the source flux.

The diffusion approximation results on performing a spherical harmonic expansion of the radiance
in Equation 4.1 and retaining the lowest-order nontrivial terms in the expansion. Defining the photon
density as

y(r,t)= _[w(r,t,s)dzs, (4.2)

the diffusion approximation can be shown to give®

%% - V-[D(r)qu(r,t)]+c5a(r)l|f(r,t) = Q(r,t) , (4.3)
where D(r) = 1/3[c,(r) + 6/(r)] is the diffusion coefficient; 6(r) = (1 — g) ©, (r) is the reduced
scattering coefficient; g is the mean cosine of the scattering angle; and Q(rt) is the source density
function. If we now assume that the sources in Equations 4.1 and 4.3 are harmonically modulated
at frequency o so that g(rts) = q(ns) exp(—imt) and Q(nt) = Q(r) exp(—iwt), then, writing y (n1,s)
= Y(ns) exp(—imt), Equation 4.1 becomes
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s- V\V(r,s) + [Gr(") - i?}lu(r, s) = Gs(r)J. \u(r, s')f(s -s)d>s’ + q(r,s) , (4.4)

and, writing y(nt) = Y(r) exp(—iot), Equation 4.3 reduces to

v.[D(r)w(r)]{"f_ca(r)}w(r):_g(r). (4.5)

Note that the radiance y(r,s) in Equation 4.4 and the photon density y(r) in Equation 4.5 are now
complex quantities, since in-phase and quadrature components of the signals can be measured, corre-
sponding to the real and imaginary parts of y(rs) and y(r).

Now write D(r) = D, + D,(r) and 6,(r) = 6, + G,(r), where D,(r) and 6,(r) will denote perturbations
assumed to be small compared to the background values D, and G, if the equations are ultimately to be
linearized. Then, substituting into Equation 4.5 gives

Vol + k)=~ L7 b vle)]+ 27 s0), (46)

0

where S(r) = Q(r)/D, and the wave number is given by

o . 12
ky=| 0 (4.7)
cD, D,

By definition, the wavelength and the phase velocity of the photon density wave y(r) are given,
respectively, by!! A = 21t/k, and v, = w/k,, where k, is the real part of Equation 4.7. The “skin depth,” or
depth to which the photon density falls to e! of its incident value, is given by & = 1/k; where k; is the
imaginary part of Equation 4.7. If, for example, we choose a modulation frequency such that ® >> o,¢,
then Equation 4.7 simplifies to k,= \fi(x)/cDO =(1+i)\§(1)/2cD0 , in which case A= Zn\EZCDO/(D,
v, = XEZCDO(;) ,and &= XEZCDO/w.

4.3 Optical Diffusion Tomography

4.3.1 Classes of Inversion Algorithms

The reconstruction of an image of optical properties requires the solution to an inverse problem. One
can classify inversion algorithms as one of three types:

1. Algorithms based on linear numerical inversion methods
2. Algorithms based on Fourier-based inversion methods
3. Algorithms based on nonlinear iterative methods

The starting point for the first two methods is typically the diffusion equation, which is then trans-
formed to an integral equation via Green’s theorem (known as the Lippmann-Schwinger equation),
linearized to first order in the inhomogeneity (the Born approximation), and then solved. In the first
class of algorithms, a process of discretization converts the integral equation into a system of linear
equations, which are then numerically solved using some type of regularized inversion scheme. Examples
of this approach are singular-value decomposition and various iterative procedures such as an algebraic
reconstruction technique or a conjugate gradient algorithm using, for example, a Tikhonov regulariza-
tion procedure.?334270

In the second class of algorithms, one solves the linearized integral equation using Fourier methods.
Diffraction tomography falls into this class; in this case, the integral equation is manipulated into a form

©2003 CRC Press LLC



from which the Fourier transform of the unknown optical inhomogeneity can be recovered. An inverse
Fourier transform then yields the image. An aesthetically pleasing feature of Fourier-based methods is
that they sometimes yield explicit inversion formulas, although the derivation of these formulas generally
requires that the source and detection surfaces have simple geometries, such as lines or circles for 2-D
problems and planes or spheres for 3-D problems.®7!

These inversion formulas are computationally efficient because the inversion has been performed
analytically, whereas a purely numerical solution requires the equivalent of the inversion of a large
matrix. Although numerical inversion algorithms allow greater freedom in formulating regularization
schemes, regularization is still possible in Fourier-based methods, usually in the form of a low-pass,
spatial-frequency filter. This filter attenuates the higher spatial-frequency components to reduce noise
sensitivity.

Imaging algorithms in the third category are based on nonlinear optimization techniques, in which a
global error norm, such as the mean-square error, is iteratively minimized. This method is the most
general because, in principle, no approximations need be made for the benefit of analytical tractability.
Here, the unknown inhomogeneity is sought that best predicts the data, subject perhaps to additional a
priori constraints. At each iteration, the forward solution is computed on the basis of the current estimate
of the unknown inhomogeneity and compared to the measurements. Normally, gradient descent methods
are employed to minimize the mean-square error, although other approaches, such as simulated annealing
or evolution algorithms,”? are possible.

Gaudette and coworkers*? recently conducted a comprehensive review of the first class of algorithms,
linear numerical schemes. In this chapter, we shall focus on the second and third classes of algorithms,
Fourier methods and nonlinear iterative methods. We will discuss examples of each of these approaches
from our research to illustrate both techniques.

4.3.2 Analytical and Quasi-Analytical Methods

In the category of Fourier-based methods we include diffraction-tomography methods, as well as back-
projection and angular spectrum techniques.

Inspired by x-ray tomography, several algorithms based on the concept of filtering and back-projection
have been proposed. Walker et al.”® proposed a particularly simple back-projection algorithm in which
the data, after filtering, are back-projected along the straight lines joining each source and detector. Colak
et al.3! conducted a comprehensive investigation of back-projection methods using different filtering
schemes. Such methods are rapid and robust but do not take into account the diffraction or scattering
of the photon density waves.

By use of an angular spectrum decomposition of the scattered waves, Li et al.2! and Durduran et al.”
examined other algorithms that rigorously take into account DPDW diffraction. This approach is well
suited for data acquisition over planar geometries because a spatial Fourier transform is performed over
a plane (or line in 2-D imaging). The angular spectrum analysis decomposes the DPDW field into spatial
frequency components, each of which propagates in different directions and attenuates at different rates.
This method is particularly convenient for examining how spatial resolution changes with depth. The
authors used the angular spectrum formulation to develop a quasi-analytical reconstruction algorithm
based on filtering and back-propagation of the DPDW field.

A closely related approach developed by a number of authors begins by linearizing the Green’s integral
and then employing a plane-wave expansion of the Green’s function.*”> This is a first step toward a
conventional diffraction tomography formulation, except that in this case, the problem is complicated
by the complex wave number. Along these lines, Matson®>*74> developed a projection slice theorem that
relates the Fourier transform of the data to that of the object. However, the theorem in the form presented
is not suitable for reconstructing the object directly via Fourier inversion because the complex wave
number gives rise to complex spatial-frequency variables.

Norton and Vo-Dinh* showed how an explicit solution can be derived by a process of analytical
continuation that makes the spatial-frequency variables real, after which a conventional inverse Fourier
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transform can be performed to reconstruct the object. This approach is described in more detail below.
A method somewhat related to that of Norton and Vo-Dinh was developed by Markel and Schotland,*
who obtained a solution to the Born integral equation based on a Fourier-Laplace inversion scheme.
Their solution also implies analytically continued data. Other authors have also developed formal solu-
tions for continuous-wave imaging (i.e., in the zero frequency limit) based on a Laplace-transform
inversion.®2 Finally, Chen et al.?® developed an approximate explicit solution by using a stationary-phase
approximation to the Green’s integral.

4.3.3 Nonlinear Iterative Methods

Nonlinear iterative approaches attempt to find the inhomogeneity that best predicts the data.*®577677 In
these algorithms, regularization schemes are relatively easy to implement — for example, by attaching a
penalty function to the error functional, which can be designed to emphasize objects that are smooth or
have minimum norm or maximum entropy. Also, a priori constraints can be enforced at each iteration.
Formulating the method in a maximum-likelihood or a Bayesian framework allows noise statistics to be
taken explicitly into account.”®” Typically, the image is decomposed into pixels, each of which is described
by one or more parameters, such as the diffusion or absorption coefficient at that point. A pixel basis is
not necessary, however; other parameterizations are possible, such as the shape of the anomaly.*>8

An essential ingredient in most of these schemes is the computation of the functional gradient (or
Fréchet derivative) of the mean-square error.8! A brute-force approach to evaluating the gradient could
be performed by computing finite differences. That is, if N unknowns were characterizing the inhomo-
geneity (e.g., N pixels in the image), then a minimum of N forward problems would be required to
compute the N derivatives using finite differences. With the adjoint method, only two forward problems
need to be solved: one forward problem and its adjoint.?’-%¢ In computing the functional gradient using
the adjoint method, most published algorithms have employed the adjoint of the diffusion equation.
However, Norton®? and Dorn®> employ the adjoint of the integro-differential transport equation, which
is generally a more accurate model of DPDW propagation and scattering. We examine this method below
in a simple example of a continuous-wave inverse problem for reconstructing the pixels of the scattering
coefficient in a 2-D object. We also show how this approach can be applied to transient data.

4.4 Algorithms for Imaging

4.4.1 An Explicit Solution Based on Diffraction Tomography

We present in this section an analytical solution to the inverse diffusion problem using the methods of
diffraction tomography.*® As noted, DT is a wave-equation-based inversion procedure whose starting
point is a Helmholtz equation with a real wave number. As we shall see, however, the complex wave
number in the Helmholtz equation (Equation 4.7) that arises from the diffusion equation can be dealt
with by analytical continuation of the data in the Fourier domain; then, the conventional DT methodology
can be applied.

For simplicity, we assume that the frequency  is large compared to L,¢; although this assumption is
not necessary, it simplifies the algebra. In this case, Equation 4.7 becomes simply k, = \fi(o/cDO. We also
assume that scattering dominates absorption, so that the parameter to be imaged is the diffusion coef-
ficient D(r) or, equivalently, the perturbation D,(r). Then Equation 4.6 reduces to

Vzw(r)+k§\u(r)=—DLV~[Dl(r)V\u(r)]—S(r). (4.8)

0

Equation 4.8 can be converted to an integral equation using standard techniques, giving
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wir)= wi(r)+DLO j V[ D, )WVl )g(r e, (4.9)

where g(r| ') is a Green’s function and

lpy.(r) = jS(r')g(r‘r')dsr (4.10)

is the incident field. The Green’s function is defined by

Vzg(r‘r’) + kgg(r‘r’) =-38(r—r).

If the source can be approximated as a point at r, then letting S(r) = 3(r — r,), Equation 4.10 reduces
to y;(r) = g(r|r5). In the Born approximation, the scattered field, represented by the integral on the
right-hand side of Equation 4.9, is assumed to be much smaller than the incident field, y;(r). Then, to
the first-order approximation in the inhomogeneity D, (r), we replace y(r) by y,(r) in the integrand of
Equation 4.9. Defining the scattered field by y, = ¥ — y, and setting r = r, in Equation 4.9, where r, is
the detection point, we obtain

‘I&('})rd) =DLO'|.V~[DI(r)Vg(rS‘r)]g(Q r)d3r ) (4.11)
Here, we have substituted y,(r) = g(r | r) = g(r. |#) in the integrand of Equation 4.9. Abbreviating g, =
g(ry | 7) and g =g(ry | 7), this integral can be rewritten using an integration by parts with the aid of the
identity V-[D,\Vg lg, =V [D,g,Vg.1-D,Vg,-Vg.. When this is substituted into Equation 4.11, the
volume integral of V - [D,g,Vg] can be converted to a surface integral over the domain of integration
with the aid of the divergence theorem. This integral will vanish, since we can define D,(r) = 0 on this
surface. Then Equation 4.11 becomes

r)-Vg(rd‘r)d3r . (4.12)

w(r)==- [ DVl

0

For simplicity, at this point we consider a 2-D problem, although the theory can be readily generalized
to 3-D. We then write r = (x,z), with all quantities assumed to be independent of the third dimension,
y. For brevity we will refer to the sources as “points” lying along a line array, but for a true 2-D problem
each “point” source is really a line source in the direction y. A similar statement can be made for the
“point” detectors.

Consider now the 2-D geometry shown in Figure 4.3, in which the source point is confined to a line
with coordinates r, = (x,0) and the detector point is confined to a line with coordinates r; = (x,L)
parallel to, and at a distance L from, the source line. We now employ the following plane-wave
expansions of the 2-D Green’s functions:

g(r "5) = ﬁ.[i%exp[ikx(x - xs)]exp(iyz) (4.13a)
g(r‘rd) - ﬁ.': dj;x exp[ikx(x - xd)] exp[iy(L - Z)] , (4.13Db)

where
Y= ki-k2. (4.13¢)
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FIGURE 4.3 Simplified 2-D geometry of source-detector system. The source point is confined to a line with
coordinates r, = (x,,0) and the detector point is confined to a line with coordinates r, = (x,,L). See text for discussion.

We now compute the 2-D Fourier transform of Equation 4.12 with respect to x, and x,, that is,

fps(ks,kd) = J-Jm ws(rs,rd)exp[i(kdxd +k5x5)]dx5dxd (4.14)

Equations 4.13a and 4.13b are substituted into Equation 4.12 and the result into Equation 4.14. After
interchanging the orders of integration and some manipulation, we obtain

LX LZ
. (k k) =C(k k) j dx j dz D,(x.2explifk, +k,)x+i(y, -7,)z]. (4.15)

where 7y E\kj —kZ andy, E«\glkj —k;

1 kk,— :
C(ks,kd)z—B%yyjydexp[z’ydL] (4.16)
0 st

Note that in Equation 4.15 we have limited the nonzero domain of D,(x,z) to the rectangular regions
0<x < L.and 0 < z < L,. Note also that Equation 4.15 is in the form of a 2-D Fourier transform of
the inhomogeneity D,(x,z), which can be written

L, I,
\Ils(ks,kd):C(kS,kd)J de‘ dle(x,z)exp[i(kxx+kzz)], (4.17)
0 0
with transform variables defined by
k. .=k +k, (4.18a)

k,=y,—v,=Jki -k -kl -k]. (4.18b)

For Equation 4.17 to assume the form of an ordinary 2-D Fourier transform, the transform variables
kand k, must be real; however, as written, k, in Equation 4.18b is complex, because k, = iow/cD,. To
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invert Equation 4.17, we perform an analytical continuation of k, and k, into their respective complex
planes in such a way as to make k, and k, real; then, an ordinary inverse Fourier transform of Equation
4.17 will yield the reconstruction of D,(x,z), denoted D, (x,z):

(x.2) = ” W exp[ (kx+k,z)]dk dk, . (4.19)
0.

The transform variables k, and k, in Equation 4.18 can be made real using the following change of
variables:

k =k, sin(p—q+iv), (4.20a)

k,=k, sin(p+q+iv), (4.20b)

where p, g, and v are new variables. Recalling that k, = \1(1) leD, = (1+i)\f ®/2cD,, substituting Equa-
tions 4.20a and 4.20b into Equation 4.18 and employing trigonometric identities, gives

k = \fZ(D/cDO (1+1i)sin(p+iv)cosq, (4.21a)

k, = \wa/cDO (1+i)sin(p+iv)sing . (4.21b)

We now choose the variables p and v such that the imaginary part of (1 + i) sin(p + iv) vanishes. This
gives the relation

tanp=—tanv. (4.22)

With this condition, Equations 4.21a and 4.21b become purely real. Employing Equation 4.22 to eliminate
v in Equations 4.21a and 4.21b, we obtain

k, = f(p)cosq, (4.23a)

k = f(p)sinq R (4.23b)
where f(p)= \f2m/cD0 sin2p/\fc052p.
Note that by forcing k, and k, to be real in Equation 4.19, we have made k, and k; complex. The

implications of this will be explained shortly. In evaluating Equation 4.19, it is convenient to change the
variables of integration from (k,,k,) to (p,q) since, in the integrand of Equation 4.19,

W, (kok,) =W [k (pahk, (pa)| = W.(pa)

and similarly,

Clk,k,)=Clk.(pa)k,(pa)|=C(pa)

where the relations k,(p,q) and k,(p,q) are defined through Equations 4.21 and 4.22. From Equation 4.23,
the entire Fourier plane —eo < k, < o0 and —oo < k, < oo maps into the domain 0 < p < /4 and 0 < g < 2m.
Then, on changing variables to (p,q), Equation 4.19 becomes

bl(x,z)=ﬁ'[) dp] -[ dq exp[ zf xcosq+sinq)], (4.24)
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where J(p) is the Jacobian of the transformation from (k,k,) to (p,q), which can be shown to be J(p) =
(20/cD,) (1 + cos?2p) sin 2p/cos?2p and A(p) has been inserted to serve as a spectral apodization function,
or lowpass filter, that forces the integrand to zero for large p. The simplest choice for A(p) is A(p) =1
for p < p,,.. and A(p) = 0 for p > p,... The function A(p) is necessary to compensate for any exponential
growth in the analytically continued data W (k,k;) caused by noise. The lowpass filter A(p) may be
regarded as a form of regularization.

We conclude by discussing how measurements can be analytically continued. This is, in principle,
performed by substituting the complex variables (k,k,), defined by Equations 4.20 and 4.22, into the
Fourier relation (Equation 4.14) and performing the integration. This will in general give rise to growing
exponentials in the factor exp[i(kx; + k;x, )], which, in the absence of noise, will be compensated for
by the dying exponentials in the data W (k,k,). If we limit the domain of integration in Equation 4.14
(which will always be the case for finite-length source and detector arrays), the integral (Equation 4.14)
will remain bounded. In this process, however, noise in the data will be amplified relative to the signal,
which is a reflection of the ill-conditioning of the inverse problem. As noted, the purpose of the function
A(p) in Equation 4.24 is to reduce this noise at the expense of some loss of resolution.

To summarize, given the measurements y(r,r,), the reconstruction procedure requires the following
steps. First, the modified Fourier transform of y(r,r,), defined by Equation 4.14, is evaluated using the
complex transform variables k, and k, as defined by Equations 4.20 and 4.22. This result is then substituted
into Equation 4.24 to obtain the image. Figure 4.4 shows a simulated reconstruction of two point
inhomogeneities with no noise, 2% noise, and 5% noise added to the simulated data. Further details on
the approach described in this section, with further discussion of the simulation, can be found in
Reference 36.

4.4.2 Nonlinear Iterative Algorithm: Frequency Domain Data

The nonlinear iterative approach involves attempting to find a set of parameters that best predicts the
data. For simplicity, we assume that scattering dominates absorption (i.e., 6, >> G,), so that the scattering
cross section G,(r) is the parameter of interest. Then the transport equation (Equation 4.4) becomes

s ~Vw(r,s)+|:05(r)—i(::|\|l(r,s) = Gs(r)J.\\U(r,s')f(s ~s')d25’+q(r,s) . (4.25)

The adjoint equation to Equation 4.25 is

—s- VW+(r,s)+|:Gs(r)— i(:):|\|}+(r,s) = Gs(r)J‘\jJ*(r,s')f(s -s')d%s" +q*(r,s), (4.26)

where the adjoint flux y*(r,s) is defined as the solution to Equation 4.26 given the adjoint source q*(r,s),
which will be defined. Equations 4.25 and 4.26 can be abbreviated as

and

H{yt}=¢", (4.28)

where L and L* are the linear forward and adjoint operators defined by Equations 4.25 and 4.26. One
can then show that®

”\,;U{w*}dﬁr ds = “\I;*L{w}d% d’s. (4.29)
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FIGURE 4.4 Simulated reconstruction of two-point inhomogeneities using theoretical algorithms with (A) no noise,
(B) 2% noise, and (C) 5% noise added to the simulated data. (From Norton, S.J. and Vo-Dinh, J., Opt. Soc. Am.,
Al5, 2670, 1998. With permission.)
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We define the error norm expressing the difference between the predicted flux, y(rs), and the observed
flux, Wye¥)(r,s), as

E =%”D(r,s)\\u(r,s)—\p(””f)(r,s)\zdzrdzs ) (4.30)

where D(r,s) is a function that restricts the domain (s) to “detector space”; we refer to D(r,s) as the
detector response function. For example, suppose we have N point detectors at r, j = 1, ..., N.
Further, suppose that each detector has an angular response R(s) at point r,. Then

D(r,s)=ZR.(s)8(3)(r—rj), (4.31)

j
j=l

where 8®(r)is the 3-D Dirac delta function. Substitution of Equation 4.31 into Equation 4.30 gives the

€rror norm

2

(4.32)

N
E =;;J.d2$ Rj(s)‘q;(rj,s)—W(ahs)(rj,s)

Our objective is to find the scattering cross section ¢,(r) that minimizes E.
Now a small variation 86,(r) in the cross section 6,(r) will give rise to a variation dy(r.s) in the flux
and a corresponding variation SE in the error E defined by Equation 4.30:

8E=ReJ.J.D(\p—W(Ob"))*&ydardzs, (4.33)

where Re means real part and * denotes the complex conjugate. The corresponding variation in the
transport equation (Equation 4.27) will be

SL{y}+L{dy}=3q, (4.34)

because L is a linear operator. Normally, the source q is fixed, so that 8q = 0 and Equation 4.34 gives

L{dy}=-8L{y}. (4.35)

We wish to eliminate the unknown flux variation, 8y, from Equation 4.33 with the aid of Equation 4.35
to express OF explicitly in terms of the operator variation 8L, which, in turn, can be related to the variation
in the scattering cross section, 86, through Equation 4.25, as we show next.

To accomplish this, define the adjoint source g* = D(y — y*»)" so that Equation 4.28 becomes

L {y*}=D(y—y)* . (4.36)

Substituting Equation 4.36 into Equation 4.33 and using Equation 4.29 gives

OE = ReJ.J.S\pLJr{W+}d3r d’s = ReJ.J.\quL{&u}d% d’s . (4.37)

Substituting Equation 4.35 into the second integral finally results in
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8E=—Rejjw+8L{w}d3rdzs. (4.38)

Now, variation of the linear transport operator L defined in Equation 4.25 gives

5L{W}=565W—6(55J.\|1fd25'. (4.39)

Substituting Equation 4.39 into Equation 4.38 and interchanging orders of integration gives

ot = [[V.E(r) oo (' (4.40)

where

VSE(r) = ReJ.J‘\jf*(r,s)[lp(r,s) - J.\p(r, s')f(s . s’)dzs'}dzs . (4.41)

Here, VE(r) is the functional gradient (or Fréchet derivative) of the mean-square error, E, computed
with respect to the scattering cross section 6,(r). Equation 4.40 may be regarded as the continuous-space
analogue of a directional derivative, where the integral is analogous to a dot product between the
functional gradient, V E(r), and the infinite-dimensional “vector” 8c(r). If o,(r) depends on a finite
number of discrete parameters, Equation 4.40 reduces to the usual finite-dimensional gradient, as shown
below. Equation 4.41 may also be interpreted as the mean-square error “sensitivity” in the sense that it
tells us how sensitive a change in the error functional, E, is to a change in 6,(r) at the point r.

Once the functional gradient has been computed, any convenient gradient descent algorithm may be
employed to drive the error norm (Equation 4.32) to a minimum. Examples of descent algorithms are
the method of steepest descent, the conjugate-gradient method, or various quasi-Newton methods.8%#
The point is that any of these descent algorithms requires the gradient, which traditionally has been the
most expensive part of the computation. For example, the conjugate-gradient algorithm updates the
previous estimate of G,(r), denoted 6,")(r), as follows:358

6" (r) =" (r)+a £ (r)

where

— _yl-)

fn(r) - _Vsn E(T) + ann—l(r)

In the latter equation, the gradientV "VE(r) is computed on the basis of the estimate ¢,"!(r), and o,
and [3, are step-size parameters updated at each iteration, with the initial condition B, = 0.

4.4.2.1 Finite Number of Parameters

The finite-dimensional case can also be treated using the preceding results. Suppose, for example, that
we represent the spatially varying cross section 6,(r) using a finite number of pixels at the points r,, p =
1, ..., P More generally, we can expand 6,(r) in a set of P basis functions, as follows:

P

Gs(r;a)=2aptpp(r), (4.42)

p=l

where a = {a,, ... , a,} is a set of coefficients to be determined. The variation 60,(r) can then be written
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Scs(r;a)ZZ(pp(r)Sap . (4.43)
p=1

Substituting Equation 4.43 into Equation 4.40 gives

SE = U-[VSE(r)](pp(r)fr}Sap (4.44)
p=1
However,
P
5= 9E 5, (4.45)
da_ 7
p=1 p

Comparing Equations 4.44 and 4.45, we obtain the components of the finite-dimensional gradient of
the norm E:

oF :J’[VSE(r)](pp(r)fr (4.46)

n,
where V E(r) is defined by Equation 4.41.

4.4.2.2 Adding a Regularization Term

In general, the inverse transport problem is ill posed, and consequently ill conditioned, because of the
diffuse nature of the photon migration in tissue; thus, a regularization scheme is needed to stabilize the
inversion in the presence of noisy data. One approach involves adding a penalty term to the error norm
(Equation 4.30) designed, for example, to penalize large variations in the unknown 6(r) or to emphasize
smoother solutions. Regularization of this kind not only helps mitigate ill-conditioning but also serves
to force uniqueness in an under-determined problem. Equation 4.30 is then modified to read

1 ovs
ST

where C(0,) is a penalty function and A is a parameter that controls the relative weighting of the two
terms in Equation 4.47. Possible choices of C(c,) are

2 1
d'ri’s +.[ Clo )ar, (4.47)

(o,)=0(r), (4.482)
C(s,)=Vo,(r)-Vo (r), (4.48b)
C(Gs)z—cs(r)lncs(r). (4.48¢)

Working through the same derivation as above and lettingV E(r) denote the Fréchet derivative defined
by Equation 4.41, the augmented norm (Equation 4.47) gives the following new Fréchet derivatives
corresponding, respectively, to the preceding three penalty functions:

Vgl)E(r) = VSE(r)+k05(r ], (4.49a)

V2E(r) =V E(r) V3o (r), (4.49b)
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V£3)E(r)=VSE(r)+k[1—lnGS(r)]. (4.49¢)

4.4.2.3 Example: Two-Dimensional Imaging of a Scattering Cross Section

To illustrate how the preceding theory can be implemented, consider a simple 2-D continuous wave
(steady-state) imaging problem. We divide a square imaging domain into N X N square pixels, each with
an unknown scattering cross section denoted by G,,,, with m,n = 1, ..., N. We wish to determine the N?
unknowns G,,, based on scattering observations on the boundary of the square domain. We consider a
very simple discrete transport model for purposes of illustration; in this model, a photon incident on a

mn>

mn

pixel can be scattered in just four directions — up, down, left, and right — where each direction is
described, respectively, by the unit vectors s, s,, s;, s,. Denote the photon flux moving in the direction
s; in pixel (m,n) by y,,,(s;). This flux then obeys the following discrete transport equation:

4
s -Vd\pmn(si) + Gmn\umn(si) = Gngf(si -sj)wmn(sj) + qm”(si) (4.50)
=

fori=1, ..., 4. This is the discretized version of Equation 4.25 in the zero-frequency limit (® = 0). Here
V, is a difference operator defined below, f(s; - s, is a known scattering law, and g,,(s)is a source
term, also assumed known. If we assume that the pixels are of unit dimensions (Ax = Ay = 1), then
we have for the four directions:

This is a reasonable approximation to the spatial derivatives, assuming that the flux is slowly varying
on the scale of a pixel. More realistic transport models obviously exist but can be treated similarly. The
forward problem can be defined as the task of computing the fluxes v,,,,(s;), given the set {G,,,}; a simple
forward algorithm can be devised by iterating Equation 4.50. Our objective is to minimize the following
mean-square error with respect to {G,,,}:

51330 (s funls) v s

m,n=1 i=1

in which the detector response function is defined by D,,(s;) = 1 for the observed flux on the
boundary of the domain, and D,,,(s;) = 0 otherwise.

We wish to show in this section how, using the adjoint method, we can compute the partial derivatives
of the mean-square error JE/dG,,, in terms of known quantities. Defining for brevity F; = f(s; - s;) —
8, where 0 is the Kronecker delta, we can write Equation 4.50 in the more compact form

4

Si .Vd\umn(si)_cmr/ Frj“ljmn(sj): qmn(si)‘ (452)

=l

The adjoint of Equation 4.52 is
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=, Vawn(s)=0,, ) Ewi(s;) = 4i(s.) (4.53)

=
where the adjoint source, g*,,.(s;), is to be defined, and

+

S Vermn(sl) = Wmn(sl) - W::H—l,?l(sl),
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If we abbreviate Equations 4.52 and 4.53 by

Lmn{wmn(si)} = qmn(sr')’
z fwt (s)h=az.(s.)

then the adjoint relation analogous to Equation 4.29 is

S ()il =3 Y vl fvnls)-

mn=1 i=1 mn  i=1

We now define the adjoint source as

q:m(si) = Dmﬂ(si)[\umﬂ(si) - WE::S)(SI)

If we follow the same procedure as described in the previous section, we obtain the following simple
result for the derivatives of the mean-square error:

:ZZEJW;q(Si)Wm(Sj)’ (4.54)

=l j=1

where y,.(s;) and y*,(s;) are the solutions to Equations 4.52 and 4.53 computed on the basis of the
current estimate of {G,,,}. A simulation was performed by Norton® using these formulas to reconstruct
a 64-pixel-square region with the scattering law f(s; - s;) = 0.1 for i # j and f(s; - 5;) = 0.7.

These formulas can be easily generalized to account for multiple sources and multiple modulation
frequencies. If the modulation frequencies can be made sufficiently high so that the DPDW “skin depth”
d is comparable to the size of the region of interest, then multifrequency data can be shown to improve
the conditioning of the inverse problem.”

4.4.3 Nonlinear Iterative Algorithm: Time-Resolved Data

As noted, when recording transient data, it is not advantageous to restrict ourselves to the relatively
small number of first-arrival photons. Arridge and coworkers,®**! for example, have advocated mea-
surement of the first few moments of the temporal response (e.g., the first moment being the mean
arrival time); these measurements can then be employed in an iterative descent algorithm to minimize
an appropriate error norm, similar to the scheme described earlier in this chapter. In this section, we

©2003 CRC Press LLC



describe a time-domain iterative algorithm designed to minimize an error norm that weights the entire
transient waveform. For simplicity, we assume that the diffusion approximation holds, in which case the
photon flux density, Wy(rt), obeys the time-dependent diffusion equation given by Equation 4.3:

L) g o)y )]+, (Dol t) =l ), (4.55)

subject to the initial condition y(r,0) = 0. Although we employ the diffusion model (Equation 4.55) to
illustrate our procedure, a similar time-domain treatment can be carried out with the time-dependent
transport equation as a starting point.*

Suppose the region of interest is illuminated by a light pulse, which diffuses through the tissue and is
detected at N point detectors at 1, j = 1, ..., N; the pulse is observed over the interval of time [0,7] and
the observations are denoted by y(®*)(r,f). The optical parameters, D(r) and ©,(r), that minimize the
time-integrated mean-square error are then sought:

E= ;i'[fwj(t)[\u(rj,t) —W(Obj)(rj,t)]zdt . (4.56)
j=1

Here, the integration is over the observation interval T, and w,(?) is an arbitrary temporal weighting
function. To compute the Fréchet derivative of Equation 4.56, we employ the adjoint diffusion equation,
given by

_5%@_v.[D<r)w(r,t)]+cu(r)\.ﬁ(r,t) Qi (r), (4.57)

where the adjoint source is defined by

Q' ()= 3 vl ) e (4.58)

We require that the adjoint field obey the terminal condition y*(r,T) = 0. The reason for this will
become apparent shortly. We now vary Equation 4.56, giving

OF = ir Wj(t)["’(rj’ t) - "’(Om(fy f)]&lf(fj,t)dt : (4.59)

In view of the definition (Equation 4.58) of the adjoint source, we can write Equation 4.59 as

8E = Jd3rJ.TdtQ+(r,t)5\u(r,t), (4.60)

where the volume integral includes the spatial domain of interest. Next, substituting the left-hand side
of Equation 4.57 into Equation 4.60 and integrating by parts, once with respect to time and twice with
respect to space,’! we obtain

ot = [ fdt{iaﬁ‘g(:’f)_v.[D<r)vaw(r,t)]ma(r)sw(r,t)}w(r,t) L e
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When integrating by parts with respect to time, we find that the integrated part vanishes on
account of the initial condition &y(r,0) = 0 and the terminal condition y*(r,T) = 0. Similarly, we
assume that appropriate homogeneous boundary conditions hold on the surface of the domain of
integration, which ensures that the boundary terms vanish when integrating by parts with respect
to space. Next, we vary Equation 4.55 to obtain

130V o), ]-¥-[0le V(e ]+ 50, e 1)+, (e)owir. ) =0
L90V)_ [fe)voulr, )]+, e)av(. ) =¥-30(e V(e )] -8, (Dol

Substituting this into Equation 4.61 gives

o= [ [ ae[v-[s0rvutr.o)]-0, (Dot ()

The first term can be integrated once more by parts with respect to r to yield

SF = J.d3'|.dtV1urt) vy (r,1)8D(r) jdsjdtwt) ()80, (r)
J.dSrVE sD(r J.d3rVE r)so (r),

where the Fréchet derivatives for D(r) and G,(r) are, respectively,
T
v, E(r) = —'[ AtVy(r,t)- Yy (rt), (4.62)
0

v,5(r)=- Ly (). (4.63)

When these functional derivatives are used to update the parameters D(r) and G,(r) in a descent
algorithm of one’s choice, the time-integrated error functional (Equation 4.56) can be driven to a
minimum. In a manner similar to that of the previous section, a penalty term can also be added to
Equation 4.56 to regularize the solution.

As noted, the time-dependent residual in Equation 4.56 can be appropriately weighted through
the selection of the weighting function w;(f) to control the signal-to-noise ratio. Arridge®® argues
that employing the logarithm of y©*(r,f) may be advantageous. The above approach can be carried
out in the latter case as well, after the field Equations 4.55 and 4.57 are modified by substituting
y(nt) = exp[y(nt)], which defines new field equations in Y(rt). After this logarithmic transformation,
the Fréchet derivatives of D(r) and o,(r) can be derived in the same way as above. The interesting
question of what constitutes sufficient data to reconstruct D(r) and o,(r) simultaneously is beyond
the scope of our discussion, but has been discussed by Arridge.*?

4.5 Conclusion

This chapter has examined in some detail three optical tomography algorithms. The first of these employs
Fourier methods to reconstruct an image from time-harmonic DPDW data recorded at one modulation
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frequency. This approach may be regarded as a modification of conventional diffraction tomography.
The other algorithms employ a gradient descent algorithm to minimize a global error norm measuring
the difference between recorded and predicted data. This approach is very general and can accommodate
either time- or frequency-domain measurements.

Whether the algorithm is iterative or Fourier-based, the inverse problem will inevitably be ill condi-
tioned because of the diffuse nature of the multiply scattered light or, equivalently, because of the
smoothing effect of the forward transport operator. This implies that any inversion procedure that
attempts to “undo” this smoothing will amplify noise in the data and will, as a result, require some form
of regularization to mitigate the noise amplification. A variety of such schemes exists, but the price paid
for regularization is some loss of spatial resolution. In this regard, it is important to note that resolution
is ultimately noise-limited, since the resolution typically achieved is well beyond the “diffraction limit”
— that is, less than the wavelength of a photon density wave. Moreover, the size of the region probed
may sometimes be less than a single DPDW wavelength, implying operation well within the near field.

In addition to reviewing two fundamental methods of image reconstruction (diffraction tomography
and the iterative minimization of an error norm), we have tried to provide a representative sampling of
the literature in this area. A more comprehensive review of time- and frequency-domain techniques was
given recently by Arridge.®® We have not referenced many papers that have addressed related but more
specialized topics, such as forward algorithms, more accurate photon transport models, fluorescence
imaging and spectroscopic methods, effects of boundaries and unusual measurement geometries, and
clinical studies. Also, in the interests of space, we have, with a few exceptions, emphasized references in
archival journals rather than conference proceedings, although a great deal of work has been published
in the latter (particularly the SPIE proceedings?). The number of research papers in optical tomography
has grown rapidly in the last 10 years, and one has every reason to expect that continued technical and
algorithmic progress will ultimately yield systems of significant clinical value.
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