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AbStrACt
It is well-known that speckle is a multiplicative noise that degrades image quality and the visual 
evaluation in ultrasound imaging. This necessitates the need for robust despeckling techniques 
for both routine clinical practice and teleconsultation. The goal for this book is to introduce 
the theoretical background (equations), the algorithmic steps, and the MATLAB™ code for 
the following group of despeckle filters: linear filtering, nonlinear filtering, anisotropic diffu-
sion filtering and wavelet filtering. The book proposes a comparative evaluation framework of 
these despeckle filters based on texture analysis, image quality evaluation metrics, and visual 
evaluation by medical experts, in the assessment of cardiovascular ultrasound images recorded 
from the carotid artery. The results of our work presented in this book, suggest that the linear 
local statistics filter dsflsmv, gave the best performance, followed by the nonlinear geometric 
filter dsfgf4d, and the linear homogeneous mask area filter dsflsminsc. These filters improved 
the class separation between the asymptomatic and the symptomatic classes (of ultrasound im-
ages recorded from the carotid artery for the assessment of stroke) based on the statistics of the 
extracted texture features, gave only a marginal improvement in the classification success rate, 
and improved the visual assessment carried out by two medical experts. A despeckle filtering 
analysis and evaluation framework is proposed for selecting the most appropriate filter or filters 
for the images under investigation. These filters can be further developed and evaluated at a 
larger scale and in clinical practice in the automated image and video segmentation, texture 
analysis, and classification not only for medical ultrasound but for other modalities as well, such 
as synthetic aperture radar (SAR) images.
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Speckle is a multiplicative noise that degrades image quality and the visual evaluation in ultra-
sound and SAR imaging. This necessitates the need for robust despeckling techniques in a wide 
spectrum of the aforementioned imaging applications. Despeckle filtering applications has been a 
rapidly emerging research area in recent years. The goal for this book is to introduce the theoretical 
background (equations), the algorithmic steps, and the MATLAB™ code for the following group 
of despeckle filters: linear filtering, nonlinear filtering, anisotropic diffusion filtering, and wavelet 
filtering. The filters covered represent only a snapshot of the vast number of despeckle filters pub-
lished in the literature. Moreover, selected representative applications of image despeckling covering 
a variety of ultrasound image processing tasks are presented. Most importantly, a despeckle filtering 
and evaluation protocol is proposed based on texture analysis, image quality evaluation metrics, 
and visual evaluation by experts. The source code of the algorithms presented in this book has 
been made available on the web, thus enabling researchers to more easily exploit the application of 
despeckle filtering in their problems under investigation.

The book is organized in six chapters. Chapter 1 presents a brief overview of ultrasound 
imaging, speckle noise, modeling, and filtering. In Chapter 2, the theoretical background (equa-
tions), the algorithmic steps, and the MATLAB™ code of selected despeckle filters are presented. 
Chapter 3 covers the material and recording of ultrasound images, and the evaluation methodology  
based on texture and statistical analysis, image quality evaluation metrics, and the experiments car-
ried out for visual evaluation. Chapter 4 presents the applications of despeckle filtering techniques 
in ultrasound images of the carotid and cardiac ultrasound images. Chapter 5 discusses, compares, 
and evaluates the proposed despeckle filtering techniques where strong and weak points for each 
filtering technique are presented. Chapter 6 presents the summary and future directions, where a 
despeckling filtering protocol is also proposed. Finally, at the end of this book, an appendix provides 
details about the despeckle filtering MATLAB™ toolbox which can also be downloaded at http://
www.medinfo.cs.ucy.ac.cy.

This book is intended for all those working in the field of image and video processing tech-
nologies, and more specifically in medical imaging and in ultrasound image and video preprocessing 
and analysis. It provides different levels of material to researchers, biomedical engineers, computing 
engineers, and medical imaging engineers interested in developing imaging systems with better 
quality images, limiting the corruption of speckle noise.
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1

According to an old Chinese proverb, “a picture is worth a thousand words.” In the modern age, this 
concept is still true for computer vision and image processing tasks, where we aim to derive better 
systems and tools that give us different perspectives on the same image, thus allowing us to under-
stand not only its content but also its meaning and significance. Image processing cannot compete 
with the human eye in terms of accuracy, but it can perform better on observational consistency 
and ability to carry out detailed mathematical operations. In the course of time, image-processing 
research has evolved from basic low-level pixel operations to high-level analysis that now includes 
sophisticated techniques for image interpretation and analysis. These new techniques are being 
developed to gain a better understanding of images based on the relationships between its compo-
nents, context, history, and knowledge gained from a range of sources.

The purpose of this chapter is to give a brief overview of ultrasound imaging and present its 
basic principles and limitations. Furthermore, speckle noise is introduced as a major noise factor, 
which limits image resolution and hinters further image processing analysis in ultrasound images. 
We then introduce different despeckle filtering techniques that may be applied as a preprocessing 
step for denoising of ultrasound images. A few examples of despeckle filtering for real ultrasound 
images are given, and some of its limitations are discussed. Finally, at the end of this chapter, we 
present the statistics of speckle noise and its mathematical model.

1.1 A brIeF reVIew oF ULtrASoUND IMAgINg
Medical imaging technology has experienced a dramatic change in the last 30 years. Previously, 
only X-ray radiographs were available, which showed the organs as shadows on a photographic film. 
With the advent of modern computers and digital imaging technology, new imaging modalities 
like computer tomography (CT or computer-assisted tomography), magnetic resonance imaging 
(MRI), positron emission tomography (PET), and ultrasound, which deliver cross-sectional im-
ages of a patient’s anatomy and physiology, have been developed. Among the imaging techniques 
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employed are X-ray angiography, X-ray, CT, ultrasound imaging, MRI, PET, and single photon 
emission computer tomography. MRI and CT have advantages over ultrasound imaging in the 
sense that higher resolution and clearer images are produced.

Imaging techniques have long been used for assessing and treating cardiac [67] and carotid 
disease [8, 24, 75]. Today’s available imaging modalities produce a wide range of image data types 
for disease assessment, which include two-dimensional (2D) projection images, reconstructed three- 
dimensional (3D) images, 2D slice images, true 3D images, time sequences of 2D and 3D images, 
and sequences of 2D interior view (endoluminal) images. The use of ultrasound in the diagnosis and 
the assessment of imaging organs and soft tissue structures, as well as human blood, is well estab-
lished [26] (see Figure 1.1, which illustrates two imaging scanners). Because of its noninvasive na-
ture and continuing improvements in imaging quality, ultrasound imaging is progressively achieving 
an important role in the assessment and the characterization of cardiac imaging (see Figure 1.2), 
and the assessment of carotid artery disease [40, 53, 59, 60, 71, 75] (see Figure 1.3). The main dis-
advantage of ultrasound is that it does not work well in the presence of bone or gas, and the opera-
tor needs a high level of skill in both image acquisition and interpretation to carry out the clinical 
evaluation. On the other hand, standard angiography cannot give reliable information on the cross-
sectional structure of the arteries [53]. This makes it difficult to accurately assess the build-up of 
plaque along the artery walls. B-mode ultrasound imaging or intravascular ultrasound (IVUS) has 
emerged, and it is widely used for visualizing carotid plaques and assessing plaque characteristics 
that are related to the onset of neurological symptoms. IVUS needs the insertion of a catheter into 
a vessel of interest that is equipped with an ultrasonic transducer enabling the reproduction of real-
time cross-sectional images. However, reproducible measurements of the severity of the plaque in 

FIgUre 1.1: Ultrasound imaging scanners: (a) ATL™ HDI-5000 and (b) ATL™ Somnosite 180 plus 
portable ultrasound system [84].
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2D and 3D ultrasound are made difficult because of the complex shapes, the asymmetry of carotid 
plaques, and the speckle noise that is present in ultrasound images [26]. Furthermore, IVUS is an 
invasive method, as a catheter is inserted in the artery under investigation and possesses, therefore, 
a certain risk for the patient.

The use of ultrasound in medicine began during the Second World War in various centers 
around the world. The work of Dr. Karl Theodore Dussik in Austria in 1942 [85] on ultrasound 
transmission investigating the brain provides the first published work on medical ultrasonics. Fur-
thermore, although other researchers in the United States, Japan, and Europe have also been cited 
as pioneers, the work of Prof. Ian Donald and his colleagues [86] in Glasgow, in the mid-1950s, did 
much to facilitate the development of practical ultrasound technology and applications. This led to 
the wider use of ultrasound in medical practice in subsequent decades.

From the mid-1960s onward, the advent of commercially available systems allowed the wider 
dissemination of the use of ultrasound. Rapid technological advances in electronics and piezoelectric 
materials provided further improvements from bistable to grayscale images and from still images to 
real-time moving images. The technical advances at this time (mid-1960s) led to the rapid growth 
in the applications of ultrasound. The development of Doppler ultrasound [87] has been progress-
ing alongside the imaging technology, but the fusing of the two technologies in duplex scanning and 
the subsequent development of color Doppler imaging provided even more scope for investigating 

FIgUre 1.2: Ultrasound B-mode cardiac image, where the left ventricle (LV), the right ventricle 
(RV), the left atrium (LA), and the right atrium (RA) are indicated.
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circulation and blood supply to organs, tumors, etc. The advent of the microchip in the 1970s and 
the subsequent exponential increase in processing power facilitated the development of faster and 
more powerful systems incorporating digital beam forming, signal enhancement, and new ways of 
interpreting and displaying data, such as power Doppler [87] and 3D imaging [46]. Ultrasound has 
long been recognized as a powerful tool for use in the diagnosis and the evaluation of many clinical 
entities. Over the past decade, as higher quality and less expensive scanners are widely available, 
ultrasound has proliferated throughout various specialties.

1.1.1 basic Principles of Ultrasound Imaging
Ultrasound is a sound wave with a frequency that exceeds 20 kHz. It transports energy and propa-
gates through several means as a pulsating pressure wave. It is described by a number of wave 
parameters such as pressure density, propagation direction, and particle displacement. If the par-
ticle displacement is parallel to the propagation direction, then the wave is called a longitudinal or 
compression wave. If the particle displacement is perpendicular to the propagation direction, it is 
a shear or transverse wave. The interaction of ultrasound waves with tissue is subject to the laws of 
geometrical optics. It includes reflection, refraction, scattering, diffraction, interference, and absorp-
tion. Except from interference, all other interactions reduce the intensity of the ultrasound beam.

The main characteristic of an ultrasound wave is its wavelength l, which is a measure of the 
distance between two adjacent maximum or minimum values of a sine curve and its frequency f, 
which is the number of waves per unit of time. The product of these two measures gives the veloc-
ity of ultrasound wave propagation n described by the equation n = f l. Ultrasound techniques are 
mainly based on measuring the echoes transmitted back from a medium when sending an ultra-
sound wave to it. In the echo impulse ultrasound technique, the ultrasound wave interacts with 
tissue and blood, and some of the transmitted energy returns to the transducer to be detected by 

FIgUre 1.3: (a) The carotid system illustrating the common carotid artery, its bifurcation, and the in-
ternal and external carotid arteries [110]. (b) Longitudinal color flow duplex image of the carotid artery 
combined with the Doppler ultrasound image. The highlighted image with white contour on top shows 
the carotid bifurcation. The 2D signal shows the velocity variation that is related to the cardiac cycle. A 
blood flow velocity spectrum is displayed with markings 1 and 2, where marking 1 represents the peak 
systolic velocity, and marking 2 represents the end diastolic velocity. This is the duration of one cardiac 
cycle. Different colors (shades) represent blood flow direction. For the current picture, red represents the 
blood moving to the brain through the carotid artery, whereas blue represents the blood returning back 
from the brain. (c) Ultrasound B-mode longitudinal image of the carotid bifurcation with a manually 
outlined plaque, which is usually confirmed with the blood flow image. (For interpretation of the refer-
ence to color in this figure legend, the reader is referred to the Web version of this book.)
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the instrument. If we know the velocity of propagation in the tissue under investigation, we can 
determine the distance from the transducer at which the interaction occurs [88]. The characteristics 
of the return signal (amplitudes, phases, etc.) provide information on the nature of the interaction, 
and, hence, they give some indication of the type of the medium in which they occurred. Mainly 
two principles are used in medical ultrasound diagnostics—the echo impulse technique and the 
Doppler technique [88].

The second principle used in ultrasound diagnostics is the Doppler principle, named after the 
physicist Christian Doppler (1803–1853) [89]. This technique is based on the principle that the re-
ceived frequency of sound echoes reflected by a moving target is related to the velocity of the target. 
The frequency shift (the Doppler frequency shift) D  f of the echo signal is proportional to the flow 
velocity n (in centimeters per second) and the ultrasound transmission frequency f (in megahertz). 
The Doppler shift is described by the formula D  f = 2 f0(n cos q)/usp, where f0 is the transmitted fre-
quency of the signal, q is the angle between the direction of movement of the moving object and the 
ultrasound beam, and usp is the speed of sound through tissue that is approximately 1540 m/s.

In Doppler ultrasound, waves are produced by a vibrating crystal using the piezoelectric 
effect, whereas the returned echoes are displayed as a 2D signal, as shown in Figure 1.3b. When 
blood flow in a vessel is examined, sound reflections caused by the blood’s corpuscular elements 
play a major role. Based on the fact that blood flow velocity varies in different areas of a vessel, the 
Doppler signal contains a broad frequency spectrum. In a normal internal carotid artery (ICA), 
the spectrum varies from 0.5 to 3.5 kHz, and n is less than 120 cm/s when an ultrasound beam of 
4 MHz is used.

1.1.2 Ultrasound Modes
The two main scanning modes are A- and B-modes. Other modes used are M-mode, duplex ul-
trasound, color-coded ultrasound, and power Doppler ultrasound, which will be briefly introduced 
below.

A-mode refers to amplitude mode scanning, which is mainly of historical interest. In this 
mode, the strength of the detected echo signal is measured and displayed as a continuous signal in 
one direction. A-mode is a line, with strong reflections being represented as an increase in the signal 
amplitude. This scanning technique has the limitation that the recorded signal is 1D with limited 
anatomical information. A-mode is no longer used, especially for the assessment of cardiovascular 
disease. Its use is restricted to very special uses such as in ophthalmology to perform very accurate 
measurements of distance.

B-mode refers to the brightness mode. In B-mode, echoes are displayed as a 2D grayscale 
image. The amplitude of the returning echoes is represented as dots (pixels) of an image with differ-
ent gray values, as illustrated in Figure 1.3b and 1.3c. The image is constructed by these pixels line 
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by line. Advances in B-mode ultrasound have resulted in improved anatomic definition, which has 
enabled plaque characterization [39, 88].

M-mode is used in cardiology, and it is actually an A-scan plotted against time. The result is 
the display of consecutive lines plotted against time. Using this mode, detailed information may be 
obtained about various cardiac dimensions and also the accurate timing of vascular motion.

Moving blood (see Figure 1.3b) generates a Doppler frequency shift in the reflected sound 
from insonated red blood cells, and this frequency shift can be used to calculate the velocity of the 
moving blood using the Doppler equation [89]. The invention of gated Doppler ultrasound in the 
late 1950s allowed velocity sampling at different depths and positions, and its subsequent combi-
nation with B-mode real-time ultrasonic imaging led to the development of duplex ultrasound. 
Stenosis in any vessel is characterized by an increase in systolic and diastolic velocities. Several types 
of Doppler systems are used in medical diagnosis: continuous wave (CW) Doppler, pulsed wave 
(PW) Doppler, duplex ultrasound, and color flow duplex (see also Figure 1.3b). In CW Doppler, 
the machine uses two piezoelectric elements serving as transmitters and receivers. They continu-
ously transmit ultrasound beams. Because of the continuous way that ultrasound is being transmit-
ted, no specific information about depth can be obtained. PW Doppler is used to detect blood flow 
at a specific depth. Sequences of pulses are transmitted to the human body, which are gated for a 
short period of time to receive the echoes. By selecting the time interval between the transmitted 
and received pulses, it is possible to examine vessels at a specific depth.

In color-coded ultrasound, every pixel is tested for Doppler shift. Using this technique, the 
movement of the red blood cells is finally depicted through color. The final image results by super-
imposing the color-coded image on the B-mode image.

Power Doppler is the depiction of flow based on the integrated power of the Doppler spec-
trum rather than on the mean Doppler frequency. This modality results in an angle, which is in-
dependent of the resulting enhanced sensitivity in flow detection as compared to the color-coded 
Doppler, and, therefore, the detection of low flow is better viewed.

1.1.3 Image Quality and resolution
The quality of the produced ultrasound image depends on image resolution, axial and lateral. Reso-
lution is defined as the smallest distance between two points at which they can be represented as 
distinct. Axial resolution refers to the ability of representing two points that lie along the direc-
tion of ultrasound propagation. It depends on the wavelength of the beam. In B-mode, ultrasound 
pulses consist of one to two sinusoidal wavelengths, and the axial resolution is dependent on the 
wavelength of the waveforms and lies in the range of the ultrasound wavelength l (l = 0.21 mm). 
Resolution depends on the frequency of the beam waveforms. Since this value is reciprocal to the 
ultrasound frequency (l = n / f ), the axial resolution improves with increasing frequency.
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Lateral resolution refers to the ability to represent two points that lie at a right angle to the 
direction of ultrasound propagation. This is dependent on the width of the ultrasound wave (beam). 
To be able to resolve points that lie close together, the width of the ultrasound beam has to be kept 
reasonably small, and the diameter of the transducer is kept as large as possible (i.e., small phase- 
array transducers have worse lateral resolution than large linear or curved-array transducers). 

To achieve the best results in vascular ultrasound imaging, the transmission frequencies are in 
the range of 1–10 MHz. The selected frequency depends on the application domain. For arteries that 
are located close to the human skin, frequencies greater than 7.5 MHz are used, whereas for arteries 
that are located deeper in the human body, frequencies from 3 to 5 MHz are used. For transcranial 
applications, frequencies less than 2 MHz are used. However, when selecting a frequency, the user has 
to keep in mind that the axial resolution is proportional to the ultrasound wavelength, whereas the 
intensity of the signal depends on the attenuation of the signal transmitted through the body, with 
the higher the frequency, the higher the attenuation. Therefore, there is a tradeoff between higher 
resolution ultrasound images at smaller depths and lower resolution images at higher depths.

1.1.4 Limitations of Ultrasound Imaging
Variability in B-mode images (even when using the same ultrasonic equipment with fixed settings) 
does exist [75]. Sources of variability are outlined below.

Geometrical and diffraction effects, where spatial compound imaging may be employed to 
correct the image [39, 89].
Interpatient variation due to depth dependence and inhomogeneous intervening tissue, 
where normalization techniques may be applied to standardize the image [54, 55, 59, 60].
Speckle noise affecting the quality of ultrasound B-mode imaging. It is described as an 
ultrasound textural pattern that varies depending on the type of the biological tissue. The 
presence of speckle, which is difficult to suppress [5–28], may obscure small structures, thus 
degrading the spatial resolution of an ultrasonic image [59]. Despeckle filtering may be ap-
plied to improve the quality of the image.
Low contrast of the intima media complex or plaque borders [24, 53] and a small thin size 
[54, 60], making the image interpretation a difficult task.
Falsely low echogenicity due to shadowing effects, hindering the observation in B-mode 
images, of plaques or the intima media complex or other structures [53].
Low signal-to-noise ratio (SNR) in anechoic components and difficulty in outlining the 
carotid plaque, or other tissue under investigation, where the difficulty may be overcome by 
employing the use of color-coded images [54, 55].
Intraobserver variability where the ultrasound images inspected by the same expert at dif-
ferent occasions might be differently evaluated [59, 60].

1.

2.

3.

4.

5.

6.

7.
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Interobserver variability where the ultrasound images inspected by two or more experts 
might be differently evaluated [59].

It is noted that entries 7 and 8 are applicable in any medical imaging modality. To overcome 
intraobserver and interobserver variability, it is generally recommended that multiple observers 
should perform the image evaluation.

1.2 SPeCKLe NoISe
In this section, we introduce speckle noise as a major factor limiting visual perception and processing 
of ultrasound [and synthetic aperture radar (SAR) images] [2–4, 9]. A mathematical speckle model 
for ultrasound images is introduced, where the statistics of speckle noise are presented, taking into 
consideration the log compression of the ultrasound image, which is performed to match the image 
into the display device (see Section 1.2.2). Based on this speckle model, a number of despeckling 
techniques are derived and explained in detail in Chapter 2. Specifically, the following categories of 
despeckle filtering techniques are presented: linear filtering (local statistics filtering, homogeneity 
filtering), nonlinear filtering (median filtering, linear scaling filtering, geometric filtering, logarith-
mic filtering, homomorphic filtering), anisotropic diffusion filtering (anisotropic diffusion, speckle-
reducing anisotropic diffusion, coherent nonlinear anisotropic diffusion), and wavelet filtering.

Noise and artifacts can cause signal and image degradation for many medical image modali-
ties. Different image modalities exhibit distinct types of degradation. Images formed with coherent 
energy, such as ultrasound, suffer from speckle noise. Image degradation can have a significant im-
pact on image quality and, thus, affect human interpretation and the accuracy of computer-assisted 
methods. Poor image quality often makes feature extraction, analysis, recognition, and quantitative 
measurements problematic and unreliable. Therefore, image despeckling is a very important task, 
which motivated a significant number of studies in medical imaging [14, 22–24, 26, 28, 31].

The use of ultrasound in the diagnosis and the assessment of arterial disease is well established 
because of its noninvasive nature, its low cost, and the continuing improvements in image quality 
[1]. Speckle is a form of locally correlated multiplicative noise that corrupts medical ultrasound 
imaging making visual observation difficult [2, 3]. The presence of speckle noise in ultrasound im-
ages has been documented since the early 1970s, where researchers such as Burckhardt [2], Wagner 
et al. [3], and Goodman [4] described the fundamentals and the statistical properties of the speckle 
noise. Speckle is not truly noise in the typical engineering sense since its texture often carries useful 
information about the image being viewed [2–4].

Speckle noise is the primary factor that limits the contrast resolution in diagnostic ultra-
sound imaging, thereby limiting the detectability of small low-contrast lesions and making the 
ultrasound images generally difficult for the nonspecialist to interpret [2, 3, 5, 6]. Because of the 

8.
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speckle presence, ultrasound experts with sufficient experience may not often draw useful conclu-
sions from the images [6]. Speckle also limits the effective application (e.g., edge detection) of auto-
mated computer-aided analysis (e.g., volume rendering, 3D display) algorithms. It is caused by the 
interference between ultrasound waves reflected from microscopic scattering through the tissue.

Therefore, speckle is most often considered a dominant source of noise in ultrasound imaging 
and should be filtered out [2, 5, 6] without affecting important features of the image. In this book, 
we carry out a comparative evaluation of despeckle filtering techniques based on texture analysis, 
image quality evaluation metrics, as well as visual assessment by experts on 440 ultrasound images 
of the carotid artery bifurcation. Results of this study were also published in Ref. [7]. Moreover, a 
comparative evaluation framework for the selection of the most appropriate despeckle filter for the 
problem under investigation is proposed.

1.2.1 Physical Properties and the Pattern of Speckle Noise
The speckle pattern, which is visible as the typical light and dark spots the image is composed of, 
results from destructive interference of ultrasound waves scattered from different sites. The nature 
of speckle has been a major subject of investigation [2–4, 12, 31]. When a fixed rigid object is 
scanned twice under exactly the same conditions, one obtains identical speckle patterns. Although 
of random appearance, speckle is not random in the same sense as electrical noise. However, if the 
same object is scanned under slightly different conditions, say, with a different transducer aperture, 
pulse length, or transducer angulation, the speckle patterns change.

The most popular model adopted in the literature to explain the effects that occur when a 
tissue is insonated is illustrated in Figure 1.4, where a tissue may be modeled as a sound absorbing 
medium containing scatterers, which scatter the sound waves [56, 83]. These scatterers arise from 
inhomogeneity and structures approximately equal to or smaller in size than the wavelength of the 
ultrasound, such as tissue parenchyma, where there are changes in acoustic impedance over a micro-
scopic level within the tissue. Tissue particles that are relatively small in relation to the wavelength 
(i.e., blood cells), and particles with differing impedance that lie very close to one another, cause 
scattering or speckling. Absorption of the ultrasound tissue is an additional factor to scattering and 
refraction, responsible for pulse energy loss. The process of energy loss involving absorption, reflec-
tion, and scattering is referred to as attenuation, which increases with depth and frequency. Because 
a higher frequency of ultrasound results in increased absorption, the consequence is a decrease in 
the depth of visualization.

Figure 1.5 illustrates the entire scattering procedure [56]. Consider a transducer insonating 
a homogeneous medium containing four point-like scatterers, as depicted in Figure 1.5a. These 
scatterers yield spherical waves that will arrive at the transducer at slightly different times after 
the transmission of the ultrasound pulse. Usually, the pulse envelope is approximately Gaussian, 
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as shown in Figure 1.5b. If the pulse has a Gaussian shape, then so is its spectrum. One chooses a 
Gaussian shape because for a medium with a linear attenuation coefficient, this Gaussian shape of 
the spectrum is maintained while the pulse travels through the medium (although a shift of this 
Gaussian spectrum to lower frequencies occurs while the pulse travels through the medium because 
the attenuation increases with the frequency).

Upon reception of the reflected signal, the transducer produces an electrical signal [radio 
frequency (RF)] that is the algebraic sum of the instantaneous sound pressures originating from the 
backscattered waves (four waves in Figure 1.5a). The depth differences of the scatterers are smaller 
than the axial size of the resolution volume of the transducer (i.e., the pulse length). This is, in fact, 

FIgUre 1.4: The usual tissue model in ultrasound imaging (modified from Ref. [56]).

FIgUre 1.5: (a) The scattering in the sound beam. (b) One pulse in the time and frequency domains 
(from Ref. [56]).
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the basic cause for the generation of tissue texture. The formed pattern is the so-called speckle 
pattern. Note, in particular, that the tissue texture resulting from this speckle pattern is, in general, 
not a true image of the histological structure of the tissue, but rather an interference pattern that 
is mainly determined by the beam characteristics. Speckle is described as one of the more complex 
image noise models [3, 4, 31, 56]; it is signal dependent, non-Gaussian, and spatially dependent.

In homogeneous tissue, the distribution of the scatterers throughout the 3D space is assumed 
to be isotropic. As displayed in Figure 1.4, one distinguishes random (or diffuse) scatterers and 
structural (or specular) scatterers. The diffuse scatterers are assumed to be uniformly distributed 
over space. Diffuse scattering arises when there are a number of scatterers with a random phase 
within the resolution cell of the ultrasound beam. This random nature of the location of the scatter-
ers causes the statistical nature of the echo signals and, hence, the resulting speckle pattern. Conse-
quently, a statistical approach to its analysis seems obvious.

Other properties of the tissue that affect the ultrasound as it propagates through it are the 
propagation speed, the attenuation, and the backscattering. The absorption of ultrasound is caused 
by relaxation phenomena of biological macromolecules [58] that transfer mechanical energy into 
heat. Another source of attenuation is the scattering, i.e., omnidirectional reflections by small inho-
mogeneity in the tissue. The overall attenuation is, therefore, the result of absorption and scattering 
(as illustrated in Figure 1.4), which are both frequency dependent in such a way that the attenuation 
increases with frequency.

In analyzing speckle, an important point to bear in mind is to make a clear distinction be-
tween the speckle as it appears in the image and the speckle in the received RF signal. The block 
diagram in Figure 1.6 explains the entire track of the RF signal from the transducer to the screen in-
side the ultrasound imaging system. As set forth, the signal is subject to several transformations that 
severely affect its statistics. The most important of these is the log compression of the signal, which 
is employed to reduce the dynamic range of the input signal to match the lower dynamic range of 
the display device. The input signal could have a dynamic range of the order of 50–70 dB, whereas 
a typical display could have a dynamic range of the order of 20–30 dB. Such a relation is normally 
affected through an amplifier, which has a reducing amplification for a larger input signal.

In addition, the expert has the possibility to manually adjust several machine settings. In Fig-
ure 1.6, these are indicated as the slide contact overall gain and the time gain compensation (TGC). 
These machine settings control the amplification of the signal—the overall gain controls the overall 
amplification, and the TGC is a time-dependent amplification—and serve as tools for the expert 
to adjust the image for an optimal visual diagnosis. The TGC is adjusted by several (usually seven) 
slide contacts, each of which controls the gain in part of the image. For instance, if the slide contacts 
are placed in a vertical row, the top slide contact controls the gain in the top of the image, the bot-
tom slide contact controls the gain in the bottom of the image, etc. This position-specific gain in 
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the image is realized by making the amplification of the signal dependent on the exact time that the 
sound reflection is received. Since the position where a pixel is displayed on the screen is dependent 
on this time instant, the time-dependent amplification of the received signal converts to a position-
dependent change in the gray value of the pixels on the screen.

1.2.2 Speckle Noise Modeling
To be able to derive an efficient despeckle filter, a speckle noise model is needed. The speckle noise 
model for both ultrasound and SAR images may be approximated as multiplicative [31]. The signal 
at the output of the receiver demodulation module of the ultrasound imaging system [see Figure 
1.6a(ii)] may be defined as

 yi, j = xi, jni, j + ai, j , (1.1)

where yi, j represents the noisy pixel in the middle of the moving window, xi, j represents the noise-
free pixel, ni, j and ai, j represent the multiplicative and additive noise, respectively, and i, j are the 
indices of the spatial locations that belong in the 2D space of real numbers, i, j Î R2

. 

Despeckling is based on estimating the true intensity xi, j as a function of the intensity of the 
pixel yi, j and some local statistics calculated on a neighborhood of this pixel.

Wagner et al. [3] showed that the histogram of amplitudes within the resolution cells of the 
envelope-detected RF signal backscattered from a uniform area with a sufficiently high scatterer 

FIgUre 1.6: The processing steps of the RF signal inside the ultrasound scanner (modified from Ref. 
[57]).
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density has a Rayleigh distribution with mean m proportional to the standard deviation s (with m/s 
= 1.91). This implies that speckle could be modeled as multiplicative noise.

However, the signal processing stages inside the scanner modify the statistics of the original 
signal, i.e., the logarithmic compression [see Figure 1.6a(iii)]. The logarithmic compression is used 
to adjust the large echo dynamic range (50–70 dB) to the number of bits (usually 8) of the digiti-
zation module in the scan converter (see Figure 1.6b). More specifically, logarithmic compression 
affects the high-intensity tail of the Rayleigh and Rician probability density functions more than 
the low-intensity part. As a result, the speckle noise becomes very close to the white Gaussian 
noise corresponding to the uncompressed Rayleigh signal [31]. In particular, it should be noted 
that speckle is no longer multiplicative in the sense that, on homogeneous regions, where xi,  j can 
be assumed constant, the mean is proportional to the variance (m » s 2) rather than the standard 
deviation (m » s) [24, 26, 28, 31]. In this respect, the speckle index C will be for the log-compressed 
ultrasound images, i.e., C = s 2/m.

Referring back to Eq. (1.1), since the effect of the additive noise is considerably smaller com-
pared with that of the multiplicative noise, it may be written as

 yi, j » xi, j ni, j . (1.2)

Thus, the logarithmic compression transforms the model in Eq. (1.2) into the classical signal in the 
additive noise form as

 log( yi, j) = log(xi, j) + log(ni, j) (1.3)

and

 
gi, j = fi, j  + nli,  j . (1.4)

For the rest of the book, the term log(yi, j), which is the observed pixel on the ultrasound image dis-
play after logarithmic compression, is denoted as gi, j, and the terms log(xi, j) and log(ni, j), which are 
the noise-free pixel and the noise component after logarithmic compression, are denoted as fi, j and 
nli, j , respectively [see Eq. (1.4)].

1.2.3  early Attempts of Despeckle Filtering in Different Modalities and  
Ultrasound Imaging

The widespread of ultrasound imaging equipment, including mobile and portable telemedicine 
ultrasound scanning instruments and computer-aided systems, necessitates the need for better im-
age processing techniques to offer a clearer image to the medical practitioner. This makes the use 
of efficient despeckle filtering a very important task. Early attempts to suppress speckle noise were 
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implemented by averaging of uncorrelated images of the same tissue recorded under different spa-
tial positions [5, 9, 10]. Although these methods are effective for speckle reduction, they require 
multiple images of the same object to be obtained [11]. Speckle-reducing filters originated from 
the SAR community [9]. These filters then have later been applied to ultrasound imaging since the 
early 1980s [12]. Filters that are widely used in both SAR and ultrasound imaging were originally 
proposed by Lee [9, 14, 15], Kuan et al. [11], Frost et al. [13], and Kuan and Sawchuk [16]. 

Some researchers have tried in the past to despeckle SAR images by averaging of uncorrelated 
images obtained from different spatial positions [46]. These temporal averaging and multiframe 
methods aimed to increase the SNR by generating multiple uncorrelated images that are incoher-
ently summed to reduce speckle [82]. Despite being simple and fast, these approaches suffer from 
two limitations. First, to produce uncorrelated ultrasound images, the transducer has to be trans-
lated at least by about half its element width for each of the generated frames [2]. Second, temporal 
averaging based on transducer movement causes the loss of small details such as small vessels and 
texture patterns because of blurring. For the above reasons, this procedure has been proven to be not 
suitable for despeckle filtering. It is most suitable for additive noise reduction [46, 82]. Another dis-
advantage of this method is that multiple images from the same object are required [10, 15]. Other 
researchers applied their techniques on the ultrasound images of the kidney [26], echocardiograms 
[27], heart [24], abdomen [24], pig heart [28], and liver [63], on SAR images [17, 34, 77, 78], and 
on real-world [16, 28] and artificial images [10, 66]. They used statistical measures, like the mean, 
the variance, the median, the speckle index (C), the mean-square error (MSE), the image contrast, 
and the visual perception evaluation made by experts, to evaluate their techniques. They compared 
their despeckling techniques with the Lee filter [9], homomorphic filtering [17, 18], the median 
filter [33], and diffusion filtering [5, 20–23]. Despeckle filtering can also be used as a preprocessing 
step for image segmentation [7, 54, 59, 60] or image registration [46] techniques. By suppressing 
the speckle, the performance of these techniques can be improved.

Many authors have shown a reduction of lesion detectability of approximately a factor of 8 
due to the presence of speckle noise in the image [2, 4, 13]. This radical reduction in contrast reso-
lution is responsible for the poorer effective resolution of ultrasound compared to X-ray and MRI 
[46]. Despeckle filtering is, therefore, a critical preprocessing step in medical ultrasound images 
provided that the features of interest for the diagnosis are not lost.

1.3 AN oVerVIew oF DeSPeCKLe FILterINg teChNIQUeS
Table 1.1 summarizes the despeckle filtering techniques for ultrasound imaging that are presented 
in this book, grouped under the following categories: linear filtering (local statistics filtering, homo-
geneity filtering), nonlinear filtering (median filtering, linear scaling filtering, geometric filtering, 
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tAbLe 1.1: An overview of despeckle filtering techniques

SPeCKLe 
reDUCtIoN 
teChNIQUe

MethoD INVeStIgAtor FILter NAMe

Linear  
filtering 

Moving window utilizing local 
statistics

1. Mean (m) and variance (s 2) [9–14] and [13–16] dsflsmv

2.  Mean, variance, third and  
fourth moments (higher  
statistical moments) and entropy

[9–14] dsflsmvsk1d  
dsflsmvsk2d

3. Homogeneous mask area filters [32] dsflsminsc

4. Wiener filtering [2–15] dsfwiener

Nonlinear  
filtering

Median filtering [33] dsfmedian

Linear scaling of the gray-level 
values

[46] dsfls
dsfca 
dsflecasort

Based on the most homogeneous 
neighborhood around each pixel

[8] dsfhomog

Nonlinear iterative algorithm 
(geometric filtering)

[10] dsfgf4d

The image is logarithmically 
transformed, the FFT is 
computed and denoised, and 
the inverse FFT is computed 
and finally exponentially 
transformed back

[2, 17, 18] dsfhomo

Diffusion  
filtering

Nonlinear filtering technique 
for simultaneously performing 
contrast enhancement and noise 
reduction

[2, 5, 12, 13, 19–23] dsfad

Exponential damp kernel 
filters utilizing diffusion

[5]
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logarithmic filtering, homomorphic filtering), anisotropic diffusion filtering (anisotropic diffusion, 
speckle-reducing anisotropic diffusion, coherent nonlinear anisotropic diffusion), and wavelet filter-
ing. Furthermore, in Table 1.1, the methodology used, the main investigators, and the correspond-
ing filter names are given. These filters are briefly introduced in this chapter and presented in detail 
in Chapter 2.

Some of the linear filters are Lee [9, 14, 15], Frost [13], and Kuan [11, 16]. The Lee and 
Frost filters have the same structure, whereas the Kuan filter is a generalization of the Lee filter. 
Both filters form the output image by computing the central pixel intensity inside a filter-moving 
window, which is calculated from the average intensity values of the pixels and a coefficient of varia-
tion inside the moving window. Kuan considered a multiplicative speckle model and designed a 
linear filter based on the minimum-mean-square error criterion that has optimal performance when 
the histogram of the image intensity is Gaussian distributed. The Lee filter [9] is a particular case 
of the Kuan filter based on a linear approximation made for the multiplicative noise model. The 
Frost filter [13] makes a balance between the averaging and the all-pass filters. It was designed as an 
adaptive Wiener filter that assumed an autoregressive exponential model for the image.

In the nonlinear filtering group, the gray-level values are linearly scaled to despeckle the im-
age [61]. Some of the nonlinear filters are based on the most homogeneous neighborhood around 
each image pixel [8]. Geometric filters [10] are based on nonlinear iterative algorithms, which in-
crement or decrement the pixel values in a neighborhood based on their relative values. The method 
of homomorphic filtering [17, 18] is similar to the logarithmic point operations used in histogram 
enhancement, where dominant bright pixels are de-emphasized. In the homomorphic filtering, the 
fast Fourier transform (FFT) of the image is calculated and then denoised, and then the inverse 
FFT is calculated.

tAbLe 1.1: (continued )

SPeCKLe 
reDUCtIoN 
teChNIQUe

MethoD INVeStIgAtor FILter NAMe

Speckle-reducing anisotropic 
diffusion based on the 
coefficient of variation

[24] dsfsrad

Coherence enhancing diffusion [24] dsfnldif

Wavelet  
filtering

Only the useful wavelet 
coefficients are utilized

[15, 25–29, 35] dsfwaveltc
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The diffusion filtering category includes filters based on anisotropic diffusion [2, 19, 20–23], 
coherence anisotropic diffusion [24], and speckle-reducing anisotropic diffusion [5]. These filters 
have been recently presented in the literature and are nonlinear filtering techniques. They simulta-
neously perform contrast enhancement and noise reduction by utilizing the coefficient of variation 
[5]. Furthermore, in the wavelet category, filters for suppressing the speckle noise were documented. 
These filters are making use of a realistic distribution of the wavelet coefficients [2, 15, 25–30], 
where only the useful wavelet coefficients are utilized. Different wavelet shrinkage approaches were 
extensively investigated based on Donoho’s work [29].

Figure 1.7 illustrates original longitudinal asymptomatic (see Figure 1.7a) and symptomatic 
images (see Figure 1.7e) and their despeckled images (see Figure 1.7b and 1.7f ). Asymptomatic 
images were recorded from patients at risk of atherosclerosis in the absence of clinical symptoms, 
whereas symptomatic images were recorded from patients at risk of atherosclerosis, which have 
already developed clinical symptoms, such as a stroke episode. Figure 1.7c–1.7h shows an enlarged 
window from the original and despeckled images (shown in a rectangle in Figure 1.7b and 1.7f ).

1.4 LIMItAtIoNS oF DeSPeCKLe FILterINg teChNIQUeS
Despeckling is always a tradeoff between noise suppression and loss of information, which is some-
thing that experts are very concerned about. It is, therefore, desirable to keep as much important 
information as possible. The majority of speckle reduction techniques have certain limitations that 
can be briefly summarized as follows.

They are sensitive to the size and the shape of the window. The use of different window 
sizes greatly affects the quality of the processed images. If the window is too large, over-
smoothing will occur, subtle details of the image will be lost in the filtering process, and 
edges will be blurred. On the other hand, a small window will decrease the smoothing 
capability of the filter and will not reduce the speckle noise, thus making the filter not ef-
fective. In homogenous areas, the larger the window size, the more efficient the filter in 
reducing the speckle noise. In heterogeneous areas, the smaller the window size, the more 
it is possible to keep subtle image details unchanged. Our experiments showed that a [7 ´ 7] 
window size is a fairly good choice.
Some of the despeckle methods based on window approaches require thresholds to be 

1.

2.

FIgUre 1.7: Results of despeckle filtering based on linear filtering (first-order local statistics, dsflsmv). 
Asymptomatic case: (a) original, (b) despeckled, (c) enlarged region marked in (b) of the original, and (d) 
enlarged region marked in (b) of the despeckled image. Symptomatic case: (e) original, (f ) despeckled, 
(g) enlarged region marked in (f ) of the original, (h) enlarged region marked in (f ) of the despeckled 
image. Regions were enlarged by a factor of 3.
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used in the filtering process, which have to be empirically estimated. There are a number 
of thresholds introduced in the literature, which include gradient thresholding [5], soft or 
hard thresholds [29], nonlinear thresholds [28], and wavelet thresholds [25, 28, 37]. The 
inappropriate choice of a threshold may lead to average filtering and noisy boundaries, thus 
leaving the sharp features unfiltered [7, 10, 14].
Most of the existing despeckle filters do not enhance the edges, but they only inhibit 
smoothing near the edges. When an edge is contained in the filtering window, the coef-
ficient of variation will be high, and smoothing will be inhibited. Therefore, speckle in the 
neighborhood of an edge will remain after filtering. They are not directional in the sense 
that in the presence of an edge, all smoothing is precluded. Instead of inhibiting smooth-
ing in directions perpendicular to the edge, smoothing in directions parallel to the edge is 
allowed.
Different evaluation criteria for evaluating the performance of despeckle filtering are used 
by different studies. Although most of the studies use quantitative criteria like the MSE 
and the speckle index (C), there are additional quantitative criteria like texture analysis and 
classification, image quality evaluation metrics, and visual assessment by experts that could 
be investigated.

1.5 gUIDe to booK CoNteNtS
In the following chapter, the theoretical background (equations), the algorithmic steps, and the 
MATLAB™ code of despeckle filters given in Table 1.1 are presented. Chapter 3 covers the evalu-
ation methodology, the material and recording of ultrasound images, the texture and statistical 
analysis, the statistical k-nearest-neighbor classifier, the image quality evaluation metrics, and the 
experiments carried out for visual evaluation. Chapter 4 presents the applications of despeckle filter-
ing techniques in ultrasound images of the carotid artery and in cardiac ultrasound images. Chapter 
5 discusses, compares, and evaluates the proposed despeckle filtering techniques, where the strong 
and weak points for each filtering technique are presented. Reference is also made to video despeck-
ling, where a video despeckling protocol is presented. Chapter 6 presents the summary and future 
directions, where a despeckling filtering and evaluation protocol is also proposed.

Finally, at the end of this book, an appendix provides additional information of all the func-
tions used in this book, as these will be introduced in Chapter 2 and Chapter 3, together with the 
MATLAB™ code. Section A.2 of the appendix illustrates examples in MATLAB code for running 
the despeckle filtering toolbox functions.

•  •  •  •

3.

4.
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Despeckle Filtering Algorithms

This chapter provides the basic theoretical background of despeckle filtering techniques together 
with their algorithmic implementation and MATLAB™ code for selected filters. The four groups 
of filters presented are linear filtering, nonlinear filtering, diffusion filtering, and wavelet filtering.

2.1 LINeAr FILterINg
Most of the techniques for speckle reduction filtering in the literature use linear filtering based on 
local statistics. Their working principle may be described by a weighted average calculation using 
subregion statistics to estimate statistical measures over different pixel windows varying from [3 ́  3] 
up to [15 ´ 15]. All these techniques assume that the speckle noise model has a multiplicative form 
as given in Eq. (1.3) [7–15, 24, 26].

2.1.1 First-order Statistics Filtering (DsFlsmv and DsFwiener)
The filters utilizing the first-order statistics such as the variance and the mean of the neighborhood 
may be described with the model as in Eq. (1.4). Hence, the algorithms in this class may be traced 
back to the following equation [5, 7–16] (see also Figure 2.1):

 fi, j = g
_
 + ki, j( gi, j - g

_
), (2.1)

where fi, j is the estimated noise-free pixel value, gi, j is the noisy pixel value in the moving window, g
_
 

is the local mean value of an N1 ´ N2 region surrounding and including pixel gi, j , ki, j is a weighting 
factor, with k Î [0,1], and i and j are the pixel coordinates. The factor ki, j is a function of the local 
statistics in a moving window. It can be found in the literature [7, 9, 11, 14] and may be derived in 
different forms that

 
ki, j  = (1 - g

_2s 2)/(s 2(1 + s 2n)) (2.2)

 
ki, j = s 2/( g

_2s 2n + s 2)  (2.3)

 
ki, j = (s 2 - s 2n)/s 2. (2.4)

C H A P T E R  2
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The values s 2 and s 2n represent the variance in the moving window and the variance of noise in the 
whole image, respectively. The noise variance may be calculated for the logarithmically compressed 
image by computing the average noise variance over a number of windows with dimensions consid-
erably larger than the filtering window. In each window, the noise variance is computed as

 
s 2n = å

p      

i = 1 

s 2p / g
_

p, (2.5)

where s 2p  and g
_

p are the variance and the mean of the noise in the selected windows, respectively, 
and p is the index covering all windows in the whole image [24, 25, 31]. If the value of ki, j is 1 (in 
edge areas), this will result to an unchanged pixel, whereas a value of 0 (in uniform areas) replaces 
the actual pixel by the local average g

_
 over a small region of interest [see Eq. (2.1)]. In this study, 

the filter dsflsmv uses Eq. (2.2).
The filter dsfwiener uses a pixel-wise adaptive wiener method [2–6, 13], which is imple-

mented as given in Eq. (2.1), with the weighting factor ki, j as given in Eq. (2.4).
For both despeckle filters dsflsmv and dsfwiener, the moving window size was [5 ́  5] pixels 

(see also Figure 2.1a).

FIgUre 2.1: (a) Pixel moving window of [5 ́  5] pixels. (b) Schematic operation of the filters dsflsminv1d  
with a 1D sliding moving window. (c) dsflsmv with a 2D sliding moving window.

ALgorIthM 2.1

Linear filtering: linear scaling filter (dsflsmv)

1 Load the image for filtering.

2 Specify the region of interest to be filtered, the moving window size (nhood), and the  
number of iterations (n).

3 Compute the noise variance s 2n with Eq. (2.5) for the whole image.
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CoDe 2.1

4 Starting from the left upper corner of the image, compute for each moving window the 
coefficient ki, j in Eq. (2.2).

5 Compute fi, j in Eq. (2.1) and replace the noisy middle point in each moving window gi, j 
with the new computed value fi, j.

6 Repeat steps 4 and 5 for the whole image by sliding the moving window from left to right.

7 Repeat steps 3–6 for n iterations.

8 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

9 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.

MATLAB code linear filtering: linear scaling filter (dsflsmv)

function f = DsFlsmv(g, nhood, niterations)
% Despeckle filtering toolbox, © Christos P. Loizou 2007
%**************************************************************************
% Local first order statistics filter 
% Input: 
% g:                     Original (input) noisy image
% nhood:             Size of the sliding moving window in pixels
% Iterations:        Number of iterations for which filtering is applied
%
% Output: 
% f:                      Despeckled (output) image 
% Example:  f=DsFlsmv (g, [5 5], 5); 
% Load the image for filtering
%*************************************************************************
*
imshow (g);                       % show the original image 
% Crop image region and select an area of interest to be despeckled 
% Specify the area of interest to be filtered, the moving window size (nhood) and the number of
% iterations (n) the filtering is applied to the image
 [x, y, BW, xi, yi]=roipoly(g);
maxx=max(xi); minx=min(xi); maxy=max(yi); miny=min(yi);

1

2
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3

4

5

[xsize, ysize, imagec, rect]=imcrop(g, [minx miny (maxx-minx) (maxy-miny)]);
%  the cropped image is  g = imagec
% Check if the image loaded is a grayscale and normalize its values
if isa(imagec, ‘uint8’)
  u8out = 1;
  if (islogical(imagec))                 
       logicalOut = 1;
    imagec = double(imagec);
else
    logicalOut = 0;  
    imagec = double(imagec)/255;    
end
else
  u8out = 0;
end
% Calculate the noise and the standard deviation of the original image, and the noise variance 
in the %  whole  image
% Compute the noise variance s 2n with (2.5) from the whole image
stdnoise=(std2(imagec).*std2(imagec))/mean2(imagec);
noisevar=stdnoise*stdnoise; %noise variance 
% Initialize a new image f (new image after filtering) with zeros
f = imagec; 
% Apply n-iterations of the algorithm to the image
for i = 1:niterations           
  fprintf(‘\rIteration %d’,i);
  if i >=2 
      imagec=f;
  end
% For each moving window, estimate the local mean of f.
localMean = filter2(ones(nhood), imagec) / prod(nhood);
% square of the local mean
lmsqr = localMean.*localMean;      
% Starting from the left upper corner of the image, compute for each moving window the 
% coefficient ki, j in (2.2)
localVar = filter2(ones(nhood), imagec.^2) / prod(nhood) - localMean.^2;
% Compute fi, j in (2.1) and replace the noisy middle point in each moving window gi, j ,  
with the % new computed value fi, j
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7

8

9

f=localMean + (localVar - lmsqr .*noisevar ./ max(0.1, localVar + lmsqr .* noisevar)) .*  
(imagec - localMean); 
end 
% End for i Itterations 
fprintf(‘\n’);
if u8out==1,
  if (logicalOut)
    f = uint8(f );
else
    f = uint8(round(f *255));
end
end
% Repeat steps 4 and 5 for for the whole image by sliding the moving window from left to 
right
% Repeat steps 3 to 6 for n iterations specified  
% Compute the texture and image quality evaluation metrics and display both the original 
and the % despeckled images on the screen 
% Calculate 61 Texture Features from the original and despeckled images
A=[ ]; F1=[ ] ;         
%  Initialize the matrcies for texture features
T= DsTtexfeat(double(imagec)); 
A=[A, T’];
% Save the texture features of the original image in a matrix A
save or_texfeats A;     

TAM=DsTtexfeat(double(f ));
F1=[F1,TAM’];
save speckle1texfs F1;  
% The texture features of the despeckled image are saved in matrix F1
% Call the function metrics to calculate and display the 19 different image quality metrics 
between %  the original and the despeckled image
M=DsQmetrics(f, imagec);
 

% Show original and despeckled images on the screen 
figure, imshow(imagec);
figure, imshow(f );
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Algorithm 2.1 presents the algorithmic steps for the implementation of the dsflsmv despeckle 
filter, whereas Code 2.1 presents the implementation of the filter in MATLAB™ code.

Figure 4.1b shows the application of the despeckle filter dsflsmv on a phantom carotid ar-
tery image for a moving window size of [7 ´ 7] pixels and five iterations, whereas Figures 4.2 and 
4.3 show the application of the filter with different window sizes and an increasing number of itera-
tions, respectively. Figure 4.4b shows the results of the filter on an artificial carotid image (acquired 
by the ATL 5000 ultrasound scanner [7, 59, 84]), whereas Figures 4.6b and 4.7c and 4.7g present 
results on real carotid and cardiac ultrasound images, respectively. Finally, Figure 4.10 presents the 
results of the dsflsmv despeckle filter applied on consecutive video frames. The number of itera-
tions, as well as the size of the sliding moving window, is also shown.

Algorithm 2.2 presents the algorithmic steps for the implementation of the dsfwiener despeckle 
filter.

Figure 4.1d shows the application of the despeckle filter dsfwiener on a phantom carotid 
artery image for a moving window size of [5 ´ 5] pixels and four iterations. Figure 4.4d shows the 

ALgorIthM 2.2

Linear filtering: linear scaling filter (dsfwiener)

1 Load the image for filtering.

2 Specify the region of interest to be filtered, the moving sliding window size, and the  
number of iterations.

3 Compute the noise variance s 2
n with Eq. (2.5) for the whole image.

4 Starting from the left upper corner of the image, compute for each sliding moving window 
the coefficient ki, j in Eq. (2.4).

5 Compute fi, j in Eq. (2.1) and replace the noisy middle point in each moving window gi, j 
with the new computed value fi, j .

6 Repeat steps 4 and 5 for all the pixels in the image by sliding the moving window from left 
to right.

7 Repeat steps 3–6 for a second iteration of despeckle filtering.

8 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

9 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.
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results of the filter on an artificial carotid image, whereas Figure 4.6d presents the results on a real 
carotid ultrasound image.

2.1.2 Local Statistics Filtering with higher Moments  
 (DsFlsminv1d and DsFlsmvsk2d )
As discussed earlier, many of the despeckle filters proposed in the literature suffer from smoothing 
effects in edge areas. Because of their statistical working principle, the edges may be better detected 
by incorporating higher statistical variance moments (variance, skewness, kurtosis) [21] calculated 
from the local moving window. The variance in every window, i.e., s 2w, may, thus, be described as a 
function of the variance s 2, the skewness s 3, and the kurtosis s 4 in the sliding moving local window 
and is calculated for the filter dsflsminv1d as (see also Figure 2.1b)

 s 2w = (c2s 2 + c3s 3 + c4s 4)/(c2 + c3 + c4). (2.6)

The constants c2, c3, and c4 in Eq. (2.6) may be calculated using [7]

 
R = 1 -     1                              

1 + s 2 
, (2.7)

which represents the smoothness of the image. Specifically, the constants c2, c3, and c4 are calculated 
by replacing the variance s 2 in Eq. (2.7), the skewness s 3, and the kurtosis s 4 in the moving pixel 
window, respectively. The higher moments are each weighted with a factor, i.e., c2, c3, and c4, which 
receives values 0 < c < 1. Equations (2.6) and (2.7) will be applied in windows where

 c3s 3 £ c2s 2 £ c4s 4. (2.8)

In regions where Eq. (2.8) is not valid, the window variance can be calculated as

 s 2w = (c2s 2 + c4s 4)/(c2 + c4). (2.9)

The final value for s 2w will be used to replace the variance s 2 and will be further used for 
calculating the coefficient of variation in Eq. (2.4). The dsflsminv1d despeckle filter operates in 
the 1D direction by calculating s 2w for each row and each column in the sliding moving window 
(see Figure 2.1b), where the introduction of the higher moments in the filtering process should 
preserve the edges and should not smooth the image in areas with strong pixel variations. The 
middle pixel in the window is then replaced with Eq. (2.1) by replacing the ki, j weighting factor 
with s 2w  . s 2w in Eq. (2.6) can be interpreted as a generalized moment weighting factor with the 
weighting coefficients c2, c3, and c4. The moving window size for the dsflsminv1d filter was [5 ´ 5],  
and its operation is shown in Figure 2.1b.
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The despeckle filter dsflsmvsk2d [7] is the 2D realization of dsflsminv1d utilizing the 
higher statistical moments s 3 and s 4 of the image in a [5 ´ 5] pixel moving window.

Algorithm 2.3 presents the algorithmic steps for the implementation of the dsflsmvsk2d 
despeckle filter.

2.1.3 homogeneous Mask Area Filtering (DsFlsminsc)
The dsflsminsc is a 2D filter operating in a [5 ´ 5] pixel neighborhood by searching for the most 
homogeneous neighborhood area around each pixel using a [3 ´ 3] subset window [32], as shown in 
Figure 2.1c. The middle pixel of the [5 ´ 5] neighborhood is substituted with the average gray level 
of the 3 ´ 3 mask with the smallest speckle index C, which, for log-compressed images, is given by

 C = s 2s / g
_

s, (2.10)

where s 2s and g
_

s represent the variance and the mean of the [3 ́  3] window, respectively. The window  
with the smallest C is the most homogeneous semiwindow, which presumably does not contain any 
edge. The filter is iteratively applied until the gray levels of almost all pixels in the image do not 
change. The operation of the dsflsminsc filter may be described as follows (see also Figure 2.1c).

ALgorIthM 2.3

Linear filtering: linear scaling filter (dsflsmvsk2d )

1 Load the image for filtering.

2 Specify the region of interest to be filtered, the moving window size, and the number of 
iterations (n).

3 Compute the noise variance s 2n with Eq. (2.5) for the whole image.

4 Starting from the left upper corner of the image, compute for each moving window the 
coefficient win_var as follows.

5 If Eq. (2.8) is true, use Eq. (2.7); otherwise, use Eq. (2.9).

6 Compute fi ,j in Eq. (2.1) and replace the noisy middle point in each moving window gi ,j 
with the new computed value fi ,j by using win_var for the coefficient of variation ki ,j.

7 Repeat steps 4–6 for all the pixels in the image by sliding the moving window from left to 
right.

8 Repeat steps 3–7 for n iterations.

9 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

10 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.
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Slide the [3 ´ 3] mask with the [(5 ´ 5] pixel) selected window.
Detect the position of the mask for which C [see Eq. (2.10)] is minimum.
Assign the average gray level of the mask to the middle pixel of the [5 ´ 5] window.
Apply steps 1–3 for all pixels in the image.
Iterate the above process until the gray levels of almost all pixels in the image do not change.

1.
2.
3.
4.
5.

FIgUre 2.2: (a) Directions of implementation of the dsfgf4d geometric filter. (b) Pixels selected for 
the NS direction (the intensity of central pixel b is adjusted based on the values of intensities of pixels a 
and b for the geometric filter dsfgf4d ).

ALgorIthM 2.4

Linear filtering: homogeneous mask area filtering (dsflsminsc)

1 Load the image for filtering.

2 Specify the region of interest to be filtered, the moving window size, the number of iterations 
(n), and the edge detector to be used.

3 Starting from the left upper corner of the image, rotate a mask around the middle pixel of 
the window for each moving window.

4 Detect the position of the mask for which C [see Eq. (2.10)] is minimum.

5 Assign the average gray level of the mask at the selected position to the middle pixel in the 
5 ´ 5 window.

6 Repeat steps 4 and 5 for all the pixels in the image by sliding the moving window from left 
to right.

7 Repeat steps 3–6 for a second iteration of despeckle filtering.

8 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

9 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.
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CoDe 2.2

MATLAB code linear filtering: homogeneous mask area filtering (dsflsminsc)

1

2

function f = DsFlsminsc(g, nhood, niterations, edge)
%****************************************************************************

% Despeckle filtering toolbox, % © Christos P. Loizou 2007

% Ultrasound image-Multiplicative noise filtering 

% The filter utilizes different filter detectors, from which you may choose one according to your 
% application
% Input variables:
%  g  :                input  image  to be filtered, i.e. ‘cell.tif ’
%  nhood :        sliding moving window, i.e [5 5]
%  niterations:   iterations for which filtering is applied iteratively
%  edge    :edge detector, used for finding the most homogeneous areas within the sliding 
window 
%             : edge=0, use the variance as an edge detector 
%             : edge=1, use the speckle contrast as an edge detector 
%             : edge=2, use max|m1-m2| input 2, max|m1/m2, m2/m1|’as an edge detector 
%             : edge=3, use the third moment as an edge detector 
%             : edge=4, use the fourth moment as an edge detector 
%
% Output variable: 
% f           :input image for filtering
 %*****************************************************************************

% Specify the area of interest to be filtered, the moving window size, the number of times 
% (niterations) the filtering is applied to the image and the edge detector to be used
disp(‘Input the edge detector you would like to be used for the filter..’);
disp(‘Input 0 for using the variance as a detector’);
disp(‘Speckle Contrast input 1, max|m1-m2| input 2, max|m1/m2, m2/m1|’);
disp(‘Moment 3rd grades 3, Moment 4th grades 4’);
if isa(g, ‘uint8’)
  u8out = 1;
  if (islogical(g))
      logicalOut = 1;
    g = double(g);
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  else
    logicalOut = 0;  
    g = double(g)/255;    
  end
else
  u8out = 0;
end
 % Estimate the size of the image
[ma ,na] = size(g); 
% Estimate the midle of the processing window, which takes onle values 3, 5, 7
z=(nhood(1)-1)/2; 
% Initialize the picture f (new picture) with zeros
f=g; 
% Apply the filter niterations on the original image
  for i = 1:niterations           
  fprintf(‘\rIteration %d’,i);
  if i >=2 
      g=f;
  end
% Starting from the left upper corner of the image, rotate a mask around the middle pixel of 
the % window for each moving window 
% Estimate and change the middle pixel in the sliding window
handle=waitbar(0, ‘Calculating/replacing the center pixel in a sliding window...’);
ini=z+1;
for i= ini :(ma-z)
   for j= ini:(na-z)
      var_neu=1000000000.0;si_neu=10000000000.0; xmit1=0.0; cd_neu=10000000.0;
      hos_neu = 1000000000.0; hos4_neu = 100000000.0;
      for a= (i-z):i    
         for b=( j-z):j
            xmit= 0.0;
            for l=a:(a+z)
               for p=b:(b+z)
                  xmit=xmit + g(l, p);
           end 
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% End for p
            end 
 % End for l
            xmit = (1.0/9.0) *xmit;
            var=0.0; pk=0.0; pk4=0.0;
% Detect the position of the mask for which the C of the gray levels is minimum
            for l=a:(a+z)
               for p=b:(b+z)
                  var= var + ((g(l,p)-xmit)*(g(l, p)-xmit) );
                 % 3rd moment
                  pk= pk + ((g(l,p)-xmit)*(g(l, p)-xmit) * (g(l, p)-xmit) );            
                  pk4=pk4 +(g(l,p)-xmit)*(g(l, p)-xmit)*(g(l, p)-xmit)*(g(l,p)-xmit);
               end        
% End for p
            end      
% End for l
% Variance in subwindow
            var = (1/9.0)* var;     
% 3rd moment in window   
            pk = (1/9.0)*pk;                
  % Assign the average gray level of the mask at the selected position to the middle pixel          
         if xmit ~=0.0
% Speckle index in subwindow
               si = sqrt(var)/xmit;         
            else 
               si=0.0;
            end
% Gradient information of the subset
            cd = abs(xmit-xmit1);  
            xmit1 = xmit;
            if xmit~=0.0
% 3rd higher order statistics
               hos = power(pk, 0.5) /xmit;      
           % 4th higher order statistics
               hos4 = power (pk4, 0.25)/xmit;               
            else
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               hos=0.0;
               hos4=0.0;
            end
            % Use the speckle contrast to calculate f(i, j)
            if edge == 1            
                if si < si_neu
                si_neu = si;
                f(i, j) = xmit;
               end              
            % end if speckle index
            elseif edge == 0      
  % Use the variance to calculate f(i, j)
                if var <var_neu
                var_neu = var;
                f(i, j) = xmit;
               end           
              % end if var
            elseif edge == 2
               if cd < cd_neu
                  cd_neu =cd;       
% Use the local gradient to calculate f(i, j)
                  f(i, j)= xmit;
               end                 
 % End if local gradient
            elseif edge == 3
               if hos < hos_neu
                      hos_neu = hos;    
% Use higher moments to calculate f(i, j)
                  f(i, j) = xmit;
               end                 
 % end if higher order statistics 3rd grades
            elseif edge == 4
               if hos4 < hos4_neu
                  hos4_neu = hos4;  
% use higher moments to 4rth grades to calculate f(i, j)
                  f(i, j) = xmit;
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               end                  % end if higher order statistics 4rth grades            
            end                     % end if edge        
            
         end    % end for b
      end       % end for a
% Repeat steps 4 and 5 for all the pixels in the image by sliding the moving window from 
left to 
% right
   end      %end for n
        waitbar(i/na)
end         % end for m
 % Repeat steps 3 to 6 for a second iteration of despeckle filtering  
close(handle)
end         
% End for itterations
fprintf(‘\n’);
 
if u8out==1,
  if (logicalOut)
    f = uint8(f );
  else
    f = uint8(round(f *255));
  end
end
% Calculate 61 Texture Features from the original and despeckled images
A=[ ]; F1=[ ] ;         
%  Initialize the matrcies for texture features
T= DsTtexfeat(double(g)); 
A=[A, T’];
% Save the texture features of the original image in a matrix A
save or_texfeats A;     

TAM=DsTtexfeat(double(f ));
F1=[F1,TAM’];
save speckle1texfs F1;  
% The texture features of the despeckled image are saved in matrix F1
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Algorithm 2.4 presents the algorithmic steps for the implementation of the dsflsminsc 
despeckle filter, whereas Code 2.2 presents the implementation of the filter in MATLAB™ code.

Figure 4.1c shows the application of the despeckle filter dsflsminsc on a phantom carotid 
artery image for a moving window size of [5 ´ 5] pixels and three iterations. Figure 4.4c shows the 
results of the filter on an artificial carotid image, whereas Figure 4.6c presents the results on a real 
carotid ultrasound image.

2.2 NoNLINeAr FILterINg
Nonlinear filtering is based on nonlinear operations involving the pixels in a neighborhood. For 
example, letting the center pixel in the moving window be equal to the maximum pixel in its neigh-
borhood is a nonlinear filtering operation.

2.2.1 Median Filtering (DsFmedian)
The filter dsfmedian [33] is a simple nonlinear operator that replaces the middle pixel in the win-
dow with the median value of its neighbors. The moving window for the dsfmedian filter used for 
the experiments presented in this book was [7 ´ 7].

Algorithm 2.5 presents the algorithmic steps for the implementation of the dsfmedian des-
peckle filter.

% Call the function metrics to calculate and display the 19 different image quality metrics 
between %  the original and the despeckled image
M=DsQmetrics(f, g);

% Display both the original and the despeckled images on the screen
figure, imshow(g), title(‘Original Image’);
figure, imshow(f ), title(‘Image filtered by maskedge filter’);

ALgorIthM 2.5

Nonlinear filtering: median filter (dsfmedian)

1 Load the image for filtering.

2 Specify the region of interest to be filtered, the moving window size, and the number of 
iterations (n).

3 Starting from the left upper corner of the image, compute for each sliding moving window 
its median value.
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Figure 4.1e shows the application of the despeckle filter dsfmedian on a phantom carotid 
artery image for a moving window size of [5 ´ 5] pixels and four iterations. Figure 4.4e shows the 
results of the filter on an artificial carotid image, whereas Figure 4.6e presents the results on a real 
carotid ultrasound image.

2.2.2 Linear Scaling Filter (DsFca, DsFlecasort, and DsFls)
The DsFca filter despeckles the image through linear scaling of the gray-level values [46]. In a 
window of [5 ´ 5] pixels, compute the mean of all pixels whose difference in the gray level with the 
intensity gi, j (the middle pixel in the moving window) is lower than or equal to a given threshold J. 
Assign this value to the gray level gi, j with J = a * gmax, where gmax is the maximum gray level of the 
image and a = [0,1]. Best results can be obtained with a = 0,1.

The dsflecasort filter [46] takes k points of a pixel neighborhood, which are closest to the gray 
level of the image at point gi, j (the middle point in the moving window), including gi, j [61]. It then as-
signs the mean value of these points to the pixel gi, j (usually, N = 9 in a 3 ´ 3 window, where k = 6).

The dsfls filter [46] scales the pixel intensities by finding the maximum gmax and the mini-
mum gmin gray-level values in every moving window, and then replaces the middle pixel with

 fi, j =  
gmax + gmin

                       2         
. (2.11)

Algorithm 2.6 presents the algorithmic steps for the implementation of the dsflsminsk2d 
despeckle filter.

4 Replace the middle pixel in the sliding window with the median value calculated in step 3.

5 Repeat steps 3 and 4 for the whole image by sliding the moving window from left to right.

6 Repeat steps 3–5 for n iterations.

7 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

8 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.

ALgorIthM 2.6

Nonlinear filtering: linear scaling filter (dsfca)

1 Load the image for filtering.

2 Specify the region of interest to be filtered, the moving window size, and the number of 
iterations (n).
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Figure 4.1f shows the application of the despeckle filter dsfls on a phantom carotid artery im-
age for a moving window size of [5 ´ 5] pixels and three iterations. Figure 4.4f shows the results of 
the filter on an artificial carotid image.

2.2.3 Maximum homogeneity over Pixel Neighborhood Filtering (DsFhomog)
The dsfhomog filter is based on an estimation of the most homogeneous neighborhood around 
each image pixel [34]. The filter takes into consideration only pixels that belong in the processed 
neighborhood ([7 ́  7] pixels) using Eq. (2.12) under the assumption that the observed area is homo-
geneous. The output image is then given by

 
fi, j = (ci, j gi, j )/å     

i, j   

ci, j  with ci, j = 1 if (1 - 2sn)g
_ 

£ gi, j

 
£ (1 + 2sn) g

_
 (2.12)

ci, j = 0 otherwise.

The dsfhomog filter does not require any parameters or thresholds to be tuned, thus making the 
filter suitable for automatic implementation.

Algorithm 2.7 presents the algorithmic steps for the implementation of the dsfhomog 
despeckle filter.

3 Starting from the left upper corner of the image, compute for each moving window the 
mean of all pixels in the window whose difference in the gray level with the middle pixel in 
the moving window is lower than or equal to a given threshold J, with J = a * gmax.

4 Assign the computed mean value to the middle pixel in the window.

5 Repeat steps 3 and 4 for n iterations.

6 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

7 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.

ALgorIthM 2.7

Nonlinear filtering: maximum homogeneity filter (dsfhomog)

1 Load the image for filtering.

2 Specify the region of interest to be filtered, the moving window size, and the number of 
iterations (n).
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Figure 4.1g shows the application of the despeckle filter dsfhomog on a phantom carotid 
artery image for a moving window size of [7 ´ 7] pixels and five iterations. Figure 4.4g shows the 
results of the filter on an artificial carotid image, whereas Figure 4.6f presents the results on a real 
carotid ultrasound image.

2.2.4 geometric Filtering (DsFgf4d )
The concept of geometric filtering is that speckle appears in the image as narrow walls and valleys. The 
geometric filter, through iterative repetition, gradually tears down the narrow walls (bright edges) and 
fills up the narrow valleys (dark edges), thus smearing the weak edges that need to be preserved.

The dsfgf4d filter [10] uses a nonlinear noise reduction technique. It compares the inten-
sity of the central pixel in a [3 ´ 3] neighborhood with those of its eight neighbors, and, based on 
the neighborhood pixel intensities, it increments or decrements the intensity of the central pixel 
such that it becomes more representative of its surroundings. The operation of the geometric filter 
dsfgf4d may be described with Figure 2.2a and 2.2b and has the following form.

Select the direction and assign the pixel values.
  Select the direction to be north–south (NS) and the corresponding three consecutive pixels 

to be a, b, and c (see Figure 2.2a and 2.2b, respectively).
Carry out central pixel adjustments.

 Do the following intensity adjustments (see Figure 2.2b):
if a ³ b + 2, then b = b + 1;
if a b and b £ c, then b = b + 1;
if c b and b £ a, then b = b + 1;
if c ³ b + 2, then b = b + 1;
if a £ b - 2, then b = b - 1;
if a  b and b ³ c , then b = b - 1;
if c  b and b ³ a, then b = b - 1;
if c £ b - 2, then b = b - 1.

1.

2.

3 Starting from the left upper corner of the image, apply for each moving window Eq. (2.12) 
and replace the middle pixel with the new value.

4 Repeat step 3 for the whole image by sliding the moving window from left to right.

5 Repeat steps 3 and 4 for n iterations.

6 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

7 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.
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Repeat.
 Repeat steps 1 and 2 for directions west–east (WE), west–north to southeast (WN–SE), 
and northeast to west–south (NE–WS; see Figure 2.2a).

CoDe 2.3

3.

ALgorIthM 2.�

Nonlinear filtering: geometric filter (dsfgf4d )

1 Load the image for filtering.

2 Specify the region of interest to be filtered, the moving window size, and the number of 
iterations (n) the filtering is applied to the image.

3 Starting from the left upper corner of the image, within the [5 ´ 5] pixel moving window, 
rotate a 3 ´ 3 pixel mask around the middle pixel of the window.

4 Carry out pixel adjustments as explained above.

5 Assign the new grayscale value of the selected position to the middle pixel.

6 Repeat steps 4 and 5 for all the pixels in the image by sliding the moving window from left 
to right.

7 Repeat steps 3–6 for n iterations.

8 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

9 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.

MATLAB code nonlinear filtering: geometric filter (dsfgf4d)

1 function f = DsFgf4d(g, nhood, niterations)
%*******************************************************************
% Despeckle filtering toolbox, © Christos P. Loizou 2007
% Speckle reduction filter: gf4d
% A non-linear geometric filter that filters the multiplicative noise in ultrasound Images. 
Utilizes  % the local statistics of the noise (original) image g
% Input Variables:
%  g  :                input  image  to be filtered, i.e. ‘cell.tif ’
%  nhood :        sliding moving window, i.e [5 5]
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% niterations:   itterations for which filtering is applied iteratively
%
% Output Variables:
% f: outpout image 
% Call:  f = DsFgf4d (g, [5 5], 4); 
%*******************************************************************
if isa(g, ‘uint8’)
  u8out = 1;
  if (islogical(g))
    logicalOut = 1;
    g = double(g);
  else
    logicalOut = 0;  
    g = double(g)/255;    
  end
else
  u8out = 0;
end

% Specify the area of interest to be filtered, the moving window size and the number of  
itearions 

% (n) the filtering is applied to the image 

% Estimate the size of the image
[ma ,na] = size(g); 
% Estimate the midle of the processing window, which takes onle values 3, 5 7
z=(nhood(1)-1)/2; 
%Initialize the picture f (new picture) with zeros
f=g; 

% Starting from the left upper corner of the image, rotate a 5x5 pixel mask around the middle 
pixel % of the window for each moving window
for i = 1:niterations
  fprintf(‘\rIteration %d’,i);
  if i >=2 
      g=f;
  end

2

3
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% Carry out pixel adjustments as explained above (Estimate and change the middle pixel in 
% the window
disp([‘       Calculating/replacing the center pixel in a sliding window...’]);
%ma=100; na=100;
a=1; b=0; c=3; d=1; 
while c>=0,
   for d=0:1
      for i= 2 :(ma-1)
         for j= 2:(na-1)
            maxi= min(g(i-a, j-b)-1, g(i, j) +1);
            f(i, j) = max(g(i, j), maxi);
         end    
      % End for j
      end       
      % End for i
    for i= 2 :(ma-1)
         for j= 2:(na-1)
            maxin1 = min(f(i-a, j-b), g(i, j) +1);
            maxin = min(maxin1, f(i+a, j+b)+1);
% Assign the new greyscale value at the selected position to the middle pixel
            g(i, j) = max(f(i, j),  maxin);
        end 
% End for j
    end     
% End for i
    if d==0
        a=-a; b=-b;
      end 
      
   end  
% End if d 
   disp([‘First Itteration of the Algorithm is Applied’]);
   
   for d=0:1
      for i= 2 :(ma-1)

4

5
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         for j= 2:(na-1)
            mini = max(g(i-a, j-b)+1, g(i, j) -1);
            f(i, j) = min(g(i, j), mini );
         end    
% End for j
      end       
 % End for i
    for i= 2 :(ma-1)
         for j= 2:(na-1)
            mini1 = max(f(i-a, j-b), g(i, j) -1);
            minin = max (mini1, f(i+a, j+b)-1);
            g(i, j) = min(f(i, j),  minin);
        end
 % End for j
    end 
    % End for i
    if d==0
        a=-a; b=-b;
      end 
% End if d
   end  
% End for d 
   disp([‘Second Itteration of the Algorithm is Applied’]);
% Repeat steps 4 and 5 for all the pixels in the image by sliding the moving window from left 
to 
% right
 switch c
case 3
   a=0; b=1; c=2;
   break;
case 2
   a=1; b=1; c=1;
   break;
case 1
   a=1; b=-1; c=0;
   break;
case 0

5

5

6
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Algorithm 2.8 presents the algorithmic steps for the implementation of the dsfgf4d 
despeckle filter together with the MATLAB™ code.

   c=-1;
   break;
end 
% End switch
end 
% End while c>=0 loop
end
% Repeat steps 3 to 6 for n iterations   
fprintf(‘\n’);
 
if u8out==1,
  if (logicalOut)
    f = uint8(f );
  else
    f = uint8(round(f *255));
  end
end
 figure, imshow(f );
 title(‘Image filtered by gf4d filter’);
% Compute the texture features and image quality evaluation metrics and display both the 
original % and the despeckled images on the screen
TAM=DsTtexfeat(double(f ));
F1=[F1,TAM’];
save speckle1texfs F1;  
% The texture features of the despeckled image are saved in matrix F1
% Call the function metrics to calculate and display the 19 different image quality metrics 
between % the original and the despeckled image
M=DsQmetrics(f, imagec);
 
% Show original and despeckled images on the screen 
figure, imshow(a), title (‘Original Image’); 
figure, imshow(f ), title (‘Despeckled Image’);

7

8
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Figure 4.1h shows the application of the despeckle filter dsfgf4d on a phantom carotid artery 
image for a moving window size of [7 ´ 7] pixels and four iterations. Figure 4.4h shows the results  
of the filter on an artificial carotid image, whereas Figure 4.6g presents the results on a real carotid 
ultrasound image. Finally, in Figure 4.7d and 4.7h, examples of the filter are shown applied on 
cardiac ultrasound images.

2.2.5 homomorphic Filtering (DsFhomo)
The dsfhomo filter performs homomorphic filtering for image enhancement by computing the fast 
Fourier transform (FFT) of the logarithmic compressed image, applying a denoising homomorphic 
filter function H(.), and then performing the inverse FFT of the image [17, 18]. The homomor-
phic filter function H(.) may be constructed using either a band-pass Butterworth or a high-boost 
Butterworth filter. In this book, a high-boost Butterworth filter was used with the homomorphic 
function [17]

 Hu,v = gL +        
gH                        

1 + (d0 /du,v)
2
 (2.13a)

with

 
du,v = Ö(u - N / 2)2 + (n - N / 2)2                                          , (2.13b)

where d0 = 1.8 is the cut of the frequency of the filter, gL = 0.4 and gH = 0.6 are the gains for the low 
and high frequencies, respectively, u and n are the spatial coordinates of the frequency transformed 
image, and N is the dimension of the image in the u, n space.

This form of filtering sharpens the features and flattens the speckle variations in an image.
Algorithm 2.9 presents the algorithmic steps for the implementation of the dsfhomo 

despeckle filter.
Figure 4.1i shows the application of the despeckle filter dsfhomo on a phantom carotid artery 

image for a moving window size of [5 ´ 5] pixels and four iterations. Figure 4.4i shows the results 
of the filter on an artificial carotid image, whereas Figure 4.6h presents the results on a real carotid 
ultrasound image.

ALgorIthM 2.9

Nonlinear filtering: homomorphic filter (dsfhomo)

1 Load the image for filtering.

2 Calculate the FFT of the image.

3 Construct a denoising homomorphic filter using H as in Eq. (2.13).
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2.3 DIFFUSIoN FILterINg
Diffusion filters remove the noise from an image by modifying the image via solving a partial differ-
ential equation (PDE). Smoothing is carried out depending on the image edges and their directions. 
Anisotropic diffusion is an efficient nonlinear technique for simultaneously performing contrast 
enhancement and noise reduction. It smooths homogeneous image regions, but retains image edges 
[5, 22, 23] without requiring any information from the image power spectrum. It may, thus, directly 
be applied to images.

Consider applying the isotropic diffusion equation given by dgi, j, t /dt = div(d Ñg) using the 
original noisy image gi, j, t = 0 as the initial condition, where gi, j, t = 0 is an image in the continuous do-
main, i and j specify the spatial position, t is an artificial time parameter, d is the diffusion constant, 
and Ñg is the image gradient. Modifying the image according to this linear isotropic diffusion 
equation is equivalent to filtering the image with a Gaussian filter. In this chapter, we will present 
conventional anisotropic diffusion (dsfad ), speckle-reducing anisotropic diffusion (dsfsrad ), and 
coherent nonlinear anisotropic diffusion (dsfnldif ).

2.3.1 Anisotropic Diffusion Filtering (DsFad)
Perona and Malik [23] replaced the classical isotropic diffusion equation, as described above, by the 
introduction of a function di, j, t = f (|Ñg|) that smooths the original image while trying to preserve 
brightness discontinuities with

 

dgi, j, t                     
dt   

= div[di, j, tÑgi, j, t] = [ d                     
di 

di, j, t  
d                     
di 

gi, j, t ] + [d                     
dj 

di, j, t  
d                     
dj 

gi, j, t], (2.14a)

where |Ñg| is the gradient magnitude, and d(|Ñg|) is an edge stopping function, which is chosen to 
satisfy d ® 0 when |Ñg| ® ¥, so that the diffusion is stopped across edges. This function, called the 
diffusion coefficient d(|Ñg|), which is a monotonically decreasing function of the gradient magnitude 
|Ñg|, yields intraregion smoothing and not interregion smoothing [19, 20, 22, 23] by impeding the 
diffusion at image edges. It increases smoothing parallel to the edge and stops smoothing perpen-
dicular to the edge, as the highest gradient values are perpendicular to the edge and dilated across 

4 Apply the denoising homomorphic filter function H calculated in step 3.

5 Perform the inverse FFT of the image to form the despeckled image.

6 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

7 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.
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edges. The choice of d(|Ñg|) can greatly affect the extent to which discontinuities are preserved. For 
example, if d(|Ñg|) is constant at all locations, then smoothing progresses in an isotropic manner. If 
d(|Ñg|) is allowed to vary according to the local image gradient, then we have anisotropic diffusion. 
A basic anisotropic PDE is given in Eq. (2.14a). Two different diffusion coefficients were proposed 
in Ref. [23] and also derived in Ref. [22]. The diffusion coefficients suggested were

 

d(|Ñg|) =             
1                    

1 + (|Ñgi, j
|/K)2      

and cd(|Ñg|) =      
2(|Ñgi, j|)                                  

2 + (|Ñgi, j
|/K1)

2
 (2.14b)

where K and K1 are positive gradient threshold parameters, known as diffusion or flow constants 
[22]. In this book, the first diffusion coefficient in Eq. (2.14b) was used as it was found to perform 
better in our images [7, 24].

A discrete formulation of the anisotropic diffusion in Eq. (2.14a) is [2, 22, 23]

 

dgi, j             
dt   

=  l            
|hs| 

{di + 1, j, t [gi + 1, j - gi, j] + di - 1, j, t[gi - 1, j - gi, j] + di, j + 1, t[gi, j + 1 - gi, j] + di, j - 1, t[gi, j - 1 - gi, j]}

 (2.15a)

where the new pixel gray value fi, j at location i, j is

 fi, j  = gi, j + 1_
4 

dgi, j                     
dt   

, (2.15b)

where di + 1, j, t , di - 1, j, t , di,  j + 1, t, and di,  j - 1, t are the diffusion coefficients for the west, east, north, and 
south pixel directions, respectively, in a four-pixel neighborhood around the pixel i, j where diffu-
sion is computed. The diffusion coefficient leads to the largest diffusion where the nearest-neighbor 
difference is largest (the largest edge), whereas the smallest diffusion is calculated where the nearest-
neighbor difference is smallest (the weakest edge). The constant l Î R+ is a scalar that determines 
the rate of diffusion, hs represents the spatial neighborhood of pixel i, j, and |hs| is the number of 
neighbors (usually four except at the image boundaries). Perona and Malik [23] linearly approxi-
mated the directional derivative in a particular direction as Ñgi, j = gi + 1, j - gi, j (for the east direction 
of the central pixel i, j ). Modifying the image according to Eq. (2.15), which is a linear isotropic 
diffusion equation, is equivalent to filtering the image with a Gaussian filter. The parameters for the 
anisotropic diffusion filter used in this book were l = 0.25, hs = 8, and K = 30, which was used for 
the calculation of the edge stopping function d(|Ñg|), in Eq. (2.14b).

Figure 4.4j shows the results of the filter dsfad on an artificial carotid image for 20 iterations, 
whereas Figure 4.6i presents the results on a real carotid ultrasound image.

2.3.2 Speckle-reducing Anisotropic Diffusion Filtering (DsFsrad)
The essence of speckle-reducing anisotropic diffusion is the replacement of the gradient-based 
edge detector cd(|Ñg|) in an original anisotropic diffusion PDE with the instantaneous coefficient 
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of variation that is suitable for speckle filtering csrad(|Ñg|). The dsfsrad speckle-reducing anisotropic 
diffusion filter [5] uses two seemingly different methods, namely, the Lee [9, 14, 15] and Frost dif-
fusion filters [13]. A more general updated function for the output image by extending the PDE 
versions of the despeckle filter is [5]

 
fi, j = gi, j + 1hs 

div(csrad(|Ñg|)Ñgi, j ). (2.16)

The diffusion coefficient for the speckle anisotropic diffusion csrad(|Ñg|) is derived [5] as

 

c2
srad(|Ñg|) =   

1_
2 |Ñgi, j|

2  1   
16(Ñ2gi, j)

2                              

                        

 

    
(gi, j  + 1_4Ñ2gi, j)

2         
. (2.17)

It is required that csrad(|Ñg|) ³ 0. The above instantaneous coefficient of variation combines a 
normalized gradient magnitude operator and a normalized Laplacian operator to act like an edge 
detector for speckle images. A high relative gradient magnitude and a low relative Laplacian indi-
cate an edge. The dsfsrad filter utilizes speckle-reducing anisotropic diffusion after Eq. (2.15) with 
the diffusion coefficient csrad(|Ñg|) in Eq. (2.17) [5].

ALgorIthM 2.10

Diffusion filtering: speckle-reducing anisotropic filter (dsfsrad )

1 Load the image for filtering.

2 Specify the original image to be filtered (K), the number of iterations (n), the time step 
(lambda), and the region of interest to be filtered (rect).

3 Transform the original image to double and normalize it to fi, j = ( fi, j - min pixelvalue)/(max 
pixelvalue - min pixelvalue), where min pixelvalue and max pixelvalue represent the mini-
mum and maximum pixel values in the image.

4 Starting from the left upper corner of the image, select a [3 ́  3] pixel neighborhood and com-
pute a new grayscale value according to Eq. (2.16).

5 Assign the new grayscale value to the middle pixel in each window.

6 Repeat steps 4 and 5 for the whole image by sliding the moving window from left to right.

7 Repeat steps 4–6 for niter iterations.

8 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

9 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.
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CoDe 2.4

MATLAB code diffusion filtering: speckle-reducing anisotropic filter (dsfsrad)

function [I,rect] = DsFSrAD(K,niter,lambda,rect)
%**************************************************************************  
% Load the image for filtering
%  Specify the area of interest to be filtered (I), the number of iterations (niter), the time step 
% (lamda), and the area to be filtered (rect)
% Despeckle filtering toolbox, % © Christos P. Loizou 2007
% Speckle filtering using SRAD (Speckle Reducing Anisotropic Diffusion)
%  Input Variables: 
%  K: original image
%  niter = number of iterations to apply the filter 
%  lambda = time step
% rect: rectangle area to be filtered 
%
%  Output Variables: 
%  I = new smoothed image
%  rect = region of interest (ROI)
%
% Example 1:  [I,rect] = DsFSRAD(K(:,:,1),75,0.025);
% Example 2:  [I,rect] = DsFSRAD(K(:,:,1),75,0.025, [0 0 436 182]);
% to despeckle the image by directly defining the ROI to be filtered 
%**************************************************************************
 % Transform the original image to double and normalize it 
I = double(K);
mx = max(I(:));
mn = min(I(:));
I = (I-mn)/(mx-mn);
% indices (using boudary conditions)
[M,N] = size(I);
iN = [1, 1:M-1];
iS = [2:M, M];
jW = [1, 1:N-1];
jE = [2:N, N];
% get an area of uniform speckle

1

2

3
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if nargin < 4 || isempty(rect)
    imshow(I,[],’notruesize’);
    rect = getrect;
end
% log uncompress the image and eliminate zero value pixels.
I = exp(I);
% wait bar
hwait = waitbar(0, ‘Diffusing Image’);
% Starting from the left upper corner of the image, select a 3x3 pixel neighbourhood and 
compute a % new greyscale value according to (2.16)
for iter = 1:niter
     % speckle scale function
    Iuniform = imcrop(I,rect);
    q0_squared = (std(Iuniform(:))/mean(Iuniform(:)))^2;
 
    % differences
    dN = I(iN,:) - I;
    dS = I(iS,:) - I;
    dW = I(:,jW) - I;
    dE = I(:,jE) - I;
     % normalized discrete gradient magnitude squared
    G2 = (dN.^2 + dS.^2 + dW.^2 + dE.^2) ./ (I.^2 + eps);
    % normalized discrete laplacian 
    L = (dN + dS + dW + dE) ./ (I + eps);
     % ICOV (equ 31/35)
    num = (.5*G2) - ((1/16)*(L.^2));
    den = (1 + ((1/4)*L)).^2;
    q_squared = num ./ (den + eps);
     % diffusion coefficent
    den = (q_squared - q0_squared) ./ (q0_squared *(1 + q0_squared) + eps);
    c = 1 ./ (1 + den);
    cS = c(iS, :);
    cE = c(:,jE);
     % divergence
    D = (cS.*dS) + (c.*dN) + (cE.*dE) + (c.*dW);
     % Assign the new greyscale value to the middle pixel in each window 

4

5

6
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Algorithm 2.10 presents the algorithmic steps for the implementation of the dsfsrad filter 
together with the MATLAB™ code.

Figure 4.7f shows the results of the dsfsrad filter on a cardiac ultrasound image, with a coef-
ficient of variation of 0.025 and 50 iterations.

2.3.3 Coherent Nonlinear Anisotropic Diffusion Filtering (DsFnldif )
The applicability of the dsfad filter [see Eq. (2.16)] is restricted to smoothing with edge enhance-
ment, where |Ñg| has higher magnitude at edges. In general, the function d(|Ñg|)  in Eq. (2.16) can 
be put into a tensor form that measures the local coherence of structures such that the diffusion 
process becomes more directional in both the gradient and contour directions, which represent the 
directions of maximum and minimum variations, respectively. Therefore, the dsfnldif filter will 
take the form

    I = I + (lambda/4)*D;
% Repeat steps 4 and 5 for the whole image by sliding the moving window from left to right   
    waitbar(iter/niter,hwait);
end
% Repeat steps 4 to 6 for niter iterations 
I = log(I);
figure, imshow(I);
% close wait bar
close(hwait)
return;
% Compute the texture features and image quality evaluation metrics and display both the 
original % and the despeckled image on the screen
TAM=DsTtexfeat(double(I));
F1=[F1,TAM’];
save speckle1texfs F1;  
% The texture features of the despeckled image are saved in matrix F1
% Call the function metrics to calculate and display the 19 different image quality metrics 
between %  the original and the despeckled image
M=DsQmetrics(I, K);
 
% Show original and despeckled images on the screen 
figure, imshow(K), title (‘Original Image’); 
figure, imshow(I), title (‘Despeckled Image’);

7

8
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dgi, j, t                       

dt    
= div[dÑg] (2.18)

where d Îℜ 2 x 2 is a symmetric positive semidefinite diffusion tensor representing the required dif-
fusion in both gradient and contour directions and, hence, enhancing coherent structures as well 
as edges. The design of d, as well as the derivation of the coherent nonlinear anisotropic diffusion 
model, may be found in Ref. [24] and is given as

 d = (w1w2)(l1  0          
0  l2

)(wT
1       

wT
2
) (2.19a)

with

 

l1 = { a (1 - 
(m1 - m2)

2

                   
s2            )  if (l1l2)

2 £ s2

 (2.19b)

 0           else

                                            

 
l2 = a 

where the eigenvectors w1 and  w2 and the eigenvalues l1 and l2 correspond to the directions of 
maximum and minimum variations and the strength of these variations, respectively. The flow at 
each point is affected by the local coherence, which is measured by (m1 -m2) in Eq. (2.19b).

The parameters used in this book for the dsfnldif filter were s2 = 2 and a = 0.9, which were 
used for the calculation of the diffusion tensor d and the parameter step size m = 0.2, which defined 
the number of diffusion steps performed. The local coherence is close to zero in very noisy regions, 
and the diffusion becomes isotropic (m1 = m2 = a = 0.9), whereas in regions with lower speckle noise, 
the local coherence corresponds to (m1 - m2)

2 > s2 [24].
Algorithm 2.11 presents the algorithmic steps for the implementation of the dsfnldif 

despeckle filter.

ALgorIthM 2.11

Diffusion filtering: coherent nonlinear anisotropic diffusion filter (dsfnldif )

1 Load the image for filtering.

2 Specify the area of interest to be filtered, the number of iterations (n), and the time step.

3 Transform the image to double and normalize it.

4 Starting from the left upper corner of the image, select a [3 ́  3] pixel neighborhood and com-
pute a new grayscale value according to Eqs. (2.18) and (2.19).

5 Assign the new grayscale value to the middle pixel in each window.

6 Repeat steps 4 and 5 for n iterations by sliding the moving window from left to right.
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Figure 4.4k shows the results of the dsfnldif filter on an artificial carotid image, whereas 
Figure 4.6j shows the results of the dsfnldif filter on a carotid ultrasound image for 25 iterations.

2.4 wAVeLet FILterINg (DsFwaveltc)
Wavelet filtering exploits the decomposition of the image into the wavelet basis and zeroes out the 
wavelet coefficients to despeckle the image [25–29, 38].

Wavelet analysis is particularly useful for the analysis of transient, nonstationary, or time-
varying signals. Wavelets can be used to analyze signals in different spatial resolutions. Their ad-
vantage is in their ability to analyze a signal with accuracy in both the time and frequency domains. 
This is not the case when applying traditional Fourier analysis, where there is significant accuracy 
in the frequency domain, but less accuracy in the temporal domain. In other words, increasing 
accuracy in one domain implies a decrease in precision in the other domain. Wavelets are also 
known for their capacity to identify singularities associated with fine variations of the signal to 
be evaluated [29]. For denoising, we need to identify the specific image scales where most of the 
image energy lies.

Speckle reduction filtering in the wavelet domain is based on the idea of the Daubechies 
Symlet wavelet and on soft-thresholding denoising. It was firstly proposed by Donoho [29] and 
also further investigated by Zhong and Cherkassky [25], Achim et al. [26], and Gupta et al. [38]. 
The Symlet family of wavelets, although not perfectly symmetrical, was designed to have the least 
asymmetry and the highest number of vanishing moments for a given compact support [29]. The 
dsfwaveltc filter implemented in this study is described as follows.

Estimate the variance of the speckle noise s 2n with Eq. (2.5).
Compute the discrete wavelet transform (DWT) using the Symlet wavelet for two scales.
For each subband:

(a) Compute a threshold [27, 29] 

 

T ={(Tmax - a(  j - 1))sn   if Tmax - a(  j - 1) ³ Tmin 

 (2.20)
Tminsn        else 

1.
2.
3.

7 Repeat steps 4–6 for the whole image.

8 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

9 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.
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where a is a decreasing factor between two consecutive levels, Tmax is a maximum factor for 
sn, and Tmin is a minimum factor for sn. The threshold T is primarily calculated using sn 
and a decreasing factor Tmax - a( j - 1).
(b) Apply the threshold on the wavelet coefficients of each band.

Compute the inverse DWT to reconstruct the despeckled image f.
Algorithm 2.12 presents the algorithmic steps for the implementation of the dsfwaveltc 

despeckle filter.

Figure 4.1l shows the application of the despeckle filter dsfwaveltc on a phantom carotid 
artery image for 10 iterations. Figure 4.4l shows the results of the filter on an artificial carotid image, 
whereas Figure 4.6k presents the results on a real carotid ultrasound image.

•  •  •  •

4.

ALgorIthM 2.12

Wavelet filtering: wavelet filter (dsfwaveltc)

1 Load the image for filtering.

2 Specify the area of interest to be filtered, the moving window size, and the number of itera-
tions (n) the filtering is applied to the image.

3 Compute the noise variance s 2n with Eq. (2.5) from the whole image.

4 Compute the DWT using the Symlet wavelet for two scales.

5 Compute for each subband a threshold T according to Eq. (2.20).

6 Apply the threshold on the wavelet coefficients for each band.

7 Compute the inverse DWT to reconstruct the whole image.

8 Repeat steps 3–6 for n iterations for the whole image.

9 Compute the image quality evaluation metrics and the texture features for the original and 
despeckled images.

10 Display the original and despeckled images, the image quality and evaluation metrics, and 
the texture features.
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In this chapter, we present the material, the ultrasound imaging scanners used for the image acquisi-
tion, as well as the texture analysis, the distance measures, the univariate statistical analysis, and the 
k-nearest-neighbor (kNN) classifier, which are used to evaluate despeckle filtering. Also, a number 
of image quality metrics are presented for evaluating the quality between the original and despeck-
led images. Finally, the procedure of visual evaluation carried out by the experts is introduced.

3.1 MAterIAL AND reCorDINg oF ULtrASoUND IMAgeS
Two different imaging datasets were used in this study. The first imaging dataset was used for evalu-
ating despeckle filtering, and the second was used for evaluating the image quality of two ultrasound 
scanners.

The images of the carotid artery bifurcation used for the despeckling (the first image data-
set) were acquired using the ATL HDI-3000 ultrasound scanner. The ATL HDI-3000 ultrasound 
scanner is equipped with a 64-element fine-pitch high-resolution 38-mm broadband array, a multi-
element ultrasound scan head with an operating frequency range of 4–7 MHz, an acoustic aperture 
of 10 ´ 8 mm, and a transmission focal range of 0.8–11 cm [39]. All images were recorded as they 
are displayed in the ultrasound monitor after logarithmic compression. The images were digitally 
recorded on a magneto-optical drive, with a resolution of 768 ´ 756 pixels with 256 gray levels. The 
image resolution was 16.66 pixels/mm. B-mode scan settings were adjusted so that the maximum 
dynamic range was used with a linear postprocessing curve. The position of the probe was adjusted 
so that the ultrasonic beam was vertical to the artery wall. The time gain compensation curve was 
adjusted (gently sloping) to produce the uniform intensity of echoes on the screen; however, it was 
vertical in the lumen of the artery where attenuation in blood was minimal, so that echogenicity of 
the far wall was the same as that of the near wall. The overall gain was set so that the appearance 
of the plaque was assessed to be optimal, and slight noise appeared within the lumen. It was then 
decreased so that at least some areas in the lumen appeared to be free of noise (black).

The first image dataset used for despeckle filtering consisted of a total of 440 ultrasound im-
ages of the carotid artery bifurcation, 220 asymptomatic and 220 symptomatic, and was acquired 
with the ATL HDI-3000 scanner. Asymptomatic images were recorded from patients at risk of 

C H A P T E R  3

evaluation Methodology
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atherosclerosis in the absence of clinical symptoms, whereas symptomatic images were recorded 
from patients at risk of atherosclerosis that have already developed clinical symptoms, such as a 
stroke episode.

The images used for the image quality evaluation (the second image dataset) were acquired 
with the ATL HDI-5000 ultrasound scanner, which is equipped with a 256-element fine-pitch 
high-resolution 50-mm linear array and a multielement ultrasound scan head with an extended 
operating frequency range of 5–12 MHz, and offers real spatial compound imaging. The scanner 
increases the image clarity using SonoCT imaging by enhancing the resolution and borders, and 
interface margins are better displayed. Several tests made by the manufacturer showed that the ATL 
HDI-5000 scanner was superior overall to conventional two-dimensional imaging systems primar-
ily because of the reduction of speckle, contrast resolution, and tissue differentiation, and the image 
was visually better [39].

The second image dataset consisted of a total of 80 symptomatic B-mode longitudinal ultra-
sound images used for the image quality evaluation, from identical vessel segments of the carotid 
artery bifurcation, which were acquired from each ultrasound scanner (from the ATL HDI-3000 
and the ATL HDI-5000 scanner). The images were digitally recorded on a magneto-optical drive 
with a resolution of 768 ´ 576 pixels with 256 gray levels. These images were recorded at the In-
stitute of Neurology and Genetics, Nicosia, Cyprus, from 32 female and 48 male symptomatic pa-
tients aged between 26 and 95 years old, with a mean age of 54 years old. These subjects were at risk 
of atherosclerosis, which have already developed clinical symptoms such as a stroke or a transient 
ischemic attack. In addition, 10 symptomatic ultrasound images of the carotid artery representing 
different types of atherosclerotic carotid plaque formation with irregular geometry typically found 
in this blood vessel were acquired from each scanner.

3.2 USe oF PhANtoM AND ArtIFICIAL  
ULtrASoUND IMAgeS

Instead of using real or artificial ultrasound images of the carotid artery, artificial phantoms may also 
be used, which can be designed for special purposes. An example of an ultrasound phantom of the 
carotid artery image is shown in Figure 3.1a.

Ultrasound phantoms are used to measure and test system resolution, focal zone, system sen-
sitivity, grayscale dynamic range, penetration, and dead zone [109]. Some phantoms contain liquid 
that mimics blood flow to test Doppler systems. Most ultrasound phantoms are constructed from 
acrylic, polyurethane, or aluminum to hold water, gel, urethane rubber, or polystyrene with implants 
to represent cysts, tumors, plaques, or other abnormalities [109]. Most clinicians rely on Doppler 
ultrasound measurements, but a subject’s maximum blood velocity rates can vary by 10–60% even 
using the same machine due to calibration problems. The same may be observed with the speckle 
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pattern. A different speckle pattern may be obtained from the same patient using the same machine. 
As a result, it is impossible to obtain an accurate measurement in time. In theory, we can get around 
this problem if we had independent information on blood flow and speckle pattern through human 
arteries against which to calibrate the (Doppler) ultrasound data. Nevertheless, to get truly inde-
pendent and accurate information, in practice, is difficult, and, therefore, the use of the phantoms 
is required [127].

To further evaluate despeckle filtering, an artificial carotid image was generated (see Fig-
ure 3.1b). Despeckle filtering was visually evaluated by two experts (a cardiovascular surgeon  

FIgUre 3.1: (a) Phantom ultrasound image. (b) Longitudinal view of an artificial carotid image.
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and a neurovascular specialist) on the artificial carotid image corrupted by speckle noise. The 
artificial image (shown in Figure 3.1b) has a resolution of 150 ´ 150 pixels and was gener-
ated with gray-level values of the bottom, strip, middle, and upper segments of 182, 250, 102, 
and 158, respectively. This image was corrupted by speckle noise (see Figure 4.1a), which was 
generated using the equation gi, j = fi, j  + ni, j   fi, j , where gi, j and fi, j are the noisy and original im-
ages, respectively, and ni, j  is uniformly distributed random noise with mean 0 and variance  
s 2n = 0.07.

3.2.1 types of Plaques
Plaques may be classified into the following types: 1) type I—uniformly echolucent (black), where 
bright areas occupy less than 15% of the plaque area; 2) type II—predominantly echolucent, where 
bright echoes occupy 15–50% of the plaque area; 3) type III—predominantly echogenic, where bright  
echoes occupy 50–85% of the plaque area; 4) type IV—uniformly echogenic, where bright echoes 
occupy more than 85% of the plaque area; and 5) type V—calcified cap with acoustic shadow so 
that the rest of the plaque cannot be visualized [53, 60]. In this study, the plaques delineated were 
of types II, III, and IV because it is easier to make a manual delineation since the fibrous cap, which 
is the border between blood and plaque, is more easily identified. If the plaque is of type I, borders 
are not well visible. Plaques of type V produce acoustic shadowing, and the plaque is also not well 
visible.

3.3 IMAge NorMALIZAtIoN
The need for image standardization or postprocessing has been suggested in the past, and normal-
ization using only blood echogenicity as a reference point has been applied in ultrasound images 
of the carotid artery [53]. Brightness adjustments of the ultrasound images have been used in this 
book, as this has been shown to improve image compatibility by reducing the variability introduced 
by different gain settings and facilitate ultrasound tissue comparability [53, 93].

The images used for the image quality evaluation were manually normalized by linearly ad-
justing the image so that the median gray-level value of the blood was 0–5, and the median gray 
level of the adventitia (the artery wall) was 180–190. The scale of the gray level of the images ranged 
from 0 to 255 [94].

This normalization using blood and adventitia as reference points was necessary to extract 
comparable measurements in case of processing images obtained by different operators or different 
equipment [94]. The image normalization procedure is illustrated in Figure 3.2 and was imple-
mented in MATLAB™ software (version 6.1.0.450, release 12.1, May 2001, by The Mathworks, 
Inc.) and tested on a Pentium III desktop computer, running at 1.9 GHz with 512-MB RAM. 
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The same software and computer station were also used for all other methods employed in this 
book.

3.4 DeSPeCKLe FILterINg
Ten despeckle filters were selected and investigated, as presented in Chapter 2, and were applied on 
the 440 logarithmically compressed ultrasound images, artificial carotid images, and phantom ca-
rotid images. These filters are (see also Table 1.1) dsflsmv, dsflsminsc, dsfmedian, and dsfwiener  
from the linear filtering group; dsfhomog, dsfgf4d, and dsfhomo from the nonlinear filtering 

FIgUre 3.2: Normalization of a carotid ultrasound image. Two reference points are selected to 
normalize the image: (a) blood area and (b) adventitia area.
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group; dsfad and dsfnldif from the diffusion filtering group; and the dsfwaveltc wavelet despeckle  
filter.

3.5 teXtUre ANALySIS
Following the despeckling, texture features may be extracted from the original and despeckled im-
ages. Texture analysis is one of the most important features used in image processing and pattern 
recognition. It can provide information about the arrangement and spatial properties of fundamen-
tal image elements. Texture provides useful information for the characterization of atherosclerotic 
plaque [40]. In this study, a total of 56 different texture features were extracted both from the origi-
nal and despeckled ultrasound images as follows [40, 41]:

Statistical features (SF): (a) mean; (b) median; (c) variance (s 2); (d) skewness (s 3); (e) kur-
tosis (s 4); and (f ) speckle index (s 2/m).
Spatial gray-level dependence matrices (SGLDM) as proposed by Haralick et al. [41]: (a) 
angular second moment (ASM); (b) contrast; (c) correlation; (d) sum of squares, variance; 
(e) inverse difference moment (IDM); (f ) sum average; (g) sum variance; (h) sum entropy; 
(i) entropy; ( j) difference variance; (k) difference entropy; (l) and (m) information measures 
of correlation. Each feature was computed using a distance of one pixel. Also, for each 
feature, the mean values and the range of values were computed and were used as two dif-
ferent feature sets.
gray-level difference statistics (GLDS) [42]: (a) contrast; (b) ASM; (c) entropy; and (d) 
mean.
Neighborhood gray tone difference matrix (NGTDM) [43]: (a) coarseness; (b) contrast; (c) 
business; (d) complexity; and (e) strength.
Statistical feature matrix (SFM) [44]: (a) coarseness; (b) contrast; (c) periodicity; and (d) 
roughness.
Laws texture energy measures (TEM) [44]: For the laws TEM extraction, vectors of length 
l = 7 L = (1, 6, 15, 20, 15, 6, 1), E = (-1, -4, -5, 0, 5, 4, 1), and S = (-1, -2, 1, 4, 1, -2, -1) 
were used, where L performs local averaging, E acts as an edge detector, and S acts as a spot 
detector. The following TEM features were extracted: (a) LL—texture energy (TE) from 
LL kernel; (b) EE—TE from EE kernel; (c) SS—TE from SS kernel; (d) LE—average TE 
from LE and EL kernels; (e) ES—average TE from ES and SE kernels; and (f ) LS—average  
TE from LS and SL kernels.
fractal dimension texture analysis (FDTA) [44]: Hurst coefficient H (k) for resolutions k=1, 
2, 3, 4.
fourier power spectrum (FPS) [44]: (a) radial sum; and (b) angular sum.

1.
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Some of the most common texture feature algorithms that have been used for ultrasound 
texture analysis are simple SF, SGLDM [41], GLDS [42], NGTDM [43], SFM [44], laws TEM 
[44], FDTA [40, 44], and FPS [42]. These texture features are usually computed on a region of 
interest, for example, the region prescribed by the plaque contour that is automatically or manually 
drawn.

The SF includes the m, median, s 2, s 3, and s 4 values. The SGLDM texture features, as pro-
posed by Haralick et al. [41], are the most frequently used texture features. These are based on the 
estimation of the second-order joint conditional probability density functions, where two pixel pairs 
(k, l ) and (m, n), with distance d in the direction specified by the angle q, have intensities of gray 
level g and gray level f. Based on the probability density functions, the following texture measures 
and their variants [128] are computed: ASM, contrast, correlation, IDM, sum average, variance 
(sum and difference), and entropy (sum and difference). For a chosen distance d that is usually one 
pixel and for angles q = 0°, 45°, 90°, and 135°, four values for each of the above texture measures are 
computed. The mean and the range of these four values are usually computed for each feature, and 
they are used as two different feature sets. The GLDS algorithm [42, 80] uses first-order statistics 
of local property values based on the absolute differences between pairs of gray levels or of average 
gray levels to extract the following texture measures: contrast, ASM, entropy, and mean. Amadasun 
and King [43] proposed the NGTDM to extract textural features, which correspond to the visual 
properties of texture. The following features are extracted: coarseness, contrast, busyness, complex-
ity, and strength. The FDTA feature set is based on the work of Mandelbrot [80], who developed 
the fractional Brownian motion model to describe the roughness of natural surfaces. The Hurst 
coefficients (H ( k)) [44] are computed for different image resolutions, where a smooth texture surface 
is described by a large value of the parameter H ( k), whereas the reverse applies for a rough texture 
surface. The FPS feature set computes the radial and angular sums of the sample FPS, where coarse 
texture has high values that are concentrated near the origin, and in fine texture, the values are more 
spread out.

3.6 DIStANCe MeASUreS
To identify the most discriminant features separating the two classes under investigation, i.e.,  
asymptomatic and symptomatic ultrasound images (identifying features that have the highest dis-
criminatory power), before and after despeckle filtering, the distance between asymptomatic and 
symptomatic images was calculated for the set of all ultrasound images before and after despeckle 
filtering for each feature as follows [40]:

 
diszc = |mza - mzs|/Ös 2za + s 2zs              

 

, (3.1)



62 DeSPeCKLe FILterINg ALgorIthMS

where z is the feature index, c if o indicates the original image set and if f indicates the despeckled 
image set, mza and mzs are the mean values, and sza and szs are the standard deviations of the asymp-
tomatic and symptomatic classes, respectively. The most discriminant features are the ones with the 
highest distance values [40]. If the distance after despeckle filtering is increased, i.e.,

 
diszf > diszo (3.2)

then it can be derived that the classes may be better separated.
For each feature, a percentage distance was computed as

 
feat_disz = (diszf - diszo)100. (3.3)

For each feature set, a score distance was computed as

 
Score_Dis = (1/N )S

N       

z = 1 
(diszf   - diszo)100, (3.4)

where N is the number of features in the feature set. It should be noted that, for all features, a larger 
feature distance shows improvement.

3.7 UNIVArIAte StAtIStICAL ANALySIS
The Wilcoxon rank-sum test for paired samples is a nonparametric alternative for the paired sam-
ples t test when the distribution of the samples is not normal. The Wilcoxon test for paired samples 
ranks the absolute values of the differences between the paired observations in sample 1 and sample 
2, and calculates a statistic on the number of negative and positive differences. If the resulting 
p value is small ( p < 0.05), then it can be accepted that the median of the differences between 
the paired observations is statistically significantly different from 0. The Wilcoxon matched-pairs 
signed rank-sum test was used to detect if, for each texture feature, a significant (S) or nonsignifi-
cant (NS) difference exists between the original and despeckled images at p < 0.05. The test was 
applied on all the 220 asymptomatic and 220 symptomatic original and despeckled images of the 
carotid artery.

3.� KNN CLASSIFIer
The statistical pattern recognition kNN classifier using the Euclidean distance with k = 7 was used 
to classify a plaque as asymptomatic or symptomatic [40]. The kNN classifier was chosen because 
it is simple to implement and is computationally very efficient. This is highly desired due to the 
many feature sets and filters tested [44]. In the kNN algorithm, to classify a new pattern, its kNNs 
from the training set are identified. The new pattern is classified to the most frequent class among 
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its neighbors based on a similarity measure that is usually the Euclidean distance. In this work, the 
kNN carotid plaque classification system was implemented for values of k = 1, 3, 5, 7, and 9 using 
for input the eight texture feature sets and morphology features described above.

The leave-one-out method was used for evaluating the performance of the classifier, where 
each case is evaluated in relation to the rest of the cases. This procedure is characterized by no bias 
concerning the possible training and evaluation bootstrap sets. This method calculates the error or the 
classification score by using n - 1 samples in the training set and testing or evaluating the performance 
of the classifier on the remaining sample. It is known that for large n, this method is computationally 
expensive. However, it is approximately unbiased at the expense of an increase in the variance of the 
estimator [104]. The kNN classifier was chosen because it is simple to implement and is computation-
ally very efficient. This is highly desired due to the many feature sets and filters tested [44].

3.9 IMAge QUALIty eVALUAtIoN MetrICS
For medical images, quality can be objectively defined in terms of performance in clinically relevant 
tasks such as lesion detection and classification, where typical tasks are the detection of an abnor-
mality, the estimation of some parameters of interest, or the combination of the above [52]. Most 
studies today have assessed the equipment performance by testing diagnostic performance of mul-
tiple experts, which also suffer from intraobserver and interobserver variability. Although this is the 
most important method of assessing the results of image degradation, few studies have attempted 
to perform physical measurements of degradation [47]. Image quality is important when evaluat-
ing or segmenting atherosclerotic carotid plaques [60] or the intima media complex (IMC) in the 
carotid artery [54], where speckle obscures subtle details [7] in the image. In a recent study [59], we 
have shown that speckle reduction improves the visual perception of the expert in the assessment of 
ultrasound imaging of the carotid artery.

To be able to design accurate and reliable image quality metrics, it is necessary to understand 
what quality means to the expert. An expert’s satisfaction when watching an image depends on 
many factors. One of the most important is, of course, image content. Research made in the area of 
image quality showed that this depends on many parameters, such as viewing distance, display size, 
resolution, brightness, contrast, sharpness, colorfulness, naturalness, and other factors [90].

It is also important to note that there is often a difference between fidelity (the accurate 
reproduction of the original on the display) and perceived quality. Sharp images with high contrast 
are usually more appealing to the average expert. Likewise, subjects prefer slightly more colorful 
and saturated images despite realizing that they look somewhat unnatural [92]. For studying visual 
quality, some of the definitions above should be related to the human visual system. Unfortunately, 
subjective quality may not be described by an exact figure; due to its inherent subjectivity, it can only 
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be statistically described. Even in psychological threshold experiments, where the task of the expert 
is to give a yes or no answer, there exists a significant variation between expert’s contrast sensitiv-
ity functions and other critical low-level visual parameters. When speckle noise is apparent in the 
image, the expert’s differing experiences with noise are bound to lead to different weightings of 
the artifact [90]. Researchers showed that experts and nonexperts examine different critical image 
characteristics to form their final opinion with respect to image quality [91]. Thus, image quality 
evaluation metrics can be used for the evaluation of despeckle filtering.

Differences between the original ( gi,  j  ) and despeckled (  fi,  j  ) images were evaluated using im-
age quality evaluation metrics. The following measures, which are easy to compute and have clear 
physical meaning, were computed.

The MSE

 
MSE =   1         

mN  S
m        

i = 1 
S

N        

j = 1 

( gi, j - fi, j)
2, (3.5)

which measures the quality change between the original and processed images in an m ´ N 
window [45]. The MSE has been widely used to quantify image quality, and, when it is 
used alone, it does not correlate strongly enough with perceptual quality. It should be used, 
therefore, together with other quality metrics and visual perception [45, 48].
The root MSE (RMSE), which is the square root of the squared error averaged over an 
m ´ N window [46]:

 

RMSE = Ö   1         
mN  S

m        

i = 1 
S

N        

j = 1 

( gi, j - fi, j)
2.                (3.6)

The popularity of the RMSE arises mostly from the fact that it is, in general, the best ap-
proximation of the standard error.
The error summation in the form of the Minkowski metric, which is the norm of the dis-
similarity between the original and despeckled images [47]:

 

Err = (   1         
mN  S

m        

i = 1 
S
N        

j = 1 

| gi, j - fi, j |
b)1/b

 (3.7)

computed for b = 3 (Err3) and b = 4 (Err4). For b = 2, the RMSE is computed as in Eq. 
(3.6), whereas for b = 1, the RMSE is computed as the absolute difference, and for b = ¥, 
the RMSE is computed as the maximum difference measure.
The geometric average error (GAE) is a measure that shows that if the despeckled image is 
very bad, it is used to replace or complete the RMSE and is computed as follows [48]:

 
GAE = (Õm

i = 1Õ
N

j = 1Ö gi, j - fi, j       )1/mN

. (3.8)

1.

2.

3.

4.



eVALUAtIoN MethoDoLogy 65

The value of GAE is approaching zero if there is a very good transformation (small 
differences) between the original and despeckled images; otherwise, the value of GAE is 
high. It is positive only if every pixel value is different between the original and despeckled 
images. This measure is also used for teleultrasound when transmitting ultrasound images. 
The GAE may be used to replace the RMSE, which is dominated by its large individual 
terms and is calculated for an image with dimensions N ́  m. This amounts to a severe error 
in the RMSE when large individual terms are present. For this reason, the RMSE is often 
replaced by the GAE.
Although signal sensitivity and image noise properties are important by themselves, it is 
really their ratio that carries the most significance. The signal-to-noise ratio (SNR) is given 
by [49]

 

SNR = 10log10 

S
m        

i = 1 
S
N        

j = 1 

( g 2i, j - f  2i, j)                             

S
m        

i = 1 
S
N        

j = 1 

( gi, j - fi, j)
2

 . (3.9)

It is calculated over an image area with dimensions N ´ m. The SNR, the RMSE, and the 
Err proved to be very sensitive tests for image degradation, but they are completely non-
specific. Any small change in image noise, despeckling, and transmitting preferences would 
cause an increase in the above measures.
The peak SNR (PSNR) is computed using [49]

 
PSNR = -10log10

MSE               
g 2max   

, (3.10)

where g 2max is the maximum intensity in the unfiltered image. The PSNR is higher for a 
better transformed image and lower for a poorly transformed image. It measures image 
fidelity, which is how closely the despeckled image resembles the original image.
The mathematically defined universal quality index [50] models any distortion as a com-
bination of three different factors, which are loss of correlation, luminance distortion, and 
contrast distortion, and is derived as

 

Q =  
sgf                       

sf sg   

.       2 f
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(  f
_
)2 + ( g

_
)2   

.  2sf sg                     

s 2f  +s 2g 
, -1 < Q < 1, (3.11)

where g
_
 and  f

_
 represent the mean of the original and despeckled values with their standard 

deviations sg and sf of the original and despeckled values of the analysis window, and sgf  
represents the covariance between the original and despeckled windows. Q is computed for 
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a sliding window of size 8 ´ 8 without overlapping. Its highest value is 1 if gi, j = fi, j , whereas 
its lowest value is -1 if fi, j  = 2g

_ 
- gi, j .

The structural similarity index (SSIN) between two images [47], which is a generalization 
of Eq. (3.11), is given by

 

SSIN =         
(2g

_ 
f
_

 + c1)(2sgf + c2)                             
(g
_

2 + f
_

2 + c1)(s 2g + s 2f  + c2) 
, -1 < SSIN < 1, (3.12)

where c1 = 0.01dr and c2 = 0.03dr, with dr = 255 representing the dynamic range of the ul-
trasound images. The range of values for the SSIN lies between –1 for a bad similarity and 
1 for a good similarity between the original and despeckled images, respectively. It is simi-
larly computed to the Q measure for a sliding window of size 8 ´ 8 without overlapping.
The speckle index C for log-compressed ultrasound images is defined as

 

C =   1         
mN S

m        

i = 1 
S
N        

j = 1 

s 2i,  j 
              mi,  j

 (3.13)

and is an average measure of the amount of speckle presented in the image area with size 
m × N as a whole (over the whole image). It is used in most adaptive filters to adjust the 
weighting function ki, j  in Eq. (2.2) described in Chapter 2 because it reflects the changes in 
contrast of the image in the presence of speckle noise. It does not depend on the intensity 
of the local mean, but on the variance s 2 and the mean m of the whole image. The larger 
the value of C is, the more likely that the observed neighborhood belongs to an edge; thus, 
C may be also used as an edge detector.
Lesion detectability can be quantified using the contrast-to-speckle ratio (CSR) [31, 56]. It 
is calculated by defining two regions of interest (i.e., the original image and the despeckled) 
and using the mean pixel value and the variance to quantify the contrast (m1 - m2)/ m1 and 
the speckle index noise Ö(s 21 + s 22)/m1            . The ratio of these two quantities is termed as CSR 
and is defined as

 
CSR = ((m1 - m2)m1)/Ö(s 21 + s 22)         , (3.14)

where m1, m2, s1, and s2 are the mean and standard deviations of the original and despeck-
led images, respectively. The CSR provides a quantitative measure of the detectability of 
low contrast lesions, when one region is completely inside the lesion, and the second is the 
background media.

It is noted that a new image quality metric based on natural scene statistics and mutual infor-
mation between the original and filtered images has recently been proposed by Sheikh et al. [51].

8.

9.

10.
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The quality measures proposed above do not necessarily correspond to all aspects of the 
expert’s visual perception of the errors, nor do they correctly reflect structural coding artifacts [59]. 
However, if they are all combined together, and with the subjective tests, they may offer a more ac-
curate evaluation result. Subjective tests are tedious, time consuming, and expensive, and the results 
depend on the expert’s background, motivation, and other factors [47, 48, 74, 76]. However, all 
these measures cover the visual quality just partly. The visual quality of an image is difficult to define 
with mathematical precision since it is dependent on the properties of our visual system. We know, 
for example, that our visual system is more tolerant to a certain amount of noise than to a reduced 
sharpness. On the other hand, it is very sensitive to certain specific artifacts, like blips and bumps 
[52].

We have, furthermore, investigated in this book the usefulness of image quality evaluation 
based on the above proposed image quality metrics and visual perception evaluation by experts (see 
Chapter 4) in ultrasound imaging of the carotid artery after normalization and speckle reduction 
filtering. For this task, we have evaluated the quality of ultrasound imaging of the carotid artery on 
two different ultrasound scanners—the HDI ATL-3000 and the HDI ATL-5000—before and af-
ter speckle reduction, after image normalization, and after image normalization and speckle reduc-
tion filtering. Statistical and texture analysis was carried out on the original and processed images, 
and the findings were compared with the visual perception carried out by two experts.

3.10 VISUAL eVALUAtIoN by eXPertS
Visual evaluation can be broadly categorized as the ability of an expert to extract useful anatomical 
information from an ultrasound image. The visual evaluation varies, of course, from expert to expert 
and is subject to the observer’s variability [52]. The visual evaluation was carried out according to 
the International Telecommunication Union Radiocommunication Sector recommendations with 
the double-stimulus continuous quality-scale procedure [48].

For the despeckle filtering evaluation, a total of 100 ultrasound images of the carotid artery 
bifurcation (50 asymptomatic and 50 symptomatic) were visually evaluated by two vascular ex-
perts—a cardiovascular surgeon and a neurovascular specialist—before and after despeckle filtering. 
For each case, the original and despeckled images (despeckled with filters dsflsmv, dsflsminsc, 
dsfmedian, dsfwiener, dsfhomog, dsfgf4d, dsfhomo, dsfad, dsfnldif, and dsfwaveltc) were 
presented without labeling at random to the two experts. The experts were asked to assign a score 
in the 1–5 scale corresponding to low and high subjective visual perception criteria. Five was given 
to an image with the best visual perception. Therefore, the maximum score for a filter is 500 if the 
expert assigned a score of 5 for all the 100 images. For each filter, the score was divided by five 
to be expressed in the percentage format. The experts were allowed to give equal scores to more 
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than one image in each case. For each class and for each filter, the average score was computed. A 
graphical user interface was developed in MATLAB™, as shown in Figure 3.3, and was used by the 
two experts for the visual perception evaluation. For each case, the original and despeckled images 
(despeckled with filters dsflsmv, dsflsminsc, dsfmedian, dsfwiener, dsfls, dsfhomog, dsfgf4d, 
dsfhomo, dsfad, dsfnldif, and dsfwaveltc) were presented without labeling at random to the two 
experts.

All the visual evaluation experiments were carried out at the same workstation under indirect 
fluorescent lighting typical of an office environment. The two vascular experts were allowed to com-
fortably position themselves with respect to the viewing monitor, where a typical distance of about 
50 cm was kept. Experts in real-life applications employ a variety of conscious and unconscious 

FIgUre 3.3: The graphical user interface for the visual image evaluation carried out by the ex-
perts. The screen illustrates four different despeckled images and their corresponding scores.
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strategies for image evaluation, and it was our intent to create an environment as close as possible to 
the real one. The two vascular experts evaluated the area around the distal common carotid 2–3 cm 
before the bifurcation and the bifurcation. It is known that measurements taken from the far wall 
of the carotid artery are more accurate than those taken from the near wall [53]. Furthermore, the 
experts examined the image in the lumen area to identify whether a plaque existed.

To further assess the intraobserver variability, the two experts evaluated the same set of im-
ages approximately one year after the initial evaluation.

For the image quality evaluation, two vascular experts evaluated the images. The vascular  
experts—an angiologist and a neurovascular specialist—were allowed to comfortably position them-
selves with respect to the viewing monitor, where a typical distance of about 50 cm was kept. Ex-
perts in real-life applications employ a variety of conscious and unconscious strategies for image 
evaluation, and it was our intent to create an application environment as close as possible to the 
real one. The two vascular experts evaluated 80 ultrasound images recorded from each ultrasound 
scanner before and after speckle reduction, after image normalization, and after normalization and 
speckle reduction filtering.

The two vascular experts evaluated the area around the distal common carotid between 2 
and 3 cm before the bifurcation and the bifurcation. It is known that measurements taken from the 
far wall of the carotid artery are more accurate than those taken from the near wall [53, 54, 59, 93, 
94]. Furthermore, the experts examined the image in the lumen area to identify whether a plaque 
existed. The primary interest of the experts was the area around the borders between blood and tis-
sue of the carotid artery, and how much better they can differentiate blood from carotid wall, intima 
media, or plaque surface.

For each image, an individual expert is asked to assign a score in the 1–5 scale corresponding 
to low and high subjective visual perception criteria. Five was given to an image with the best visual 
perception. Therefore, the maximum score for a procedure is 400 if the expert assigned a score of 5 
for all the 80 images. For each procedure, the score was divided by four to be expressed in the per-
centage format. The experts were allowed to give equal scores to more than one image in each case. 
For each preprocessing procedure, the average score was computed.

•  •  •  •
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In this chapter, we first present the evaluation of despeckle filtering on phantom and artificial 
ultrasound images. Furthermore, the evaluation of the despeckle filters described in Chapter 2 
is applied on 220 asymptomatic and 220 symptomatic ultrasound images of the carotid artery 
bifurcation. A total of 56 texture features were computed, and the most discriminant ones are 
presented. The performance of these filters is investigated for discriminating between asymptom-
atic and symptomatic images using the statistical kNN classifier. Moreover, nine different image 
quality evaluation metrics were computed, as well as visual evaluation scores carried out by two 
experts.

In addition, we present the image quality evaluation results performed on 80 ultrasound 
images of the CCA, which were acquired from two different ultrasound imaging scanners (ATL 
HDI-3000 and ATL HDI-5000). Texture features and image quality evaluation metrics were also 
extracted from the original and the despeckled images from both scanners, and two experts evalu-
ated the images visually.

Furthermore, we present results from the segmentation of the intima–media complex, the 
segmentation of the atherosclerotic plaque, after the application of despeckle filtering and normal-
ization. Finally, some results on video despeckling are presented.

4.1 eVALUAtIoN oF DeSPeCKLe FILterINg oN PhANtoM 
AND ArtIFICIAL IMAgeS

4.1.1 Phantom Image
Despeckle filtering was evaluated on a phantom carotid artery image (see Figure 3.1a). Figure 
4.1 shows the despeckled phantom ultrasound images of the carotid artery after the application 
of the despeckle filters dsflsmv, dsflsminsc, dsfwiener, dsfmedian, dsfls, dsfhomog, dsfgf4d, 
dsfhomo, dsfad, dsfsrad, dsfnldif, and dsfwaveltc for different pixel moving window size and 

C H A P T E R  4

Applications of Despeckle Filtering in 
Ultrasound Imaging
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number of iterations (shown in parentheses). Best results were given for the filters dsfmedian, 
dsfwiener, dsflsmv, dsflsminsc, and dsfgf4d. The filters dsfad, dsfsrad, dsfnldif, dsfls,  
dsfwaveltc, dsfhomog, and dsfhomo did not preserve the edges. Moreover, it is shown from Figure 
4.1h and k that the filters dsfhomo and dsfnldif were noisy.

Table 4.1a tabulates the statistical features, m, median, s 2, s 3, s 4, the NGTDM contrast, the 
speckle index, C (3.13), and the contrast-speckle-radio, CSR (3.14), for the phantom image and the 
11 filters illustrated in Figure 4.1. As shown in Table 4.1a, all filters, reduced C with the exception 
of the dsflsminsc filter. The CSR is better for the dsfsrad, dsfgf4d, and dsfhomo. Filters that re-
duced the variance, s2, while preserving the mean, m, and the median compared to the original im-
age, were: dsfhomo, dsfls, dsfwiener, dsfwaveltc, dsfad, dsfhomog, dsfmedian, and dsflsmv. 
The contrast, of the image is increased by the filter dsflsminsc (enormously), and preserved by 
dsfgf4d, dsfsrad, dsfwaveltc, and dsfnldif. It is decreased by the filters dsflsmv, dsfmedian, 
dsfwiener, dsfls, dsfhomog, and dsfad. It is noted that filters dsfgf4d, dsflsmv, and dsflsminsc 
reduced C, dsfgf4d increased CSR, dsflsmv reduced the contrast, whereas dsflsminsc increased 
the contrast. The despeckled images of Figure 4.1 were also assessed by the two experts. Filters that 
showed an improved smoothing after filtering, as assessed visually by the two experts, using visual 
perception criteria, are presented in the following order: dsfwaveltc, dsflsmv, dsfnldif, dsfsrad, 
dsfad, dsfgf4d, and dsfmedian. Filters that showed a blurring effect especially on the edges were: 
dsfls, dsflsminsc, dsfhomog, dsfhomo, and dsfwiener.

Despeckle filtering was furthermore evaluated on the phantom image varying the number of 
iterations. The despeckle filter dsflsmv was applied on the phantom image for different number 
of iterations (1 to 15) where the size of the sliding moving window was [7 ´ 7] as illustrated in 
Figure 4.2.

Table 4.1b tabulates the same statistical features presented also in Table 4.1a for the phan-
tom image after the application of the dsflsmv despeckle filter. It is shown in Table 4.1b that, for 

FIgUre 4.1: Original phantom image given in (a), and the application of 11 despeckle filters for 
different number of iterations and different pixel moving window sizes, shown in brackets, given in 
(b)–(l). (a) Original phantom image. (b) dsflsmv ([7 ´ 7], five iterations). (c) dsflsminsc ([5 ´ 5], four 
iterations). (d) dsfwiener ([5 ´ 5], four iterations). (e) dsfmedian ([5 ´ 5], four iterations). (f ) dsfls 
([5 ´ 5] three iterations). (g) dsfhomog ([7 ´ 7], five iterations). (h) dsfgf4d ([7 ´ 7], six iterations). (i) 
dsfhomo ([5 ´ 5], four iterations). ( j) dsfad (30 iterations). (k) dsfnldif (20 iterations). (l) dsfwaveltc 
(10 iterations).
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increasing number of iterations, the mean, median, skewness, s 3, and kurtosis, s 4, are preserved, 
whereas the standard deviation, s 2, is reduced. Furthermore, it is shown that, for increasing number 
of iterations, the filter dsflsmv reduced C, whereas an increase in C for iterations 7, 8, and 9 was 
observed. The CSR is better after the seventh iteration of the dsflsmv filter. The despeckled phan-
tom images of Figure 4.2 were also visually assessed by the two experts, where the best visual results 
were given for iterations 4, 5, and 6.

Despeckle filtering was also evaluated on the phantom image based on the size of the mov-
ing window. The despeckle filter dsflsmv was applied on the phantom image for different mov-
ing window sizes (from [3 ´ 3] to [23 ´ 23]) where the number of iterations was kept constant 
at 5.

Table 4.1c tabulates the statistical features also presented in Table 4.1a for the phantom im-
age after the application of the dsflsmv filter. It is shown that for increasing sliding moving win-
dow size, the mean and median are preserved, the skewness, s3, is increased, and the kurtosis, s4, 
and the contrast are decreased. The speckle index, C, is reduced, while the CSR remains constant. 

tAbLe 4.1A: Selected statistical features for Figure 4.1 before and after despeckle filtering of all 
despeckle filters for different number of iterations and different pixel moving window sizes

FeAtUre
LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet

orIgINAL DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFls DsFhomog DsFgf4d DsFhomo DsFad DsFsrad DsFnldif DsFwaveltc

No. oF
IterAtIoNS

5 4 4 4 3 5 6 4 30 50 20 10

m 36 35 36 36 35 36 37 47 34 35 50 36 36

Median 37 40 37 39 39 39 39 50 38 39 52 39 38

s 2 21 17 22 18 18 16 17 22 19 17 27 19 20

s 3 0.2 0.3 0.2 0.06 0.3 0.1 0.2 0.02 0.3 0.3 0.2 0.1 0.1

s 4 2.8 2 3 3 2 2.3 2.2 3 2 2 3 3.1 2.8

Contrast 76 4 114 6 7 5 3 50 13 3 57 19 29

C = (s2/m)100 58 4� 61 50 51 44 46 47 56 49 54 53 55

CSR*100 0.5 0 0 0.4 0 0.4 4.7 0.95 0.4 5.� 0 0

Bold values show improvement after despeckle filtering.
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Furthermore, it is shown that by increasing the number of iterations, the filter dsflsmv reduced the 
speckle index, C, whereas the CSR remains constant. The despeckled phantom images of Figure 4.3 
were also visually assessed by the two experts, where the best visual results were given for the sliding 
window sizes of [3 ´ 3] and [5 ´ 5].

4.1.2 Artificial Carotid Image
Despeckle filtering was also evaluated on an artificial carotid artery image corrupted by speckle 
noise (see Figure 4.4a) as described in Section 3.1. Figure 4.4 shows the original noisy image of the 
artificial carotid artery, degraded by speckle noise, together with the despeckled images. Figure 4.5 
shows line profiles (intensity), for the line marked in Figure 4.4a for all despeckle filters. The profile 
results show that most of the filters (dsfmedian, dsfwiener, dsflsmv, dsfwaveltc, dsflsminsc, 
and dsfgf4d ) preserved the edge boundaries preserving the locality and minimally affecting the 
reference values in each region. Best results were obtained for the filters dsfmedian, dsfwiener, 
dsflsmv, dsflsminsc, and dsfgf4d. The filters dsfad, dsfnldif, dsfls, dsfwaveltc, dsfhomog, and 

tAbLe 4.1A: Selected statistical features for Figure 4.1 before and after despeckle filtering of all 
despeckle filters for different number of iterations and different pixel moving window sizes

FeAtUre
LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet

orIgINAL DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFls DsFhomog DsFgf4d DsFhomo DsFad DsFsrad DsFnldif DsFwaveltc

No. oF
IterAtIoNS

5 4 4 4 3 5 6 4 30 50 20 10

m 36 35 36 36 35 36 37 47 34 35 50 36 36

Median 37 40 37 39 39 39 39 50 38 39 52 39 38

s 2 21 17 22 18 18 16 17 22 19 17 27 19 20

s 3 0.2 0.3 0.2 0.06 0.3 0.1 0.2 0.02 0.3 0.3 0.2 0.1 0.1

s 4 2.8 2 3 3 2 2.3 2.2 3 2 2 3 3.1 2.8

Contrast 76 4 114 6 7 5 3 50 13 3 57 19 29

C = (s2/m)100 58 4� 61 50 51 44 46 47 56 49 54 53 55

CSR*100 0.5 0 0 0.4 0 0.4 4.7 0.95 0.4 5.� 0 0

Bold values show improvement after despeckle filtering.
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dsfhomo do not preserve the edges, moving the line profiles to darker grayscale values. Moreover, it 
is shown from Figure 4.5i, that the filter dsfhomo is very noisy.

The despeckled images of Figure 4.4 were also assessed by the two experts. Filters that 
showed an improved smoothing after filtering, as assessed visually by the two experts, using visual 
perception criteria, are presented in the following order: dsfwaveltc, dsflsmv, dsfnldif, dsfad, 
dsfgf4d, and dsfmedian. Filters that showed a blurring effect especially on the edges were: dsfls, 
dsflsminsc, dsfhomog, dsfhomo, and dsfwiener.

tAbLe 4.1b: Selected statistical features for Figure 4.1 before and after despeckle filtering for  
increasing number of iterations and constant window size ([7 ´ 7]) for the despeckle filter dsflsmv

FeAtUre 
NUMber oF IterAtIoNS 

 orIgINAL 1 2 3 4 5 6 7 � 9 10 15 20

m 36 36 36 36 36 36 36 35 35 35 35 35 35

Median 37 38 39 39 40 40 40 40 40 40 40 40 39

s2 21 19 18 18 17 17 17 17 17 17 16 16 16

s3 0.2 0.01 0.2 0.2 0.3 0.3 0.3 0.3 0.3 0.4 0.4 0.4 0.4

s 4 2.8 2.6 2.4 2.3 2.1 2.1 2 2 2 1.9 1.9 1.8 1.8

Contrast 76 35 17 9 6 3.8 2.9 2 1.7 1.4 1.3 0.8 0.6

C = (s2/m)100 58 53 50 50 47 47 47 49 49 49 46 46 46

CSR*100 0 0 0 0 0 0 0.45 0.45 0.45 0.46 0.46 0.46

Bold values show improvement after despeckle filtering.

FIgUre 4.2: Original phantom image given in (a), and the despeckled phantom images after the ap-
plication of the dsflsmv filter for increasing number of iterations and a constant pixel moving window 
size of [7 × 7] given in (b)–(l). The number of iterations ranges from 1 to 15. (a) Original. (b) One itera-
tion. (c) Two iterations. (d) Three iterations. (e) Four iterations. (f ) Five iterations. (g) Six iterations. (h) 
Seven iterations. (i) Eight iterations. ( j) Nine iterations. (k) 10 iterations. (l) 15 iterations.
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Table 4.1d tabulates the statistical features, m, median, s 2,  s 3,  s 4, the NGTDM contrast, the 
speckle index, C (3.13), and the contrast-speckle-ratio, CSR (3.14), for the artificial image, and the 
11 filters illustrated in Figure 4.4. The filters are categorized in linear filtering, nonlinear filtering, 
diffusion filtering, and wavelet filtering, as introduced in Chapter 2. Also, the number of iterations 
for each despeckle filter is given, which was selected based on the speckle index, C, and on the visual 
perception of the two vascular experts. When C was minimally changing, then the filtering process  
was stopped. As shown in Table 4.1d, all filters reduced C with the exception of the dsfhomo filter, 
which exhibited the worst performance as it moves the mean of the image, m, to a darker gray-level  

tAbLe 4.1C: Selected statistical features for Figure 4.3 before and after despeckle filtering for  
increasing window size (from [3 ´ 3] to [25 ´ 25]) and for five iterations of the despeckle  

filter dsflsmv

FeAtUre 

wINDow SIZe 

3 5 7 9 11 13 15 17 19 21 23 25

m 36 35 36 36 36 36 36 36 36 36 36 36 35

Median 37 38 39 40 40 41 41 41 41 41 41 41 41

s 2 21 18 18 17 17 17 17 17 17 16 16 16 16

s 3 0.2 0.06 0.2 0.3 0.3 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.5

s 4 2.8 2.4 2.1 2 2 2 2 2 2 1.9 1.9 1.9 1.9

Contrast 76 14 6 4 3 3 3 4 4 4 5 5 6

C = (s 2/m)100 58 51 50 47 47 47 47 47 47 44 44 44 46

CSR*100 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.44 0.46

FIgUre 4.3: Original phantom image given in (a), and the despeckled phantom images after the ap-
plication of the dsflsmv filter for increasing pixel moving window size from [3 ´ 3] to [25 ´ 25] given in 
(b)–(l). The number of iterations was for all cases five. (a) Original. (b) [3 ´ 3]. (c) [5 ´ 5]. (d) [7 ´ 7]. (e) 
[9 ´ 9]. (f ) [11 ´ 11]. (g) [13 ´ 13]. (h) [15 ´ 15]. (i) [17 ´ 17]. (j) [19 ´ 19]. (k) [21 ´ 21]. (l) [23 ´ 23].
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value, thus making the image darker. The CSR is better for the dsfhomo, dsfgf4d, dsflsminsc, ds-
fwaveltc, dsfwiener, dsfmedian, and dsflsmv. Filters that reduced the variance, s2, while preserv-
ing the mean, m, and the median compared to the original image, were: dsfhomo, dsfls, dsfwiener, 
dsfwaveltc, dsfad, dsfhomog, dsfmedian, and dsflsmv. The contrast of the image is increased by 
the filters dsfgf4d (enormously), dsfhomo, dsflsminsc, dsfls, dsfmedian, and dsfhomog, and it 
is decreased by the filters dsfad, dsfwiener, dsfwaveltc, and dsflsmv. It is noted that filters dsf-
gf4d, dsflsmv, and dsflsminsc reduced C, increased CSR, dsflsmv reduced the contrast, whereas 
dsflsminsc increased the contrast.

4.1.3 real Carotid Ultrasound Image
Figure 4.6 shows an ultrasound image of the carotid together with the despeckled images. The 
best visual results as assessed by the two experts were obtained for the filters dsflsmv and ds-
flsminsc, whereas the filters dsfgf4d, dsfad, and dsfnldif also showed good visual results but 
smoothed the image, loosing subtle details and affecting the edges. Filters that showed a blurring 
effect are the dsfmedian, dsfwiener, dsfhomog, and dsfwaveltc. Filters dsfwiener, dsfhomog, 
and dsfwaveltc showed poorer visual results. The number of iterations for each filter is given in 
Table 4.2.

4.1.4 real Cardiac Ultrasound Images
Figure 4.7 shows two original ultrasound cardiac images in (a) and (e) (also shown in chapter 1, 
Figure 1.2) and the despeckled images in (b), (c), (d) and (f ), (g), (h) with filters dsfsrad, dsflsmv, 
and dsfgf4d, respectively. The moving sliding window applied to all images was [7 ´ 7] pixels. The 
best visual results as assessed by the two experts were obtained by the filters dsflsmv (see Figure 
4.7b and f ) after four iterations, the filter dsfsrad (see Figure 4.7d and h) after 50 iterations and a 
coefficient of variation 0.025, and the dsfgf4d (see Figure 4.7c and g) after four iterations. The rest 
of the filters presented in Chapter 3 showed also good visual results but smoothed the image loosing 
subtle details, affecting also the edges.

FIgUre 4.4: Original noisy image of an artificial carotid artery given in (a), and the application of 
the 11 despeckle filters given in (b)–(l). (Vertical line given in (a) defines the position of the line in-
tensity profiles plotted in Figure 4.5). (a) original noisy image. (b) dsflsmv. (c) dsflsminsc. (d)  dsf-
wiener. (e)  dsfmedian. (f ) dsfls. (g) dsfhomog. (h) dsfgf4d. (i) dsfhomo. (j) dsfad. (k) dsfnldif. (l)  
dsfwaveltc.
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4.2 eVALUAtIoN oF DeSPeCKLe FILterINg oN CArotID 
PLAQUe IMAgeS bASeD oN teXtUre ANALySIS

4.2.1 Distance Measures
Despeckle filtering and texture analyses were carried out on 440 ultrasound images of the carotid. 
Table 4.2 tabulates the results of feat_disz(3.3) and Score_dis (3.4) for SF, SGLDM range of values 
and NGTDM feature sets for the 10 despeckle filters. The results of these feature sets are presented 
only, as they were the ones with the best performance. The filters are categorized as linear filtering, 
nonlinear filtering, diffusion filtering, and wavelet filtering, as introduced in Chapter 2. Also, the 
number of iterations for each filter is given, which was selected based on C and on the visual evalu-
ation of the two experts. When C was minimally changing, then the filtering process was stopped. 
The bold values represent the values that showed an improvement after despeckle filtering com-
pared to the original. The last row in each subtable shows the Score_dis  for all features, where the 
highest value indicates the best filter in the subtable.

In addition, a total score distance Score_dis_T  was computed for all feature sets shown in the 
last row of Table 4.2. Some of the despeckle filters, shown in Table 4.2, are changing a number of 
texture features, by increasing the distance between the two classes (positive values in Table 4.2) and 
therefore making the identification and separation between asymptomatic and symptomatic plaques 
more feasible. A positive feature distance shows improvement after despeckle filtering, whereas a 
negative shows deterioration.

In the first part of Table 4.2, the results of the SF features are presented, where the best 
Score_dis is given for the filter dsfhomo followed by the dsflsminsc, dsflsmv, dsfhomog, dsfnldif, 
dsfwaveltc, dsfmedian, and dsfwiener, with the worst Score_dis  given by dsfgf4d. All filters re-
duced the speckle index, C. Almost all filters reduced significantly the variance, s2, and the kurtosis, 
s3, of the histogram, as it may be seen from the bold values in the first part of Table 4.2.

In the second part of Table 4.2, the results of the SGLDM-Range of values features set are 
tabulated. The filters with the highest Score_dis  in the SGLDM range of values features set are 
dsfhomo, dsflsminsc, dsfmedian, dsfad, and dsfhomog, whereas all the other filters (dsfnldif, 
dsfwiener, dsfwaveltc, dsfgf4d, dsflsmv) are presenting a negative Score_dis. Texture features, 

FIgUre 4.5: Line profiles of the line illustrated in Figure 4.4a for the original noisy image (a), and 
the 11 despeckled images given in (b)–(l). (a) Original noisy image. (b) dsflsmv. (c) dsflsminsc. (d) 
dsfwiener. (e) dsfmedian. (f ) dsfls. (g) dsfhomog. (h) dsfgf4d. (i) dsfhomo. ( j) dsfad. (k) dsfnldif. 
(l) dsfwaveltc.



�4 DeSPeCKLe FILterINg ALgorIthMS

which improved in most of the filters, are the contrast, correlation, sum of squares variance, sum 
average, and sum variance.

In the third part of Table 4.2, for the NGTDM feature set, almost all filters showed an 
improvement in Score_dis . The best filters in the NGTDM feature set were, the dsfhomo, ds-
flsminsc, dsfhomog, and dsflsmv. The texture features that improved at most were the comple-
tion, coarseness, and contrast. The completion of the image was increased by all filters.

Finally, in the last row of Table 4.2, the total score distance, Score_dis_T , for all feature sets is 
shown, where best values were obtained by the filters dsfhomo, dsflsminsc, dsfmedian, dsflsmv, 
dsfhomog, and dsfad.

4.2.2 Univariate Statistical Analysis
Table 4.3 shows the results of the rank sum test, which was performed on the SGLDM range of 
values features set of Table 4.2, for the 10 despeckle filters. The test was performed to check if sig-
nificant differences exist among the features computed on the 440 original and the 440 despeckled 
images. Filters that resulted with the most significant number of features after despeckle filter-
ing as shown with the score row of Table 4.3 were the following: dsflsmv (seven), dsfgf4d (six), 

tAbLe 4.1D: Selected statistical features for Figure 4.4 before and after despeckle filtering

FeAtUre orIgINAL 
IMAge

LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet

DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFls DsFhomog DsFgf4d DsFhomo DsFad DsFnldif DsFwaveltc

No. oF
IterAtIoNS

4 1 2 2 3 3 3 2 20 5 5

m 138 145 157 145 145 143 145 176 55 139 143 146
Median 132 151 162 157 152 157 156 157 55 152 132 156

s2 53 41 46 37 40 33 40 46 24 39 51 38
s3 0.85 -0.1 0.09 -0.2 0.07 -0.2 0.02 0.07 0.36 -0.35 0.44 -0.09
s4 2 2 1.8 1.6 2 1.8 1.8 1.8 4 2 2 1.6

Contrast 124 68 239 27 141 201 132 1072 340 26 60 50
C = (s2/m)100 38 2� 29 26 2� 23 2� 26 44 2� 36 26

CSR*100 99 263 101 100 74 100 527 1305 14 6� 115
Bold values show improvement after despeckle filtering. Source [7], © IEEE 2005.
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dsflsminsc (five), and dsfnldif (four). The rest of the filters gave a lower number of significantly 
different features. Features that showed a significant difference after filtering were the inverse dif-
ference moment, IDM (eight), angular second moment, ASM (seven), sum of entropy (five), con-
trast (three), correlation (three), sum of squares variance (two), SOSV (two), and sum variance, 
SVar (two).These features were mostly affected after despeckle filtering, and they were significantly 
different.

4.2.3 kNN Classifier
Table 4.4 shows the percentage of correct classifications score for the kNN classifier with k = 7 
for classifying a subject as asymptomatic or symptomatic. The classifier was evaluated using the 
leave one out method [44] on 220 asymptomatic and 220 symptomatic images on the original and 
despeckled images. The percentage of correct classifications score is given for the following feature 
sets: statistical features, SF; spatial gray-level dependence matrix mean values, SGLDMm; spatial 
gray-level dependence matrix range of values, SGLDMr; gray-level difference statistics, GLDS; 
neighborhood gray-tone difference matrix, NGTDM; statistical feature matrix, SFM; laws texture 
energy measures, TEM; fractal dimension texture analysis, FDTA; and Fourier power spectrum, 

tAbLe 4.1D: Selected statistical features for Figure 4.4 before and after despeckle filtering
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FPS. Filters that showed an improvement in classifications success score compared to that of the 
original image set were, in average (last row of Table 4.4), the filter dsfhomo (3%), dsfgf4d (1%), 
and dsflsminsc (1%).

Feature sets, which benefited mostly by the despeckle filtering, were (last column in Table 
4.4) the SF (seven), Tem (seven), SGLDm (four), GLDS (four), and NGTDM (four), when 
counting the number of cases that the correct classifications score was improved. Less improve-
ment was observed, for the feature sets FDTA, SFM, FPS, and SGLDMr. For the feature set 
SGLDMr, better results are given for the dsflsminsc filter with an improvement of 2%. This is 
the only filter that showed an improvement for this class of features. For the feature set TEM, the 
filter dsflsmv shows the best improvement with 9%, whereas for the FPS feature set, the filter 
dsflsminsc gave the best improvement with 5%. The filter dsflsminsc showed improvement in 
the GLDS and NGTDM feature sets, whereas the filter dsflsmv showed improvement for the 
feature sets SF and TEM.

4.3 IMAge QUALIty AND VISUAL eVALUAtIoN
Table 4.5 tabulates the image quality evaluation metrics presented in Section 3.9, for the 220 as-
ymptomatic and 220 symptomatic ultrasound images between the original and the despeckled im-
ages, respectively. Best values were obtained for the dsfnldif, dsflsmv, and dsfwaveltc with lower 
MSE, RMSE, Err3, and Err4 and higher SNR and PSNR. The GAE was 0.00 for all cases, and 
this can be attributed to the fact that the information between the original and the despeckled im-
ages remains unchanged. Best values for the universal quality index, Q, and the structural similarity 
index, SSIN, were obtained for the filters dsflsmv and dsfnldif.

Table 4.6a shows the results of the visual evaluation of the original and despeckled images 
made by two experts, a cardiovascular surgeon and a neurovascular specialist. They evaluated 100 
ultrasound images before and after despeckle filtering [50 asymptomatic (A) and 50 symptom-
atic (S)]. For each case, a total of 10 images were evaluated (one original and nine filtered). For 
each case, for each image, the experts assigned a score in the one to five scale based on subjective 
criteria. Therefore, the maximum score for a filter is 500, if the expert assigned the score of five 
for all the 100 images. For each filter, the score was divided by five to be expressed in percentage 

FIgUre 4.6: Original ultrasound image of the carotid artery (2–3 cm proximal to bifurcation) given in 
(a), and the despeckled filtered images given in (b)–(k). (a) Original image. (b) dsflsmv. (c) dsflsminsc. 
(d) dsfwiener. (e) dsfmedian. (f ) dsfhomog. (g) dsfgf4d. (h) dsfhomo. (i) dsfad. (j) dsfnldif. (k) 
dsfwaveltc.
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tAbLe 4.2: Feature distance [Eq. (3.3)] and Score_dis [Eq. (3.4)] For SF, SGLDM range of values, and 
NGTDM texture feature sets between asymptomatic and symptomatic carotid plaque ultrasound images

FeAtUre

LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet

DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFhomog DsFgf4d DsFhomo DsFad DsFnldif DsFwaveltc

No. oF IterAtIoNS 4 1 2 2 1 3 1 20 5 5

Statistical features

Mean 14 22 19 4 11 3 164 1� 5 15

Median -5 -17 -26 -5 -5 -15 110 -29 -6 -15

s2 1� 3� 1� 7 13 -2 140 9 7 1�

s3 12 16 5 9 7 -0.1 149 17 7 �

s4 -12 -14 -7 -6 -4 -3 117 -21 6 -9

C 0.4 0.3 0.3 0.4 0.3 0.4 0.08 0.3 0.4 0.3

Score_dis 27 45 9 9 22 -17 680 -6 19 17

SGLDM range of values—spatial gray-level dependence matrix

ASM -21 -0.5 -29 2 -4 -8 -47 -25 -17 -20

Contrast 47 107 14 64 32 -3 165 104 13 22

Correlation 12 59 15 24 -5 2 10 54 -4 -4

SOSV 9 40 1� 10 16 -2 101 9 � 20

IDM -50 -11 -48 2 -29 -8 94 -54 -34 -43

SAV 17 24 23 7 15 3 169 22 6 1�

åVar 19 3� 1� 9 15 -2 90 9 � 20

åEntr -34 -14 -49 3 -19 -4 -11 -47 -30 -36

Score_dis -1 243 -38 121 21 -22 571 72 -50 -23

NGTDM—neighborhood gray-tone difference matrix

Coarseness 30 �7 4 9 -16 -7 72 -36 -37 -33

Contrast 7 -0.3 -9 � 0.4 -4 105 5 -27 -15

Busyness 17 26 -30 � 1 -4 4� -14 -39 8

Completion 64 151 21 53 �0 2 150 63 1� 27

Score_dis 118 264 -14 78 66 -13 375 18 -85 -13

Score_dis-T 144 551 -43 208 108 -52 1626 84 -116 -19

Bold values show improvement after despeckle filtering. ASM, angular second moment; SOSV, sum of squares variance; IDM, 
inverse difference moment; SAV, sum average; åVar, sum variance. Source [7], © IEEE 2005.
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tAbLe 4.2: Feature distance [Eq. (3.3)] and Score_dis [Eq. (3.4)] For SF, SGLDM range of values, and 
NGTDM texture feature sets between asymptomatic and symptomatic carotid plaque ultrasound images
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C 0.4 0.3 0.3 0.4 0.3 0.4 0.08 0.3 0.4 0.3

Score_dis 27 45 9 9 22 -17 680 -6 19 17

SGLDM range of values—spatial gray-level dependence matrix

ASM -21 -0.5 -29 2 -4 -8 -47 -25 -17 -20

Contrast 47 107 14 64 32 -3 165 104 13 22

Correlation 12 59 15 24 -5 2 10 54 -4 -4

SOSV 9 40 1� 10 16 -2 101 9 � 20

IDM -50 -11 -48 2 -29 -8 94 -54 -34 -43
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åEntr -34 -14 -49 3 -19 -4 -11 -47 -30 -36

Score_dis -1 243 -38 121 21 -22 571 72 -50 -23

NGTDM—neighborhood gray-tone difference matrix

Coarseness 30 �7 4 9 -16 -7 72 -36 -37 -33

Contrast 7 -0.3 -9 � 0.4 -4 105 5 -27 -15

Busyness 17 26 -30 � 1 -4 4� -14 -39 8

Completion 64 151 21 53 �0 2 150 63 1� 27

Score_dis 118 264 -14 78 66 -13 375 18 -85 -13

Score_dis-T 144 551 -43 208 108 -52 1626 84 -116 -19

Bold values show improvement after despeckle filtering. ASM, angular second moment; SOSV, sum of squares variance; IDM, 
inverse difference moment; SAV, sum average; åVar, sum variance. Source [7], © IEEE 2005.
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format. The last row of Table 4.6.a presents the overall average percentage (%) score assigned by 
both experts for each filter.

For the cardiovascular surgeon, the average score, showed that the best despeckle filter 
is the dsflsmv with a score of 62%, followed by dsfgf4d, dsfmedian, dsfhomog, and original 
with scores of 52%, 50%, 45%, and 41% respectively. For the neurovascular specialist, the aver-
age score showed that the best filter is the dsfgf4d with a score of 72%, followed by dsflsmv, 
original, dsflsminsc, and dsfmedian with scores of 71%, 68%, 68% and 66%, respectively. The 
overall average % score shows that the highest score was given to the filter dsflsmv (67%), 
followed by dsfgf4d (62%), dsfmedian (58%), and original (54%). It should be emphasized 
that the despeckle filter dsflsmv is the only filter that was graded with a higher score than the 
original by both experts for the asymptomatic and symptomatic image sets.

We may observe a difference in the scorings between the two vascular specialists, and 
this is because the cardiovascular surgeon is primarily interested in the plaque composition and 
texture evaluation, whereas the neurovascular specialist is interested to evaluate the degree of 
stenosis and the lumen diameter to identify the plaque contour. Filters dsflsmv and dsfgf4d 
were identified as the best despeckle filters, by both specialists as they improved visual percep-
tion with overall average scores of 67% and 62%, respectively. The filters dsfwaveltc and ds-
fhomo were scored by both specialists with the lowest overall average scores of 28% and 29%, 
respectively.

Table 4.6b shows the results of the visual perception evaluation made by the same experts, 
1 year after the first visual evaluation. The visual perception evaluation was repeated to assess the 
intra-observer variability between the same experts and was performed under the same conditions 
as the first visual evaluation.

For the cardiovascular surgeon, the average score, showed that the best despeckle filter is 
again the dsflsmv with a score of 61%, followed by dsfmedian, dsfgf4d, dsfls, dsfhomog, and 
original with scores of 60%, 52%, 49%, 40%, and 36%, respectively. For the neurovascular expert, the 
average score showed that the best filter is the dsflsminsc with a score of 68%, followed by dsfgf4d, 
dsflsmv, original, and dsfmedian with scores of 67%, 64%, 63%, and 61%, respectively. The overall 
average % score shows that the highest score was given to the filter dsflsmv (63%), followed by 

FIgUre 4.7: (a) and (e) Original cardiac ultrasound images (see also Chapter 1, Figure 1.2) and the 
despeckled images with the filters dsflsmv, dsfgf4d, and dsfsrad, given in the left column and the right 
column for the first and second images, respectively. (a) Original. (b) dsflsmv. (c) dsfgf4d. (d) dsfsrad. 
(e) Original. (f ) dsflsmv. (g) dsfgf4d. (h) dsfsrad.
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dsfmedian (61%), dsfgf4d (60%), dsfls (54%), and original (50%). The intra-observer variability 
results in Table 4.6b shows a consistency in almost all results, with only very small differences among 
filters. The despeckle filter dsflsmv is again, the only filter that was graded with a higher score than 
the original by both vascular experts for the asymptomatic and symptomatic images.

Both experts were in agreement that the best despeckle filters for visual perception are the 
dsflsmv, dsflsminsc, dsfg f4d, and dsfmedian, whereas the worst filters were the dsfwaveltc fol-
lowed by the dsfhomo and dsfnldif (see also Table 4.6a and Table 4.6b). Furthermore, both experts 
agreed that almost all despeckle filters reduced the noise substantially, and images may be better 
visualized after despeckle filtering. By examining the visual results of Figures 4.1–4.7, the statisti-
cal results of Tables 4.1–4.5, and the visual evaluation of Table 4.6, we can conclude that the best 
filters are dsflsmv and dsfg f4d, which may be used for both plaque composition enhancement and 
plaque texture analysis, whereas the filters dsflsmv, dsfg f4d, and dsflsminsc are more appropriate 
to identify the degree of stenosis and, therefore, may be used when the primary interest is to outline 
the plaque borders.

tAbLe 4.3: Wilcoxon rank sum test for the SGLDM range of values texture features applied on the 
440 ultrasound images of carotid plaque before and after despeckle filtering

FeAtUre LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet SCore

DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFhomog DsFgf4d DsFhomo DsFad DsFnldif DsFwaveltc

ASM S S NS NS S S NS S S S 7

Contrast S NS NS NS NS S NS NS S NS 3

Correlation S S NS NS NS S NS NS NS NS 3

SOSV S NS NS NS NS S NS NS NS NS 2

IDM S S NS S S S S NS S S 8

SAV NS NS NS NS NS NS NS NS NS NS 0

∑Var S S NS NS NS NS NS NS NS NS 2

∑Entropy S S NS NS NS S NS NS S S 5

Score 7 5 0 1 2 6 1 1 4 3  

The test shows with S significant difference after filtering at p < 0.05 and NS no significant difference after filtering at p > 0.05. 
ASM, angular second moment; SOSV, sum of squares variance; IDM, inverse difference moment; SAV, sum average; SVar, sum 
variance; Score, illustrates the number of S. Source [7], © IEEE 2005.
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4.4 SegMeNtAtIoN oF the INtIMA–MeDIA CoMPLeX AND 
PLAQUe IN the CCA bASeD oN DeSPeCKLe FILterINg

Ultrasound measurements of the human carotid artery walls are conventionally obtained by manu-
ally tracing interfaces between tissue layers. In this section, we present results from a snakes seg-
mentation technique [54] for detecting the intima–media layer of the far wall of the common 
carotid artery (CCA) in longitudinal ultrasound images (see Figure 4.8), by applying snakes, af-
ter normalization, speckle reduction, and normalization and speckle reduction. The intima–media 
thickness (IMT; see Figure 4.8) of the common carotid artery (CCA) can serve as an early indicator 
of the development of cardiovascular disease, like myocardial infarction and stroke [111]. Previous 
studies indicated that increase in the IMT of the CCA is directly associated with an increased risk 
of myocardial infarction and stroke, especially in elderly adults without any history of cardiovascular 
disease [111, 112]. Importantly, increased IMT was demonstrated to have a strong correlation with 
the presence of atherosclerosis elsewhere in the body and may thus be used as a descriptive index 
of individual atherosclerosis [113]. As vascular disease develops, local changes occur in arterial 

tAbLe 4.3: Wilcoxon rank sum test for the SGLDM range of values texture features applied on the 
440 ultrasound images of carotid plaque before and after despeckle filtering

FeAtUre LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet SCore

DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFhomog DsFgf4d DsFhomo DsFad DsFnldif DsFwaveltc

ASM S S NS NS S S NS S S S 7

Contrast S NS NS NS NS S NS NS S NS 3

Correlation S S NS NS NS S NS NS NS NS 3

SOSV S NS NS NS NS S NS NS NS NS 2

IDM S S NS S S S S NS S S 8

SAV NS NS NS NS NS NS NS NS NS NS 0

∑Var S S NS NS NS NS NS NS NS NS 2

∑Entropy S S NS NS NS S NS NS S S 5

Score 7 5 0 1 2 6 1 1 4 3  

The test shows with S significant difference after filtering at p < 0.05 and NS no significant difference after filtering at p > 0.05. 
ASM, angular second moment; SOSV, sum of squares variance; IDM, inverse difference moment; SAV, sum average; SVar, sum 
variance; Score, illustrates the number of S. Source [7], © IEEE 2005.
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structure, which thicken the innermost vessel layers known as intima–media complex (IMC). As 
disease progresses, the IMT initially increases diffusely along the artery and then becomes more fo-
cal, forming discrete lesions or plaques, which gradually grow and obstruct blood flow. Furthermore, 
these plaques can become unstable and rupture with debris transported distally by blood to obstruct 
more distal vessels. This is particular so if plaques develop internal pools of lipid covered only by a 
thin fibrous cap [113]. It is therefore important to accurately estimate the IMT.

The use of ultrasound provides a noninvasive method for estimating the IMT of human ca-
rotid arteries and is specially suited to dynamic analysis owing to its ability to deliver real-time video 
sequences. A B-mode ultrasound image shown in Figure 4.8 shows the IMC at the far wall of the 
carotid artery (echo zones Z5–Z6) as a pair of parallel bands, an echodense and an echolucent. The 
band Z5 and the leading edge of the band Z7 (adventitia), denoted as I5 and I7, define the far-wall 
IMT. With this understanding, the determination of the IMT at the far wall of the artery becomes 
equivalent to accurately detecting the leading echo boundaries I5 and I7. The lumen–intima and 

tAbLe 4.4: Percentage of correct classifications score for the kNN classifier with k = 7 for the  
original and the filtered image sets

FeAtUre 
Set

No.  
FeAtUreS

orIgINAL LINer FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet  SCore

DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFhomog DsFgf4d DsFhomo DsFad DsFnldif DsFwaveltc

SF 5 59 62 61 61 57 63 59 65 60 52 61 7

SGLDMm 13 65 63 64 62 63 69 67 6� 61 66 63 4

SGLDMr 13 70 66 72 64 66 65 70 69 64 65 65 1

GLDS 4 64 63 66 61 69 64 66 72 59 58 62 4

NGTDM 5 64 63 6� 60 69 63 65 57 60 61 62 3

SFM 4 62 62 60 62 58 55 65 6� 59 56 55 2

TEM 6 59 6� 52 60 59 66 60 65 53 60 60 7

FDTA 4 64 63 66 53 6� 53 62 73 55 54 62 3

FPS 2 59 54 64 59 58 59 59 59 52 48 55 1

Average  63 63 64 60 63 62 64 66 58 58 61  

Bold values indicate improvement after despeckling. SF, statistical features; SGLDMm, spatial gray-level dependence matrix 
mean values; SGLDMr, spatial gray-level dependence matrix range of values; GLDS, gray-level difference statistics; NGTDM, 
neighborhood gray-tone difference matrix; SFM, statistical feature matrix; TEM, laws texture energy measures; FDTA, fractal 
dimension texture analysis; FPS, Fourier power spectrum. Source [7], © IEEE 2005.
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media–adventitia intensity interface of the far wall of the carotid artery is preferred for IMT mea-
surements [54, 128]. It has been shown that the definition of the IMT, as shown in Figure 4.8, 
corresponds to the actual histological IMT [1, 54, 111].

Traditionally, the IMT is measured by manual delineation of the intima and the adven-
titia layer [1, 54, 112, 128]. Manual tracing of the lumen diameter (see Figure 4.8 Z4) and the 
IMT (see Figure 1 I5, I7) by human experts requires substantial experience; it is time consuming 
and varies according to the training, experience, and the subjective judgment of the experts. The 
manual measurements suffer therefore from considerable inter- and intra-observer variability [54, 
112, 128].

Carotid artery atherosclerosis is the primary cause of stroke and the third leading cause of 
death in the United States. Almost twice as many people die from cardiovascular disease than from 
all forms of cancer combined. Atherosclerosis is a disease of the large- and medium-sized arteries, 
and it is characterized by plaque formation due to progressive intimal accumulation of lipid, protein, 

tAbLe 4.4: Percentage of correct classifications score for the kNN classifier with k = 7 for the  
original and the filtered image sets

FeAtUre 
Set

No.  
FeAtUreS

orIgINAL LINer FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet  SCore

DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFhomog DsFgf4d DsFhomo DsFad DsFnldif DsFwaveltc

SF 5 59 62 61 61 57 63 59 65 60 52 61 7

SGLDMm 13 65 63 64 62 63 69 67 6� 61 66 63 4

SGLDMr 13 70 66 72 64 66 65 70 69 64 65 65 1

GLDS 4 64 63 66 61 69 64 66 72 59 58 62 4

NGTDM 5 64 63 6� 60 69 63 65 57 60 61 62 3

SFM 4 62 62 60 62 58 55 65 6� 59 56 55 2

TEM 6 59 6� 52 60 59 66 60 65 53 60 60 7

FDTA 4 64 63 66 53 6� 53 62 73 55 54 62 3

FPS 2 59 54 64 59 58 59 59 59 52 48 55 1

Average  63 63 64 60 63 62 64 66 58 58 61  

Bold values indicate improvement after despeckling. SF, statistical features; SGLDMm, spatial gray-level dependence matrix 
mean values; SGLDMr, spatial gray-level dependence matrix range of values; GLDS, gray-level difference statistics; NGTDM, 
neighborhood gray-tone difference matrix; SFM, statistical feature matrix; TEM, laws texture energy measures; FDTA, fractal 
dimension texture analysis; FPS, Fourier power spectrum. Source [7], © IEEE 2005.
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tAbLe 4.5: Image quality evaluation metrics computed for the 220 asymptomatic and  
220 symptomatic images

FeAtUre Set LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet

DsFlsmv DsFlsminsc DsFwiener DsFmedian DsFhomog DsFgf4d DsFhomo DsFad DsFnldif DsFwaveltc

Asymptomatic images

MSE 13 86 19 131 42 182 758 132 8 11

RMSE 3 9 4 10 6 13 27 11 2 3

Err3 7 17 5 25 14 25 38 21 5 4

Err4 11 26 7 41 24 40 49 32 10 5

GAE 0 0 0 0 0 0 0 0 0 0

SNR 25 17 23 16 21 14 5 14 28 25

PSNR 39 29 36 29 34 27 20 28 41 39

Q 0.83 0.78 0.74 0.84 0.92 0.77 0.28 0.68 0.93 0.65

SSIN 0.97 0.88 0.92 0.94 0.97 0.88 0.43 0.87 0.97 0.9

Symptomatic images

MSE 33 374 44 169 110 557 1452 374 8 23

RMSE 5 19 6 13 10 23 37 19 3 5

Err3 10 33 9 25 20 43 51 31 5 6

Err4 16 47 11 38 30 63 64 43 7 8

GAE 0 0 0 0 0 0 0 0 0 0

SNR 24 13 22 16 17 12 5 12 29 25

PSNR 34 23 33 26 28 21 17 23 39 36

Q 0.82 0.77 0.7 0.79 0.87 0.75 0.24 0.63 0.87 0.49

SSIN 0.97 0.85 0.89 0.81 0.94 0.85 0.28 0.81 0.97 0.87

MSE, mean square error; RMSE, randomized mean square error; Err3 and Err4, Minowski metrics; GAE, geometric average 
error; SNR, signal-to-noise radio; PSNR, peak signal-to-noise radio; Q, universal quality index; SSIN, structural similarity index. 
Source [7], © IEEE 2005.
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tAbLe 4.5: Image quality evaluation metrics computed for the 220 asymptomatic and  
220 symptomatic images

FeAtUre Set LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet
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GAE 0 0 0 0 0 0 0 0 0 0

SNR 25 17 23 16 21 14 5 14 28 25

PSNR 39 29 36 29 34 27 20 28 41 39

Q 0.83 0.78 0.74 0.84 0.92 0.77 0.28 0.68 0.93 0.65

SSIN 0.97 0.88 0.92 0.94 0.97 0.88 0.43 0.87 0.97 0.9

Symptomatic images

MSE 33 374 44 169 110 557 1452 374 8 23

RMSE 5 19 6 13 10 23 37 19 3 5

Err3 10 33 9 25 20 43 51 31 5 6

Err4 16 47 11 38 30 63 64 43 7 8

GAE 0 0 0 0 0 0 0 0 0 0

SNR 24 13 22 16 17 12 5 12 29 25

PSNR 34 23 33 26 28 21 17 23 39 36

Q 0.82 0.77 0.7 0.79 0.87 0.75 0.24 0.63 0.87 0.49

SSIN 0.97 0.85 0.89 0.81 0.94 0.85 0.28 0.81 0.97 0.87

MSE, mean square error; RMSE, randomized mean square error; Err3 and Err4, Minowski metrics; GAE, geometric average 
error; SNR, signal-to-noise radio; PSNR, peak signal-to-noise radio; Q, universal quality index; SSIN, structural similarity index. 
Source [7], © IEEE 2005.
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tAbLe 4.6A: Percentage scoring of visual evaluation of the original and despeckled images  
[50 asymptomatic (A) and 50 symptomatic (S)] by the experts

eXPertS A/S orIgINAL LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet

DsFlsmv DsFlsminsc DsFmedian DsFhomog DsFgf4d DsFhomo DsFnldif DsFwaveltc

Cardiovascular 
surgeon

A 33 75 33 43 47 61 19 43 32

S 48 49 18 57 43 42 20 33 22

average %  41 62 26 50 45 52 19 38 27

Neurovascular 
specialist

A 70 76 73 74 63 79 23 52 29

S 66 67 63 58 45 65 55 41 28

average %  68 71 68 66 54 72 39 47 28

Overall average %  54 67 47 58 50 62 29 43 28

tAbLe 4.6b: Percentage scoring of visual evaluation of the original and despeckled images  
[50 asymptomatic (A) and 50 symptomatic (S)] by the experts 1 year after the first visual evaluation

eXPertS A/S orIgINAL LINeAr FILterINg NoNLINeAr FILterINg DIFFUSIoN wAVeLet

DsFlsmv DsFlsminsc DsFmedian DsFls DsFhomog DsFgf4d DsFhomo DsFnldif DsFwaveltc

Cardiovascular 
surgeon

A 28 57 43 62 49 41 53 16 39 31

S 44 65 24 57 49 39 51 23 37 21

average %  36 61 34 60 49 40 52 20 38 26

Neurovascular 
expert

A 62 65 64 69 67 51 65 19 49 24

S 64 62 71 53 51 49 69 49 44 26

average %  63 64 68 61 59 50 67 34 47 25

Overall average %  50 63 51 61 54 45 60 27 43 26
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and cholesterol esters in the blood vessel wall [114], which reduces blood flow significantly. The risk 
of stroke increases with the severity of carotid stenosis and is reduced after carotid endarterectomy 
[115]. The degree of internal carotid stenosis is the only well-established measurement that is used 
to assess the risk of stroke [116]. Indeed, it is the only criterion at present used to decide whether 
carotid endarterectomy is indicated or not [94].

4.4.1 Intima–Media Complex and Plaque Segmentation
In a recent study [54], we developed and evaluated a snakes segmentation method for detecting 
the IMC in ultrasound imaging of the carotid artery after normalization and speckle-reduction 
filtering. It was shown that the application of normalization and speckle-reduction filtering before 
segmentation, improves both the manual and the automated IMC segmentation results. It should 
be noted that the despeckle filter dsflsmv, with a moving sliding window of [5 ´ 5], was iteratively 
applied four times, on the area around the IMC and not to the whole image, on all images before 
segmentation of the IMC segmentation.

Figure 4.9 shows a longitudinal ultrasound image of the CCA with the manual delineations 
from the two experts (Figure 4.9b, Figure 4.9c), the automatic initial contour estimation (Figure 
4.9d), and the Williams and Shah snakes segmentation results for the cases of no preprocessing 
(NP; Figure 4.9e), despeckled (DS; Figure 4.9f ), normalized (N; Figure 4.9g), and normalized 
despeckled (NDS; Figure 4.9h). The detected IMTmean, IMTmax, and IMTmin values, are shown 
with a double, single, and dashed line boxes, respectively. The results in Figure 4.9 showed that the 

FIgUre 4.�: Illustration of the intima–media complex (IMC) of the far wall of the common carotid 
artery. The IMC consists of the intima band (Z5), the media band (Z6), and the far wall adventitia band 
(Z7). The IMT complex is defined as the distance between the blood intima interface line and the media 
adventitia interface line. Source [54], © MBEC 2007.
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FIgUre 4.9: (a) Original longitudinal ultrasound image of the carotid artery, (b) manual delineation 
from Expert 1, (c) manual delineation from Expert 2, (d) initial contour estimation, and the segmenta-
tion results of the IMT for (e) no preprocessing (NP), (f ) despeckled (DS), (g) normalized (N), and (h) 
normalized despeckled (NDS) images. The detected IMTmean, IMTmax, and IMTmin are shown with a 
double, single, and dashed line boxes, respectively. Source [54], © MBEC 2007.
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IMT was detected in all snakes segmentation measurements but with variations between experts 
and methods.

The manual (for two different experts, Expert 1, Expert 2) and the automated IMTmean, IMT 

min, IMTmax, and IMTmedian measurements for Figure 4.9 are presented in Table 4.7. The manual 
measurements are given for each expert (Expert 1 and Expert 2), in cases when manual measure-
ments were carried out, without normalization (M) and with normalization (MN). The Williams 
and Shah snakes segmentation [105] measurements are given for the NF, DS, N, and NDS cases, 
and were in most of the cases, higher than the manual measurements, except in the MN case for 
both experts. The observed standard deviation, sd, values for the IMTmean, was for the first expert, 
M (0.14), MN (0.11), for the second expert, M (0.12), MN (0.15), and for the snakes segmentation, 
NF (0.22), DS (0.21), N (0.19), and NDS (0.18), respectively. The results in Figure 4.9 and Table 
4.7 show that the IMT was detected well in all snakes segmentation measurements but with varia-

tAbLe 4.7: Comparison between the manual and the snakes segmentation measurements  
for cases b–h in Figure 4.9

PArAMeter MANUAL MeASUreMeNtS SNAKeS SegMeNtAtIoN 
MeASUreMeNtSeXPert 1 eXPert 2

M MN M MN NF DS N NDS

IMTmean

(sd)
0.74

(0.14)
0.92

(0.11)
0.82

(0.12)
0.98

(0.15)
0.82

(0.22)
0.81

(0.21)
0.82

(0.19)
0.82

(0.18)

IMTmin 0.38 0.76 0.71 0.72 0.61 0.60 0.60 0.60

IMTmax 0.95 1.05 0.94 1.10 1.09 1.08 1.08 1.08

IMTmedian 0.66 0.90 0.85 0.95 0.79 0.78 0.78 0.78

Measurements are in millimeters (mm). M, manual; MN, manual normalized; NF, no filtering; DS, despeckle; N, normalized; 
NDS, Normalized despeckled; sd, standard deviation. Source [54], © MBEC 2007.

FIgUre 4.10: Plaque segmentation results on a longitudinal ultrasound B-mode image of the carotid 
artery: (a) manual, (b) Williams and Shah, (c) Balloon, (d), Lai and Chin, (e) GVF snake, and (f ) super-
imposition of segmentation contours computed in (b)–(e). [60], © IEEE 2007.
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tions between experts and methods. The best visual results, as assessed by the two vascular experts, 
were obtained on the NDS, followed by N and DS images.

In another study [60], we proposed and evaluated an integrated plaque segmentation system 
based on normalization, speckle reduction filtering, and snakes segmentation. Four different snakes 
segmentation methods were investigated in Ref. [60], namely: (i) the Williams and Shah [105], 
(ii) the Balloon [106], (iii) the Lai and Chin [107], and (iv) the GVF [108]. These were applied 
on 80 plaque ultrasound images of the CCA. The comparison of the four different plaque snakes 
segmentation methods showed that the Lai and Chin segmentation method gave slightly better 
results, although these results were not statistically significant when compared with the other three 
snakes segmentation methods. It was also shown that the application of normalization and speckle-
reduction filtering before segmentation, improves both the manual and the automated plaque seg-
mentation results.

Figure 4.10 illustrates an original longitudinal ultrasound B-mode image of a carotid plaque 
with a manual delineation made by the expert in (a), and the results of the William and Shah seg-
mentation in (b), the Balloon segmentation in (c), the Lai and Chin segmentation in (d), and the 

tAbLe 4.�: ROC analysis for the four different plaque segmentation methods and the manual  
delineations made by an expert on 80 ultrasound images of the carotid artery

SegMeNtAtIoN 
MethoD

SySteM 
DeteCtS

eXPert 
DeteCtS 

No PLAQUe

eXPert 
DeteCtS 
PLAQUe

KI
oVerLAP 

INDeX

Williams and Shah
No plaque TNF = 77.59% FNF = 19.64%

78.86 % 67.60 %
Plaque FPF = 6.50% TPF = 81.76%

Balloon
No plaque TNF = 77.12% FNF = 13.90%

77.87 % 67.79 %
Plaque FPF = 5.40% TPF = 80.35%

Lai and Chin
No plaque tNF = �0.�9% FNF = 15.59%

�0.66 % 69.30 %
Plaque FPF = 5.86% tPF = �2.70%

GVF
No plaque TNF = 79.44% FNF = 14.90%

77.25 % 66.60 %
Plaque FPF = 6.30% TPF = 79.57%

Source [60], © IEEE 2005.
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GVF segmentation in (e). Figure 4.10f shows the superimposition of the segmentation contours 
computed in Figure 4.10b–e. As illustrated in Figure 4.10f, both the manual and the snakes seg-
mentation contours are visually very similar. It should be noted that the despeckle filter dsflsmv, 
with a moving sliding window of [5 ´ 5], was iteratively four times applied on all images before 
segmentation.

Table 4.8 presents a comparison of the four different plaque snakes segmentation methods 
(Williams and Shah, Balloon, Lai and Chin, and GVF) with the manual segmentation as per-
formed by an expert on 80 longitudinal ultrasound images of the carotid plaque as described in 
[60]. Although all methods demonstrated similar performance, the best overall performance was 
demonstrated by the Lai and Chin snakes segmentation method. The results showed that the 
Lai and Chin snakes segmentation method agrees with the expert in 80.89% of the cases, TNF, 
by correctly detecting no plaque, in 82.70% of the cases, TPF, by correctly detecting a plaque, 
disagrees with the expert in 15.59% of the cases, FNF, by detecting no plaque, and in 5.86% of 
the cases, FPF, by detecting a plaque. The similarity kappa index, KI, and the overlap index, for 
the Lai and Chin snakes segmentation method were the highest, equal to 80.66% and 69.3%, 
respectively.

The best FPF, and FNF, fractions were given by the Balloon snakes segmentation method, 
with 5.4% and 13.90%, respectively. The GVF snakes segmentation method, showed for this ex-
periment the worst results with the lowest similarity kappa index, KI, (77.25%), and the lowest 
overlap index (66.6%).

tAbLe 4.9: ROC analysis for the four different plaque segmentation methods and the manual  
delineations made by an expert on 80 ultrasound images of the carotid artery based on the sensitivity, 

R, specificity, Sp, precision, P, and 1-effectiveness measure, 1-E

SegMeNtAtIoN 
MethoD

SeNSItIVIty 
(R)

SPeCIFICIty 
(SP)

PreCISIoN 
(P)

f = 1-E

Williams and Shah 0.8176 0.9350 0.9263 0.8621

Balloon 0.8053 0.9460 0.9271 0.���2

Lai and Chin 0.�270 0.9416 0.933� 0.8851

GVF 0.7957 0.9370 0.9266 0.8824
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Table 4.9 presents a comparison of the four different plaque snakes segmentation methods 
(Williams and Shah, Balloon, Lai and Chin, and GVF), on 80 longitudinal ultrasound images 
of the carotid plaque, based on the sensitivity, R, specificity, Sp, precision, P, and the measure f, 
as described in [60]. Bold values in Table 4.9 show best performance of the segmentation algo-
rithms. The best sensitivity, R, was given by the Lai and Chin (0.827), followed by the Williams 
and Shah (0.8176), whereas the best specificity, Sp, was given by the Balloon (0.9460), followed 
by the Lai and Chin (0.9416) snakes segmentation method. The Lai and Chin gave the best pre-
cision, P, (0.9338), which is better than the rest of the segmentation methods, whereas the best f, 
was given by the Balloon (0.8882), followed by the Lai and Chin (0.8851) snakes segmentation 
method.

4.4.2 Video Despeckling
Figure 4.11 shows the original (see Figure 4.11a, c, and e) and despeckled (see Figure 4.11b, d, and 
f ) frames 1, 150, and 300 from an ultrasound carotid artery video consisted out of 300 frames, with 
a width of 246 and a height of 256 pixels, and a total duration of 10 s (30 frames/s). The dsflsmv 
despeckle filter was iteratively applied for three iterations at consecutive video frames with a moving  
sliding window [5 ´ 5] pixels. The filtering was only applied to the luminance channel of the video 
(Y-channel). The speckle index (C = s 2/m) (3.13), for the original and despeckled frames, was also 
calculated, and it is given in parentheses. It is clear that C is reduced after despeckle filtering for all 
frames.

4.5 eVALUAtIoN oF two DIFFereNt ULtrASoUND  
SCANNerS bASeD oN DeSPeCKLe FILterINg

In this section, the results for the evaluation of image quality based on despeckle filtering per-
formed on two different ultrasound imaging scanners (ATL HDI-3000 and ATL HDI-5000) are 
presented.

FIgUre 4.11: Despeckle filtering of carotid artery video for selected frames. The despeckle filter  
dsflsmv was iteratively applied three times at each video frame, using a sliding moving window of size 
[5 ´ 5]. The carotid plaque is indicated with a box in the first frame at the far wall of the artery. (a) 
Original frame 1 (C = 0. 863). (b) Despeckled frame 1 (C = 0. 844). (c) Original frame 100 (C = 0.861). 
(d) Despeckled frame 100 (C = 0.831). (e) Original frame 200 (C = 0.0855). (f ) Despeckled frame 200 
(C = 0.825).
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4.5.1 evaluation of Despeckle Filtering on an Ultrasound Image
Figure 4.12 illustrates the original, NF, despeckled, DS, normalized, N, and normalized despeck-
led, NDS, images for the two ultrasound image scanners. It is shown that the images for the ATL 
HDI-3000 scanner have greater speckle noise compared to the ATL HDI-5000 images. Moreover, 
the lumen borders and the IMT are more easily identified with the ATL HDI-5000 on the N and 
NDS images.

4.5.2 evaluation of Despeckle Filtering on gray-value Line Profiles
Figure 4.13 shows gray-value line profiles, from top to bottom of an ultrasound carotid image (see 
Figure 4.12a) for the original, NF, despeckled, DS, normalized, N, and normalized despeckled, 
NDS, images for the ATL HDI-3000 and ATL HDI-5000 scanner. Figure 4.13 also shows that 
speckle reduction filtering sharpens the edges. The contrast in the ATL HDI-3000 images was 
decreased after normalization and speckle reduction filtering, whereas the contrast for the ATL 
HDI-5000 images was increased after normalization.

4.5.3 evaluation of Despeckle Filtering based on Visual Perception evaluation
Table 4.10 shows the results in percentage (%) format for the visual perception evaluation made 
by the two vascular experts on the two scanners. It is clearly shown that the highest scores are 
given for the NDS images, followed by the N, DS, and NF images for both scanners from both 
experts.

Table 4.11 presents the results of the Wilcoxon rank sum test for the visual perception evalua-
tion, performed among the NF–DS, NF–N, NF–NDS, DS–N, DS–NDS, and N–NDS images, for 
the first and second observer on the ATL HDI-3000 and the ATL HDI-5000 scanner, respectively. 
The results of the Wilcoxon rank sum test in Table 4.11 for the visual perception evaluation were 
mostly significantly different (S) showing large intra-observer and inter-observer variability for 
the different preprocessing procedures (NF–DS, NF–N, NF–NDS, DS–N, DS–NDS, N–NDS) 

FIgUre 4.12: Ultrasound carotid artery images of the original (NF), despeckle (DS), normalized (N), 
and normalized despeckled (NDS), of the ATL HDI-3000 and ATL HDI-5000 shown in the left and 
right columns, respectively. Vertical lines given in the original image (NF) of the ATL HDI-3000 and 
the ATL HDI-5000 scanners, define the position of the gray-value line profiles plotted in Figure 4.13. 
Source [59], © MBEC 2006. (a) Original (NF) 3000. (b) Original (NF) 5000. (c) Speckle reduction 
(DS) 3000. (d) Speckle reduction (DS) 5000. (e) Normalized (N) 3000. (f ) Normalized (N) 5000. (g) 
Normalized speckle reduction (NDS) 3000. (h) Normalized speckle reduction (NDS).
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for both scanners. Not significantly (NS) different values were obtained for both scanners, after 
normalization and speckle reduction filtering, showing that this improves the optical perception 
evaluation.

4.5.4 evaluation of Despeckle Filtering based on Statistical and texture Features
Table 4.12 presents the results of the statistical and texture features for the 80 images recorded 
from each image scanner. The upper part of Table 4.12 shows that the effect of speckle reduction 
filtering, DS, for both scanners was similar, that is, the mean and the median were preserved, the 
standard deviation was reduced, the skewness and the kurtosis were reduced, and the speckle index 
was reduced (see also Figure 4.10c, d, g and h, where it is shown that the gray-value line profiles 
are smoother and less flattened). Furthermore, Table 4.12 shows that some statistical measures like 
the skewness, kurtosis, and speckle index, were better than the original, NF, and speckle reduction, 
DS, images after normalization, N, for both scanners, and were even better after normalization 

tAbLe 4.10: Visual perception evaluation for the image quality on 80 images processed from each 
scanner for the original (NF), despeckled (DS), normalized (N), and normalized despeckled (NDS)

VISUAL PerCePtIoN SCore

ULtrASoUND SCANNer AtL hDI-3000 AtL hDI-5000

Preprocessing procedure NF DS N NDS NF DS N NDS

Angiologist 30 43 69 72 26 42 59 70

Neurovascular specialist 41 56 54 71 49 53 59 72

Average 36 50 62 72 38 48 59 71

Source [59], © MBEC 2006.

FIgUre 4.13: Gray-value line profiles of the lines illustrated in Figure 4.12a and b, for the NF, DS, N, 
and NDS images, for the ATL HDI-3000 and ATL HDI-5000 scanner, shown in the left and right col-
umns, respectively. The gray-scale value and the column 240, is shown in the y- and x-axis. (a) Original 
(NF) 3000. (b) Original (NF) 5000. (c) Speckle reduction (DS) 3000. (d) Speckle reduction (DS) 5000. 
(e) Normalized (N) 3000. (f ) Normalized (N) 5000. (g) Normalized speckle reduction (NDS) 3000. (h) 
Normalized speckle reduction (NDS) 5000.



112 DeSPeCKLe FILterINg ALgorIthMS

and speckle reduction, NDS. However, the mean was increased for N and NDS images for both 
scanners.

In the bottom part of Table 4.12, it is shown that the entropy was increased, and the contrast 
was reduced significantly in the cases of DS and NDS for both scanners. The entropy was slightly 
increased, and the contrast was slightly reduced in the cases of N images for both scanners. The 
ASM was reduced for the DS images for both scanners and for the NDS images for the ATL HDI-
5000 scanner.

Table 4.13 presents the results of the Wilcoxon rank sum test for the statistical and texture fea-
tures (see Table 4.12), performed on the NF–DS, NF–N, NF–NDS, DS–N, DS–NDS, and N–NDS 
images on the ATL HDI-3000 scanner. No statistically significant difference was found in the first 
part of Table 4.13 when performing the nonparametric Wilcoxon rank sum test at p < 0.05 , between 

tAbLe 4.11: Wilcoxon rank sum test p value for the ATL HDI-3000 and the ATL HDI-5000 
scanner for the visual perception evaluation performed by the experts among the NF–DS, NF–N, 

NF–NDS, DS–N, DS–NDS, and N–NDS images

ULtrASoUND 
SCANNer AtL hDI-3000

PreProCeSSINg 
ProCeDUre

NF–DS NF–N NF–NDS DS–N DS-NDS N–NDS

Angiologist
1.2*10-4 1.1*10-11 1.1*10-11 1.3*10-8 1.1*10-8 0.385

(S) (S) (S) (S) (S) (NS)

Neurovascular 
specialist

2.9*10-4 0.004 3.5*10-9 0.55 1.7*10-4 1.5*10-4

(S) (S) (S) (NS) (S) (S)

Ultrasound scanner ATL HDI-5000

Preprocessing 
procedure

NF–DS NF–N NF–NDS DS–N DS–NDS N–NDS

Angiologist
0.14 0.001 9.6*10-8 0.65 8.9*10-6 7.6*10-8

(NS) (S) (S) (NS) (S) (S)

Neurovascular 
specialist

0.85 1.3*10-4 6.1*10-8 0.56 0.002 0.001

(NS) (S) (S) (NS) (S) (S)

The test shows in parenthesis with S significant difference at p < 0.05 and NS no significant difference at p ³ 0.05. Source [59], 
© MBEC 2006.
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the original, NF and despeckled, DS, the original, NF and normalized, N, and the original, NF and 
normalized despeckled, NDS features for both scanners. Statistical significant different values were 
mostly obtained for the second part of Table 4.13 for the ASM, contrast, and entropy.

Furthermore, Table 4.13 shows that the entropy that is a measure of the information content 
of the image was higher for the ATL HDI-5000 in all the cases. The ASM that is a measure of 
the inhomogeneity of the image is lower for the ATL HDI-5000 in the cases of the DS and NDS 
images. Furthermore, the entropy and the ASM were more influenced from speckle reduction than 
normalization, as they are reaching their best values after speckle reduction filtering.

4.5.5  evaluation of Despeckle Filtering based on Image Quality evaluation  
Metrics

Table 4.14 illustrates the image quality evaluation metrics, for the 80 ultrasound images recorded 
from each image scanner, among the NF–DS, NF–N, NF–NDS, and N–NDS images. Best values 
were obtained for the NF–N images with lower RMSE, Err3, and Err4, higher SNR, and PSNR 

tAbLe 4.12: Statistical and texture features (Mean values for 80 images processed from each  
scanner) for the original (NF), despeckled (DS), normalized (N) and normalized  

despeckled (NDS) images

SCANNer AtL hDI-3000 AtL hDI-5000

IMAgeS NF DS N NDS NF DS N NDS

Statistical features (SF)
Mean 22.13 21.78 26.81 26.46 22.72 22.35 27.81 27.46

Median 3.07 4.53 3.56 5.07 3.73 5.23 4.59 6.07
Stand. deviation 40.67 36.2 45.15 41.48 41.22 36.7 45.9 42.31

Skewness (s3) 2.88 2.49 2.23 2.00 2.84 2.45 2.17 1.94

Kurtosis (s4) 12.43 10.05 7.94 6.73 12.13 9.82 7.56 6.43
Speckle Index 0.29 0.27 0.25 0.24 0.28 0.27 0.24 0.23

SGLDM—range of values
Entropy 0.24 0.34 0.25 0.34 0.40 0.48 0.41 0.48
Contrast 667 309 664 303 618 302 595 287

ASM 0.36 0.35 0.38 0.37 0.37 0.33 0.39 0.35

Source [59], © MBEC 2006.
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for both scanners. The GAE was 0.00 for all cases, and this can be attributed to the fact that the 
information between the original and the processed images remains unchanged. Best values for Q 
and SSIN were obtained for the NF–N images for both scanners, whereas best values for SNR were 
obtained for the ATL HDI-3000 scanner on the NF–N images.

tAbLe 4.13: Wilcoxon rank sum test p value for the ATL HDI-3000 scanner for the statistical and 
texture features among the NF–DS, NF–N, NF–NDS, DS–N, DS–NDS, and N–NDS images

PreProCeSSINg  
ProCeDUre

AtL hDI-3000

NF–DS NF–N NF–NDS DS–N DS–NDS N–NDS

Statistical features (SF)

Mean
0.69 0.5 0.07 0.56 0.31 0.09

(NS) (NS) (NS) (NS) (NS) (NS)

Median
0.02 0.09 0.07 0.001 0.34 0.03 

(S) (NS) (NS) (S) (NS) (S)

Stand. deviation (s 2)
0.01 0.02 0.08 0.03 0.004 3.8*10-4

(S) (S) (NS) (S) (S) (S)

Skewness (s 3)
0.08 0.45 7.3*10-4 0.037 0.17 0.07

(NS) (NS) (S) (S) (NS) (NS)

Kurtosis (s 4)
0.08 0.09 4.5*10-4 0.19 0.34 0.07

(NS) (NS) (S) (NS) (NS) (S)

SGLDM—range of values

Entropy
6.9*10-7 0.09 2.2*10-3 7.1*10-11 0.17 4.2*10-5

(S) (NS) (S)  (S) (NS)  (S)

Contrast
3*10-12 0.25 4.2*10-7 3.1*10-5 0.45 5.6*10-9

(S) (NS)  (S)  (S) (NS)  (S)

ASM
9.6*10-7 2.2*10-9 1.4*10-6 6.7*10-8 7.2*10-7 4.3*10-7

(S)  (S)  (S)  (S)  (S)  (S)

The test shows in parenthesis with S significant difference at p < 0.05 and NS no significant difference at p ³ 0.05. Source [59], 
© MBEC 2006.
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Table 4.14 shows that the effect of speckle reduction filtering was more obvious on the ATL 
HDI-3000 scanner, which shows that the ATL HDI-5000 scanner produces images with lower 
noise and distortion. Moreover, it was obvious that all quality metrics presented here are equally 
important for image quality evaluation. Specifically, for the most of the quality metrics, better mea-
sures were obtained between the NF–N, followed by the NF–NDS, and N–NDS images for both 
scanners. It is furthermore important to note that a higher PSNR (or equivalently, a lower RMSE) 
does not necessarily imply a higher subjective image quality, although they do provide some measure 
of relative quality.

Furthermore, the two experts evaluated visually 10 B-mode ultrasound images with different 
types of plaque [53] (see Figure 4.14), by delineating the plaque at the far wall of the carotid artery 
wall. The visual perception evaluation, and the delineations made by the two experts, showed that 
the plaque may be better identified on the ATL HDI-5000 scanner after normalization and speckle 
reduction, NDS, whereas the borders of the plaque and the surrounding tissue may be better visual-
ized on the ATL HDI-5000 when compared with the ATL HDI-3000 scanner.

tAbLe 4.14: Image quality evaluation metrics among the original-despeckled (NF–DS),  
original-normalized (NF–N), original-normalized despeckled (NF–NDS), and the  

normalized-normalized despeckled (N–NDS) images

eVALUAtIoN 
MetrICS

AtL hDI-3000 AtL hDI-5000

NF–DS NF–N NF–NDS NF–NDS NF–DS NF-N NF-NDS N-NDS

MSE 1.4 1.3 2.0 1.3 1.2 0.3 1.9 1.3

RMSE 1.2 0.4 1.4 1.1 1.1 0.5 1.3 1.1

Err 3 3.8 0.8 3.9 3.5 3.7 0.8 3.8 3.5

Err 4 8.2 1.2 8.0 7.5 8.1 1.3 7.8 7.5

GAE 0 0 0 0 0 0 0 0

SNR 5.0 16.5 4.8 5.4 5.3 15.9 5.1 5.4

PSNR 48.0 59 45.6 44.6 47.4 58.5 46 44.6

Q 0.7 0.93 0.73 0.69 0.72 0.93 0.72 0.71

SSIN 0.9 0.95 0.92 0.83 0.94 0.95 0.91 0.83

Source [59], © MBEC 2006.
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Table 4.15 summarizes the image quality evaluation results of this study, for the visual evalu-
ation (Table 4.10), the statistical and texture analysis (Table 4.12), and the image quality evaluation 
metrics (Table 4.14). A double plus sign in Table 4.15 indicates very good performance, while a 
single plus sign a good performance. Table 4.15 can be summarized as follows: (i) the NDS images 
were rated visually better on both scanners, (ii) the NDS images showed better statistical and tex-
ture analysis results on both scanners, (iii) the NF–N images on both scanners showed better image 
quality evaluation results, followed by the NF-DS on the ATL HDI-5000 scanner and the NF–DS 
on the HDI ATL-3000 scanner, (iv) the ATL HDI-5000 scanner images have considerable higher 
entropy than the ATL HDI-3000 and thus more information content. However, based on the visual 
evaluation by the two experts, both scanners were rated similarly.

•  •  •  •

tAbLe 4.15: Summary findings of image quality evaluation in ultrasound imaging of the carotid artery

ULtrASoUND 
SCANNer

VISUAL 
eVALUAtIoN 

tAbLe 4.10

StAtIStICAL 
AND teXtUre 

ANALySIS 
tAbLeS 4.12–4.13

IMAge QUALIty 
eVALUAtIoN tAbLe 4.14

NF DS N NDS NF DS N NDS NFDS NF-N NF-NDS N-NDS

ATL HDI-3000 ++ + ++ ++ +
ATL HDI-5000 ++ + ++ + ++

FIgUre 4.14: Ultrasound carotid plaque images of Type II outlined by an expert of the original (NF), 
speckle reduction (DS), normalized (N), and normalized speckle reduction (NDS), of the ATL HDI-
3000 and ATL HDI-5000 shown in the left and right columns, respectively. Source [59], © MBEC 
2006. (a) Original (NF) 3000. (b) Original (NF) 5000. (c) Despeckled (DS) 3000. (d) Despeckled (DS) 
5000. (e) Normalized (N) 3000. (f ) Normalized (N) 5000. (g) Normalized despeckled (NDS) 3000. (h) 
Normalized despeckled (NDS) 5000.
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Despeckle filtering is an important operation in the enhancement of ultrasound images of the ca-
rotid artery, both in the case of texture analysis, and in the case of image quality evaluation and visual 
evaluation by the experts. In this study, a total of 10 despeckle filters were comparatively evaluated 
on 440 ultrasound images of the carotid artery bifurcation, and the validation results are summarized 
in Table 5.1.

As given in Table 5.1, filters dsflsmv, dsflsminsc, and dsfhomo, improved the class separa-
tion between the asymptomatic and the symptomatic classes (see also Table 4.2). Filters dsflsmv, 
dsflsminsc, and dsfgf4d gave a high number of significantly different features (see Table 4.3). 
Filters dsflsminsc, dsfgf4d, and dsfhomo gave only a marginal improvement in the percentage 
of correct classifications success rate (see Table 4.4). Moreover, filters dsflsmv, dsfnldif, and ds-
fwaveltc gave better image quality evaluation results (see Table 4.5). Filters dsflsmv and dsfgf4d 
improved the visual assessment carried out by the experts (see Table 4.6). It is clearly shown that fil-
ter dsflsmv gave the best performance, followed by filters dsflsminsc and dsfgf4d (see Table 5.1).  
Filter dsflsmv or dsfgf4d can be used for despeckling asymptomatic images where the expert 
is interested mainly in the plaque composition and texture analysis. Filters dsflsmv or dsfgf4d 
or dsflsminsc can be used for despeckling of symptomatic images where the expert is interested 
in identifying the degree of stenosis and the plaque borders. Filters dsfhomo, dsfnldif, and ds-
fwaveltc gave poorer performance.

Filter dsflsmv gave very good performance, with respect to: (i) preserving the mean and the 
median as well as decreasing the variance and the speckle index of the image, (ii) increasing the 
distance of the texture features between the asymptomatic and the symptomatic classes, (iii) signifi-
cantly changing the SGLDM range of values texture features after filtering based on the Wilcoxon 
rank sum test, (iv) marginally improving the classification success rate of the kNN classifier for the 
classification of asymptomatic and symptomatic images in the cases of SF, SMF, and TEM feature 
sets, and (v) improving the image quality of the image. The dsflsmv filter, which is a simple filter, 
is based on local image statistics. It was first introduced in Refs. [14], [9], [15] by Jong-Sen Lee and 

C H A P T E R  5

Comparison and Discussion of  
Despeckle Filtering Algorithms
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coworkers, and it was tested on a few SAR images with satisfactory results. It was also used for SAR 
imaging in Ref. [13] and image restoration in Ref. [16], again with satisfactory results.

Filter dsflsminsc gave the best performance with respect to: (i) preserving the mean, as well 
as decreasing the variance and the speckle index and increasing the contrast of the image, (ii) in-
creasing the distance of the texture features between the asymptomatic and the symptomatic classes, 
(iii) significantly changing the SGLDM texture features after filtering based on the Wilcoxon rank 
sum test, (iv) improving the classification success rate of the kNN classifier for the classification of 
asymptomatic and symptomatic images in the cases of SF, SGLDMr, GLDS, NGTDM, FDTA, 
and FPS feature sets. Filter dsflsminsc was originally introduced by Nagao in Ref. [32] and was 
tested on an artificial and a SAR image with satisfactory performance. In this study, the filter was 
modified, by using the speckle index instead of the variance value for each subwindow [as described 
in Section 2.1.3, Eq. (2.10), see also Eq. (3.13)].

tAbLe 5.1: Summary findings of despeckle filtering in ultrasound imaging of the carotid artery

DeSPeCKLe 
FILter

StAtIStICAL 
AND 

teXtUre 
FeAtUreS 
tAbLe 4.2

StAtIStICAL 
ANALySIS 
tAbLe 4.3

KNN 
CLASSIFIer

 tAbLe 4.4

IMAge 
QUALIty 

eVALUAtIoN 
tAbLe 4.5

oPtICAL 
PerCePtIoN 
eVALUAtIoN 
tAbLeS 4.6A, b

Linear filtering

dsflsmv    

dsflsminsc   

Nonlinear filtering

dsfgf4d   

dsfhomo  

Diffusion filtering

dsfnldif 

Wavelet filtering

dsfwaveltc 
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Filter dsfgf4d gave very good performance with respect to: (i) decreasing the speckle index, 
(ii) marginally increasing the distance of the texture features between the asymptomatic and the 
symptomatic classes, (iii) significantly changing the SGLDM range of values texture features af-
ter filtering based on the Wilcoxon rank sum test, (iv) improving the classification success rate of 
the kNN classifier for the classification of asymptomatic and symptomatic images in the cases of 
SGLDMm, GLDS, NGTDM, SFM, and TEM feature sets. The geometric filter dsfgf4d was in-
troduced by Crimmins [10] and was tested visually on a few SAR images with satisfactory results.

5.1 CoMPArISoN AND DISCUSSIoN oF DeSPeCKLe  
FILterINg ALgorIthMS

Phantom images were used in this book (see Figure 4.1) and by other researchers to evaluate despeckle 
filtering in carotid ultrasound imaging. Specifically in Ref. [24], a synthetic carotid ultrasound image 
of the CCA was used to evaluate the dsfsard filtering (speckle-reducing anisotropic filtering) which 
was compared with the dsflsmv (Lee filter) [14] and the dsfad filter (conventional anisotropic 
diffusion) [22]. The edges of the phantom image used in Ref. [24] were studied, and it was shown 
that the dsfsrad does not blur edges as with the other two despeckle filtering techniques evaluated 
(dsflsmv and dsfad ).

Despeckle filtering was investigated by other researchers and also in our study, on an artificial 
carotid image (Figure 4.4) [5, 7] on line profiles (Figure 4.5) of different ultrasound images [7, 8, 
19, 24, 28], on phantom ultrasound images (Figures 4.1–4.3) [24 26, 31], SAR images [17, 34, 77, 
78], real longitudinal ultrasound images of the carotid artery (Fig. 4.6) [5, 7, 24] and cardiac ultra-
sound images (see Figure 4.7). There are only two studies, Refs. [5] and [7], where despeckle filter-
ing was investigated on real and artificial longitudinal ultrasound image of the carotid artery. Four 
different despeckle filters were applied in Ref. [5], namely, the dsflsmv [14], Frost [13], dsfad  
[23], and a dsfsrad filter [5]. The despeckle window used for the dsflsmv and Frost filters was  
[7 ́  7] pixels. To evaluate the performance of these filters, the mean and the standard deviation were 
used, which were calculated in different regions of the carotid artery image, namely, in lumen, tissue, 
and at the vascular wall. The mean gray-level values of the original image for the lumen, tissue, and 
wall regions were 1.03, 5.31, and 22.8, whereas the variances were 0.56, 2.69, and 10.61. The mean 
after despeckle filtering with the dsfsrad gave brighter values for the lumen and tissue. Specifically, 
the means for the lumen, tissue, and wall for the dsfsrad were (1.19, 6.17, 18.9), the dsflsmv were 
(1.11, 5.72, 21.75), the Frost were (1.12, 5.74, 21.83), and the dsfad were (0.90, 4.64, 14.64). The 
standard deviation for the dsfsrad gave lower values (0.15, 0.7, 2.86) when compared with Lee 
(0.33, 1.42, 5.37), Frost (0.32, 1.40, 5.30), and dsfad (0.20, 1.09, 3.52). It was thus shown that the 
dsfsrad filter preserves the mean and reduces the variance. The number of images investigated in 
Ref. [5] was very small, visual perception evaluation by experts was not carried out, and only two 
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statistical measures were used to quantitatively evaluate despeckle filtering, namely, the mean and 
the variance before and after despeckle filtering as explained above. We believe that the mean and 
the variance used in Ref. [5] are not indicative and may not give a complete and accurate evalua-
tion result as in Ref. [7]. Furthermore, despeckle filtering was investigated by other researchers on 
ultrasound images of heart [24] (see also Figure 4.7), pig heart [28], pig muscle [62], kidney [26], 
liver [63], echocardiograms [27], CT lung scans [21], MRI images of brain [64], brain X-ray images 
[65], SAR images [17], and real-world images [66].

Line plots, as used in our study (see Figure 4.5), were also used in a few other studies to quan-
tify despeckle filtering performance. Specifically in Ref. [65], a line profile through the original and 
the despeckled ultrasound image of kidney was plotted, using adaptive Gaussian filtering. In Ref. 
[67], line profiles were plotted on four simulated and 15 ultrasound cardiac images of the left ven-
tricle, to evaluate the dsfmedian filter. In another study [24], line profiles through one phantom, one 
heart, one kidney, and one liver ultrasound image, were plotted where an adaptive shrinkage weighted 
median [63, 66], dsfwaveltc (wavelet shrinkage) [29], and wavelet shrinkage coherence-enhancing 
[27] models were used and compared with a nonlinear coherent diffusion model [29]. Finally in Ref. 
[28], line plots were used in one artificial computer-simulated image and one ultrasound image of 
pig heart, where an adaptive shrinkage weighted median filter [63, 66], a multiscale nonlinear thresh-
olding without adaptive filter preprocessing [28], a wavelet shrinkage filtering method [29], and a 
proposed adaptive nonlinear thresholding with adaptive preprocessing method [28] were evaluated. 
In all of the above studies, visual perception evaluation by experts, statistical and texture analysis, on 
multiple images, as performed in our study, were not performed.

5.2 DeSPeCKLe FILterINg oF CArotID PLAQUe IMAgeS 
bASeD oN teXtUre ANALySIS

The results on texture analysis, presented in Chapter 4 (Tables 4.2–4.4), showed that the filters, 
dsflsmv, dsfgf4d, and dsflsminsc (Table 5.1), improved the class separation between the asymp-
tomatic and the symptomatic classes (Table 4.2), by increasing the distance between them. These 
filters, dsflsmv, dsfgf4d, and dsflsminsc, gave the highest number of significantly different fea-
tures (Table 4.3), with 7, 6, and 5, respectively, and gave only a marginal improvement in the per-
centage of correct classification success rate (Table 4.4). The high number of significantly different 
features for these filters showed that the two classes (asymptomatic, symptomatic) may be better 
separated after despeckle filtering with the filters dsflsmv, dsfgf4d, and dsflsminsc. Table 4.3  
showed that almost all despeckle filters increased the distance between the asymptomatic and 
the symptomatic images thus making the identification of a class easier to identify. Table 4.3 also 
showed that most of the filters reduced the asymmetry, s 3, and the skewness, s 4, of the histogram. 
Table 4.4 showed that despeckle filtering influenced more some statistical features, such as the 
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inverse difference moment, IDM, the angular second moment, ASM, and the sum entropy, SEntr, 
while other statistical features were less influenced by despeckle filtering. As a result, these features, 
which were more influenced, may be used in future research to evaluate despeckle filtering. The 
Score_dis_T  in the last row of  Table 4.3 showed that best feature distance was given by the filters 
dsfhomo, dsflsminsc, dsfmedian, and dsflsmv. Table 4.4 showed that not all feature sets equally 
benefited from despeckle filtering. Specifically, the SF and TEM feature sets benefited from almost 
all despeckle filters (7), whereas the feature sets SGLDMm, GLDS, and NGTDM, benefited from 
four despeckle filters, three FDTA, and two SFM. The features sets, SGLDMr and FPS, benefited 
from only one despeckle filter.

There were some results given in the recent literature based on texture analysis of ultrasound 
images for the classification of atherosclerotic carotid plaque [7, 8, 40, 68], liver ultrasound images 
[44], electron microscopic muscle images [69], detection of breast masses [70], cloud images [71], 
SAR images [17, 34], and some results given on artificial images from the pioneer researchers in 
texture analysis [41, 42]. There is no other study reported in the literature, where texture analysis 
(Tables 4.2–4.4) was used to the extent, that is used in our study, to evaluate despeckle filtering in 
ultrasound imaging. In studies [71], [72], some of the texture measures used in our study (Table 
4.3), were also used on a total of 230 ultrasound images of the carotid plaque (115 asymptomatic, 
115 symptomatic), to characterize carotid plaques as safe or unsafe and identify patients at risk of 
stroke. Specifically in Refs. [44] and [71], all nine different features used in our study (see Table 4.4) 
were also used to classify a plaque as asymptomatic or symptomatic, where comparable values as in 
our study were obtained for all feature sets. Examples of the use of texture analysis were also pro-
vided in Ref. [73], for classifying malignant and benign tumours of breast, in Ref. [71], for classify-
ing clouds and predicting weather, and finally in Ref. [42], to automatically classify terrain texture.

5.3 DeSPeCKLINg oF the INtIMA–MeDIA CoMPLeX AND 
the PLAQUe

In a recent study [54] performed on 100 ultrasound images of the CCA, normalization and speckle 
reduction filtering was used as a preprocessing step before segmentation of the IMT, based on our 
previous work [7], where it was shown that this improves the image quality, the visual evaluation 
of the image [59], and the outcome of the IMT segmentation [54]. Results of this study were also 
presented in Section 4.4 of this book. More specifically in studies [54] and [55], IMT segmenta-
tion was performed on ultrasound images of the CCA, and it was shown that normalization and 
despeckle filtering improves the outcome of the IMT segmentation algorithm and produces more 
accurate and reproducible results when compared with the manual segmentation method. Speckle 
reduction filtering of the carotid artery was also applied in Ref. [24], where it was also shown that this 
improves the image quality and visual interpretation of the experts. More, specifically, in Ref. [7], it 
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was shown that image normalization followed by speckle-reduction filtering produces better quality 
images, whereas the reverse (speckle-reduction filtering followed by normalization) might produce 
distorted edges. The preferred method is to apply first normalization and then speckle-reduction fil-
tering for better results. Speckle-reduction filtering of the carotid was also proposed by Refs. [7, 54, 
59] and [60] where it was shown that this improves the image quality and the visual evaluation of 
the image. However, in other segmentation studies for extracting the carotid artery plaque borders 
in intravascular ultrasound (IVUS) imaging, speckle was used as useful information [102].

Therefore, the preprocessing of ultrasound images of the carotid artery with normalization 
and speckle reduction, followed by the snakes initialization and the Williams and Shah segmenta-
tion algorithm can be used successfully in the measurement of IMT complementing the manual 
measurements. It should be furthermore noted that both the manual and the snakes segmentation 
measurements were performed on linear segments of the carotid artery because, in the clinical 
praxis, the experts are delineating the IMT only in those parts of the vessel where there are no sig-
nificant artefacts, signal drop outs, and structure irregularities. The validity of the measurements of 
the proposed methodology can always be easily assessed by the vascular expert.

The comparison of the four different plaque snakes segmentation methods, proposed in our 
recent study [60] and also presented in Section 4.4, for the segmentation of the atherosclerotic ca-
rotid plaque from ultrasound images, showed that the Lai and Chin snakes segmentation method 
gave slightly better results, although these results were not statistically significant when compared 
with the other three snakes segmentation methods (Williams and Shah, Balloon, and GVF).

To the best of our knowledge, no other study carried out ultrasound image normalization as 
described in this study, before segmentation of the atherosclerotic carotid plaque. However, in Ref. 
[103], histogram equalization was performed on carotid artery ultrasound images for increasing the 
image contrast. The normalization method proposed in this book was documented to be helpful in 
the manual contour extraction and in the snake’s segmentation of the IMT [54, 59] and plaque [60]. 
Moreover, this method increased the classification accuracy of different plaque types as assessed by 
the experts [93, 94].

In Section 4.3, it was shown that speckle reduction filtering can be used as a preprocessing 
step based on our previous work [7], [59]. More, specifically, in Ref. [59], it was shown that image 
normalization followed by speckle reduction produces better quality images, whereas the reverse 
(speckle reduction followed by normalization) might produce distorted edges. Speckle-reduction 
filtering of the carotid was also proposed by Loizou et al. in 2005, Abd-Elmoniem, et al., Loizou 
et al. in 2006, and Loizou et al. in 2007 [7, 24, 59, 60], where it was shown that this improves the 
image quality and the visual evaluation of the image. However, in other segmentation studies for 
extracting the carotid artery plaque borders in IVUS imaging, speckle was used as useful informa-
tion [98, 99].
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5.4 VIDeo DeSPeCKLINg
Most of the papers published in the literature for video filtering are limited to the reduction of addi-
tive noise, mainly by frame averaging. More specifically, in Ref. [121], the Wiener filtering method 
was applied to 3D image sequences for filtering additive noise, but results have not been thoroughly 
discussed and compared with other methods. The method was superior when compared to the 
purely temporal operations implemented earlier [122]. The pyramid thresholding method was used 
in Ref. [122], and wavelet-based additive denoising was used in Ref. [123] for additive noise reduc-
tion in image sequences. In another study [120], the image quality and evaluation metrics were used 
for evaluating the additive noise filtering and the transmission of image sequences through telemed-
icine channels. An improvement of almost all the quality metrics extracted from the original and  
processed images was demonstrated. An additive noise reduction algorithm, for image sequences, 
using variance characteristics of the noise was presented in Ref. [124]. Estimated noise power and 
sum of absolute difference employed in motion estimation were used to determine the temporal 
filter coefficients. A noise measurement scheme using the correlation between the noisy input and 
the noise-free image was applied for accurate estimation of the noise power. The experimental 
results showed that the proposed noise reduction method efficiently removes noise. An efficient 
method for movie denoising that does not require any motion estimation was presented in Ref. 
[125]. The method was based on the fact that averaging several realizations of a random variable 
reduces the variance. The method was unsupervised and was adapted to denoise image sequences 
with an additive white noise while preserving the visual details on the movie frames. Very little 
attention has been paid to the problem of missing data (impulsive distortion) removal in image 
sequences. In Ref. [126], a 3D median filter for removing impulsive noise from image sequences 
was developed. This filter was implemented without motion compensation, and so the results did 
not capture the full potential of these structures. Furthermore, the median operation, although 
quite successful in the additive noise filtering in images, invariably introduces distortion when 
filtering of image sequences [126]. This distortion primarily takes the form of blurring fine image 
details.

The basic principles of despeckle filtering for still images presented in Chapter 2, i.e., the 
proposed despeckle filtering algorithms and the extraction of texture features, image quality evalu-
ation metrics, and the optical perception evaluation procedure, can also be applied to video. The 
application of despeckle filters (see Chapters 2.1–2.4), the extraction of texture features (see Section 
3.5), the calculation of image quality metrics (see Section 3.9), and the visual perception evaluation 
by experts (see Section 3.10) may also be applied to video. The video can be broken into frames, 
which can then be processed one by one and then grouped together to form the processed video. 
Preliminary results for the application of despeckle filtering in ultrasound carotid and cardiac video 
were presented in Chapter 4. However, significant work still remains to be carried out.
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5.4.1 Discussion 
In a recent Ph.D. dissertation, different approaches for Gaussian and impulse noise filtering in 
video sequences were investigated, where a motion-detail adaptive filter, and a fuzzy logic motion-
detection filter for video denoising were proposed for both gray and color image sequences [129]. 
The first one computes weighted averaging of pixel values in a local window, where the weights are 
computed based on locally estimated motion and spatial detail. It builds on the ideas underlying two 
existing techniques, k-nearest neighbor filtering and threshold averaging, but combines these ideas 
in a novel fashion. The fuzzy logic method is based on a recursive temporal filter where the degree 
of filtering is determined based on a motion confidence estimate produced by a fuzzy logic motion 
detector. The recursive temporal filter is followed by a fuzzy logic spatial filter, which deals well with 
the nonstationary noise at the temporal filter’s output. The fuzzy logic framework is shown as more 
robust than the binary equivalent of the method.

The two video despeckling algorithms were evaluated on video sequences with added Gauss-
ian and impulse noise based on the peak SNR (PSNR) between the original and the despeckled 
frame/s. In addition, they have been tested on real television sequences and sequences recorded 
by surveillance cameras, where usually additive Gaussian or correlated noise is present. The visual 
results on the processed sequences showed good denoising performance of the proposed algorithms 
in case of Gaussian (additive) noise, whereas for sequences containing correlated noise, the perfor-
mance was lower but the quality of noisy sequences was still noticeably improved.

5.5 IMAge QUALIty AND VISUAL eVALUAtIoN
The image quality evaluation results presented in Table 4.5 showed that the best values were 
obtained by the despeckle filters dsfnldif, dsflsmv, and dsfwaveltc. It was shown from Table 
4.5 that the effect of despeckle filtering was more obvious on the asymptomatic images, where 
generally better image quality evaluation results were obtained. Moreover, it is obvious that all 
quality evaluation metrics presented here were equally important for image quality evaluation. It 
is furthermore important to note that a higher PSNR (or equivalently, a lower RMSE) does not 
necessarily imply a higher subjective image quality, although they do provide some measure of rela-
tive quality. While some quality metrics for different images have been studied and proposed in the 
literature, such as for MRI [74], natural and artificial images [47], to the best of our knowledge, 
no other comparative study exists except that of Loizou et al. [7], which have investigated the 
application of the above metrics together with visual perception evaluation, on ultrasound images 
of the carotid artery. In previous studies [9, 12, 14, 17, 19], researchers evaluated image quality 
on real-world images using either only the visual perception by experts or some of the evaluation 
metrics presented in Table 4.5. In all these studies, the comparison of the proposed method was 
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made with another one, based on image quality evaluation metrics, such as the MSE [7, 24, 26, 
28, 66], PSNR [66], SNR [7, 65], C [7, 26], the mean, and the variance [5, 7, 17, 62, 63] and line 
plots [7, 14, 24, 28, 62] between the original and despeckled images. The usefulness of these mea-
sures was not investigated for the despeckling of ultrasound images. Furthermore, normalization 
and despeckling was not taken into consideration as in our study. In a recent study [59], we have 
investigated the image quality on ultrasound images of the carotid artery, where it was shown that 
despeckle filtering increases the quality of these images and also increases the accuracy of the IMT 
[54] and plaque [60] segmentation.

Image quality metrics were also investigated for the evaluation of ultrasound spatial com-
pound scanning [75], to compare the quality of JPEG images before and after compression using 
the PSNR and SSIN [47], where values for the PSNR and SSIN of 8.45, and 0.96, were measured, 
respectively, while in our study, we have achieved values of 39 and 0.97, with the dsflsmv filter (see 
Table 4.5). In Ref. [45], real-world images were evaluated based on their compression ratios, by 
using the MSE and Q, where values of 30 and 0.92 were reported, respectively. Furthermore, real-
world images were also evaluated in Ref. [45], based on the MSE and Q, before and after histogram 
equalization (1144.2, 0.74), median filtering (14.47, 0.78), wavelet compression (16.03, 0.68), and 
spatial displacement (141.2, 0.5).

In another study [66], where various median filtering techniques were investigated on real-
world images, the image quality measures, MSE and PSNR, were used to compare between the 
original and the filtered images. In Ref. [76], a number of quality metrics were reviewed to evaluate 
JPEG compression on still real-world images, such as the MSE, SNR, PSNR, M3, and M4. In Ref. 
[24], where despeckle filtering was investigated on artificial and ultrasound images of heart, kidney 
and abdomen, the MSE values reported after despeckle filtering were 289, 271, 132, and 121, for four 
different despeckle filtering methods, namely, the adaptive weighted median filtering [66], wavelet 
shrinkage-enhanced [27], wavelet shrinkage [23], and nonlinear coherence diffusion method [29]. 
Most of the researchers used the image quality measures such as the MSE [7, 24, 26, 28, 66], SNR 
[3, 7, 8, 25, 30], and PSNR [66], to compare the original with the despeckled images.

In the research of A. Achim, et al. [26], values reported for the MSE were 133, 43, 49, 26, 22 
for the original, and four despeckled SAR images, respectively. In Achim‘s research, four different 
despeckling methods were used, namely, the Lee [9], gamma MAP filter [77], soft thresholding, 
and the WIN-SAR filter [26], which used a [7´7] pixel filtering window and were applied on real-
world and SAR images.

In another study [26], MSE values reported were 26 for the original kidney ultrasound im-
age, 13.7 after despeckling by median filtering [66], 13.8 after homomorphic dsfwiener filtering 
[17], 13.6 after soft thresholding [29], 13.5 after hard thresholding [29], and 12.74 after Bayesian 
denoising [26]. In our study, the MSE values for the filter dsflsmv, dsfwiener, dsfnldif, and 
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dsfwaveltc, (Table 4.5) were 13, 19, 8, 11, for the asymptomatic, and 33, 44, 8, 23, for the symp-
tomatic images, respectively, which are better or comparable with other studies reported above.

Normalization and speckle reduction filtering are very important preprocessing steps in the 
assessment of atherosclerosis in ultrasound imaging. The usefulness of image quality evaluation, in 
80 ultrasound images of the carotid bifurcation, based on image quality metrics and visual percep-
tion after normalization and speckle-reduction filtering using two different ultrasound scanners 
(ATL HDI-3000 and ATL HDI-5000) was addressed in Section 4.9 and, furthermore, was dis-
cussed here in this chapter. Specifically, the images were evaluated, before and after speckle reduc-
tion, after normalization, and after normalization and speckle-reduction filtering (see Figure 4.12). 
The evaluation was based on visual evaluation by two experts (see Table 4.10), statistical and texture 
features (see Tables 4.11–4.13), image normalization, speckle reduction, as well as based on image 
quality evaluation metrics (see Table 4.14). It is noted that to the best of our knowledge, there are 
no other studies found in the literature for evaluating ultrasound image quality, based on speckle-
reduction filtering and normalization performed on carotid artery images, acquired by two different 
ultrasound scanners.

The main findings of this study can be summarized as follows: (1) the NDS images were 
rated visually better on both scanners, (2) the NDS images showed better statistical and texture 
analysis results on both scanners, (3) better image quality evaluation results were obtained between 
the NF–N images for both scanners, followed by the NF–DS images for the ATL HDI-5000 
scanner and the NF–DS on the HDI ATL-3000 scanner, (4) the ATL HDI-5000 scanner images 
have considerable higher entropy than the ATL HDI-3000 scanner and thus more information 
content. However, based on the visual evaluation by the two experts, both scanners were rated 
similarly.

It was shown that normalization and speckle reduction produces better images. Normaliza-
tion was also proposed in other studies using blood echogenecity as a reference and applied in 
carotid artery images [75]. In Refs. [53, 59, 60], it was shown that normalization improves the 
image comparability by reducing the variability introduced by different gain settings, different 
operators, and different equipment. It should be noted that the order of applying these processes 
(normalization and speckle reduction filtering) affects the final result. Based on unpublished re-
sults, we have observed that by applying first speckle-reduction filtering and then normalization 
produces distorted edges. The preferred method is to apply first normalization and then speckle 
reduction filtering for better results.

In two recent studies [54, 60], it was shown that the preprocessing of ultrasound images of 
the carotid artery with normalization and speckle-reduction filtering improves the performance of 
the automated segmentation of the intima–media thickness [54] and plaque [60]. More specifically, 
it was shown in Ref. [21] that a smaller variability in segmentation results was observed when per-
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formed on images after normalization and speckle-reduction filtering, compared with the manual 
delineation results made by two medical experts. Furthermore, in another study [7], we have shown 
that speckle-reduction filtering improves the percentage of correct classifications score of symptom-
atic and asymptomatic images of the carotid. Speckle-reduction filtering was also investigated by 
other researchers on ultrasound images of liver and kidney [95] and on natural scenery [14], using 
an adaptive two-dimensional filter similar to the dsflsmv speckle-reduction filter used in this study. 
In these studies [14, 95], speckle-reduction filtering was evaluated based only on visual perception 
evaluation made by the researches.

Verhoefen et al. [96] applied mean and median filtering in simulated ultrasound images and 
in ultrasound images with blood vessels. The lesion-signal-to-noise ratio was used to quantify the 
detectability of lesions after filtering. Filtering was applied on images with fixed and adaptive size 
windows to investigate the influence of the filter window size. It was shown that the difference in 
performance between the filters was small, but the choice of the correct window size was important. 
Kotropoulos et al. [97] applied adaptive speckle-reduction filtering in simulated tissue mimicking 
phantom and liver ultrasound B-mode images, where it was shown that the proposed maximum 
likelihood estimator filter was superior to the mean filter.

Although in this study, speckle has been considered as noise, there are other studies where 
speckle, approximated by the Rayleigh distribution, was used to support automated segmenta-
tion. Specifically, in Ref. [98], an automated luminal contour segmentation method based on a 
statistical approach was introduced, whereas in Ref. [100], ultrasound intravascular images were 
segmented using knowledge-based methods. Furthermore, in Ref. [99], a semiautomatic segmen-
tation method for intravascular ultrasound images, based on gray-scale statistics of the image was 
proposed, where the lumen, IMT, and the plaque were segmented in parallel by utilizing a fast 
marching model.

Some statistical measures, as shown in the upper part of Table 4.12, were better after nor-
malization, and some others, shown in the bottom part of Table 4.12, were better after speckle 
reduction. Table 4.12 also shows that the contrast was higher for the NF and N images on both 
scanners and was significantly different (S) after normalization and speckle-reduction filtering (see 
Table 4.13). All other measures presented in Table 4.2 were comparable showing that better values 
were obtained on the NDS images. Moreover, it was shown that the entropy that is a measure of 
the information content of the image [41] was higher for both scanners in the cases of the NDS 
and DS images. Significantly different entropy values were obtained mostly after normalization and 
speckle-reduction filtering (see Table 4.13).

Low entropy images have low contrast and large areas of pixels with same or similar gray-
level values. An image which is perfectly flat will have a zero entropy. On the other hand, high 
entropy images have high contrast and thus higher entropy values [46]. The ATL HDI-5000 scan-
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ner produces therefore images with higher information content. The entropy was also used in other 
studies to classify the best liver ultrasound images [44], where it was shown that the experts rated 
images with higher entropy values better. In Ref. [40], entropy and other texture features were used 
to classify between symptomatic and asymptomatic carotid plaques for assessing the risk of stroke. 
It was also shown [93] that asymptomatic plaques tend to be brighter, have higher entropy and are 
more coarse, whereas symptomatic plaques tend to be darker, have lower entropy (i.e., the image 
intensity in neighboring pixels is more unequal) and are less coarse. Furthermore, it is noted that 
texture analysis could also be performed on smaller areas of the carotid artery, such as the plaque, 
after segmentation [54, 60].

In previous studies [47, 48, 50, 52, 90, 91], researchers evaluated image quality on natural 
scenery images using either only the visual perception by experts or some of the evaluation metrics 
presented in Table 4.14. In this study, MSE and RMSE values were in the range of 0.4 to 2.0, for 
all cases, Err3, Err4, SNR, PSNR, Q  , and SSIN were better between the NF–N images for both 
scanners, showing that normalization increases the values of these measures. In Ref. [24], speckle-
reduction filtering was investigated on ultrasound images of the heart. The MSE values reported af-
ter speckle reduction for the adaptive weighted median filtering, wavelet shrinkage-enhanced filter, 
wavelet shrinkage filter, and nonlinear coherence diffusion were 289, 271, 132, and 121, respectively. 
Loupas et al. [101] applied an adaptive weighted median filter for speckle reduction in ultrasound 
images of the liver and gallbladder and used the speckle index and the MSE for comparing the filter 
with a conventional mean filter. It was shown that the filter improves the resolution of small struc-
tures in the ultrasound images. It was also documented in Ref. [47] that the MSE, RMSE, SNR, 
and PSNR measures are not objective for image quality evaluation and that they do not correspond 
to all aspects of the visual perception nor they correctly reflect artifacts [48].

Recently, the Q [50] and SSIN [47] measures for objective image quality evaluation have been 
proposed. The best values obtained in this study were Q=0.95 and SSIN=0.95 and were obtained 
for the NF–N images for both scanners. These results were followed with Q=0.73 and SSIN=0.92 
in the case of NF–NDS for the HDI ATL-3000 scanner, and Q=0.72 and SSIN=0.94 in the case of 
NF–DS for the HDI ATL-5000 scanner. In Ref. [50], where natural scenery images were distorted 
by speckle noise, the values for Q reported were 0.4408, whereas the values for Q after contrast 
stretching were 0.9372.

The methodology presented in this study may also be applicable in future studies, to the 
evaluation of new ultrasound and telemedicine systems to compare their performance. It is also im-
portant to note that the methodology consists of a combination of subjective and objective measures 
that should be combined together for a proper image quality evaluation result [48].
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5.6 VISUAL PerCePtIoN AND ADDItIoNAL CoMMeNtS  
by eXPertS

The visual perception evaluation performed in Table 4.6.a and b, showed that the filters dsflsmv, 
dsfgf4d, and dsflsminsc improved the visual assessment by experts. The intra-observer variability 
test (Table 4.6b), which was repeated 1 year after the first visual evaluation (Table 4.6a), showed 
that the differences between the visual evaluations made by the two experts were very low, and the 
results of the two tables were in agreement.

It was shown that the highest scores were obtained, for the filter dsflsmv for both tables. 
The differences, which are observed in the ratings between the two experts, were due to the fact 
that each expert was interested for a different tissue area in the ultrasound image of the carotid 
artery. Specifically, the cardiovascular surgeon was primarily interested in the plaque composition 
and texture, whereas the neurovascular expert was interested in the degree of stenosis and the lumen 
diameter. The filter dsflsminsc was rated from the neurovascular expert with the highest score in 
Table 4.6b. The expert found that this filter was very helpful when inspecting the degree of stenosis 
and the lumen diameter.

In Table 5.1, the two experts evaluated the images before and after despeckle filtering and 
gave some additional comments, which we think are important to be discussed briefly. It was shown 
that the primary interest of the experts were the borders between IMT, plaque, artery wall, and 
blood, to be able to exactly make a separation between them. Other important points taken into 
consideration from both experts during this examination were the texture of plaque, as the texture 
may give indication about the risk of stroke [40]. They have both commented the fact that the  
dsflsmv filter was good for visualizing the borders between blood, plaque, and wall but not between 
wall and surrounding tissue, the dsflsminsc helped specifically for the plaque visualization as plaque 
borders were better after filtering, and that the dsfgf4d sharpened the edges, thus it may be used 
for plaque visualization and to separate the borders between blood and plaque.

To the best of our knowledge, no other studies were carried out, (with the exception of Refs. 
[7] and [59]) on the visual evaluation of ultrasound images by using despeckle filtering and image 
normalization with two [65] experts. More specifically in Ref. [7], 56 different textures features and 
10 different image quality evaluation metrics were used to compare the effect of despeckle filtering 
in 440 ultrasound images of the carotid artery, where two different experts optically evaluated the 
images. It was found that a linear-order statistics filter, based on first-order statistics may be success-
fully used for despeckling carotid artery ultrasound images. Furthermore, in Ref. [59], two different 
ultrasound imaging scanners, namely, the ATL HDI-3000 and the ATL HDI-5000 were compared 
based on texture features and image quality metrics extracted form 80 ultrasound images of the ca-
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rotid bifurcation, before and after despeckle filtering. It was shown that normalization and despeckle 
filtering favors image quality. In a significant number of despeckle-filtering studies [5, 14, 17, 20, 
24, 27, 28, 62, 63, 64, 66] visual evaluation was carried out by nonexperts. There are very few results 
reported in the literature, where visual perception evaluation was carried out in ultrasound images. 
Specifically, despeckle filtering was evaluated visually by two experts in Ref. [27], where they manu-
ally delineated 60 echocardiographic images before and after despeckle filtering. Quantitative mea-
surements were calculated in terms of the mean of absolute border difference and the mean of border 
area differences. The visual evaluation in Ref. [27] showed that the borders, which were manually 
defined by the experts, were improved after despeckle filtering. In Ref. [78], the performance assess-
ment of multi-temporal SAR image despeckling was evaluated from 10 photo interpreters. The 
evaluation was made between the original and the three filtered results. The photo interpreters 
evaluated the accuracy of manual detection of geographical features, such as lines points and 
surfaces, by presenting the images in random order. The 10 photo interpreters concluded that 
despeckle filtering improves the identification of the above criteria and that specific filters may be 
used to enhance points, lines, or surfaces as required. In another study, image quality was evalu-
ated for compressed still images [79], where the images were presented to an unknown number of 
observers in random order. The observers were not experts, but they were untrained persons over 
18 drawn from the university population.

5.7 SUMMAry FINDINgS oN DeSPeCKLe FILterINg
The results of our study showed that observer variability and sensitivity are important in image 
quality evaluation and can only be compensated when assessments are made against a standard scale 
of quality, such as the image quality evaluation metrics proposed in this study. Observer variability 
may also be compensated by additional tests employing image quality and texture measures, as pro-
posed in this study, for quantifying image quality.

The findings, from the despeckle filtering, in our study may be summarized as follows (see 
also Table 5.1): Filter dsflsmv or dsfgf4d can be used for despeckling asymptomatic images where 
the expert is interested mainly in the plaque composition and texture analysis. Filters dsflsmv or 
dsfgf4d or dsflsminsc can be used for despeckling of symptomatic images where the expert is in-
terested in identifying the degree of stenosis and the plaque borders.

Filter dsflsmv gave very good performance with respect to:

(a)  Preserving the mean and the median, as well as decreasing the variance and the speckle  
index, C, of the image.

(b)  Increasing the distance of the texture features between the asymptomatic and the symp-
tomatic classes.
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(c)  Significantly changing the SGLDM range of values texture features after filtering based 
on the Wilcoxon rank sum test, where almost all feature sets with the exception of SAV, 
were significantly different.

(d)  Marginally improving the classification success rate of the kNN classifier for the clas-
sification of asymptomatic and symptomatic images in the case of SF, SMF, and TEM 
feature sets, and

(e) Improving the image quality of the image.

The dsflsmv filter, which is a simple filter, is based on local image statistics. It was first in-
troduced in Refs. [14, 15] by Jong-Sen Lee and coworkers, and it was tested visually on a few SAR 
images, with satisfactory results. It was also used for SAR imaging in Refs. [9, 13] and [21] and im-
age restoration in Ref. [11], where the evaluation was made visually by the researchers, which they 
have concluded that the filter showed satisfactory results.

Filter dsfgf4d gave very good performance with respect to:

(a)  Decreasing the variance and the speckle index, C, and increasing the contrast significantly 
of the image.

(b)  Marginally increasing the distance of the texture features between the asymptomatic and 
the symptomatic classes.

(c)  Significantly changing the SGLDM range of values texture features after filtering based 
on the Wilcoxon rank sum test, where almost all features sets with the exception of SAV 
and  SVar were significantly different.

(d)  Improving the classification success rate of the kNN classifier for the classification of as-
ymptomatic and symptomatic images in the cases of SGLDMm, GLDS, NGTDM, SFM, 
and TEM feature sets.

The geometric filter dsfgf4d was introduced by Crimmins [10] and was tested visually on a 
few SAR images with satisfactory results.

Filter dsflsminsc gave the best performance with respect to:

(a)  Preserving the mean and the median, as well as decreasing the variance and the speckle 
index and increasing the contrast of the image.

(b)  Increasing the distance of the texture features between the asymptomatic and the symp-
tomatic classes.

(c)  Significantly changing the SGLDM texture features after filtering based on the Wilcoxon 
rank sum test, where almost all features sets with the exception of the contrast, SOSV, and 
SAV were significantly different.
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(d)  Improving the classification success rate of the kNN classifier for the classification of 
asymptomatic and symptomatic images in the case of SF, SGLDMr, GLDS, NGTDM, 
FDTA and FPS feature sets.

Filter dsflsminsc was originally introduced by Nagao in Ref. [32] and was tested on an 
artificial and an SAR image with satisfactory performance. In this study, the filter was modified, 
by using the speckle index instead of the variance value for each subwindow (as described in Sec-
tion 2.1.3).

Filters used for speckle reduction in ultrasound imaging by other investigators include: 
dsfmedian [33], dsfwiener [13], dsfhomog [8], dsfhomo [17, 18], dsfad [5], and dsfwaveltc 
[29]. However, these filters were evaluated on a small number of images, and their performance 
was tested based only on the mean, median, standard deviation, and speckle index of the image 
before and after filtering.

The dsfmedian and the dsfwiener filters were originally used by many researchers for sup-
pressing the additive and later for suppressing the multiplicative noise in different types of images 
[2–9, 13, 33]. The results of this study showed that the dsfwiener and dsfmedian filters were not 
able to remove the speckle noise and produced blurred edges in the filtered image (see Figures 4.1 
and 4.4). In this study, the dsfmedian filter performed poorer as shown in Tables 4.1–4.6.

The dsfhomog [8] and dsfhomo [2, 17, 18] filters, were recently used by some researchers for 
speckle reduction, but our results in Tables 4.1–4.5 and the visual evaluation of the experts in Tables 
4.6–4.10 showed poor performance especially for the dsfhomo filter.

Anisotropic diffusion is an efficient nonlinear technique for simultaneously performing con-
trast enhancement and noise reduction. It smoothes homogeneous image regions but retains im-
age edges [23]. Anisotropic diffusion filters usually require many iteration steps compared with 
the local statistic filters. In a recent study [5], speckle-reducing anisotropic diffusion filtering was 
proposed as the most appropriate filter for ultrasound images of the carotid artery. However, in this 
study, dsfad, as shown in Tables 4.14–4.15 performed poorer compared to dsflsmv, dsfgf4d, and  
dsflsminsc.

Furthermore, wavelet filtering proposed by Donoho in Ref. [29] was investigated for suppress-
ing the speckle noise in SAR images [15, 35], real-world images [25], and ultrasound images [26] 
with favorable results. In this study, it is shown that the dsfwaveltc filter gave poorer performance for 
removing the speckle noise from the ultrasound images of the carotid artery (Tables 4.1–4.3).

All the above investigators described their results as quite favorable with improvements in 
contrast enhancement, noise reduction, and edge preservation after filtering, but we believe that 
these results were not well quantified. The reason is that researchers have used a small number of 
images, a limited number of texture descriptors to quantify the filtered images, and they have not 
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included findings of experts such as our findings [7, 59] from the two vascular experts. On the other 
hand, the methods proposed in other studies have not been evaluated and compared with other 
methods like in our study. For our filter evaluation, a large set of feature descriptors were employed 
which, when used with the statistical Wilcoxon test, the kNN-classifier, the visual assistance and the 
quantification of two experts offers a complete and more accurate result. In Table 4.3, the statistical 
test of significantly different features before and after despeckle filtering was presented, and it was 
shown that despeckle filters, dsfhomo, dsfwaveltc, dsfmedian, and dsfwiener, proposed by other 
researchers, showed bad results as far as significant difference concerns, thus the classes (asympto-
matic, symptomatic) could not be easily separated. The filters dsflsmv, dsfgf4d, and dsflsminsc 
showed better results in this test.

Finally, Table 5.1 summarizes the findings on despeckle filtering and proposes what despeckle 
filter should be used if the primary interest is the plaque texture and composition or the outline of 
the plaque together with the degree of stenosis and the lumen diameter. Specifically, Table 5.1 sug-
gests what filter should be used for despeckle filtering if the expert is interested in computer-aided 
diagnosis or visual perception evaluation. The final message is that, depending on the purpose of 
the ultrasound scanning or the clinical diagnosis needed from the experts, one may have to use a 
different despeckle filter.

While in almost all studies where despeckle filtering was investigated, statistical and or tex-
ture analysis was used to evaluate despeckle filtering, the visual perception evaluation was used in 
few studies, where an original image was to be evaluated with a processed or a despeckled one. Also, 
the number of the images used for the evaluation varied, and there is no other study reported where 
such a large number of images were used for evaluating despeckle filtering as in this study. It seems 
that visual evaluation is widely accepted in the medical community.

However, visual perception evaluation is associated with the problems [59]. As it is well 
known, visual perception is very subjective and suffers from intra- and inter-observer variability. 
Furthermore, visual analysis is subjective to both systemic and random errors. A systemic error can 
be introduced when changing the screen settings or observed between different experts. Although 
appropriate training and method standardization should eliminate these potential problems, visual 
perception evaluation still remains one of the biggest challenges in the automatic image analysis 
and evaluation. To overcome some of the difficulties of visual analysis, Haralick [41] suggested a 
standardization, or normalization, procedure, as explained in Ref. [59], which needs to be applied. 
This normalization has been also used in our study for the despeckling, segmentation, and image-
quality evaluation.

•  •  •  •
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6.1 SUMMAry
Despeckle filtering applications has been a rapidly emerging research area in recent years. The basic 
principles, the theoretical background, and the algorithmic steps of a representative set of despeckle 
filters were covered in this book. Moreover, selected representative applications of image despeck-
ling covering a variety of ultrasound image processing tasks are presented. Most importantly, a 
despeckle filtering and evaluation protocol is documented in Table 6.1. The source code of the algo-
rithms discussed in this book has been made available on the web, thus enabling researchers to more 
easily exploit the application of despeckle filtering in their problems under investigation.

A total of 11 different despeckle filters were documented in this book based on linear fil-
tering, nonlinear filtering, diffusion filtering, and wavelet filtering. We have evaluated despeckle 
filtering on 440 (220 asymptomatic and 220 symptomatic) ultrasound images of the carotid artery 
bifurcation, based on visual evaluation by two medical experts, texture analysis measures, and image 
quality evaluation metrics. A linear despeckle filter based on local statistics (dsflsmv) improved 
the class separation between the asymptomatic and the symptomatic classes, gave only a marginal 
improvement in the percentage of correct classifications success rate based on texture analysis and 
the kNN classifier, and improved the visual assessment by the experts. It was also found that the 
dsflsmv despeckle filter can be used for despeckling asymptomatic images where the expert is 
interested mainly in the plaque composition and texture analysis, whereas a geometric despeckle 
filter (dsfgf4d ) can be used for despeckling of symptomatic images where the expert is interested 
in identifying the degree of stenosis and the plaque borders. The results of this study suggest that 
the first-order statistics despeckle filter dsflsmv may be applied on ultrasound images to improve 
the visual perception and automatic image analysis.

Furthermore, despeckle filtering was investigated as a preprocessing step for the automated 
segmentation of the IMT [54] and the carotid plaque [60], followed by the carotid plaque texture 
analysis, and classification (as documented in the above paragraph). Despeckle filters dsflsmv, 
dsflsminsc, and dsfgf4d gave the best performance for the segmentation tasks. It was shown in 
Ref. [54] that when normalization and speckle reduction filtering is applied on ultrasound images 
of the carotid artery before IMT segmentation, the automated segmentation measurements are 

C H A P T E R  6

Summary and Future Directions
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closer to the manual measurements. This field has also been investigated by our group [55]. Our 
findings showed promising results; however, further work is required to evaluate the performance of 
the suggested despeckle filters at a larger scale as well as their impact in clinical practice. In addi-
tion, the usefulness of the proposed despeckle filters, in portable ultrasound systems and in wireless 
telemedicine systems still has to be investigated.

Our results on image quality evaluation (for comparing two different ultrasound scanners, 
ATL HDI-3000 and ATL HDI-5000) showed that normalization and speckle-reduction filtering 
are important preprocessing steps favoring image quality. In addition, the usefulness of the proposed 

tAbLe 6.1 Despeckle Filtering and Evaluation Protocol

DeSPeCKLe FILterINg AND eVALUAtIoN ProtoCoL

1
Recording of ultrasound images: Ultrasound images are acquired by ultrasound  
equipment and stored for further image processing. Regions of interest (ROIs)  
could be selected for further processing.

2
Normalize the image: The stored images may be retrieved, and a normalized  
procedure may be applied (as described for example in Section 3.2).

3
Apply despeckle filtering: Select the set of filters to apply despeckling together 
with their corresponding parameters (like moving window size, iterations,  
and other).

4

Texture features analysis: After despeckle filtering, the user may select ROIs  
(i.e., the plaque or the area around the IMC) and extract texture features.  
Distance metrics between the original and the despeckled images may be  
computed (as well as between different classes of images if applicable). 

5
Compute image quality evaluation metrics: On the selected ROIs, compute  
image quality evaluation metrics between the original noisy and the  
despeckled images.

6
Visual quality evaluation by experts: The original and/or despeckled images  
may be visually evaluated by experts.

7
Select the most appropriate despeckle filter/filters: Based on steps 3 to 6,  
construct a performance evaluation table (see for example Table 5.1) and  
select the most appropriate filter(s) for the problem under investigation.
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methodology based on quality evaluation metrics combined with visual evaluation in ultrasound 
imaging and in wireless telemedicine systems needs to be further investigated.

For those readers whose principal need is to use existing image despeckle filtering technolo-
gies and apply them on different type of images, there is no simple answer regarding which specific 
filtering algorithm should be selected without a significant understanding of both the filtering fun-
damentals and the application environment under investigation. A number of issues would need to 
be addressed. These include availability of the images to be processed/analyzed, the required level 
of filtering, the application scope (general-purpose or application-specific), the application goal 
(for extracting features from the image or for visual enhancement), the allowable computational 
complexity, the allowable implementation complexity, and the computational requirements (e.g., 
real-time or offline). We believe that a good understanding of the contents of this book can help 
the readers make the right choice in selecting the most appropriate filter for the application under 
development. Furthermore, the despeckle filtering evaluation protocol documented in Table 6.1 
could also be exploited.

6.2 FUtUre DIreCtIoNS
The despeckle filtering algorithms and the measures for image quality evaluation introduced in this 
book can also be generalized and applied to other image and video processing applications. Only a 
small number of filtering algorithms and image quality evaluation metrics were investigated in this 
book, and numerous extensions and improvements can be envisaged.

In general, the development of despeckle filtering algorithms for image despeckling, is a well-
investigated field, and many researchers have been involved in this subject, but there is still not an 
appropriate method proposed, which will satisfy both the visual and the automated interpretation 
of image processing and analysis tasks. Most importantly, more comparative studies of despeckle 
filtering are necessary, where different filters could be evaluated by multiple experts as well as based 
on image quality and evaluation metrics as also proposed in this book.

In addition, the issue of video despeckling is still in its infancy, although it is noted that the 
proposed methodology and filtering algorithms documented in this book may be also investigated 
in video sequences (by frame filtering). There are many issues related to video despeckle filtering 
that remain to be solved. In general, the development of a multiplicative model based on video 
sequences is required, as most of the models developed for video filtering were for additive noise 
[120–126]. Furthermore, the utilization of the motion-detail by using motion estimation, in order 
to estimate pixels that need to be filtered in the neighboring frames should also be utilized as also 
proposed in [129].

Despeckle filtering may be also applied in the preprocessing of ultrasound images for 
other organs, including the detection of hyperechoic or hypoechoic lesions in the kidney, liver, 
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spleen, thyroid, kidney, echogardiographic images, mammography, and others. It may be particu-
larly effective when combined with harmonic imaging, as both can increase tissue contrast. Speckle 
reduction can also be extremely valuable when attempting to fuse ultrasound with Computed To-
mography (CT), MRI, Positron Emission Tomography (PET), or Optical Coherence Tomography 
(OCT) images. For example, when a lesion is suspected on a CT scan but is not clearly visible, 
ultrasound despeckle filtering can be applied to accentuate subtle borders that may be masked by 
speckle.

Ultrasound imaging instrumentation, linked with imaging hardware and software tech-
nology have been rapidly advancing in the last two decades. Although these advanced imaging 
devices produce higher quality images and video, the need still exists for better image and video 
processing techniques including despeckle filtering. Towards this direction, it is anticipated that 
the effective use of despeckle filtering (by exploiting the filters and algorithms documented in 
this book) will greatly help in producing images with higher quality. These images would not be 
only easier to visualize and to extract useful information, but would also enable the development 
of more robust image preprocessing and segmentation algorithms, minimizing routine manual 
image analysis and facilitating more accurate automated measurements of both industrially and 
clinically relevant parameters.

•  •  •  •
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Appendices

Appendix A.1 contains a listing of all the functions included in the despeckle filtering toolbox, as 
introduced in Chapter 2 of this book. It also includes all the functions used for the image quality 
and evaluation toolbox. Appendix A.2 presents an example in MATLAB code for a complete ap-
plication of despeckling, image quality evaluation, and texture analysis. The toolbox including all 
the MATLAB code for despeckling, texture analysis and the image quality evaluation can be down-
loaded at: http://www.medinfo.cs.ucy.ac.cy.

All page numbers listed refer to pages in the book, indicating where a function is first used 
and illustrated.

APPeNDIX A.1: Despeckle filtering, texture analysis, and quality evaluation toolbox functions

The following MATLAB functions are grouped in categories as presented in Table 1.1 of this 
book.

FUNCtIoN 
CAtegory 
AND NAMe 

DeSCrIPtIoN PAge or other 
LoCAtIoN

Linear filtering

dsflsmv Mean and variance local statistics despeckle filter p. 22, Algorithm 2.1

dsflsmv1d Minimum variance homogeneous 1D mask 
despeckle filter

p. 27

dsflsmvsk2d Mean variance, higher moments local statistics 
despeckle filter

p. 28, Algorithm 2.3

dsflsminsc Minimum speckle index homogeneous mask 
despeckle filter

p. 29, Algorithm 2.4

dsfwiener Wiener despeckle filter p. 26, Algorithm 2.2

Nonlinear filtering

dsfmedian Median despeckle filter p. 35, Algorithm 2.5

dsfls Linear scaling of the gray-level values despeckle 
filter

p. 36

dsfca Linear scaling of the gray-level despeckle filter p. 36, Algorithm 2.6

http://www.medinfo.cs.ucy.ac.cy
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dsflecasort Linear scaling and sorting despeckle filter p. 36

dsfgf4d Geometric despeckle filtering p. 38, Algorithm 2.8

dsfhomog Most homogeneous neighborhood despeckle filter p. 37, Algorithm 2.7

dsfhomo Homomorphic despeckle filtering p. 44, Algorithm 2.9

Diffusion filtering

dsfad Perona and Malik anisotropic diffusion filter p. 45

dsfsrad Speckle reducing anisotropic diffusion filter p. 46, Algorithm 2.10

dsfnldif Nonlinear coherent diffusion despeckle filter p. 50, Algorithm 2.11

Wavelet filtering

dsfwaveltc Wavelet despeckle filtering p. 52, Algorithm 2.12

The following texture analysis MATLAB functions (also presented in Section 3.5, page 60 of this 
book) are here below described:

FUNCtIoN 
CAtegory 
AND NAMe 

DeSCrIPtIoN PAge or 
other 

LoCAtIoN

dsTnwfos First-order statistics (FOS) (features 1–5) p. 60, Web site

Texture analysis functions

dsTnwsgldm Haralick spatial gray-level dependence matrices 
(SGLDM) (6–31)

p. 60, Web site

dsTnwgldmc Gray-level difference statistics (GLDS) (32–35) p. 60, Web site

dsTnwngtdmn Neighborhood gray-tone difference matrix 
(NGTDM) (36–40)

p. 60, Web site

dsTnwsfm Statistical feature matrix (SFM) (41–44) p. 60, Web site

dsTnlaws Laws texture energy measures (TEM) (45–50) p. 60, Web site

dsTfdta2 Fractal dimension texture analysis (FDTA) (51–54) p. 60, Web site
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dsTfps Fourier power spectrum (FPS) (55–56) p. 60, Web site

dsTfshape2 Shape (x, y, area, perimeter, perimeter2/area) 
(57–61)

Web site

dsTintens2 Intensity difference vector with steps Web site

dsTleast Estimation of the curve slope using least squares Web site

dsTresol2 Multiple resolution feature extraction Web site

dsTexfeat Main texture analysis function Web site

The following image quality evaluation MATLAB functions are given as presented in Section 3.9.

FUNCtIoN 
CAtegory 
AND NAMe

DeSCrIPtIoN PAge or 
other 

LoCAtIoN

Quality evaluation

dsQEgae Geometric average error p. 64

dsQEmse Mean square error p. 64

dsQEsnr Signal-to-noise radio p. 65

dsQErmse Randomized mean square error p. 64

dsQEpsnr Peak signal-to-noise radio p. 65

dsQEminkowski Minkowski metrics, 3rd (M3) and 
4th (M4) moments 

p. 64

dsQEimg_qi Universal quality index p. 66

dsQEssim_index Structural similarity index p. 66

dsQEget_dir_files Get directory files Web site

dsQE_quality_evaluation Main quality evaluation program Web site

dsQmetrics Function for running all above quality 
evaluation metrics

Web site
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function f=DsQmetrics(I,K);
% I: Original input noisy image
% K: Despeckled input Image
% f: Matrix with image quality metrics 

I=double(I); K=double(K);
 gaer = DsQ  gae(I,K);
 metrics= [gaer];

 % calculate the mean square error mse
 mser=DsQmse(I,K);
 metrics=[metrics, mser];

 % calculate the signal-to-noise radio snr
 snrad=DsQsnr(I,K);
 metrics=[metrics, snrad];

 % calculate the square root of the mean square error
 rmser=DsQrmse(I, K);
 metrics=[metrics, rmser];

 % Calculate the peak-signal-to-noise radio
 psnrad=DsQ  psnr(I,K);
 metrics=[metrics, psnrad];

 % Calculate the Minkwofski measure
 [M3, M4] = DsQminkowski(I, K);
 metrics=[metrics, M3, M4];

 % Calculate the universal quality index
 [quality, quality_map] = DsQimg_qi(I,K);
 metrics=[metrics, quality];

APPeNDIX A.2: Examples of Running the Despeckle filtering Toolbox Functions

MATLAB™ code for the dsQmetrics.m function
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The following code sequence will read an image and apply the dsflsmv despeckle filter on  
the image iteratively five times, by using a moving sliding window of [7´7] pixels. The texture 
features as well as the image quality metrics between the original and the despeckled images are 
calculated with the code in Algorithm 2.1, and stored in the variable matrix A and B, respectively 
(see also Chapter 3.5–3.9). The image quality metrics between the original and the despeckled im-
ages are stored in the matrix M.

% Calculate the structural similarity index
 [mssim, ssim_map] = DsQssim_index(I, K);
 metrics=[metrics, mssim];

 % calculate aditional metrics 
 [MSE,PSNR,AD,SC,NK,MD,LMSE,NAE,PQS]= DsQiq_measures(I,K);
 metrics=[metrics, AD, SC, NK, MD, LMSE, NAE, PQS];
  f= metrics;

% Read the image original.tif and store it in variable image
image = imread (‘original.tif ’);

% Apply the despeckle filter DsFlsmv on the image using a sliding moving window of 7x7 pixel, 
%iteratively 5 times
despeckle = DsFlsmv (image, [7 7], 5);
% Show the original and the despeckled images on the screen
figure, imshow (image); figure, imshow (despeckle);

% Calculate the texture features for the original and the despeckled images
Orig_textfeat = DsTexfeat (image);
Desp_textfeat = DsTexFeat (despeckle);

% Save the extracted features of the original and despeckled images in the mat files A and B
save Orig_textfeat A;
save Desp_textfeat B;

% Calculate the image quality evaluation metrics between the original and the despeckled images 
% and save them in a matrix M
M = DsQmetrics (image, despeckle);
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%The mat files A, B can then be loaded into the MATLAB workspace for opening, reading and 
storing the features and image quality metrics. This can be made by double clicking the mat files. 
% The command whos will show the files loaded
whos
% The open command will then open the file A, B and M
open A;
open B; 
open M;
%The texture features for both the original and despeckled images and the quality evaluation  
%metrics can now be manipulated or saved elsewhere.



 
ai, j Additive noise component on pixel i, j
acomp, bcomp

Logarithmic compression parameters
b(s) Snake stiffness of the energy functional
bGVF

GVF snake rigidity parameter
C Speckle index
CV% Coefficient of variation
cd(½Ñg½½), ci, j

Diffusion coefficient
cadsr Speckle reducing anisotropic diffusion coefficient
c Constant controlling the magnitude of the potential
cs sin_1, cs sin_2 Constants used to calculate the SSIN
c2 Positive weighting factor
G Number of directions, which diffusion is computed
g Signal-to-noise radio (SNR)

d Î Â2x2
Symmetric positive semi-definite diffusion tensor representing the 
required diffusion in both gradient and contour directions

df Fractal dimension
d Matrix used to calculated the image energy of the snake, Eimage(n)
dviewing Viewing distance
DR Dynamic range of input ultrasound signal
d(k) Wavelet coefficient for the wavelet filtering
D f Frequency shift (Doppler frequency shift)
D r Distance between two pixels
Ñg The gradient magnitude of image g(x,y)(gradient)
Ñgi, j

Directional derivative (simple difference) at location i, j
f1... f13 SGLDM texture measures from Haralick
fx(x,y) First-order differential of the edge magnitude along the x-axis 

fi, j

Noise-free signal ultrasound signal in discrete form (the new image) 
on pixel i, j

f Frequency of ultrasound wave
f0 Transmitted frequency of ultrasound signal

List of Symbols
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feat_disi Percentage distance 

gi, j

Observed ultrasound signal in discrete formulation after logarithmic 
compression

g(x,y)
Observed ultrasound signal after logarithmic compression, 
representing image intensity at location (x, y)

G Linear gain of the amplifier 
gs * gi, j

Image convolved with Gaussian smoothing filter
gs Gaussian smoothing filter
g
_

i, f
_

i Mean gravity of the searching pixel region in image g or f

gmax and gmin

Maximum and minimum gray-level values in a pixel neighborhood, 
respectively

Ha, kHz, and MHz Hertz, kilohertz, and megahertz, respectively
HX, HY Entropies of px and  py

H(k) Hurst coefficients

H(x,y) Array of points of the same size for the HT

HD Hausdorff distance

hs
Spatial neighborhood of pixel i,  j

|hs| Number of neighbors (usually four except at the image boundaries)

qi
Phase shift relative to the insonated ultrasound wave 

q
Angle between the direction of movement of the moving object and 
the ultrasound beam

I Identity matrix
I0(x) Modified Bessel function of the first kind of order 0
I1 - I7

Echo boundaries describing the regions in carotid artery
IMTmean Mean value of the IMT
IMTmin IMT minimum value 
IMTmax IMT maximum value
IMTmedian IMT median value
k Coefficient of variation for speckle filtering 
l Wavelength of ultrasound wave
lp Lai and Chin snake energy regularization parameter, Esnake(n)
ld Î Â+ Rate of diffusion for the anisotropic diffusion filter

mi1 and mi2

Mean values of two classes (asymptomatic and symptomatic, 
respectively)
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m/s and cm/s Meters per second and centimeters per second, respectively
m Mean 
N Number of scatterers within a resolution cell
Nfeat Number of features in the feature set

ni, j

Multiplicative noise component (independent of gi, j , with mean 0) 
on pixel i,  j

nli, j

Multiplicative noise component after logarithmic compression on 
pixel i,  j

n(s) Normal force tensor
xi

Amount of ultrasound signal backscattered by scatterer i

px(i )
ith entry in the marginal probability matrix obtained by summing 
the rows of p(i, j)

Q Mathematically defined universal quality index
R = 1 -     1              

1 + s2
Smoothness of an image

Score_dis Score distance between two classes (asymptomatic, symptomatic)

se = sImT /Ö2
_

Inter-observer error
smax Maximum pixel value in the image
s2 Structural energy
sIMT

IMT standard deviation
sfg

Covariance between two images f and g
s Standard deviation
s 2 Variance
s 3 Skewness
s 4 Kurtosis

si1 and si2

Standard deviations of two classes (asymptomatic and symptomatic, 
respectively)

2s 2 Diffuse energy
sn

Standard deviation of the noise
s 2w Variance of the gray values in a pixel window
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ACSRS Asymptomatic carotid stenosis
dsfad Perona and Malik anisotropic diffusion filter
dsfadsr Speckle reducing anisotropic diffusion filter 
ASM Angular second moment
ATL HDI-3000 ATL 3000 ultrasound scanner
ATL HDI-5000 ATL 5000 ultrasound scanner
dsfca Linear scaling of the gray-level despeckle filter
CAT Computer-assisted tomography 
CCA Common carotid artery
CSR Contrast-to-speckle radio
CT Computer tomography
CW Continuous wave
DR Dynamic range
DS Despeckled
DSCQS Double stimulus continuous quality scale
DSIS Double stimulus impairment scale 
DVD Digital video
DWT Discrete wavelet transform
E Effectiveness measure 
ECA External carotid artery
ECST European carotid surgery trial
DsQEErr Error summation in the form of the Minkowski metric
FDTA Fractal dimension texture analysis
FFT Fast Fourier transform
FPS Fourier power spectrum
GAE Geometric average error
GF Geometric filtering
dsfgf4d Geometric despeckle filter
dsfgfminmax Geometric despeckle filter utilizing minimum maximum values
GGVF Generalized gradient vector flow

List of Abbreviations
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GLDS Gray-level difference statistics
GVF Gradient vector flow
HD Hausdorff distance
HF Maximum homogeneity
HM Homomorphic
dsfhomo Homomorphic despeckle filter
dsfhomog Most homogeneous neighbourhood despeckle filter
HVS Human visual system
ICA Internal carotid artery
IDM Inverse difference moment
IDV Intensity difference vector
IMC Intima–media complex
IMT Intima–media thickness
IVUS Intravascular ultrasound
kNN The statistical k-nearest-neighbor classifier
dsflecasort Linear scaling and sorting despeckle filter
LS Linear scaling
dsfls Linear scaling of the gray-level values despeckle filter
dsflsmedcd Lee diffusion despeckle filter 
dsflsminsc Minimum speckle index homogeneous mask despeckle filter
dsflsminv1d Minimum variance homogeneous 1D mask despeckle filter
dsflsmv Mean and variance local statistics despeckle filter
dsflsmvsk2d Mean variance, higher moments local statistics despeckle filter
dsflsmvske1d Mean, variance, skewness, kurtosis 1D local statistics despeckle filter
M Manual
dsfmedian Median despeckle filter
MF Multi-resolution fractal
MMSE Minimum mean-square error
MN Manual normalized
MRI Magnetic resonance imaging
MSE Mean square error
N Normalized
ND Normalized despeckled
NE North–east
NF No filtering



LISt oF AbbreVIAtIoNS 153

NGTDM Neighborhood gray-tone difference matrix
NIE Normalized image energy
dsfnldif Nonlinear coherent diffusion despeckle filter 
NS Not significant difference
NST North–south
NTSE Normalized total snake energy
P Precision
PDE Partial differential equation 
PDF Probability density function
PET Positron emission tomography
DsQEPSNR Peak signal-to-noise radio
PW Pulsed wave
R Sensitivity (or recall)
RF Radio frequency
DsQERMSE Root mean square error
ROC Receiver operating characteristic
S Significant difference 
Sp Specificity
SAR Synthetic aperture radar
SD Standard deviation 
SE South–east
SFM Statistical feature matrix 
SGLDM Spatial gray-level dependence matrices
SGLDMm Spatial gray-level dependence matrix mean values
SGLDMr Spatial gray-level dependence matrix range of values 
DsQESNR Signal-to-noise radio
SPECT Single photon emission computer tomography
SSIN Structural similarity index
TEM Laws texture energy measures
TGC Time gain compensation
TIA Transient ischemic attacks
TV Television
dsfwaveltc Wavelet despeckle filter
WE West–east
wiener Wiener despeckle filter
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WN West–north
WS West–south
WT Wavelet transform

berr
Minkowski error coefficient

1D One-dimensional
2D Two-dimensional
3D Three-dimensional
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