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The CT scanner is an amazing device, and its continuous development over 
the past five decades has demonstrated its important role in diagnostic medi-
cine, image-guided intervention, and the assessment of therapeutic and surgi-
cal outcomes. To the aficionado, CT technology development has been a case 
study in the proverb: necessity is the mother of innovation. In the early days 
of CT, innovators sought to overcome inertial limitations of scanner design 
with the progression through the CT generations. Once the fundamental 
physics of inertia was overcome with the third-generation slip-ring gantry, 
the focus of CT vendors was in developing more powerful X-ray sources. 
With the development of multi-detector array CT (MDCT), the X-ray tube 
collimators could be opened, making more efficient use of the X-rays that are 
produced, thereby relaxing X-ray tube power requirements. With the advent 
of MDCT, spatial resolution and acquisition time were essentially decoupled, 
making higher-quality CT images and shorter scan times. Cone beam CT 
(CBCT) systems have taken multi-detector array CT to the extremes, with 
stationary table sub-second volumetric imaging on whole-body systems and 
many flat panel-based niche applications of CBCT in dental, orthopedic, 
angiographic, and others.

As image quality increased and acquisition times decreased, the clinical 
applications of modern CT have expanded dramatically. In particular, the 
shorter scan time of modern CT scanners has enabled new clinical opportuni-
ties – for example, cardiac imaging is now a routine feature on most high-end 
CT systems, pediatric scanning can be performed in most settings without 
anesthesia, and head-to-pelvis imaging can be performed easily within a 
breath hold. The worldwide demand for CT – approaching 100 million exams 
each year in the United States alone  – is a demonstration of the clinical 
demand for information that CT images provide to physicians and their 
patients, and it is also a testimony to the innovation of the scientists, physi-
cians, and engineers who have helped develop CT technology to where it is 
today. Necessity was the mother of innovation.

This new book on computed tomography (CT) represents a much-needed 
discussion of the many new trends that have occurred over the past decade in 
CT technology and will be of interest to neophytes and aficionados alike. It is 
an extension of a very successful categorical course offered at the annual 
meeting of the Radiological Society of North America, and many of the 
authors were participants in the course. These authors are elite scientists 
including several members of the national academies, former AAPM gold 
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and silver medalists, former scientific association presidents, and former 
department chairs. More importantly, the authors are active research scien-
tists, physicians, and engineers involved in advancing CT technology, 
applications, and clinical utility; they represent the depth and breadth of 
experience in the science of computed tomography and include pioneers in 
whole-body CT technology, early developers of cone beam CT, and 
international experts on CT reconstruction, perfusion imaging, photon 
counting detectors, multi- energy CT applications, quantitative CT imaging, 
radiation dosimetry, image quality assessment, CT practice optimization, and 
clinical utility.

Progress in CT technology and its applications continues, and this text not 
only describes recent advances and current research but also lays out a broad 
vision of where CT technology will go – and the technologies and applica-
tions which will continue to drive innovation as we enter the sixth decade of 
CT research, development, and clinical use  – showing once again, mater 
artium necessitas.

Davis, CA, USA John M. Boone

Foreword



ix

Computed tomography (CT), as a diagnostic imaging modality, has a 50-year 
history. Enabled by innovation and investment by EMI from the proceeds of 
the extraordinary success of the The Beatles, the technology quickly found its 
place and became an essential tool in the mainstream of medical diagnosis. 
The impact was so significant that Godfrey Hounsfield and Allan Cormack 
were awarded the Nobel Prize in Physiology and Medicine in 1979. The suc-
cess of CT was also a major driver to making radiology the high-technology 
field that it is today. Major developments since the earlier days of CT include 
helical acquisition (enabling sub-second acquisition speeds), spectral acqui-
sition (enabling material discrimination), flux modulation (reducing radiation 
dose), and advanced image reconstruction (enabling notable image quality 
improvement). As a result, CT has become a leading medical imaging modal-
ity, thanks to its superb spatial and temporal resolution and ability to depict 
anatomical details with low ambiguity. New advances are extending the tech-
nology to increasingly depict physiological information. This has enabled a 
wide and expanding range of clinical applications.

We are most pleased to offer this book as a comprehensive and topical 
presentation of technological and applicational advances of CT. Penned by 
leading scientists, developers, and practitioners, the book not only reviews 
innovations in CT hardware and software but also covers methods to charac-
terize CT performance, techniques for an effective clinical practice with high 
quality and safety using medical physics technique, as well as exciting and 
emerging functional, quantitative, and site-specific applications. The authors 
are leading experts on the topics. We hope the book will serve as a helpful 
resource for developers and users of CT in medicine, including physicians, 
engineers, and scientists.

Durham, NC, USA Ehsan Samei
Palo Alto Stanford, CA, USA Norbert J. Pelc  
May 2019
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Fan-Beam CT Systems

Norbert J. Pelc

 Introduction

Technology continues to advance rapidly for diag-
nostic computed tomography (CT) systems. One 
of the biggest drivers for technical improvements 
in CT is image quality. This includes improving 
speed for motion blurring and artifact immunity, 
improving spatial resolution for enhanced image 
sharpness, and improving low- contrast perfor-
mance which has been a unique capability in the 
x-ray imaging field. In addition, development of 
new clinical applications also drives new technol-
ogy, as does the desire for improving dose effi-
ciency and ease of use and reducing cost.

While the early development period of clinical 
CT systems included a number of system archi-
tectures (“generations”) and research into new 
measurement geometries continues [1], for many 
years now, all commercial diagnostic CT systems 
(as distinct from cone beam systems discussed in 
the next chapter) have used the so-called “third- 
generation” fan-beam measurement geometry. 
These are the systems discussed in this chapter. 
The x-ray detectors and sources used in CT sys-
tems are critical determinants of the system’s 
performance. For this reason, in this chapter we 
focus on the recent advances and current devel-
opment directions in x-ray sources and detectors 

for CT and how they relate to the performance 
advances discussed above.

Perhaps the strongest long-term trend in CT 
performance is the increase in scanning speed. 
Figure 1.1 shows the CT scanning speed charac-
terized in two somewhat different ways as a func-
tion of the year the CT system was introduced. 
One plot shows the number of pixels that can be 
reconstructed from the data measured by a sys-
tem divided by the time it took to acquire the 
data. The second plot is the number of detector 
samples that are measured per unit time. As can 
be seen, the speed of CT measured in these ways 
has increased essentially exponentially since the 
introduction of CT scanning. The improvement 
in speed is more than eight orders of magnitude 
over the past three and a half decades. These 
speed increases have come about through two 
pathways: (1) gantries that rotate faster and (2) 
the acquisition of multiple slices in parallel using 
multi-detector row CT technology. With earlier 
single-slice scanners, the detector was segmented 
in only one direction along the fan beam, whereas 
in multi-detector row systems, the detector is 
segmented in the fan-beam direction and also the 
slice or axial direction, allowing an improvement 
in speed by a factor comparable to the number of 
detector rows operating in parallel.

Figure 1.2 shows a plot of the minimum scan 
time versus the year the system was introduced. 
While can see a dramatic reduction in the first 
decade after the introduction of CT scanning, the 
trend has continued, albeit at a slower pace since 

N. J. Pelc (*) 
Department of Bioengineering and Radiology, 
Stanford University, Stanford, CA, USA
e-mail: pelc@stanford.edu

1
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1980. There are notable outliers to the general 
trend – systems that are significantly faster than 
their cohort at the same period in time. One, in the 
mid-1980s, is the electron beam CT scanner [3], 
which didn’t require any mechanical motion and, 
as a result, was more than an order of magnitude 
faster than any other scanner of its time. More 
recently we see the dual-source scanner configu-
rations [4], which are a factor of two faster than 
others at the same period in time.

In the following sections, we discuss the 
impact of these and other trends on CT sources 
and detectors.

 X-Ray Sources

Given the overall trend shown in Fig.  1.2, can 
we expect gantries to continue to get faster? One 
main limitation to further increases in gantry rota-
tion speed is the related increase in centrifugal 
force on the x-ray tube, which depends on the 
gantry rotation speed and distance of the source 
from the center of rotation. Figure 1.3 shows the 
g-force (for Siemens systems only for simplicity 
of display, other vendors’ systems show a similar 
trend) as a function of the year the system was 
introduced. We can observe that g-forces on x-ray 

Fig. 1.1 CT scanning speed since CT was commercially introduced. (Updated from [2])

Fig. 1.2 Minimum scan time in seconds vs. year the system was introduced. (Updated from [2])

N. J. Pelc
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tubes have increased approximately linearly and, 
interestingly, do not show any trend to stop or slow 
down; it does not appear that we have reached a 
physical limit. This impressive increase as a func-
tion of time over the historical development of CT 
has been handled by more robust x-ray tubes that 
can handle these significant forces and also by 
using shorter source-to- isocenter distances so as 
to reduce the centrifugal force.

Another impact on x-ray tubes from the scan 
time reduction shown in Fig.  1.2 is that, as we 
shorten the scan time by reducing the gantry rota-
tion time, we need higher tube output to main-
tain a consistent image noise level. This has been 
handled by higher-power generators, x-ray tubes 
that can handle higher instantaneous power, and 
again by shorter source-to-isocenter distances 
that increase the x-ray flux at the patient by the 
inverse-square law. Figure  1.4 shows the maxi-
mum x-ray source power since the beginning of 
the development of CT. We again see an increas-
ing trend, which we expect is due to the desire 
to keep image noise levels reasonably constant 
in the face of the reduction in scan time. In fact, 
also shown in Fig.  1.4 is a plot the maximum 
x-ray tube fluence (i.e., photons per unit area, 
a key determinant of image noise), we see that 
this is essentially flat since the 1980s. From these 
trends, we can expect continued increase in x-ray 
source power and mechanical ruggedness to 
enable further reductions in gantry rotation time 

while maintaining image noise levels at their cur-
rent levels.

Other drivers on CT x-ray source technology 
development have been the desire for lower kV 
and dual kV scanning, smaller x-ray tube focal 
spots, wider x-ray beam collimation, and focal 
spot deflection for aliasing reduction and spatial 
resolution improvement [2].

With respect to kV reduction, the contrast-to- 
noise ratio (CNR) at a given dose can be improved 
in certain cases, especially children and smaller 
patients, by using lower kV. As shown in Fig. 1.5, 
for large adults the CNR is essentially indepen-
dent of the kV over the diagnostic kV range, but 
for smaller adults and children, the CNR can be 
improved by using lower kV. One of the technical 
difficulties with this strategy for improving dose 
efficiency is that when the kV is reduced, the 
tube current (mA) has to be increased in order to 
maintain a high enough dose to obtain the desired 
CNR, but high mA is difficult to achieve at low 
kV because of space charge effects in the x-ray 
tube [5]. Space charge limits cause x-ray tubes to 
have a lower peak mA at low kV, the opposite of 
what we need. New x-ray tubes have overcome 
this and have been able to achieve a much higher 
mA at a low kV, allowing the clinical use of lower 
kV.  Another difficulty with achieving low kV 
and high mA is blooming of the x-ray tube focal 
spot. Generally, x-ray tube focal spots tend to get 
larger as the x-ray current is increased. This, too, 

Fig. 1.3 g-force at the position of the x-ray tube since the introduction of CT. (Adapted from [2])

1 Fan-Beam CT Systems
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Fig. 1.4 X-ray tube power (left) and fluence at isocenter (right) since the introduction of CT. (Adapted from [2])
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Fig. 1.5 Contrast-to-noise ratio (CNR) vs. kV at constant CTDI, showing the improvement that can be achieved with 
lower kV for smaller objects. (Courtesy of Thomas Flohr, Siemens Healthineers)

N. J. Pelc
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has been overcome by improvements in x-ray 
tube electron beam focusing.

Optimized filtration has also been used to 
improve the performance of x-ray tubes and CT 
systems. One area of application of advanced filtra-
tion ideas is dual kV scanning, which can be more 
dose efficient if the high kV beam is filtered and 
hardened to decrease the spectral overlap between 
the two x-ray beams used for spectral imaging [6]. 
Filtration has also been explored to achieve higher 
dose efficiency in a single kV imaging as well [7].

Another area of development in x-ray sources 
is control of the illumination of the patient by the 
x-ray beam to achieve optimal dose efficiency. 
The goal is to make sure each ray in the raw data 
sets has close to the optimal intensity. Two tech-
niques already in use in clinical systems are (1) 
pre-patient “bowtie” filters [1] that pre-attenuate 
the edges of the fan beam to account for the fact 
that patients are more easily penetrated by the 
x-ray beam in those rays, whereas the center of 
the fan-beam is less attenuated by the pre-patient 
filter because that is generally aligned with thicker 
parts of the body, and (2) mA modulation to con-
trol the intensity of the beam at function of gantry 
angle to account for the fact that, in body imaging, 
in particular, scanned objects are more oval than 
round in shape [8]. However, ideally we would 
like to be able to personalize the intensity distribu-
tion of the beam more precisely than is allowed 
by mA modulation and bowtie filters. Several 
approaches are under development to customize 
the fluence illuminating the object. The digital 
beam attenuator [9] is comprised of wedges that 
move in the axial direction. The axial position 
determines the thickness presented to the x-ray 
beam, so that the ensemble of adjacent wedges 
produces a piecewise constant attenuation as a 
function of fan angle that varies continuously as 
a function of view angle. Another approach is the 
multiple aperture device [10] comprised of binary 
attenuators, each of which has a pattern of slits so 
that ray paths are either open or obstructed at a 
very small spatial scale. Considering the effect of 
the finite-sized focal spot, small displacements of 
each of two or more such apertures can cause a 
smoothly varying attenuations of the x-ray beam 
as a function of fan angle. A third approach is the 

piecewise-linear attenuator [11], which again uses 
wedges that move in the axial direction, but these 
wedges have a triangular cross section that varies 
in height in the axial direction, so that an array of 
overlapping wedges presents a piecewise- linear 
(rather than piecewise constant) attenuation as a 
function in position in the fan beam. Studies have 
shown that such modulators enable improved dose 
efficiency by a factor that depends on the object 
being scanned, but generally up to a factor of two 
compared to a conventional bowtie filter and mA 
modulation [11].

 X-Ray Detectors

For decades, commercial CT systems have used 
energy-integrating x-ray detectors based on the 
scintillator-photodiode architecture. Each detector 
cell has a small polished scintillator, coated with 
optical reflector on five sides to prevent cross talk 
and coupled to a photodiode on the sixth side. The 
total energy of the photons detected in a sampling 
interval is converted into electronic charge and dig-
itized. A major driver in technology development 
has been multi-detector row scanning [12–14]. 
Figure 1.6 shows the number of slices simultane-
ously acquired per rotation as a function of time in 
the development of CT systems. Early during the 
development of CT, there were several systems, 
including the first commercial CT scanner that 
acquired two slices per rotation. Other than those, 
all commercial CT scanners in the first two decades 
of clinical CT scanning were single-slice scanners. 
In the early 1990s, we see the introduction of new 
multi-detector row systems and then a very rapid 
increase in the number of detector rows from single 
digits to now hundreds of detector rows operating 
simultaneously. Wide-beam scanners enable scan-
ning of an entire organ in a single rotation. This 
could be useful, for example, for measuring brain 
perfusion, imaging the entire heart in a single rota-
tion, or pediatric applications.

For this to be useful, the x-ray beam width in 
the axial direction has to increase substantially. This 
increases the amount of scatter in the x-ray beam 
incident on the detectors, so that, in parallel with the 
development of these wide-beam systems, we have 

1 Fan-Beam CT Systems
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seen the development of improved anti-scatter grids 
for CT scanners. Most wide- beam scanners have 
2D anti-scatter grids with air separating the lamel-
lae so as to not obstruct the primary beam (other 
than by the lamellae themselves). This significantly 
improves the detected scatter-to-primary ratio for 
wide cone beam systems, which is reduced by 50% 
or more depending on the object size [15].

An additional impact of the increase in gan-
try speed is that the x-ray detectors require 
faster scintillators and the sampling speed and 
electronic bandwidth of the detectors have had 
increase. Without these changes, azimuthal blur-
ring would result [1]. These changes bring along 
a potential increase in electronic noise. Further 
driving the concern about electronic noise are the 
efforts to reduce radiation dose and to improve 
image quality when imaging obese patients, as 
both of these lead to reduced signal amplitude 
and greater degradation from electronic noise 
[16]. The increase in the number of detector 
channels has motivated efforts to improve pack-
aging and manufacturability and to reduce the 
cost of each electronic channel. Figure 1.7 shows 
an example of the improvement in the packag-
ing of the CT detectors and electronics. We see 
a significant increase in the level of circuitry 
integration, which brings along not only ease of 
manufacturing and reduced cost but, importantly, 
also a reduction in electronic noise due to shorter 
electrical leads and improved circuit designs.

Another detector engineering effort has been 
the development of dual-layer detectors for 

spectral imaging. The dual-layer detector sepa-
rates the broad detected x-ray spectrum into two 
bands. This detector can achieve dual-energy 
imaging without requiring two x-ray sources [4] 
or rapid switching of the kV [16]. Instead, a thin 
front layer detects primarily low-energy pho-
tons and the thicker back layer detects the rest 
of the spectrum, which, because of the filtration 
from the front layer, has a higher average energy 
[17–19]. The signals from the two layers can be 
combined to produce a conventional CT image, 
while the two layers can be used separately to 
deliver  spectral information in a single rotation, 
with the two spectra being perfectly aligned in 
space and time.

The CT detector is also a major driver of 
spatial resolution. Figure 1.8 (left), a plot of the 
detector aperture (mm2) as a function of time 
since the introduction of CT, shows a reduc-
tion of a factor of about 3 since the mid-1990s, 
but most of this has been in the slice direction. 
Shown in Fig. 1.8 (right) is a plot of the in-plane 
detector width. As can be seen, it has been largely 
constant for the last 30 years or so. The reason 
for this lack of progress, at least in the reduc-
tion of the detector size/pitch, is the reliance 
on scintillator- photodiode detector architecture 
described above. Not only is it difficult to make 
the scintillators smaller but also the reflectors 
need to be thick enough to prevent cross talk. The 
reflectors lead to a reduction in geometric effi-
ciency and make further improvements in spatial 
resolution more difficult. Interestingly, just in the 

Fig. 1.6 Number of slices acquired per rotation since the introduction of CT. (Updated from [2])

N. J. Pelc
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Fig. 1.7 Photographs showing the evolution of CT detec-
tor hardware, demonstrating increased integration. The 
smaller distance between the detector cell and its electron-

ics helps reduce electronic noise. (Courtesy of Thomas 
Flohr, Siemens Healthineers)

Fig. 1.8 Two-dimensional (left) and one-dimensional (right) detector aperture since the introduction of CT. Plots are 
for GE systems. (Adapted from [2])

1 Fan-Beam CT Systems
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past few years, a scanner has been introduced 
with a reduction in detector cell size of a factor of 
2 in both directions [20]. This reduction in detec-
tor size is able to deliver improvement in high- 
contrast spatial resolution. This was done by a 
reduction in the scintillator size and also a reduc-
tion in the thickness of the reflector material, 
aiming to keep the geometric efficiency roughly 
the same as the previous detector.

Another area of active research and develop-
ment is work toward photon-counting detectors. 
Instead of measuring the integrated energy in all the 
photons arriving in a measurement interval, these 
devices count individual photons and also analyze 
their energy. Because they count individual pho-
tons, they are less susceptible to electronic noise 
effects at low flux. They also promise improved 
spatial resolution and geometric efficiency. Photon-
counting detectors and their use for spectral imag-
ing are presented in detail in Chap. 14.

 Summary

X-ray sources and detectors are key to CT sys-
tem performance. Even after more than 120 years 
since Roentgen’s discovery of x-rays, x-ray tube 
technology continues to advance. On the detector 
side, scintillator-photodiode detectors are very 
highly refined and continue to be the dominant 
technology for clinical CT. This is likely to con-
tinue for some time to come because this technol-
ogy is so mature, but there is much investment 
and research in photon-counting detectors, which 
offer potential for significant improvements in 
spatial resolution and dose efficiency, especially 
at low dose, and no doubt will lead to new appli-
cations of CT.
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Cone-Beam CT Systems

Jeffrey H. Siewerdsen

 Basic Principles of Cone-Beam CT

 Introduction

Many works have reviewed aspects of cone-
beam CT (CBCT). Basic principles are covered 
in textbooks by Hsieh [1], Buzug [2], Shaw [3], 
Brock [4], and Zhou [5]. In the following short 
subsections of the Introduction, we touch on the 
key principles and considerations of CBCT and 
provide references to previous sources that treat 
each topic in depth. The main bulk of this chapter 
is treated in Sect. 2, which aims to elucidate the 
distinctions (and commonalities) of CBCT with 
respect to multi-detector CT (MDCT).

 Physical Configurations
The diversity of physical platforms for CBCT 
and their corresponding clinical applications are 
described by Siewerdsen and Schafer [5]. These 
include C-arm [6], U-arm [7], and O-arm [8] 
gantries and applications ranging from image-
guided interventions (e.g., surgery [9], interven-
tional radiology [10], cardiac interventions [11], 
and radiation therapy [7]) to diagnostic special-
ties (e.g., dental [12], ENT [13], breast [14], and 
orthopedics [15]).

 Image Reconstruction
Methods and algorithms for CBCT image recon-
struction are described in the textbooks by Hsieh 
[1] and Buzug [2]. The first practical, analyti-
cal algorithm for CBCT image reconstruction 
is commonly identified as the Feldkamp-Davis- 
Kress (FDK) algorithm [16]. Many variations on 
the FDK algorithm have emerged, but its basic 
principles  – e.g., the cosine weighting associ-
ated with the density of rays incident on a 2D flat 
detector – remain the workhorse underlying algo-
rithm for many CBCT systems. We will retread 
neither the analytical form nor its common algo-
rithmic implementations here  – except perhaps 
to add one note: CBCT system developers might 
consider generalization of the (1D) smoothing/
apodization filter implemented to counter high- 
frequency ramp-filtered noise into a more sym-
metric 2D form (i.e., acting on both rows and 
columns of the detector) in the interest of more 
isotropic spatial resolution characteristics in the 
resulting 3D image reconstruction – as noted in 
the paper by Uneri et al. [17].

Model-based image reconstruction (MBIR) 
methods involving iterative optimization repre-
sent a major area of research in CBCT – offering 
potential benefits in image quality and dose reduc-
tion compared to FBP. Review of such methods 
in CBCT can be found in [4] and [18]. As with 
FBP, will we not retread mathematics or broad 
range of algorithms associated with MBIR in 
CBCT – nor the emerging space of deep  learning 
approaches for 3D image reconstruction – except 
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perhaps to echo the sentiments underlying the 
work of Stayman et al. [19–21] that CBCT sys-
tems with flat-panel detectors (FPDs) and diverse 
source-detector orbits (e.g., noncircular orbits on 
a robotic C-arm) may benefit even more from 
MBIR than their counterparts in MDCT, which 
tend to feature highly optimized detectors and 
circular acquisition geometry; therefore, the rela-
tive benefits of MBIR may be even greater for 
FPD-CBCT systems.

 Image Quality
The factors affecting CBCT image quality have 
been described in sources such as [3] and [9]. 
Among the most important factors are

• Characteristics associated with the detector 
(e.g., blur, lag, and electronic noise); 

• Effects associated with the elevated levels of 
x-ray scatter in a broad volumetric beam (e.g., 
reduction of image uniformity and contrast); and

• Susceptibility to patient motion artifacts dur-
ing the long (5–60 s) scan time for CBCT. Each 
of these areas presents important challenges 
motivating ongoing research

 Applications
The first clinical applications of CBCT were in 
two very different areas. By 2000–2001, CBCT 
began to emerge in a variety of systems for den-
tal imaging, as reviewed by Pauwels et al. [12]. 
Concurrently, CBCT for image-guided radio-
therapy was developed via research led by Jaffray 
et al. [7]. Development of CBCT capability with 
fixed-room (floor- or ceiling-mounted) C-arms 
for 3D angiography [10] progressed rapidly 
from platforms based on x-ray image intensi-
fiers (XRIIs), with FPD-CBCT C-arms becom-
ing commonplace in interventional radiology by 
2010. CBCT on mobile C-arms progressed simi-
larly from XRII systems (e.g., the Siemens Iso-C 
3D [22]) to higher-quality systems incorporating 
a FPD [6] and emerging in image-guided surgery 
on systems by Medtronic [23], Ziehm [24], and 
Siemens [25]. In the last decade, a number of 
specialty diagnostic imaging systems based on 
CBCT have emerged for applications beyond den-
tal imaging. These include breast CBCT as devel-

oped by Boone et al. [14] and Ning et al. [26] and 
systems for musculoskeletal/orthopedic imaging 
[15] as evident in the Carestream Onsight 3D, 
Planmed Verity, and CurveBeam PedCat systems.

 Overview of This Chapter

With the very brief overview of CBCT char-
acteristics and systems provided above, the 
remainder of this chapter attempts to survey and 
clarify the distinctions and commonalities of 
CBCT and MDCT. For more in-depth descrip-
tion of algorithms, hardware, and applications, 
the reader is referred to the various sources 
mentioned above.

In the following section, we survey numerous 
important aspects of CBCT compared and con-
trasted to MDCT – the latter representing the state-
of-the-art in CT imaging for diagnostic radiology. 
Commonalities and distinctions between CBCT 
and MDCT are delineated, and the considerable 
gray area between the two is brought somewhat 
into focus. As we will see, even the name asso-
ciated with the technology  – “cone beam”  – is 
ambiguous and incomplete (and, in fact, incor-
rect) in distinguishing CBCT from MDCT. With 
an appreciation of the numerous factors surveyed 
below, it is hoped that the reader interested in 
CBCT – be that the physics, algorithms, dosimetry, 
applications, or even regulatory considerations – 
will be somewhat clearer, and even if a definitive 
distinction is not reached, the reader will at least 
be better able to “know it when she/he sees it” and 
form an educated perspective on these modalities.

 Cone-Beam CT Systems

An accurate assertion: CBCT is MDCT. By that, 
we simply say that a CBCT system employs a 
detector with multiple rows.

An equally accurate converse: MDCT is 
CBCT. By that, we simply say that a MDCT 
system involves a volumetric x-ray beam with 
appreciable extent in the longitudinal direction.

What then  – if anything  – is the difference? 
Read on.

J. H. Siewerdsen
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 Genesis

A variety of CBCT systems began to emerge in 
the early 2000s for applications ranging from 
image-guided radiation therapy (IGRT) [27] and 
3D angiography [28] to dental/ENT [29] and 
breast imaging [26]. Such developments were 
coincident with the independent emergence of 
MDCT also in the early 2000s [30], igniting the 
“Slice Wars” among 4-, 8-, 16-, 32-, 64-, 256-, 
and 320-slice scanners for diagnostic radiology 
and cardiology. The genesis of these two technol-
ogies was simultaneous and independent: CBCT 
was for the most part born to smaller scale efforts 
in a diversity of clinical specialty applications via 
academic research and entrepreneurial startup 
companies; meanwhile, MDCT was propelled 
primarily by major industry concerns (e.g., GE, 
Philips, Siemens, and Toshiba) sparking a revolu-
tion in diagnostic CT that advanced the modality 
beyond its conventional “axial mode” (single-
slice) acquisition to enable faster scanning with 
more isotropic spatial resolution [31].

 System Geometry and the (Inaccurately 
Named) “Cone” Beam

CBCT and MDCT systems share a variety of 
characteristics in system geometry  – e.g., an 
x-ray beam divergent in and covering an appre-

ciable extent in the longitudinal (z) direction. In 
this respect, it is difficult to specify a unique defi-
nition of what constitutes a “cone-beam” system, 
since both CBCT and MDCT systems share this 
aspect of broad-beam geometry. In fact, given the 
rectangular (vs. circular) format of the detector, 
“pyramid” beam is a more precise designation 
than “cone” beam. The basic system geometry 
for CBCT and MDCT is illustrated in Fig. 2.1, 
and Table 2.1 lists a number of characteristics 
of MDCT and CBCT systems, including aspects 
of the x-ray source, detector, image acquisition, 
etc. - and considerable areas of overlap between 
the two.

 The X-Ray Source

With some exceptions (e.g., breast CBCT), 
both CBCT and MDCT systems tend to oper-
ate in a similar range of the diagnostic x-ray 
spectrum  – ~80–120  kV.  One typical distinc-
tion, however, is that CBCT systems tend to be 
implemented with a pulsed radiographic/fluo-
roscopic x-ray tube (with fairly limited heat 
capacity, pulsing at a rate up to ~30 pulses/s 
consistent with FPD readout rate). MDCT sys-
tems, on the other hand, are typified by con-
tinuous x-ray exposure (continuous mA) with 
high-performance x-ray tubes featuring high 
heat capacity.

a b

Fig. 2.1 Illustration of cone-beam system geometry. (a) CBCT with a flat detector. (b) MDCT with a curved detector. 
(Illustration by Nicole Chernavsky, Johns Hopkins University)

2 Cone-Beam CT Systems
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Each modality is capable of beam modulation 
(i.e., variation of kV and/or mA), but CBCT sys-
tems tend to incorporate such capability only in 
relation to the automatic exposure control of the 
detector (to provide a sufficient level of exposure 
to the detector while avoiding sensor saturation), 
whereas MDCT systems employ a variety of ded-
icated modulation schemes designed to reduce 
dose to the patient.

Multi-source CBCT and MDCT systems pres-
ent interesting variations within each technology. 
In CBCT, a distribution of x-ray sources along 
the z axis has been shown to extend the longi-
tudinal FOVz and reduce cone-beam artifacts 
[33]. In MDCT, incorporation of two x-ray tubes 
(and detectors) on the gantry typified the “dual- 
source” scanner introduced by Siemens primarily 
to increase temporal resolution, also permitting 
dual-energy MDCT [34].

 The Detector

Among the characteristics that tend to distinguish 
CBCT and MDCT systems is the x-ray detector. 
As illustrated in Fig. 2.1, CBCT systems are typi-
fied by a flat detector – for example, a flat-panel 
detector (FPD) formed of CMOS or a-Si:H active 
matrix readout [25]. By contrast, MDCT systems 
incorporate a curved detector formed of highly 
optimized banks of multi-row detector modules, 

with a diversity of semiconductor and scintillator 
architectures.

Key differences in detector characteristics and 
performance include the following:

• For FPDs in CBCT: flat detector format, 
higher spatial resolution (smaller pixels), 
multi-mode fluoroscopy/radiography/CBCT 
imaging, and relatively lower cost

• For MDCT detectors: curved detector format, 
higher detective quantum efficiency, lower 
electronic noise, higher frame rate, and deeper 
bit depth

The distinction in flat or curved detector for-
mats also carries a distinction in weighting fac-
tors involved in 3D filtered backprojection (FBP), 
as described in the textbook by Hsieh [1].

 Post-Patient Collimator/Anti-scatter 
Grid

A broad volumetric beam is associated with high 
levels of x-ray scatter [35], so scatter rejection 
(and correction) is an important factor in the uni-
formity, contrast, noise, and artifact in both CBCT 
and (esp. 256- or 320-slice) MDCT systems. 
Post-patient collimation on CBCT systems typi-
cally involves a simple anti-scatter grid  (usually 
linear) – if a grid is used at all [36, 37]. The selec-

Table 2.1 Characteristics of volumetric x-ray tomography systems, with example (typical) descriptions for MDCT 
and CBCT systems

Multi-detector CT (MDCT) Cone-beam CT (CBCT)
X-ray source High power (100–240 kW) Lower power (3–100 kW)

Continuous mA Pulsed mA
Detector 64 rows (up to 320 rows) >1024–2048 rows

~few cm z coverage (up to 16 cm) >20 cm z coverage
Acquisition 
speed

Fast (~3–5 rotations/s) Slow (~1 rotation in 5–60 s)
1000s of projections/rotation 100 s of projections/rotation

Orbit Circular/helical Circular (semicircular) or
Fast table feed (>10–50 cm/s) Noncircular (e.g., dual isocenter)

Image quality Excellent bone + soft-tissue visualization Good bone visualization
Contrast-enhanced scan protocols Isotropic spatial resolution
Spectral/dual-energy capability Modest soft-tissue contrast resolution

Strong artifacts (scatter and motion)
Applications Diagnostic radiology (specialty interventional 

systems)
Image-guided interventions (specialty diagnostic 
systems)

J. H. Siewerdsen
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tion of optimal grid (or gridless) configuration is 
an area of research within CBCT system devel-
opment, usually concluding that compact CBCT 
systems with a very short axis-detector distance 
(small air gap) benefit from the use of a grid, but 
systems with large air gap may or may not benefit 
from incorporation of a grid [38]. MDCT systems, 
on the other hand, employ a highly optimized 2D 
post-patient collimation grid.

 Field of View (FOV)

CBCT systems with a FPD tend to have fairly 
small lateral FOV, and lateral truncation (of the 
patient and/or table) is the norm. As illustrated 
in Fig.  2.1, FPDs have lateral extent (Lu) up to 
~41 cm, giving axial FOV (FOVxy) of ~20–25 cm, 
depending on system magnification. An offset 
detector geometry (i.e., displacing the detector 
laterally by up to half its width) and acquisition 
of projections over a full 360° orbit effectively 
expands FOVxy to ~(40 × 40) cm2 at the cost of 
sampling density and acquisition speed. A slid-
ing or dual-isocenter approach accomplishes an 
analogous increase in FOVxy for C-arm CBCT 
systems.

The FOVxy for MDCT is comparatively large 
and typically avoids lateral truncation of the 
patient and table (excepting very obese subjects). 
An MDCT detector has lateral extent sufficient to 
cover FOVxy ~(50 × 50) cm2.

 Table Motion

CBCT systems typically involve no table motion – 
i.e., the patient table is fixed, and the source and 
detector move in an orbit about the patient to 
acquire a volumetric image. Conversely, MDCT 
systems typically involve helical motion  – i.e., 
longitudinal motion of the table. In some MDCT 
implementations (e.g., the Brainlab Airo and 
BodyTom), helical acquisition is accomplished 
via longitudinal motion of the gantry [39, 40].

Although algorithms for 3D image recon-
struction in “helical CBCT” are tractable (e.g., 
Katsevich [41]), CBCT systems are not usually 

implemented for helical scanning (i.e., longi-
tudinal motion of the patient during the scan). 
Rather, CBCT systems typically operate with the 
patient stationary on the table, and the source-
detector system rotates once to acquire the volu-
metric image. This is advantageous in requiring 
only motion of the source-detector gantry (e.g., 
C-arm, U-arm, or O-arm gantries) and therefore 
carrying a comparatively simpler system config-
uration. It is also advantageous in clinical appli-
cations involving a complex patient setup and 
diversity of other systems about the patient – e.g., 
in surgery.

MDCT, on the other hand, is typified by heli-
cal acquisition  – with exquisitely engineered 
tables for longitudinal translation of the patient 
during the scan. Even 320-slice systems will 
typically “cone down” to 64-slice coverage plus 
helical motion to acquire long volumetric scans. 
The volumetric 320-slice mode is used primarily 
for whole-organ scanning of the heart, brain, or 
liver.

 Scan Speed

CBCT systems are typically slow. CBCT C-arms 
rotate up to 45  °/s, with minimum scan time 
around 5 s. Systems with 15, 30, or 60 s scan time 
are common. Such long scan times introduce 
strong susceptibility to artifacts arising from 
patient motion, as described below. With FPD 
readout up to ~30 fps, the number of projections 
acquired in a CBCT scan tends to be fairly low 
(~200–600 views) compared to MDCT (>1800 
views).

MDCT, on the other hand, is typified by fast 
gantry rotation ~0.2–0.3 s per revolution – more 
than an order of magnitude increase in speed 
(per rotation) compared to CBCT.  Temporal 
resolution down to 18–30 ms permits visualiza-
tion of the beating heart, as discussed below. 
Susceptibility to patient motion artifacts is cor-
respondingly low, even for helical acquisition 
covering an extended length of the patient, since 
motion-related data inconsistencies are mostly 
limited to the rotation interval (~0.2–0.3 s) rather 
than the total scan time.

2 Cone-Beam CT Systems
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 The Imaging Platform and Scan 
Trajectory

CBCT imaging systems are often implemented in 
a fairly open geometry, such as a C-arm gantry 
or mounted on the face of a radiotherapy linac. 
Accordingly, CBCT systems may enjoy flex-
ibility in scan trajectory  – e.g., offset detector 
geometry to expand the lateral FOV; dual-isocen-
ter (Zeego); noncircular orbit on non-isocentric 
C-arm (Ziehm); or noncircular orbits designed 
to improve sampling/image quality (Zeego task- 
driven orbits).

MDCT systems are typically within a closed 
ring gantry limited to circular (helical) orbit – the 
iconic donut that typifies scanners in diagnostic 
radiology.

 Power

The power of the generator is another typical 
distinction between CBCT and MDCT sys-
tems. The former tend to be lower power – e.g., 
3–10  kW mobile systems and up to ~200  kW 
fixed-room C-arm systems. The latter carry the 
potential for considerably higher power – e.g., 
up to 240 kW.

 Portability

The relative simplicity and flexibility of CBCT 
systems is reflected in their implementation 
in numerous mobile systems  – e.g., Ziehm, 
Medtronic, Siemens, Carestream Onsight, 
etc. That said, many fixed-room implementa-
tions exist for CBCT as well – e.g., IGRT and 
ceiling- or floor-mounted 3D angiography 
systems.

MDCT systems are typified by dedicated site 
installation fixed within a shielded room – the 
backbone of diagnostic CT in radiology. Fixed- 
room installation is common for MDCT, but not 
exclusive, and a variety of mobile MDCT sys-
tems have also been introduced – e.g., Brainlab 
Airo, Philips Tomoscan, and Samsung BodyTom 
and CereTom.

 Imaging Modes

Many CBCT systems are capable of acquiring 
not only 3D volumetric images but also 2D radio-
graphic or fluoroscopic images – or even tomosyn-
thesis imaging (i.e., limited-angle CBCT) [42]. 
For example, mobile C-arms for image- guided 
surgery permit “spot-film” or fluoroscopic imag-
ing capability, with 3D images typically acquired 
infrequently – e.g., at the beginning of the case 
for purposes of planning, at a milestone during 
the case to check the integrity of surgical prod-
uct, or at the end of the case to validate surgical 
product and/or check for possible complications.

MDCT systems typically do not permit 2D 
fluoroscopic imaging (i.e., real-time continuous 
capture of a large-area 2D projection image). 
Rather, MDCT systems may allow “CT Fluoro” 
acquisition in which the patient couch is station-
ary, the source-detector continuously rotates 
within the slip-ring gantry, and axial slices (cov-
ering a relatively narrow longitudinal extent) are 
acquired in near real-time.

 4D Imaging

4D imaging capability (i.e., a time series of 3D 
volumetric images) is possible in various forms 
for both CBCT and MDCT systems. The latter 
are capable of true real-time 4D imaging – i.e., 
acquisition of fully 3D data at acquisition rates 
less than 1 s, e.g., 4D MDCT of the heart with 
volumetric images covering 16  cm longitudinal 
extent acquired at real-time sampling rates up to 
~5 volumes per second.

Other variations of 4D imaging can be found 
on both CBCT and MDCT systems. Two forms 
of gated acquisition (prospective and retro-
spective) work as follows. Prospectively gated 
acquisition triggers the acquisition of projec-
tion data at a particular desired phase of motion 
(e.g., ECG gating to trigger during diastole), 
providing 3D imaging of a dynamic scene with 
reduced motion artifact. Retrospectively gated 
imaging involves acquisition of projection data 
throughout all phases of motion and retrospec-
tive sorting of the projection data to allow 3D 
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image reconstruction at any particular phase 
and/or all phases. The latter constitutes a form 
of 4D imaging, recognizing the difference 
between true real-time 4D imaging (brute force 
high-speed real-time volumetric data capture) 
and retrospectively phase-binned 4D imaging 
(according to monitoring of some  – hopefully 
periodic – motion signal) to provide a 4D fac-
simile of (periodic) motion.

 Imaging Performance: Spatial 
Resolution

By virtue of fairly fine pixel spacing of FPDs 
(typically 0.15–0.4  mm square pixels), CBCT 
enjoys fairly high spatial resolution in 3D image 
reconstructions. For FPD readout modes with 
isotropic pixel binning (1  ×  1, 2  ×  2, etc.), the 
spatial resolution in CBCT reconstructions can be 
similarly isotropic – recognizing that the choice 
of apodization filter [17] or other post- processing 
can impose non-isotropic resolution. Depending 
on the scan protocol and reconstruction method, 
CBCT images typically provide isotropic spatial 
resolution with a limiting resolution of ~1–2 lp/
mm (minimum feature size ~0.5 mm).

MDCT systems (and certainly conventional 
single-slice axial CT scanners) conventionally 
exhibited somewhat coarser spatial resolution 
than CBCT, but newer detector technologies 
and scan protocols for MDCT have begun to 
erase the deficit. Depending on scan protocol 
and reconstruction method, MDCT systems 
may provide spatial resolution with limiting 
resolution ~0.5–1 lp/mm (minimum feature size 
~0.65  mm). Emerging MDCT scanner designs 
push resolution limits further by incorporation 
of still higher- resolution detectors, for example 
Canon Precision CT. Higher spatial resolution 
can be achieved by adjustment of the scan pro-
tocol (e.g., fine helical pitch, with a proportional 
penalty in dose) and application of a sharp apo-
dization filter – e.g., temporal bone scan proto-
cols. The degree to which MDCT reconstructions 
are isotropic depends on the choice of helical 
pitch, voxel size (and slice thickness), and recon-
struction method.

 Imaging Performance: Contrast 
and Noise

Owing primarily to high levels of x-ray scatter 
and suboptimal post-patient collimation (anti- 
scatter grid, or gridless operation), CBCT sys-
tems typically exhibit lower subject contrast than 
MDCT. As a result, soft-tissue imaging capabil-
ity presents a challenge to CBCT.

Contributing to the challenge are factors of 
x-ray scatter, lower DQE (quantum detection effi-
ciency ~0.65), a relatively high level of electronic 
noise, and low digitization bit depth of FPDs for 
CBCT compared to higher performance detector 
systems in MDCT. This tends to result in reduced 
contrast resolution (e.g., contrast-to- noise ratio) 
for CBCT systems. Many CBCT systems are 
sufficient only for bone (and metal device) visu-
alization, and soft-tissue contrast resolution is 
relatively poor.

Improving the soft-tissue contrast resolu-
tion of CBCT has presented an important area 
of ongoing research. For example, the applica-
tion of MBIR to C-arm and O-arm CBCT sys-
tems for image-guided surgery has been shown 
to enhance soft-tissue visualization in support 
of soft-tissue surgeries and to provide a check 
on complications [17, 43]. Similarly, optimal 
system design was shown to provide reason-
able levels of visibility of cartilage, ligament, 
and tendons in CBCT of the extremities [44]. 
A particular challenge of contrast resolution 
was demonstrated in the development of CBCT 
systems for imaging of acute stage intracra-
nial hemorrhage, where a combination of opti-
mal system design, protocol selection, artifact 
correction, and MBIR was shown to advance 
CBCT image quality to a level sufficient for 
visualization of intracranial hemorrhage [32, 
45–48].

MDCT, on the other hand, enjoys a level of 
contrast resolution suitable to a broad range of 
low-contrast, soft-tissue anatomy in the brain, 
abdomen, and pelvis. Such capability has 
 positioned MDCT as the front line for diag-
nosis for many indications, including detec-
tion or rule out of hemorrhage in emergency 
settings.
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 Imaging Performance: Artifacts 
Associated with the X-Ray Beam

As noted above, CBCT and MDCT systems tend 
to operate in a similar range of diagnostic ener-
gies (~80–120 kV) and are therefore susceptible 
to similar biases associated with the x-ray beam. 
X-ray scatter and beam hardening are two such 
effects, leading to shading and streak artifacts in 
CBCT or MDCT reconstructions.

X-ray scatter increases steeply as the lon-
gitudinal extent of the beam is increased above 
~1 cm in FOVz. For CBCT systems, the scatter-
to- primary ratio (SPR) incident on the detector is 
often well in excess of 100% – i.e., the majority 
of photons incident on the detector are scatter, not 
primary. MDCT systems up to 64 detector rows 
(FOVz ~3.2  cm) have correspondingly lower 
SPR. MDCT systems with 320 rows, however, 
experience a similar level of SPR as CBCT and 
therefore incorporate a highly optimized post- 
patient collimation (2D focused anti-scatter grid) 
and scatter correction algorithms to minimize 
scatter artifacts and maintain soft-tissue contrast 
resolution.

 Imaging Performance: Artifacts 
Associated with the Detector

CBCT systems based on FPDs contend with a vari-
ety of detector characteristics that can introduce 
artifacts in 3D image reconstructions. Instability 
(drift) in detector dark current motivates frequent 
dark/offset correction for FPDs – e.g., collection 
of dark frames prior to each CBCT scan. Higher 
levels of image lag (~1–5%) for FPDs can also 
introduce lag artifacts associated with residual 
signal from one projection view to the next. A 
typical example of lag artifact is evident in the 
“radar artifact” visible as a crescent- shaped non-
uniformity in elliptical sites (e.g., head or pelvis) 
as the FPD signal varies strongly from unattenu-
ated views to heavily attenuated views.

MDCT detectors, on the other hand, tend to 
exhibit lower levels of image lag and drift in dark 
current or gain such that they are addressed via 
regular air calibrations. Highly optimized, modu-

lar detector technology combined with low-noise 
readout electronics with greater digitization 
bit depth than CBCT tends to minimize such 
artifacts.

 Imaging Performance: Artifacts 
Associated with the System 
Geometry

Cone-beam projection data acquisition from a 
circular source-detector orbit involves incom-
plete sampling of the 3D object, in accordance 
with Tuy’s condition [49]. Specifically, cir-
cular orbit CBCT sampling exhibits a “null 
cone” about the longitudinal (fz) Fourier 
domain axis, with the angular extent of the 
null cone varying with spatial position in the 
3D object  – viz., with angular extent equal to 
the angle subtended between the central axial 
plane and a particular position within the 3D 
reconstruction. Therefore, only the central axial 
plane is fully sampled, and locations “above” 
or “below” the central plane (i.e., at z ≠ 0) are 
subject to undersampling effects that increase 
with |z|. The effect manifests as “cone-beam 
artifacts” evident as shading and streaks about 
structures with high fz spatial- frequency con-
tent – e.g., a horizontal edge, as might be found 
at a joint space oriented parallel to the plane of 
the source-detector orbit.

In principle, cone-beam artifacts are present 
for both CBCT systems and MDCT systems 
with a large cone angle (e.g., MDCT systems 
with 320 detector rows), since they arise simply 
as a result of incomplete sampling from a circu-
lar geometry. Helical sampling helps to mitigate 
the effect – as does any orbit that breaks from 
the axial plane, such as circle-and-line, sinu-
soid-on-cylinder, or double-semicircle orbits. 
Such orbits improve fz sampling, reducing the 
null cone and mitigating cone-beam artifacts. 
A helical orbit introduces potential sampling 
effects of its own, of course, and depending 
on the choice of helical pitch, undersampling 
effects and reconstruction errors (“windmill 
artifacts”) may be observed as streaks about 
high-frequency structures.
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 Imaging Performance: Artifacts 
Associated with the Subject

Biases in projection data introduced by the subject 
include x-ray scatter and beam hardening (as men-
tioned above – increasing with larger subjects with 
greater attenuation) as well as photon starvation 
(strong attenuation resulting in near- zero detector 
signal). The term “metal artifact” associated with 
highly attenuating implants, for example, refers to 
a combination of effects, each of which introduces 
bias and/or data inconsistency  – namely, strong 
attenuation, strong shift in the transmitted polyen-
ergetic x-ray spectrum, and high-frequency con-
tent subject to undersampling effects. Both CBCT 
and MDCT systems are subject to such effects.

A potentially strong source of image degradation 
in CBCT is patient motion during the scan – includ-
ing cardiac motion, respiratory motion, peristalsis, 
or involuntary drift or jitter. Motion artifacts appear 
as blur or distortion of anatomical structures and 
can confound visibility of both low-contrast soft-
tissue and high-contrast bone detail. For CBCT 
systems with long scan times (e.g., >10 s), motion 
effects can be especially pronounced and present a 
major source of image degradation.

Such effects are much less severe in MDCT 
for two reasons. First, the MDCT gantry rotation 
speed is typically very fast (e.g., ~0.2–0.3  s per 
rotation) so that the motion within a single rota-
tion is minimal. Secondly, for helical MDCT, the 
volumetric image is acquired via fast longitudinal 
motion of the table, and data inconsistencies asso-
ciated with patient motion tend not to reinforce 
within angularly sampled, backprojected data 
in a particular axial plane. That is not to say that 
MDCT is immune to patient motion artifacts – e.g., 
“mushroom” artifact sometimes observed in coro-
nal planes at the dome of the diaphragm – but tend 
to be much less severe than in slow-scan CBCT, 
which enjoys neither of these two advantages.

 Dosimetry

Methods for CBCT dosimetry have been 
described by Daly et  al. [50] and Fahrig et  al. 
[10]. Recognizing that CBCT systems typi-

cally operate without table motion, commonly 
employ short-scan protocols, and have a volu-
metric beam typically >10 cm in FOVz, CBCT 
dosimetry varies somewhat from the method-
ology established early in the development of 
axial CT.  Specifically, CBCT dosimetry tends 
to employ a small volume (e.g., 0.6 cc) Farmer 
ionization chamber to measure the dose (air 
kerma) at the center and four cardinal peripheral 
locations in a 16 cm diameter acrylic cylinder. 
The “point” dose measured at the center (Do) 
and periphery (Dp) are combined in 1/3 and 2/3 
proportion, respectively, to yield the “weighted” 
dose (Dw), analogous to CTDIw or CTDIvol in 
MDCT.  For CBCT scan protocols with orbital 
extent less than 360° (common for C-arms), the 
weighted-dose Dw is estimated by 1/3 of Do plus 
2/3 of the average Dp measured over the four 
cardinal peripheral locations.

 Clinical Applications

The scope of clinical applications for CBCT and 
MDCT is vast and is touched upon in numerous 
instances above. The broad variety in form and 
function is evident in the diversity of CBCT scan-
ner platforms shown in Fig. 2.2.

There is considerable overlap in application 
space for these modalities, but a coarse distinc-
tion can be stated: CBCT finds primary appli-
cation in image-guided procedures (e.g., IGRT, 
image-guided surgery, and interventional radi-
ology) and secondarily in emerging areas of 
diagnostic specialties (e.g., CBCT of the breast 
or extremities) – with dental/ENT CBCT being 
the clear exception; conversely, MDCT is pri-
marily applied in diagnostic radiology and is, in 
fact, a major frontline workhorse for diagnostic 
imaging in areas ranging from trauma to cancer 
and  secondarily in image-guided interventions 
(e.g., portable MDCT systems or CT-on-rails 
for image-guided procedures). This distinc-
tion in primary areas of application is far from 
absolute, and it is likely to diminish altogether 
as CBCT systems improve in image quality and, 
conversely, MDCT systems increase in diversity 
of form and flexibility.

2 Cone-Beam CT Systems



20

 Regulations and Accreditation

MDCT is subject to well-recognized regula-
tory requirements and accreditation standards 
established by the American Board of Radiology 
(ABR). As a result, MDCT systems are subject to 
well-codified standards of dosimetry, quality assur-
ance (QA), quality control (QC), accreditation, 
indications for meaningful use, and charge codes.

At the time of this writing, the regulatory 
requirements, accreditation standards, and charge 
codes associated with CBCT are nascent by com-
parison. Recent years have seen emerging effort 
to establish accreditation standards appropriate to 
CBCT dental/ENT systems, and one may expect 
similar efforts in other areas of CBCT clinical 
application. Example efforts include ongoing 
Task Group activity by the American Association 
of Physicists in Medicine (AAPM)  – e.g., TG 
#238 on CBCT-capable C-arms – and IEC MT39 
on standards for dental CBCT.

 Emerging Topics and Ongoing 
Research

The areas of ongoing research are as diverse as 
the topics delineated above, aiming to improve 
image quality, reduce radiation dose, and extend 
the application of CBCT (and MDCT) to new 
applications and capabilities.

Novel X-Ray Sources Research on the develop-
ment of new x-ray sources for CBCT include 
multi-source systems. One example is the three- 
source system incorporated in the Carestream 
Onsight system for extremity imaging to extend 
FOVz and reduce cone-beam sampling effects 
[33]. Another includes research by Boone et al. to 
develop breast CBCT systems featuring ~10 
x-ray sources [51]. Note that these multi-source 
systems involve a distribution of sources along 
the z-axis (cf., sources distributed azimuthally as 
in dual-source MDCT).

Fig. 2.2 Example CBCT systems. (a) CBCT for dental/
ENT imaging (Carestream). (b) Mobile CBCT for image- 
guided ENT surgery. (Xoran; photo courtesy of Dr. 
R. Labadie, Vanderbilt University). (c) CBCT for imaging 
of musculoskeletal/orthopedic extremities (foot, ankle, 
knee, hand, wrist, or elbow; Carestream). (d) Prototype 
U-arm for CBCT of the head [32]. (e) Mobile C-arm 

CBCT for image-guided surgery (Siemens Healthineers). 
(f) Early prototype CBCT breast scanner. (Photograph 
courtesy of Dr. J.  Boone, University of California  – 
Davis). (g) Robotic C-arm for CBCT in interventional 
radiology (Siemens Healthineers). (h) CBCT on a radio-
therapy linac for IGRT (Elekta Oncology)
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New Scan Protocols Another area of active 
research involves modulation of the x-ray beam 
to reduce dose and enable region-of-interest 
CBCT and MDCT. Modulation of kV and mA is 
fairly standard. Incorporation of a bowtie filter 
is standard in MDCT, but less frequent in CBCT 
[52]. Recent research aims to develop dynamic 
modulation of the beam during the scan using 
actuated bowtie filters, multi-leaf partially 
attenuating collimators, and multi-aperture 
devices [53].

Novel Detectors and Readout Modes  
Development of improved x-ray detectors is simi-
larly an active area of research. In CBCT, novel 
detectors aim to reduce electronic noise, increase 
dynamic range, and increase spatial resolution. 
Strategies include development of dynamic gain 
readout modes and new detector architectures 
based on CMOS [25] and architectures giving on-
pixel amplification [54]. The incorporation of 
photon-counting detectors (PCDs) has emerged in 
MDCT, and photon counting with large-area 
detectors suitable to CBCT is an active area of 
research [55].

Improved Reconstruction Algorithms Novel 
algorithms for 3D image reconstruction present 
a major area of ongoing research and develop-
ment. By ~2010, MBIR had emerged in main-
stream use in MDCT for diagnostic radiology, 
offering the potential for dose reduction [56]. 
Parallel activities extended MBIR methods to 
improve image quality and/or reduce dose in 
CBCT [43]. Recently, deep learning-based 
reconstruction methods are emerging to give 
comparable performance to MBIR with poten-
tial advantages of reduced runtime and compu-
tational complexity [57]. Such methods, along 
with adaptive local filtering [58], are likely to 
contribute to ongoing advances in CBCT and 
MDCT performance.

New Scanner Platforms and Applications We 
can anticipate a diversification of the form and 
application of MDCT systems in the decade 
ahead not unlike the diverse spectrum of CBCT 
systems that emerged in their original genesis in 

dental, C-arm, and IGRT systems. We are already 
seeing such diversification of MDCT in systems 
such as the Brainlab Airo. As commented upon 
below, a diversification of form and function in 
MDCT with an eye to specialty diagnostic appli-
cations, image-guided interventions, and point- 
of- care imaging signals a vibrant space of MDCT 
technology development.

Accordingly, one can anticipate adapta-
tion of MDCT to specialty systems specifically 
designed for diagnostic specialties, adapting to 
forms beyond the iconic fixed ring gantry that 
is so iconic of diagnostic radiology. Such spe-
cialty areas presented fertile ground for dental 
CBCT since ~2000 and more recent systems for 
breast CBCT [59–61], musculoskeletal/ortho-
pedic CBCT [15, 62–64] and even imaging of 
head trauma [32, 65]. Each of these areas broke 
new ground in extending certain advantages of 
CBCT in various diagnostic specialties, but the 
CBCT systems that emerged carried the chal-
lenges of CBCT image quality. We can anticipate 
the development of specialized MDCT systems 
to answer the call, evidenced by systems such as 
MDCT breast scanner [66] and dedicated MDCT 
head scanner [67].

Similarly, one can anticipate the adaptation 
of MDCT to forms better suited to image-guided 
interventional procedures than the conventional 
fixed ring gantry. Of course, direct translation of 
a diagnostic CT scanner into the interventional 
theater has been done, but such direct transla-
tion carries a lack of integration with interven-
tional workflow that has presented bottlenecks in 
patient transfer and operating room (OR) logis-
tics. New MDCT systems specially designed for 
interventional procedures beckon. Key examples 
are the BodyTom and Brainlab Airo.

Such diversification in the form and function 
of CBCT and MDCT systems further empha-
sizes the need to knowledgeably delineate their 
distinctions and commonalities as surveyed in 
the sections above. The ruling factors of cost, 
workflow, and performance will weigh in what 
is likely to be an exciting space of technology 
development – and a challenge to regulatory and 
accreditation requirements.
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 Conclusions

The sections above surveyed the distinctions and 
commonalities among CBCT and MDCT sys-
tems, and at each turn, we found areas of overlap.

CBCT is MDCT insofar as it incorporates a 
detector with multiple rows. On a personal note, 
I recall the outbreak of the Slice Wars in the early 
2000s – marveling at the excitement within the CT 
community of 4-, 8-, 16-, and 64-slice detectors – 
and a strange sense as I worked to implement volu-
metric imaging with a FPD involving 1024 rows. 
I was not entirely sure if we were onto something 
big, or if we were beyond the realm of what could 
be reasonably asked of a large-area detector and 3D 
image reconstruction algorithm; however, I sus-
pected the former. Moreover, CBCT systems based 
on XRIIs were already emerging. Many had proven 
analytically the incompleteness of cone beam sam-
pling: the bumblebee would not fly. It did.

MDCT is CBCT insofar as it employs an x-ray 
beam that encompasses appreciable extent in the 
longitudinal (z) direction. On another personal 
note, I recall first seeing the 256-slice MDCT 
detector incorporated in the Toshiba Aquilion 
scanner and its subsequent release as a 320-slice 
MDCT scanner in diagnostic radiology  – and 
marveling at what I perceived as a quantum leap 
beyond the performance of FPDs that I knew well 
in the development of CBCT systems. I thought 
the technologies of MDCT and CBCT may soon 
completely converge  – and in accordance with 
the distinctions and commonalities traced in the 
preceding sections, they had indeed converged 
at least in principle. Interestingly, as described 
above, the technological embodiments and clini-
cal applications of MDCT and CBCT remained 
fairly distinct in the following decades.

The sections above quickly surveyed these dis-
tinctions and commonalities in terms of system 
geometry, choice of x-ray source and detector, 
image acquisition and reconstruction techniques, 
imaging modes, image quality, artifacts, dosim-
etry, clinical applications, and regulatory consid-
erations. So what did we learn?

Interestingly, we see that the term “cone 
beam” is not only insufficient in precisely dis-
tinguishing the modalities, it is somewhat of a 

misnomer to begin with. Perhaps the distinction 
between flat and curved detectors is a salient dis-
tinction for the time being at least, suggesting a 
meaningful dichotomy between “flat-detector 
CT” (FDCT) and “curved detector CT” (CDCT). 
While that dichotomy may be important with 
respect to the weighting term in the filtered 
backprojection algorithm and the design of post- 
patient collimator, it is not likely to be a durable 
distinction, and we can anticipate “curved” FPDs 
on flexible substrates [68]. Neither is the dis-
tinction between open-geometry (e.g., C-arms) 
and closed-bore (e.g., donut) systems meaning-
ful  – as FPD-CBCT systems abound in closed 
geometries as well (e.g., Medtronic O-arm and 
Varian Halcyon), and we might even envision 
open- geometry MDCT systems in the future for 
interventional procedures.

There is, therefore, no absolute distinc-
tion according to the survey provided above. 
Nonetheless, the survey hopefully provides suffi-
cient perspective for the reader interested in these 
modalities to “know it when she/he sees it” – at 
least within the current state of the art: CBCT 
systems with FPDs in open-geometry platforms 
widespread in image-guidance (and filling spe-
cialty niche in diagnostics) and MDCT systems 
with curved detectors in closed geometry scan-
ners as the backbone of diagnostic radiology 
(and filling specialty niche applications in image-
guided interventions). Alternatively, this chapter 
may at least equip the reader to speak knowledge-
ably within the context of technologies between 
which a simple distinction does not exist.

As a final note, one might anticipate that any 
remaining confusion between these modalities in 
their form, application, and capabilities may be 
temporary and the need to differentiate between 
the two may melt away. The distinctions in form 
and application may diminish altogether in 
years ahead. Advances in x-ray sources, detector 
technologies, and 3D image reconstruction will 
advance the performance of volumetric tomog-
raphy systems (or more generally, “volumet-
ric imaging” systems, since the “tomo” prefix 
itself is somewhat of a misnomer) and enable 
application across the spectrum of diagnostic 
and image- guided procedures described above. 

J. H. Siewerdsen



23

The distinction may be lost from a technologi-
cal standpoint, leaving the question of whether 
regulatory administration of volumetric imaging 
systems will keep up in a manner that properly 
reflects the spectrum of technologies.
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Novel CT Acquisition

Lifeng Yu

 Introduction

CT data acquisition geometry went through 
multiple generations in early days. Currently, 
almost all commercial scanners employ the third 
generation geometry, where both the x-ray tube 
and the detector rotate around the patient to 
acquire thousands of projection data [24]. After 
acquisition, raw projection data are transferred 
to the image reconstruction system (IRS) for 
reconstruction. To facilitate fast volume cover-
age speed, the detector width on multi-detector 
row CT (MDCT) has increased to up to 16 cm 
(at isocenter), and the gantry rotation time has 
decreased to as low as 0.25  s. Meanwhile, in 
order to accommodate large patients and fast 
scanning speed, the power of the x-ray generator 
has increased to up to 120 kW. High and isotro-
pic spatial resolution is enabled by small detec-
tor pixel size (0.25–0.6  mm at isocenter) and 
small focal spot size (0.3–0.5  mm). All these 
advances in hardware have led to a large number 
of exciting applications in different clinical areas, 
including thoracic, abdominal, musculoskeletal, 
neuro, pediatric, cardiovascular, and interven-
tional procedures.

This chapter aims to introduce various CT 
acquisition techniques, focusing on some of 
the advanced techniques, including axial scan 

with large area detector, dynamic or perfusion 
scan with shuttle mode, helical fast pitch scan 
on dual- source scanners, helical scan with vari-
able pitch, automatic selection of tube potential, 
organ- based tube current modulation, electrocar-
diogram (ECG)-gated cardiac scan, dual-energy 
and multi-energy CT, and dynamic bowtie filter.

 Basic CT Acquisition Modes

Basic scan modes on clinical MDCT include 
axial step-and-shoot scan mode with table 
motion, axial scan without table motion, and 
helical scans. The axial step-and-shoot mode 
(Fig. 3.1a) has become almost obsolete since the 
introduction of the helical scan mode due to its 
inefficient volume coverage speed. However, it 
is still being used in several special areas. For 
example, some radiologists still prefer this mode 
in brain CT in order to reduce helical artifacts. It 
is also routinely used in lung scans with a large 
interval to save radiation dose. Prospectively 
ECG-triggered cardiac scans also use the axial 
step-and-shoot mode, which will be described 
later. Axial scan without table motion (Fig. 3.1b) 
is typically used for scans monitoring contrast 
bolus enhancement, perfusion scans, and image 
guidance for interventional procedures.

Helical scan (Fig. 3.1c) is the most commonly 
used CT acquisition mode in the majority of 
exams, thanks to its fast and continuous volume 
coverage. In combination with a wide detector 
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and fast gantry rotation time, helical scanning is 
able to cover the whole body within a few sec-
onds and less than 1  s for many routine exams 
while providing submillimeter isotropic spatial 
resolution.

 Advanced CT Acquisition Modes

Besides the basic CT acquisition modes, various 
more advanced data acquisition techniques have 
been introduced in recent years.

 Axial Scan with a Large Area Detector

Some of the major CT manufacturers have large 
area detectors on their latest scanners, with a lon-
gitudinal coverage of up to 16 cm [6, 19, 55]. The 
benefit of a large area detector is that it can cover 
many of the major organs in one single axial scan, 
which facilitates fast volume coverage, provides 

uniform timing of contrast enhancement within 
the organ, and enables acquisition of the whole-
organ dynamic information without table motion. 
Another benefit of this scan mode is that it does 
not require over-ranging scan, which can save 
radiation dose compared to a helical scan, espe-
cially for a short scan range. The over- ranging 
scan is required in a helical scan to provide suffi-
cient data for reconstructing the volume of inter-
est at both ends of the scan range [9, 66].

Axial scanning with a large area detector also 
has its limitations. The scattering-to-primary 
ratio is higher than with a narrow detector. To 
reduce scatter detection, a two-dimensional anti- 
scatter grid that is aligned to the focal spot is typi-
cally placed in front of the detector. As a result of 
the large cone-angle, cone-beam artifacts may be 
more severe, which may lead to distorted geom-
etry and inaccurate CT numbers.

Axial scans with a large area detector may be 
used for many clinical applications. In pediatric 
CT, it can facilitate fast scans and reduce motion 

Fig. 3.1 Basic scan modes on clinical MDCT: (a) axial step-and-shoot scan with table motion, (b) axial scan without 
table motion, and (c) helical scan
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artifacts [56]. In CT angiography, it can acquire 
time-series scans to obtain dynamic contrast 
enhancement information. It can also be used for 
whole-organ perfusion, such as brain perfusion, 
which involves repeated volume scans over the 
brain to generate quantitative blood flow and vol-
ume information [55]. Another important appli-
cation is cardiac CT. This scan mode allows the 
cardiac images to be acquired within one single 
heart cycle, as will be described later in this chap-
ter [6, 51].

 Dynamic or Perfusion Scan 
with Shuttle Mode

For most CT scanners, the longitudinal detector 
coverage is from 2 to 8  cm, which is not wide 
enough to cover a majority of the organs in one 
single axial scan. In order to perform dynamic 
or perfusion scans on these scanners, a so-called 
“shuttle” mode was introduced (Fig. 3.2).

The shuttle mode can either be axial or helical 
shuttle [32]. In an axial shuttle, axial scans are 
performed back and forth between two locations 
so that the volume coverage can be doubled [71]. 
In a helical shuttle (or adaptive 4D spiral), the 
patient is moved smoothly in and out of the gan-
try over the desired scan range [42, 50]. The lon-
gitudinal coverage can be as long as 20–70 cm, 
well beyond the detector coverage in a single 
axial scan.

Figure 3.3 shows a clinical example of whole 
brain perfusion cerebral blood flow (CBF) map 
acquired on a 128-slice scanner (detector cover-
age 3.84 cm) with the helical shuttle mode. The 
longitudinal coverage of the shuttle mode was 
10  cm with a scan cycle of 1.5  s. The shuttle 
mode has also been used to acquire 4D dynamic 
CT angiography of the lower and upper extremi-
ties. The longitudinal coverage was over 70 cm, 
with each scan cycle taking about 4 s.

 Helical Fast Pitch Scan on Dual- 
Source Scanners

One interesting acquisition technique that is 
available on a dual-source CT scanner is the fast 
pitch scan mode [15]. In this mode, the two x-ray 
sources operate together at the same tube poten-
tial. The helical pitch can be as high as 3.4. The 
scanning speed can be 47 cm/second on the Flash 
scanner or 70  cm/second on the Force scanner 
(Siemens Healthcare).

The reason why the fast pitch scan mode can-
not be used on a single-source scanner is because 
there are missing data in longitudinal sampling 
when the pitch is greater than 1.5 (Fig.  3.4a), 
which will lead to distortion in reconstructed 
images (Fig. 3.4b). With two x-ray sources, the 
gap of missing data from one detector can be 
compensated with data from the other detector 
(Fig. 3.4b).

Fig. 3.2 Shuttle scan mode to increase the longitudinal coverage for dynamic or perfusion scans: (a) Axial shuttle and 
(b) helical shuttle (or adaptive 4D spiral)
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Fig. 3.3 An example of cerebral blood flow (CBF) map acquired from a whole brain perfusion exam with the helical 
shuttle mode

The fast pitch mode has many important clini-
cal applications. In pediatric CT, it is very useful 
to suppress motion artifacts from noncooperative 
patients [33]. In CT angiography of pulmonary 
embolism, since the scan time is less than 1  s, 
there is no need for patients to hold their breath, 
which can significantly improve the stability of 
contrast enhancement [5]. In cardiac CT angi-
ography, one phase of the heart can be acquired 
within one heart cycle [15].

The fast pitch mode also has some limitations. 
First, it has a limited dose output capacity, which 
limits its use in large patients. Second, helical 
artifacts are more severe because of the high 
pitch. The artifacts show up as streaks and shad-
ows (Fig. 3.5). Because of the increased artifacts, 
the fast pitch mode is generally not recommended 
for some routine exams, such as the abdomen/
pelvis, liver/pancreas, brain, etc. But when 
reducing motion artifacts outweighs increased 
artifacts, the fast pitch mode is still appropri-

ate. Finally, one important consideration in the 
fast pitch scan mode is the safety warning [27]. 
Since the table needs to travel more than 30 cm 
before and after the scan range to accelerate and 
decelerate the table (Fig. 3.6), technologists and 
nurses need to test the lines and wires connected 
to the patient before the scan so that they will not 
be removed during the scan. Otherwise, it could 
cause unexpected complications.

 Helical Scan with Variable Pitch

Another interesting acquisition technique is heli-
cal scanning with variable pitch, which involves 
changing table speed within the same scan [77]. 
This scan mode has a unique application in car-
diovascular exams [37]. When scanning the 
heart, the pitch is slow to allow for retrospective 
ECG- gating. After passing through the heart, the 
pitch becomes regular for a non-ECG-gated scan 
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a b

c d

Fig. 3.4 When a fast helical pitch (>1.5) is used on a 
single-source scanner, missing data in longitudinal sam-
pling (a) will lead to distortion in reconstructed images 
(b). The gap of missing data can be compensated with 

data from the second x-ray source-detector system (c), 
which will remove the distortion in reconstructed images 
(d). Courtesy Drs. Thomas Flohr and Bernhard Schmidt, 
Siemens Healthcare

Fig. 3.5 Fast pitch scan mode with dual x-ray sources generates more severe helical artifacts than regular pitch mode 
with a single x-ray source. (Reprinted with permission from Weber et al. [67])

3 Novel CT Acquisition



32

 portion to save radiation dose. Both radiation dose 
and contrast dose can be reduced using this mode.

This scan mode also has some applications 
in imaging trauma, where optimal helical pitch 
can be used for different parts of the body dur-
ing one single scan to optimize image quality 
and scanning speed, for example, slower pitch 
for head and neck scan, fast pitch for chest scan, 
and regular pitch for abdomen and pelvis. The 
helical shuttle (adaptive 4D spiral) also involves 
a change of helical pitch during the scan.

 Organ-Based Tube Current 
Modulation

Automatic tube current modulation automatically 
adapts the tube current based on the attenuation 
level of the patient and has been widely used in 
clinical CT for radiation dose reduction. The goal 
of automatic tube current modulation is to pro-
duce uniform image quality across different body 
regions or different patient sizes. However this 
strategy does not consider the dose distribution 
to specific organs. It is known that some organs, 
such as breast or lens of the eye, are more dose 
sensitive than others. Organ-based tube current 
modulation was introduced to reduce radiation 

dose to those specific organs [13, 17]. For exam-
ple, to reduce radiation dose to the breast, the tube 
current is reduced substantially when the x-ray 
source is in front of the patient and increased pro-
portionally along other projection angles. In this 
way, the dose to the breast can be reduced. For this 
technique to achieve maximum dose reduction to 
a specific organ, the angular range for tube current 
reduction needs to be appropriately defined [64].

 Automatic Selection of Optimal Tube 
Potential

Tube potential is an important scanning parameter 
that has a major impact on the dose efficiency of 
the CT exam. Figure 3.7a shows examples of the 
six x-ray beam spectra used on one CT scanner. 
How to select the best tube potential for each exam 
has long been an important clinical question [7]. 
The main benefit of lower tube potential is that it 
tends to enhance iodine contrast better than higher 
tube potentials. However, lower tube potential has 
its limitation – it tends to increase image noise, 
especially for relatively larger patients, because 
of the limited penetration of low energy photons.

To optimize the tube potential, a very com-
mon way in practice is to use a manual technique 

CT gantry

ECMO circuit
perfusion lines

Scanning
table

Speed: 47 cm/sec

~31 cm after the scan

~31 cm before the scan

<10 cm scan range

Fig. 3.6 Safety warning when using the fast pitch mode 
in pediatric CT exams. To accelerate and decelerate the 
patient table during the scan, the table needs to travel 
more than 30 cm before and after the scan range. The lines 

and wires connected to the patient need to be carefully 
checked before the scan to make sure they will not be 
accidently removed during the scan. (Reprinted with per-
mission from Hull et al. [27])
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Fig. 3.7 (a) Multiple x-ray beam spectra are typically 
available for selection on CT scanners. (b) A software 
implementation to automatically select the most dose- 

efficient tube potential based on both patient size and 
diagnostic task. (Reprinted from Yu et al. [73], with per-
mission from the American Journal of Roentgenology)

chart, i.e., prescribe different kV/mAs combina-
tions for different patient sizes [72]. The chart 
is empirically determined, and the parameter 
choice depends on both patient size and diag-
nostic task. Technologists have to look up the 
chart for each patient and manually change the 
technique on the scanner, which is error prone 
in practice.

A general strategy was proposed to automate 
this process, which involves determining the most 
dose-efficient tube potential and the appropri-
ate amount of radiation dose reduction [74]. To 
predict the most dose-efficient tube potential, an 
image quality metric has to be defined, which is 
diagnostic task dependent (Fig.  3.7b). For tasks 
that would benefit from more iodine contrast 
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enhancement, such as CT angiography, the met-
ric is essential to match the iodine contrast to 
noise ratio, which allows for more aggressive 
use of lower tube potential and more dose reduc-
tion; for tasks that do not involve iodine, the met-
ric is essential to match the noise, and the dose 
reduction is minimal, and lower tube potential is 
typically prohibited. For other tasks, the metric is 
somewhere in the middle between matching noise 
and matching iodine contrast to noise ratio.

Based on this strategy, one manufacturer 
implemented an automatic tool on their scan-
ners. With this tool, there is no need to rely on 
a manual technique chart. The selection of tube 
potential and dose reduction becomes automatic 
and quantitative, which significantly improves 
the workflow and patient outcome. Many clini-

cal evaluation studies have been performed that 
demonstrate its effectiveness as a general tool for 
radiation dose reduction without sacrificing diag-
nostic image quality [70, 73].

 Added Beam Filter to Optimize Beam 
Quality

Another interesting recent development is to fur-
ther optimize x-ray beam quality by adding addi-
tional beam filtration, such as the tin (Sn) filter 
[22]. This may improve dose efficiency for some 
non-contrast exams as low energy photons that 
do not contribute to image formation are removed 
by the filter (Fig. 3.8a). Because the added beam 
filter reduces the x-ray flux, this strategy has only 
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Fig. 3.8 (a) X-ray beam spectra of 100  kV, 120  kV, 
100 kV with an added tin filter (100Sn), and 150 kV with 
an added tin filter (150Sn). The added tin filter reduces the 
radiation output per mAs but absorbs most of the low- 
energy photons and generates a much harder beam than 
without the tin filter. (b) A phantom image acquired at 

100Sn with a volume CT dose index (CTDIvol) of 
1.7 mGy. (c) A phantom image acquired at 120 kV with a 
CTDIvol of 1.7 mGy matched to that at 100Sn. Note the 
much lower noise level at 100Sn than at 120 kV. (Reprinted 
with permission from Weber et al. [67])
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Fig. 3.9 Four different acquisition modes currently avail-
able for cardiac CT. (a) Retrospectively ECG-gated heli-
cal scan. (b) Prospectively ECG-triggered step-and-shoot 

axial scan. (c) Prospectively triggered axial scan with a 
wide detector. (d) Prospectively triggered helical scan 
with a fast pitch mode

become feasible in recent years after more pow-
erful x-ray tubes become available. Figure 3.8b, 
c shows two images acquired at the same radia-
tion dose, with Sn and without Sn. Much reduced 
noise can be observed on image acquired with the 
Sn filter [67].

 Electrocardiogram (ECG)-Gated 
Cardiac Scan

Cardiac CT requires both a high temporal reso-
lution to “freeze” the heart motion and a high 
spatial resolution to detect defects in small arter-
ies. Since the temporal resolution is associated 
with the time duration of the data for image 
reconstruction, images in cardiac CT are usually 
reconstructed using half-scan data in order to 
achieve the highest possible temporal resolution 
[30]. With half-scan reconstruction, the temporal 
resolution is roughly half of the rotation time for 

a single-source CT scanner and quarter of the 
rotation time for a dual-source CT scanner [16, 
39]. In addition, to reconstruct images at specific 
phases of the cardiac cycle, the ECG signal of 
the patient is monitored or recorded during the 
scan. Four different acquisition techniques are 
currently available for cardiac CT (Fig. 3.9):

 1. Retrospectively ECG-gated helical scan
In this mode, x-rays are continuously on, 

while data are acquired in helical mode at a 
very slow pitch (~0.15 to 0.3). The slow heli-
cal pitch is to make sure that there is no gap in 
the data used for image reconstruction in two 
contiguous cardiac cycles. The helical pitch is 
determined based on the heart rate to avoid 
anatomical discontinuities [44]. After data 
acquisition, images at specific phases are 
reconstructed. Because of the slow helical 
pitch and the continuously on x-rays, this scan 
mode is usually at higher dose than a regular 
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helical scan. To reduce radiation dose in this 
mode, ECG-gated tube current modulation or 
ECG pulsing was introduced, which uses a 
low tube current (e.g., 4–20% of the full tube 
current) during cardiac phases that are not of 
primary interest [28, 68].

 2. Prospectively ECG-triggered step-and-shoot 
axial scan

In this scan mode, the scanner monitors the 
ECG signal from the patient, waiting for the 
right phase to turn on the x-ray beam and per-
form an axial scan. After each scan, the x-ray 
beam is turned off, and the patient is trans-
lated to the next location to perform another 
scan until the whole heart is covered. Since 
x-rays are only on at predefined phases of the 
cardiac cycle, the dose efficiency of this scan 
mode is higher than the retrospectively ECG- 
gated helical scan [53, 58]. Multiple phases 
can be acquired in this scan mode by extend-
ing the axial scan duration at each cardiac 
cycle.

 3. Prospectively triggered axial scan with a wide 
detector

When the detector is wide enough (e.g., 
16 cm), the whole heart can be covered within 
one axial scan and one heart cycle [6, 12, 23, 
51]. This scan mode provides uniform timing 

for the whole heart, which resolves an impor-
tant issue that is commonly seen in the above 
two scan modes, i.e., gaps and distortions 
between adjacent volumes caused by inconsis-
tent timing of different cardiac cycles. In this 
scan mode, multiple phases can be acquired 
within one cardiac cycle and the tube current 
can be modulated in between the desired phases 
to further reduce radiation dose (Fig. 3.10).

 4. Prospectively triggered helical scan with a fast 
pitch mode

This scan mode is enabled by the dual-
source fast pitch mode. In this mode, a very 
fast helical scan for a pre-determined phase 
is triggered by the ECG signal to cover the 
whole heart within one cardiac cycle [1]. On 
the Flash dual-source scanner, with 3.8  cm 
detector coverage and a pitch of 3.4, the heart 
can be covered within 250 ms. On the Force 
dual-source scanner, the time is reduced to 
170  ms. The dose efficiency of this scan 
mode is just like that in a regular helical scan. 
One major limitation of this scan mode is 
that multiphase volumes cannot be recon-
structed. In addition, the heart rate needs to 
be low and regular.
Table 3.1 summarizes the advantages and limi-

tations of the four ECG-gated cardiac scan modes.

Multi-phases with 
ability to modulate mA 

Coronary analysis

Systolic-45% Diastolic-45%

Fig. 3.10 With a wide-detector axial scan, multiple phases of the heart can be acquired within one cardiac cycle, with 
the tube current modulated at different phases to save radiation dose. (Courtesy Dr. Jiang Hsieh and GE Healthcare)
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 Dual-Energy CT

The concept of material decomposition in dual- 
energy CT (DECT) was originally proposed 
by Alvarez and Macovski in 1976 [3]. In the diag-
nostic x-ray energy range, the linear attenuation 
coefficient of a material can be decomposed into 
two linearly independent components: photon 
electric and Compton interactions. By perform-
ing material decomposition using DECT, one can 
obtain material-specific information and virtual 
monochromatic images. Currently there are five 

different scanner platforms commercially available 
to perform DECT (Fig.  3.11a–e). These include 
slow kV switching, mainly used in low- end scan-
ners; fast kV switching, collecting dual- energy data 
by quickly switching between low and high kV dur-
ing one scan [21]; dual-layer detector, collecting 
low energy data with the upper layer of the detec-
tor and higher energy data with the bottom layer 
of the detector [8, 49];and dual x-ray source, one 
tube for low kV and the other tube for high kV [16, 
45]. Relatively recently, one of the manufacturers 
also implemented a twin-beam technique, which 
acquires dual-energy data on a single-source scan-
ner with a split filter in front of the x-ray beam [2, 
52]. Many novel applications of DECT have been 
developed, and some of them have been routinely 
used in clinical practice, including virtual mono-
chromatic imaging, virtual non-contrast imaging, 
automatic bone removal, iodine quantification, 
kidney stone characterization, and gout diagnosis 
[20, 29, 38, 47, 54, 59, 63].

 Multi-energy CT

Recently there have been tremendous efforts to 
develop techniques that can acquire more than 
two x-ray spectra and perform multi-energy CT 
(MECT). MECT has a great potential to enable 
multi-contrast agent imaging or multi-material 
decomposition, which may be used to either 
reduce radiation dose or improve clinical diagno-
sis. One example is to acquire both the late arterial 
and portal venous phases of the liver in one single 
MECT scan by imaging gadolinium and iodine 
simultaneously, which are reported to potentially 
reduce radiation dose [43, 60]. Another example 
is to image iodine and bismuth simultaneously 
using one single MECT scan to separate the 
lumen and wall of the bowel so that the diagnosis 
of tumor in bowel wall and luminal filling defects 
can be improved [41, 48]. Many other applica-
tions of multi-contrast agents or multi-material 
decomposition have been explored [4, 10, 11, 40].

Energy-resolved photon-counting detector- 
based CT (PCD-CT) is the most popular platform 
for MECT [31, 62, 76]. Different from energy 
integrating detectors, where the x-ray photons are 

Table 3.1 The advantages and limitations of the four 
ECG-gated cardiac scan modes

Cardiac scan 
mode Advantages Limitations
Retrospectively 
ECG-gated 
helical scan

Multiphase 
reconstruction is 
built in

Dose higher 
than regular 
mode

Allow ECG 
editing to 
identify best 
phase

Displacement 
artifacts if pitch 
is higher than 
appropriate

Stable with 
arrhythmic beat

Prospectively 
ECG-triggered 
axial step-and- 
shoot scan

Multiphase 
acquisition is 
possible

Heart rate 
needs to be low 
and regular

Dose efficiency 
higher than 
retrospective 
helical mode

Prospectively 
ECG-triggered 
axial scan with 
wide detector

One heart beat Heart rate 
needs to be low

Same phase 
across heart

More scattering 
and cone-beam 
artifactsMultiphase 

acquisition is 
possible
High dose 
efficiency

Prospectively 
ECG-triggered 
fast-pitch helical 
scan

One heart beat Heart rate 
needs to be low 
and regular

Similar phase 
across heart 
(from top to 
bottom between 
170 and 250 
milliseconds)

No multiphase 
reconstruction

High dose 
efficiency

Limited 
radiation dose 
output capacity
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converted to light which is then integrated by pho-
todiodes, PCD counts each photon and resolves 
its energy using pulse height discriminators. 
Because of this detection mechanism, PCD has 
many potential advantages, including improved 
signal-to-noise ratio and dose efficiency due to 
optimal energy weighting; improved low-dose 
performance because of the reduced electronic 
noise; improved spatial resolution because of 
small pixel size; and the potential to perform 
MECT by acquiring multiple energy thresholds. 
See Chap. 14 for more details on PCD. Currently, 
there are many ongoing projects trying to develop 
whole-body PCD-CT systems [38, 69]. Some 
prototypes have already been tested in patient 
exams [34, 46] (Fig. 3.11f).

Current PCD-CT systems are not without 
limitations. The most significant one is spectral 

distortion caused by non-ideal photon-counting 
processes, including pulse pileup and many x-ray 
intensity-independent factors such as charge shar-
ing, K-escape, and Compton scattering [62]. As a 
result, no obvious advantages have been shown 
in comparison to traditional energy integrating 
detector (EID)-based DECT for the same mate-
rial-decomposition tasks [14]. Much research is 
ongoing to improve the PCD technology.

Besides PCD-CT, many other techniques have 
also been proposed to perform MECT based on 
traditional EID-based CT scanners. One tech-
nique is dual-source MECT with split filter [75]. 
This strategy is based on split-filter DECT tech-
nique discussed above [2, 52], which can acquire 
dual-energy data in a helical scan. When the split 
filter is applied to one or both x-ray sources on 
a dual-source scanner, one can acquire three or 

Fig. 3.11 Six different scanner techniques to perform 
dual-energy and multi-energy CT. (a) Slow kV switching 
at either axial or spiral mode. (b) Fast kV switching, col-
lecting dual-energy data by quickly switching between 
low and high kV. (c) Twin-beam configuration, collecting 
dual-energy data on a single-source CT with an added 
split filter in front of the x-ray beam. (d) Dual-layer detec-

tor, collecting low energy data with the upper layer of the 
detector and higher energy data with the bottom layer of 
the detector. (e) Dual x-ray source, one tube for low 
energy data and the other tube for high energy data. (f) 
Photon-counting detector, counting each photon and 
resolving its energy to acquire multi-spectral CT data
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Fig. 3.12 Multi-energy CT using a dual-source CT scan-
ner with added split filters. (a) A split filter is added to one 
of the x-ray sources to acquire three x-ray spectra nearly 

simultaneously. (b) Three x-ray spectra from the triple- 
beam configuration. (Reprinted with permission from Yu 
et al. [75])
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Fig. 3.13 Spatial-spectral filter added to one single x-ray 
source to enable multi-energy data acquisition on energy- 
integrating detector CT scanners. (a) Illustration of the 
spatial-spectral K-edge filters to generate spectrally 

shaped beamlets. (b) Spectra before and after the K-edge 
filters. (Courtesy Dr. J. Webster Stayman, Johns Hopkins 
University)

four x-ray spectrum measurements nearly simul-
taneously (Fig. 3.12). Another technique involves 
spatial modulation of the x-ray beam using a 
repeating pattern of filter materials, which allows 
for collection of many different spectral channels 
within one scan [57, 65] (Fig. 3.13).

 Dynamic Bowtie Filter

The goal of a traditional bowtie filter is to adapt 
x-ray intensity to patient attenuation levels 
within one projection so that radiation dose can 
be reduced. The typical bowtie shape is due to 
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the assumption that patient body shape has high 
attenuation in the center and low attenuation in 
the peripheral regions. However, patient attenua-
tion varies quite significantly within each projec-
tion view, from view to view, and from patient to 
patient. The fixed shape bowtie filter (or at most 
a few shapes for different body size and regions) 
can rarely adapt well for the attenuation varia-
tion of the patient. Multiple techniques have been 
proposed to implement a dynamic bowtie filter 
so that the x-ray intensity can be fully adapted to 
patient attenuation for each projection view [25, 
26, 36, 61].

One of the designs involves a set of triangu-
lar wedges, each wedge independently moved 
to produce a piecewise-linear attenuation profile 
based on the specific attenuation level along each 
ray path [25]. Another design involved the use of 
two sets of multiple aperture device (MAD) [18, 
35, 36]. By shifting the MAD relative to each 
other, a large variety of fluence profiles can be 
generated (Fig. 3.14).

 Conclusion

The current mainstream clinical MDCT scanners 
employ the third-generation geometry to acquire 
CT data. Major advances in x-ray source and 
detector technology have been made, and many 
innovative CT acquisition techniques have been 
developed during the past decades, which dra-
matically improve volume coverage speed, spa-
tial resolution, temporal resolution, and radiation 

dose efficiency. As a result of these advances, 
numerous novel clinical applications have 
become possible to provide enhanced diagnostic 
information for CT patients.
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 Introduction

Since the introduction of computed tomography, 
analytic reconstruction algorithms have been the 
mainstay for methods used to produce images 
from the measured projection data. While the 
original EMI scanner used an iterative algorithm 
[1] and a great deal of research was conducted on 
such methods [2], analytical methods, and spe-
cifically filtered backprojection [3], were adopted 
into all commercial systems, largely because of 
their computational efficiency. In this chapter, we 
deal with more recent advances in image recon-
struction, including iterative reconstruction and 
methods for noise reduction. These have been 
helpful in facilitating the reduction of radiation 
dose in CT.

Mathematical problems include two classes, 
“forward” and “inverse” problems. With respect 
to the relationship between the projection data 
and image (or object) in computed tomogra-
phy, converting a description of the object to the 
measured projection data is a forward problem. 
Suppose we are given full knowledge of the 
object and are asked what are the ray measure-
ments through that object? We know how x-rays 

propagate through materials. In principle, we 
know many things about our system, including 
the x-ray spectrum, focal spot distribution, and 
the response of detector. With this information, 
we can calculate any sample in the raw data. 
This is an example of a forward problem, often 
called forward projection in the CT literature. 
Reconstruction is an inverse problem. We are 
given raw data (ray measurements) and are asked 
what is the object that produced these data? As 
mentioned earlier, for many decades, the main-
stay of image reconstruction has been analytic 
reconstruction methods. In these, we can write 
down a formula for the relationship between 
the reconstructed object and the measured data; 
the best example for this analytic reconstruction 
approach is filtered backprojection [3].

Analytical reconstruction methods are com-
putationally very efficient because each raw 
data point is generally touched only once. The 
amount of computation needed to go from the 
measured data to the reconstructed image is quite 
reasonable. An additional property of the analytic 
reconstruction methods for conventional CT is 
that they are “exact.” This means that when the 
measured data are perfect and noiseless, the raw 
data and the resulting image will be perfectly con-
sistent with each other. The problem with analyti-
cal reconstruction is that if the measured data are 
not perfect, as it is often the case, the image may 
not be ideal; we might be able to obtain a better 
image with a different approach.
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 Iterative Reconstruction

An alternative to analytical reconstruction meth-
ods is iterative reconstruction. The process starts 
with a guess of the object. With this estimate of 
the object and the forward model, we can generate 
the projections that would have been measured 
if the estimate of the object is correct. Example 
starting guesses are a perfectly transparent object 
(zero attenuation coefficient throughout) and a 
round water object. We then compare the projec-
tions that would have been measured if the object 
estimate was correct (our synthetic projections) 
with the actual projections that were obtained 
by the scanner. In general, they will not agree, 
and we update the guess of the object based on 
the difference between the synthetic and actual 
projections. This becomes our new estimate of 
the object, and we apply the forward model to 
generate a new set of synthetic projections. This 
process continues until, hopefully, it converges 
and we obtain an estimate of the object (a recon-
structed image) whose synthetic projections 
agree with the actual projections. This is shown 
graphically in Fig. 4.1.

The advantage of this approach using a for-
ward model is that it can include as much of the 
physics of the scanner as desired. Further, the 
synthetic raw data will contain the effects of 
the physical processes included in the model, so 
that when an image is produced using this for-
ward model, it will be intrinsically corrected for 
those effects. For example, if the real scanner 
has a polyenergetic x-ray beam but the forward 

model assumes the source is monoenergetic, the 
image will have beam-hardening artifacts. On the 
other hand, if the forward model includes poly-
energetic effects with a spectrum that matches 
that of the scanner, the image will automatically 
be corrected for beam hardening. Similarly, if 
the forward model includes scatter in the object, 
the image will be corrected for this process. The 
model can be made as realistic and as compli-
cated as we would like. If it includes the focal 
spot distribution, the real detector cell size and 
response (e.g., nonlinearity or other imperfec-
tions), and finite size voxels, the image will be 
compensated for blurring or artifacts caused by 
them. The actual ray paths (e.g., helical scans and 
divergent beams) and even knowledge that some 
data are missing can be included in the recon-
struction. Indeed, the model can include object 
motion if it is known. The forward model would 
then generate synthetic data that reflect what 
would be measured if in fact all of these assump-
tions about the system are correct, and because 
of the way in which the iterative reconstruction 
method attempts to produce an image consistent 
with the data (and its imperfections), the image 
will be corrected for the imperfections included 
in the model [4].

When the real measured data and the synthetic 
data generated from the estimated image do not 
agree, an additional aspect that can be included 
in iterative reconstruction is any knowledge we 
have about the precision or reliability of individ-
ual measurements. We may know that some mea-
surements may be more reliable than others, for 
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example, due to different quantum noise or other 
stochastic errors. Analytic reconstruction meth-
ods do not take measurement error into account, 
whereas iterative reconstruction methods can 
incorporate our knowledge of errors in raw data, 
including uncertainty. In general, the measure-
ment uncertainty is not uniform across the data 
set, as some measured rays will go through very 
thin or relatively transparent portions of the 
object and therefore have excellent statistics and 
be less noisy, whereas rays that go through bony 
regions or large soft tissue paths may have far 
fewer transmitted photons and therefore be much 
noisier. Analytic reconstruction methods treat all 
the rays as being equally accurate, but the itera-
tive reconstruction method can incorporate our 
knowledge of these measurement errors. For 
example, we can pose the reconstruction problem 
as finding the object that is “most likely” to have 
produced the measured data. Of all of the pos-
sible objects that might have produced the data, 
we choose the one that is most likely to have 
produced it, and in this most likely estimation, 
we can include measurement errors and physi-
cal imperfections that may cause some measure-
ments to be less reliable than others.

The problem with this – even though it is very 
elegant and convenient  – is that if we actually 
try to use it and generate the object most likely 
to have produced the data while incorporating 
our knowledge about our system imperfections, 
in general it will not converge to a stable answer. 
The reconstruction process tends to amplify noise, 
so we have to get this instability under control. 
We accomplish this with a regularizer that can 
incorporate prior knowledge or image preference 
into the reconstruction process. Some aspects we 
may know about our objects are real physical con-
straints, e.g., we know density cannot be negative 
or larger than some value. The reconstruction 
process can then be constrained to force the map 
of linear attenuation coefficient be non-negative 
and less than or equal to the known maximum. 
In this way, we now try to find the object most 
likely to have produced the measured data given 
other things that we may know about our objects. 
These kinds of prior knowledge constraints can 
be useful, but in general they are insufficient to 

stabilize the reconstruction problem. More com-
monly, we bring other constraints that are some-
times called prior “knowledge” but in reality are 
preferences. One of them is to promote image 
smoothness  – we prefer images where adjacent 
pixels have similar attenuation. We can put this 
constraint into the optimization problem, and this 
regularizer promotes smoothness. It is important 
to be realistic about the fact that the regularizer is 
bringing our own prior bias into the reconstruc-
tion problem. The statement that adjacent pixels 
should have similar values will certainly reduce 
the noise level, but it may not in fact be true, in 
which case the image may not accurately repre-
sent the object.

One way in which we bring in the regularizer is 
to minimize a quantity that has two components:

( ) ( )argminˆ b= + ×xx D x R x

We seek to find a reconstruction x̂  that mini-
mizes the sum of (1) a data-matching term D(x) 
which tries to find an object whose forward 
projections agree with our measured data and 
can incorporate measurement uncertainty and 
(2) a second term which is the regularizer. For 
example, this could be a scalar constant β times 
the result of an analysis of the difference of adja-
cent pixels, R(x). As mentioned above, the data- 
matching term, sometimes called the data-fidelity 
term, can incorporate our knowledge of statisti-
cal uncertainties, such as a log-likelihood model 
of the Poisson statistics of transmitted photons. A 
more sophisticated model may also incorporate 
electronic noise of the detectors or noise from 
scattered photons [5]. The log-likelihood model 
is sometimes approximated by a Gaussian model 
of the line integrals (i.e., after log normalization), 
simplifying the data-matching term to a weighted 
least squares approximation, D x y Ax

W( ) = - 2
, 

where y is the measured line integral, A is the for-
ward model, x is an estimate of the object, and 
weights W are inversely related to the statisti-
cal uncertainty of the line integrals. Combined 
with the regularizer, this becomes a penalized 
weighted least squares (PWLS) problem [6]. 
While we generally have an accurate forward 
model A, it is difficult to directly invert the model 
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due to the size of the inverse matrix, and thus it 
is difficult to solve the optimization problem 
directly. Instead, iterative methods are used to 
progressively improve the reconstruction and get 
closer to the solution.

The parameter β is very important in the 
appearance of the image. If β is very small, we 
are not letting the regularizer affect the image 
very much, and the image might be quite noisy, as 
shown in Fig. 4.2. If the regularizer parameter is 
too large, then the resulting image will be overly 
smooth. An intermediate parameter may be the 
one that produces images that we like best, akin 
to the choice that Goldilocks needed to make.

As shown in Fig. 4.2, the regularizer tends to 
smooth the image and blur edges. This is much 
like an analytical reconstruction with a softer 
reconstruction kernel, but iterative reconstruc-
tion can proceed quite a bit differently. It can act 
differently in different areas of the image. For 
example, when two nearby pixels are very dif-
ferent, the algorithm could allow it because it 
could represent a real edge. Thus, if the differ-
ence between adjacent pixels is much larger than 
would be explained by statistical uncertainty, 

we treat it as being real, whereas if the differ-
ence is easily explained by statistical uncertainty, 
we might treat it as noise and suppress it. This 
approach is called an edge-preserving regularizer 
because it will smooth the image and suppress 
noise except at regions that we have, through 
our processing, determined are likely to be real 
edges. We compare local pixel differences to the 
expected noise level. If the difference between 
adjacent pixels is low, we suppress that differ-
ence by smoothing the image in those regions. If 
the difference between adjacent pixels is larger 
and we believe they are true edges, we leave it 
intact. For intermediate differences, the regular-
izer will do something intermediate (e.g., lightly 
smooth).

While this kind of edge-preserving smooth-
ing makes logical sense, it will tend to make 
images whose texture can be rather strange, an 
appearance sometimes called “salt-and-pepper” 
in which isolated black pixels or white pixels that 
are very much different than adjacent ones are 
preserved among otherwise gray areas. Another 
tendency of edge-preserving regularizers is to 
produce images with noise texture significantly 

Fig. 4.2 Effect of regularization strength β. (Courtesy of Kevin M. Brown, Philips Healthcare)
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different from that of FBP [6]. Often, human 
observers tend to not like this noise texture, 
shown in Fig.  4.3. More sophisticated regular-
izers can avoid this behavior. Many kinds of 
regularizers can be used, and different iterative 
reconstruction implementations may use differ-
ent ones. A complete review of regularizers can 
be found in [7].

 Examples

Edge-preserving smoothing can be quite effec-
tive to improve the appearance of clinical images. 
Figure 4.4 shows a conventional analytic recon-
struction of an abdominal section with a particu-
lar reconstruction kernel that produced an image 
with a pixel standard deviation in the liver of 
53 HU.  This analytical reconstruction image is 
compared to two other images. One is simply a 
conventional analytical reconstruction using a 
softer kernel that reduces the noise level to 21 
HU. The other is an iterative reconstruction with 
five iterations that also has a pixel noise level of 
21 HU. While the iterative reconstruction and the 
image made with the soft kernel both have the 
same noise level, we see the noise texture is quite 
different. Difference images between each of the 
two lower noise images minus the original one 
show noise in the region of the liver, indicating 
that each has achieved some noise suppression. 

However, the difference between the two ana-
lytical reconstructions has large values at strong 
edges in the object (e.g., the skin surface), indi-
cating smoothing of these edges, while the dif-
ference between the iterative reconstruction and 
the original analytical reconstruction has noise, 
but much lower values at the edges, indicating 
that the edges were preserved. Thus, the edge- 
preserving regularizer in the iterative reconstruc-
tion changed the noise level in the liver but did 
not smooth the edges at the skin surface.

Figure 4.5 shows a similar example, compar-
ing a linear filtered backprojection reconstruction 
of a patient with an aortic stent with an iterative 
reconstruction of the same data. We see both a 
reduction in noise level and a sharpening of the 
high-contrast edges of the stent, demonstrating 
that we can simultaneously improve the visual-
ization of high-contrast edges while suppressing 
noise in areas with relatively uniform signal. It is 
important to keep in mind that these two different 
effects, noise reduction and edge sharpening, are 
happening in different areas, as shown in more 
detail below. Other artifacts, such as bloom-
ing and metal artifact, are also often reduced 
as a result of iterative reconstruction. Although 
iterative reconstruction is not a dedicated metal 
artifact reduction algorithm, it does show some 
robustness to metal artifacts by downweighting 
the rays that pass through metal and carry little 
useful information.

Fig. 4.3 Comparison of images computed with a range of iterative reconstruction parameters [6]. Note the isolated 
black dots in the lower right panel
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Fig. 4.4 Abdominal scan reconstructed with FBP, IR, and FBP with a soft kernel. (Courtesy of Rainer Raupach, 
Siemens Healthineers)

FBP MBIR

Fig. 4.5 Aortic stent, reconstructed with FBP (left) and model-based iterative reconstruction (right). (Courtesy of Jiang 
Hsieh, GE Healthcare)
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We need to keep in mind that the regularizer 
can introduce nonlinearities, non-stationarity, 
and also bias. In a linear system, if we multiply 
the input by a constant, the output scales by the 
same constant. A corollary is that spatial reso-
lution (e.g., as reflected by the point spread or 
modulation transfer functions) does not depend 
on the local signal difference. By contrast, if 
the behavior of the algorithm depends on local 
signal differences, it reflects nonlinearity. The 
edge-preserving regularizer, which preserves dif-
ferences between adjacent pixels when they are 
large but suppresses them when they are small, 
is a canonical example of nonlinearity. A system 
is non-stationary if the behavior is different in 
different areas. The edge-preserving regularizer 
makes the system non-stationary, with the noise 
level and the spatial resolution being different in 

different parts of the image. Lastly, the regularizer 
can introduce bias if we build into it our own pref-
erence for what the image should look like, such 
as forcing the image to be smooth in areas that do 
not have strong edges. This property (increased 
smoothness when there are no strong edges) may 
not be true, yet the output of the iterative recon-
struction may have this behavior. It is merely our 
preference (or bias), and the image produced will 
reflect our preference and be in agreement with 
our prior bias of what the image should look like.

Another example of edge-preserving smooth-
ing is shown in Fig.  4.6, which shows a linear 
analytical reconstruction (FBP) of a scan of 
jar of jelly beans. Also shown is the difference 
between two independent images (two scans) of 
the same object. The difference shows only noise 
(which is somewhat higher in the center than at 

FBP

MBIR

Fig. 4.6 The left column shows reconstructed images of 
a jelly bean phantom, with filtered backprojection (FBP, 
top) and model-based iterative reconstruction (MBIR, 

bottom). The right image shows the difference of two 
scans, illustrating the noise in the reconstructed images. 
(Courtesy of Guang-Hong Chen, University of Wisconsin)
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the edges due to nonuniform statistics) with no 
structure from the jar, the jelly beans, or the scan-
ner table. By contrast, when the same data are 
reconstructed with an iterative algorithm that 
has edge- preserving smoothing, the difference 
between two images has much lower noise in all 
regions with uniform signal (e.g., the interior of 
the jelly beans) but very high noise in regions 
corresponding to edges in the original images. 
The edge- preserving smoothing did not reduce 
the noise level or the differences between adja-
cent pixels in these edge regions. It preserves the 
edges, but it also maintains the high noise level 
in those local regions, whereas inside the jelly 
beans or inside uniform parts of the phantom, the 
noise is suppressed. This is an example of both 
nonlinearity and non-stationarity.

It is important to keep in mind that the regu-
larizer and these iterative reconstruction methods 
are operating in three dimensions, i.e., not only 
the in-plane dimensions that can be appreciated 
in 2D images but also the slice direction. The 
noise reduction it can achieve can take advan-
tage of the third dimension, but it will introduce 
correlations among neighboring pixel values and 
local smoothing that may be hard to perceive in 
2D images. The correlations can be probed by 
analyzing the noise in volumetric images (stack 
of slices). Figure  4.7 compares the noise cova-
riance in the slice direction of conventional and 

iterative reconstructions of a scan of a uniform 
water phantom. In these displays, the two axes 
are positions in the slice direction with increas-
ing values to the right and down, and the color 
portrays the covariance. If the slices are inde-
pendent, the covariance display would contain 
non-zero values only along the diagonal, with an 
amplitude equal to the pixel variance. As can be 
seen, while the noise in any particular slice (i.e., 
as represented by the diagonal elements) is lower 
for iterative reconstruction than filtered backpro-
jection, the correlations in the slice direction (i.e., 
the off-diagonal elements) are relatively larger in 
the iterative reconstruction. While the iterative 
reconstruction has lower absolute covariance, 
it extends over a wider region, indicating that 
the method is smoothing in the slice direction. 
This means that in regions of low contrast (with 
no strong edges to trigger edge preservation), 
the slices are effectively thicker than in regions 
where the reconstruction method has detected 
edges. This is exactly the same as what we saw 
earlier with the jelly bean phantom but operat-
ing in the slice direction. It is clear that part of 
the noise reduction in iterative reconstructions 
comes from (local) smoothing in the slice direc-
tion. This approach was used to study iterative 
reconstruction methods from two different CT 
system vendors and found that the amount of 
variance reduction from blurring in the slice 
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direction can be quite different among these vari-
ous methods. It also found that slice-direction 
smoothing is responsible for a significant amount 
of the noise reduction from the advanced recon-
struction methods [8].

The ability of iterative reconstruction meth-
ods to model the physics of the system and to 
include our knowledge of its imperfections 
can be very powerful for artifact reduction. 
Figure  4.8 shows images of a phantom that 
contains two dense rods and a central region 
with low-contrast features. Beam hardening 
and photon starvation can produce artifacts in 
conventional reconstructions, such as the dark 
band in the region of the FBP image connect-
ing the two dense rods. Iterative reconstruction 
can build in knowledge of the data statistics as 
well as spectral effects, allowing suppression of 
the artifact and reducing the image noise level 
to make the low-contrast features to be seen 
much more easily [9]. While this example is 
of a phantom, such benefits are readily seen in 
scans of the shoulder and pelvic regions, which 
have relatively thick bone cross sections (i.e., 
beam hardening) and large lateral width (i.e., 
photon starvation), and traditionally often suf-
fer from streak artifacts in images produced by 
analytical reconstruction.

Figure 4.9 shows the ability of iterative recon-
struction to include cone-beam effects. In this 
example, the conventional reconstruction of sim-

ulated cone-beam CT data has artifacts coming 
from beam divergence in the slice direction that 
is not perfectly handled by the analytic recon-
struction method. The iterative reconstruction 
method can include knowledge of the geometry 
and in some cases generate significant artifact 
reduction. In this example, only two iterations 
were needed.

As discussed previously, when data for a 3D 
volume are available, iterative reconstruction 
can include the third dimension for purposes of 
noise reduction. In an extension of this, when 
the images are dynamic, the time dimension can 
also be included to further improve image quality 
[10]. Further, when motion is present and a model 
of the motion is available, it can be included 
in the iterative reconstruction model [11]. The 
method can reduce artifacts and noise at the same 
time, producing a much more pleasing image, as 
shown in Fig. 4.10.

 Statistical Reconstruction

The iterative reconstruction methods described 
above that model all the physics can be very 
powerful. They iterate repeatedly between the 
raw data and the image domains, and they can 
include statistical uncertainty, system physics, 
and prior knowledge and can reduce noise as 
well as artifacts. The main disadvantage is that 

FBP MBIR

Fig. 4.8 Phantom with dense rods that lead to beam hardening and photon starvation. IR is able to reduce noise and 
improve visibility of the central object. (Courtesy of Jiang Hsieh, GE Healthcare. Adapted from [9])
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Fig. 4.10 Cardiac CT. 
Example of iterative 
reconstruction with 
built-in motion artifact 
correction. (Courtesy of 
Herbert Bruder, Siemens 
Healthineers)
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Fig. 4.9 Simulation of a digital phantom. (Courtesy of Karl Stierstorfer, Siemens Healthineers)
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they are computationally expensive. The amount 
of computation is much higher than with analyti-
cal reconstruction methods; therefore the itera-
tive reconstruction time is much higher. Early 
releases of iterative reconstruction took upwards 
of 1 h to reconstruct a scan. While advances in 
computational hardware, including general-pur-
pose graphics processing units (GPUs), have led 
to shorter reconstruction times [12], it is still a 
concern for clinical workflow.

This leads to the question of what other 
alternatives we might consider. If our need is 
to  correct for artifacts caused by system phys-
ics, the iterative reconstruction formalism is 
often the best solution to that problem, but if 
one is only trying to reduce image noise caused 
by statistical uncertainty, it is possible to gain 
significant benefits with much simpler algo-
rithms. We can choose to apply noise reduc-
tion with edge preservation either in the image 
domain or in the raw data domain or perhaps a 
mixture of the two. This approach is an exam-
ple of the third kind of image reconstruction, 
sometimes called statistical reconstruction. 
These are algorithms that take into account the 
known uncertainty in the measured data and 
in the image domain, but do not necessarily 
incorporate much or any of the physics of the 
CT system. Because of the simpler nature of 
these algorithms, they can be much faster than 

full iterative reconstruction but usually a bit 
slower than a simple analytical reconstruction 
method. We therefore have families of recon-
struction methods with filtered backprojection 
being an example of an analytical reconstruc-
tion method, full iterative reconstruction meth-
ods that model all of the physics and all of the 
objects, and statistical reconstruction methods 
that are intermediate both in their sophisti-
cation and also in the reconstruction time. 
Figure  4.11 shows examples of these various 
kinds of reconstruction methods and their abil-
ity to improve image appearance [13].

Figure 4.12 shows the range of the advanced 
reconstruction methods available from vari-
ous vendors and where they fall in the spectrum 
between iterative reconstruction that models all 
the physics and rather faster statistical recon-
struction methods that operate in one or the other 
domain in order to improve image appearance.

 Image Quality Metrics

The images produced by these advanced nonlinear 
reconstruction methods have some unusual proper-
ties. With standard analytical reconstruction meth-
ods, we expect the image noise standard deviation 
to drop as the inverse of the square root of the dose 
from the known relationship between noise and the 

FBP ASiR 50% ASiR-V 50% Veo

Fig. 4.11 Different reconstruction methods applied to 
the same acquisition, from left to right, FBP, statistical, 
and iterative reconstructions (CTDIvol = 1.4 mGy, DLP = 

61.8 mGy-cm, effective dose = 0.93 mSv) [13]. (Courtesy 
of Jiang Hsieh, GE Healthcare)
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number of detected photons. Iterative and statisti-
cal reconstruction methods can use the knowledge 
of the statistics of the measurement to suppress 
the noise more when the statistics are poor and 
less when the statistics are quite sufficient, so the 
relationship between image standard deviation and 
dose (or the tube current-time product, mAs) of the 
scan may no longer follow the expected relation-
ship, as shown in Fig. 4.13 (left). Noise was mea-
sured in abdominal CT scans. The behavior of the 
model-based image reconstruction is quite strik-
ing, with image noise being almost independent of 
x-ray tube current. This does not necessarily mean 
that the image quality (evaluated by radiologists) 
is also independent of dose or tube current. As 
shown in Fig. 4.13 (right), image quality rises with 
increasing tube current for all the methods [14]. 
When we apply the noise reduction in our itera-
tive reconstruction, the noise standard deviation 
is reduced, but the image quality does not reflect 
the lower standard deviation in the way that we 
are used to in a conventional analytical reconstruc-
tions that are linear and (relatively) stationary. The 
impact of this is that pixel standard deviation is no 
longer a good predictor of image quality.

With traditional analytical reconstruction, we 
expect image standard deviation to be predictive 
of image quality, and we know how to trade off 
dose and image noise. Users should be careful 

inferring image quality and the potential for dose 
reduction from the noise reduction achieved by 
iterative reconstruction. For example, if iterative 
reconstruction reduces the noise variance by a 
factor of 2 compared to FBP, it may not follow 
that the dose can be reduced by a factor of 2 and 
that image quality would be comparable to the 
full-dose FBP. However, to the extent that itera-
tive reconstruction improves subjective image 
quality, the image quality improvement can 
be traded off for dose reduction. Typically, the 
extent to which iterative reconstruction is used 
for image quality improvement vs dose reduction 
depends on the clinical application and is gener-
ally somewhere in between, where gains in both 
are achieved. It is also important to use iterative 
reconstruction in conjunction with other dose 
reduction methods, such as patient size-specific 
tube voltage and tube current modulation.

Another unusual property of these advanced 
reconstruction methods is that the spatial resolu-
tion depends on the contrast. The sharpness of the 
edge of an object will depend on the signal differ-
ence across the edge. Again, this is a direct result of 
the edge-preserving smoothing. When we have a 
structure with very high contrast, the algorithm will 
retain a sharp edge in that region. At the opposite 
extreme, when the contrast or change in attenua-
tion is very low, it may not trigger edge preserva-

Edge-preserving noise
reduction (in one

domain)

Iterative recon 
including model of data 

statistics 

Iterative recon 
modeling statistics

and physics

GE

Philips

Siemens

Canon

ASIR-VASIR Veo

IMRiDose4

IRIS ADMIRESAFIRE

AIDR 3D
QDS/
BOOST FIRST

Fig. 4.12 Vendor reconstruction method names and their approaches
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tion. The real object edge could be quite sharp, but 
the algorithm may treat this as a region without 
edges where noise reduction should be applied. 
This will smooth the edge and cause spatial reso-
lution to depend on image contrast. This effect is 
shown in Fig. 4.14 [15]. These two properties – that 
the sharpness of a high-contrast edge does not pre-
dict sharpness elsewhere and that the dependence 

of noise level on dose is different from what we are 
used to – mean that our usual predictors of image 
quality, modulation transfer function (MTF) and 
pixel standard deviations (or even noise texture as 
measured by the noise power spectrum (NPS)), 
will have less general applicability and may need 
to be modified when used in characterizing modern 
CT systems (see Chap. 7).
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 Outlook

We expect image quality to continue improv-
ing with advances in modeling of physics and 
statistics. However, a new paradigm is begin-
ning to appear in CT reconstruction, bringing 
artificial intelligence (AI) to reconstruction [16]. 
Recently, powerful new methods in AI have been 
enabled by availability of new software tools 
(e.g., open- source software such as TensorFlow 
or PyTorch), computationally efficient meth-
ods (deep convolutional neural networks), and 
hardware (GPUs). Thus far, most methods have 
incorporated AI as a way to denoise the recon-
structed image, much like the regularizer in 
iterative reconstruction. One approach could be 
to train an AI model to generate high-dose FBP 
images from FBP of low-dose data. Another 
approach could be to produce images like itera-
tive reconstruction images from an FBP recon-
struction. One could also incorporate AI into 
various steps of the reconstruction or even imag-
ine an AI model that directly maps projections 
to a reconstructed image. Vendors are beginning 
to announce and introduce AI-driven reconstruc-
tions [17, 18], and given the wave of interest 
in AI, we can expect more to follow. With the 
nonlinear and even less understood nature of AI, 
many of the same questions about image quality 
and behavior at low dose and low contrast will 
remain.

 Conclusions

Analytical reconstruction methods like filtered 
backprojection are linear, they are fast, and they 
give us an exact reconstruction when the projection 
data are perfect. The spatial resolution is indepen-
dent of contrast, and the standard deviation predicts 
image quality. We have seen a tremendous advance 
in statistical and iterative reconstruction methods, 
and they are being quickly adopted into clini-
cal practice. The trend is certain to continue. The 
impact of these methods is highest when the data 
quality is poor, for example, in low-dose scans, thin 
slices, or obese patients. They can help the image 
observer be more comfortable with dose reduction 

because of the ability to reduce the noise level of 
lower-dose acquisitions. There are large differ-
ences among reconstruction methods. Statistical 
 reconstruction methods are nonlinear, have edge-
preserving noise reduction, and can help in regions 
of photon starvation. Model-based iterative recon-
struction methods are also nonlinear. They are most 
effective for noise and artifact reduction but are 
rather slow. Hybrid methods, which are intermedi-
ate between them, are also available. Importantly, 
these nonlinear methods have contrast- dependent 
noise and resolution behavior and spatially depen-
dent slice thickness that should be taken into 
account when the images are interpreted. Their 
nonlinear behavior challenges the usual image 
quality metrics. New metrics are needed to allow 
us to predict image quality.

References

 1. Hounsfield GN. Computerized transverse axial scan-
ning (tomography): part 1. Description of system. Brit 
J Radiol. 1973;46:1016–22.

 2. Brooks RA, DiChiro G.  Theory of image recon-
struction in computed tomography. Radiology. 
1975;117:561–72.

 3. Kak AC, Slaney M. Principles of computerized tomo-
graphic imaging. New York: IEEE Press; 1988.

 4. Nuyts J, De Man B, Fessler JA, Zbijewski W, 
Beekman FJ.  Modelling the physics in the iterative 
reconstruction for transmission computed tomogra-
phy. Phys Med Biol. 2013;58(12):R63–96.

 5. Dang H, Stayman JW, Sisniega A, Xu J, Zbijewski 
W, Wang X, et al. Statistical reconstruction for cone- 
beam CT with a post-artifact-correction noise model: 
application to high-quality head imaging. Phys Med 
Biol. 2015;60(16):6153–75.

 6. Thibault JB, Sauer KD, Bouman CA, Hsieh J.  A 
three-dimensional statistical approach to improved 
image quality for multislice helical CT.  Med Phys. 
2007;34(11):4526–44.

 7. Zhang H, Zeng D, Zhang H, Wang J, Liang Z, Ma 
J. Applications of nonlocal means algorithm in low- 
dose X-ray CT image processing and reconstruction: 
a review. Med Phys. 2017;44:1168–85.

 8. Hsieh SS, Pelc NJ.  Limits to dose reduction from 
iterative reconstruction and the effect of through-slice 
blurring. Proc SPIE Med Imaging. 2016; 97831C.

 9. Chang Z, Zhang R, Thibault JB, Pal D, Fu L, 
Sauer K, Bouman C.  Modeling and pre-treatment 
of photon- starved CT data for iterative reconstruc-
tion. IEEE Trans Med Imaging. 2017;36(1):277–87. 
https://doi.org/10.1109/TMI.2016.2606338. Epub 
2016 Sep 7.

N. J. Pelc and A. Wang

https://doi.org/10.1109/TMI.2016.2606338


59

 10. Yuki H, Utsunomiya D, Funama Y, Tokuyasu S, 
Namimoto T, Hirai T, Itatani R, Katahira K, Oshima 
S, Yamashita Y.  Value of knowledge-based itera-
tive model reconstruction in low-kV 256-slice coro-
nary CT angiography. J Cardivasc Comput Tomogr. 
2014;4:115–23.

 11. Rohkohl C, Bruder H, Stierstorfer K, Flohr 
T. Improving best-phase image quality in cardiac CT 
by motion correction with MAM optimization. Med 
Phys. 2013;40:031901.

 12. Després P, Jia X.  A review of GPU-based medical 
image reconstruction. Phys Med. 2017;42:76–92.

 13. Hsieh J.  Computed tomography: principles, design, 
artifacts, and recent advances. 3rd ed. SPIE. 
Bellingham: Washington; 2015.

 14. Olcott EW, Shin LK, Sommer G, Chan I, Rosenberg 
J, Molvin FL, et  al. Model-based iterative recon-
struction compared to adaptive statistical iterative 

reconstruction and filtered back-projection in CT of 
the kidneys and the adjacent retroperitoneum. Acad 
Radiol. 2014;21(6):774–84.

 15. Fessler JA. http://web.eecs.umich.edu/~fessler/irt/irt/
example/edge_response_2d.m.

 16. Wang G, Ye JC, Mueller K, Fessler JA. Image recon-
struction is a new frontier of machine learning. IEEE 
Trans Med Imag. 2018;37(6):1289–96.

 17. Akagi M, Nakamura Y, Higaki T, Narita K, Honda Y, 
Zhou J, et al. Deep learning reconstruction improves 
image quality of abdominal ultra-high-resolution 
CT. Eur Radiol. 2019 (published online).

 18. FDA Clears GE’s Deep Learning Image 
Reconstruction Engine. Imaging Technology News. 
2019. Retrieved May 24, 2019, from https://www.
itnonline.com/content/fda-clears-ges-deep-learning-
image-reconstruction-engine.

4 CT Statistical and Iterative Reconstructions and Post Processing

http://web.eecs.umich.edu/~fessler/irt/irt/example/edge_response_2d.m
http://web.eecs.umich.edu/~fessler/irt/irt/example/edge_response_2d.m
https://www.itnonline.com/content/fda-clears-ges-deep-learning-image-reconstruction-engine
https://www.itnonline.com/content/fda-clears-ges-deep-learning-image-reconstruction-engine
https://www.itnonline.com/content/fda-clears-ges-deep-learning-image-reconstruction-engine


Part II

CT Performance



63© Springer Nature Switzerland AG 2020 
E. Samei, N. J. Pelc (eds.), Computed Tomography, https://doi.org/10.1007/978-3-030-26957-9_5

Dose and Risk  
Characterization in CT

Cameron Kofler, Edmond Olguin, Andres Abadia, 
and Wesley E. Bolch

 Introduction

It is widely acknowledged that the radiation-
absorbed dose received by organs and tissues of 
the patient undergoing routine CT examination 
is considered to yield a very low risk of harm 
[1]. This is particularly the case when (1) the 
CT exam itself has been medically justified in 
terms of required diagnostic information and (2) 
the CT technique factors applied for that exam – 
including kVp, effective mAs, collimation, and 
anatomical scan position and length – have been 
fully optimized for the patient body size and 
the diagnostic objectives of the image acquisi-
tion. Conventional CT dose metrics  – such as 
the volumetric computed tomography dose index 
(CTDIvol) and the dose length product (DLP)  – 
provide information on the x-ray tube output and 
are thus measures of patient exposure, but not 
patient organ dose. In order to provide an alterna-
tive dose metric that more closely approximates 
patient organ dose, particularly considering vari-
ations in patient size and body morphometry, the 
AAPM extended the concept of CTDIvol to the 

size-specific dose estimate or SSDE. Scaling fac-
tors applied the CTDIvol to yield the SSDE were 
first given in AAPM Report No. 204 based upon 
the concept of effective diameter – computed as 
the square root of the lateral and anterior-poste-
rior dimensions of the patient assessed within the 
central CT image of the scan range (or possibly 
averaged across the scan range) [2]. This geo-
metric descriptor of the patient size was further 
extended in AAPM Report No. 220 to define the 
water equivalent diameter referring to a water 
cylinder of size giving equivalent x-ray attenu-
ation properties to those of the patient in the CT 
image [3]. Values of water equivalent diameter 
require the computation of the mean CT number 
of the patient region of interest within the CT 
image, a value that may be computed manually 
using existing tools available at the CT console or 
automatically using embedded image processing 
algorithms.

While the quantities CTDIvol, DLP, and SSDE 
all play central roles in routine CT quality assur-
ance testing and CT scanner commissioning, a 
full-scale optimization of the CT imaging proto-
col would entail some estimation of patient risk, 
however small. Values of radiation risk – includ-
ing cancer incidence and cancer mortality per 
organ-absorbed dose  – are given by statistical 
modeling of radiation epidemiology data using 
subject cohorts exposed to radiation and who 
have long-term medical follow-up [4–6]. These 
models thus require as input the absorbed dose 
to radiosensitive organs and tissues, such as the 
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hematopoietically active bone marrow, thyroid 
gland, glandular tissues of the breast, and liver. 
While physical dosimeters embedded in anthro-
pomorphic tissue-equivalent phantoms may yield 
estimates of these individual organ doses for 
given CT scanners and imaging protocols [7], 
Monte Carlo radiation transport techniques are 
widely considered to provide the closest estimates 
of ground-truth values of patient organ dose in 
CT imaging. To perform a radiation transport 
simulation of a CT imaging session, one must 
have both (1) a computerized anatomical model 
of the patient and (2) an experimentally validated 
source term and geometrical transport model of 
the imaging system. These are considered briefly 
in the following sections.

 Computational Anatomic Models 
of Patients

A computational anatomic phantom is a com-
puterized representation of the human body  – 
describing both its external shape and internal 
organ systems – in a format that is amenable to 
computing within Monte Carlo radiation trans-
port codes. These codes are computer programs 

that use random sampling of probability distri-
butions of radiation interaction type (scatter or 
absorption), energy transfer (full or partial), and 
scatter/emission angles to follow individual x-ray 
photons, and potentially their secondary elec-
trons, from a simulated model of the CT x-ray 
source through the simulated model of patient. 
Individual computational phantoms have two 
defining characteristics  – their format type and 
their morphometric category.

 Computational Phantom  
Format Types

Format types of computational phantoms are 
presently stylized, voxelized, or meshed geo-
metric models of the human body, generally 
referred to as the first, second, or third genera-
tion of phantom technology, respectively (see 
Fig. 5.1). Stylized (or mathematical) phantoms 
are composed of 3D geometric surface equa-
tions defining both internal organ anatomy and 
the external body profile. Individual organs are 
composed of various geometric objects such as 
spheres, ellipsoids, cones, cylinders, prisms, or 
toroids either as single entities or as geometric 

Fig. 5.1 Three generations of ICRP reference computational phantoms
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combinations. A targeted organ mass is thus 
realized in a stylized phantom through assign-
ment of both (1) the object volume (e.g., adjust-
ment of semimajor and semiminor axes of an 
ellipsoid) and (2) the assigned tissue density. 
Other anatomic characteristics, however, such 
as organ shape, depth, and position within the 
body are only crudely representative of real 
internal human anatomy. In particular, the limi-
tation on organ shape via geometric modeling 
of the organ boundary typically results in larger 
organ-to-organ separation distances than what is 
seen in true human anatomy. This feature may 
be far more important in terms of nuclear medi-
cine dosimetry (internal organ cross-fire) than 
for computed tomography dosimetry (external 
organ irradiation). Similarly, stylized phantoms 
typically are limited in their ability to model the 
exterior body shape of the virtual patient, and 
most stylized phantoms use at best elliptical 
cylinders to represent the body torso. The most 
widely utilized series of stylized computational 
phantoms are those developed at the Oak Ridge 
National Laboratory (ORNL) [8, 9].

The second generation of computational phan-
toms are referred to as voxel (or tomographic) 
phantoms. These phantoms are based upon the 
segmentation of computed tomography images of 
live patients (retrospective image review) or volun-
teers (prospective image acquisition). Other image 
sources may include MR images of live patients, 
CT images of cadavers, or serial color photo-
graphs of sectioned cadaveric anatomy. The com-
putational phantom is thus constructed through 
review of each cross section image whereby pix-
els belonging to individual tissues or organs are 
grouped and assigned unique numerical tags. This 
image segmentation process is performed through 
combinations of manual contouring, edge-detec-
tion, and image intensity thresholding. As each 
cross-sectional image has a slice thickness (given 
by the collimation thickness and reconstruction 
algorithm), the tagged pixels yield corresponding 
tagged voxels of organ anatomy. The final voxel 
phantom is thus a 3D array of individual cuboidal 
elements – a format readily amenable to importa-
tion to radiation transport codes [10].

Both stylized and voxel phantoms have impor-
tant advantages with respect to their application 
in modeling individual patient anatomy. Stylized 
phantoms, while lacking in anatomic realism, may 
be nonuniformly adjusted to alter body region and 
individual organ size and shape through adjust-
ments in their defining geometric equation param-
eters. In contrast, voxel phantoms have a high 
degree of anatomic realism, although this feature 
is limited to the anatomy of the subject imaged 
prior to phantom creation. Voxel phantoms can 
also be rescaled via a redefinition of the voxel 
dimensions  – either uniformly or nonuniformly 
in the craniocaudal direction or transaxial plane – 
but the ability to reshape individual organs or 
body dimensions is more limited than is the case 
for stylized phantoms.

Hybrid phantoms  – the third generation of 
computational phantom  – preserve both the 
anatomical realism of voxel phantoms and the 
nonuniform scalability of stylized phantoms 
[11]. In a hybrid phantom, organ and exter-
nal body contours are modeled through either 
NURBS (nonuniform rational B-spline) or 
polygon mesh surfaces – the same 3D graphical 
formats used in modern computer animation. 
NURBS surfaces are composed of an array of 
individual control points across which a 3D sur-
face is interpolated. Mesh surfaces are arrays of 
individual triangles or other polygons defined 
by their vertices in 3D space. Both formats may 
be used in anatomy modeling within a hybrid 
phantom, and both provide exquisite flexibility 
to readjust phantom anatomy to match changes 
in subcutaneous adipose tissue mass and body 
distribution; individual organ shape, depth, 
and position; body height and total mass; and 
regional body circumference. Only within the 
past few years have radiation transport codes 
provided particle tracking algorithms which are 
compatible with computational phantoms given 
in a mesh format. Prior to these developments, 
a mesh-based phantom had to be voxelized – a 
process by which organ and body surfaces are 
interiorly filled with voxels of user-defined 
dimensions  – before that phantom could be 
coupled to the radiation transport code [12].
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 Computational Phantom 
Morphometric Categories

Another key feature of a computational phan-
tom  – beyond its format type  – is the morpho-
metric category of the virtual patient. There are 
generally four categories to consider: (1) refer-
ence, (2) patient-dependent, (3) patient-sculpted, 
and (4) patient-specific. Each of these four cat-
egories (in theory) may be realized by any of the 
three phantom format types – stylized, voxel, or 
hybrid.

One of the very first morphometric categories 
implemented for computational phantoms is that 
of a reference phantom as defined formally by 
the International Commission on Radiological 
Protection in ICRP Publications 23 [13] and, 
more recently, in ICRP Publication 89 [14] for 
use within the ICRP system of radiological pro-
tection. As such, a ICRP reference phantom 
is defined as the 50th percentile individual in 
both height and weight at a given age and gen-
der. In ICRP Publication 89, reference phantom 
characteristics are given in terms of individual 
organ mass, body height, body weight, and body 
surface area for the male and female newborn, 
1-year-old, 5-year-old, 10-year-old, 15-year-old, 
and adult (20–30  years of age). Data defining 
these body characteristics were taken primarily 
from European and North American populations, 
and thus many Asian nations have established 
their own definitions of a reference phantom. 
Reference phantoms  – 12  in total  – are ideally 
applied to assess both internal and external radia-
tion doses from occupational and environmental 
sources, yet they have been extensively applied 
in the field of medical patient dosimetry, mostly 
notable due to a lack of alternative phantom 
morphometries.

The second morphometric category is that 
of a patient-dependent phantom [15–17]. In its 
simplest definition, a patient-dependent phantom 
is a reference phantom but with the removal of 
the restriction of 50th percentile height/weight. 
Patient-dependent phantoms thus allow the cre-
ation of a phantom library whereby a specific 
member from that library may represent, for 

example, a female patient at 30th height percen-
tile and 65th weight percentile at age 7  years. 
With increasing trends in both childhood and 
adult obesity, however, use of height/weight 
percentiles as the basis for phantom identifica-
tion can become quickly dated. One solution 
is to organize the phantom library according a 
simple array of phantoms at differing combina-
tions of total height and body mass (and hence 
BMI), yet each constructed to match statistical 
averages of body region circumferences from 
a sampled patient population. The advantage 
of this approach is that the library no longer 
becomes associated with a given national popu-
lation. Thus, a given phantom from the patient-
dependent library might represent the 45th/70th 
height/weight individual in one country, but the 
55th/85th height/weight individual in another 
nation.

While ICRP provides definitive values of 
organ mass for each of its 12 reference phantoms 
(2 genders/6 ages), no comprehensive database of 
normal organ masses or volumes exists for which 
to create a patient-dependent phantom library. 
One approach is thus to create non-50th percen-
tile members of the library via combinations of 
2D and 3D scaling of the head, torso, and legs of 
a reference phantom for which reference organ 
masses/volumes are previously modeled. For 
example, if an adult female phantom with a sit-
ting height larger than the ICRP reference adult 
female is to be created, a 3D scale of her torso 
would be performed with a concomitant increase 
in internal organ mass for all tissues within the 
torso. Consequently, the process of matching 
the patient to an individual member of the phan-
tom library would be based upon exterior mor-
phometry such as height/weight/BMI or perhaps 
body region circumference (such as via the water 
equivalent diameter of the SSDE). There would 
remain a degree of uncertainty in internal organ 
size, shape, and location in the patient-matched 
phantom.

A third morphometric category of computa-
tional phantom is a so-called patient-sculpted 
phantom [18]. This phantom is generated by first 
selecting an individual phantom from a patient-
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dependent phantom library based upon exterior 
body size (BMI or body circumference) and then 
reshaping the outer body contour to more closely 
match the body shape of the individual patient 
for which CT organ doses are to be assessed. 
Body contour sculpting is more readily executed 
using the NURBS and/or polygon mesh surface 
features of a hybrid phantom. Important fea-
tures of a patient-sculpted phantom are that no 
adjustments to phantom height (total or sitting) 
would be made and that, resultantly, no changes 
are made to the internal organ anatomy  – they 
remain as is within the phantom selected from 
the patient-dependent phantom library. Body 
reshaping will thus only impact the modeling of 
subcutaneous fat and its body region distribution 
in the modeled patient. Finally, it is noted that 
because a patient-sculpted phantom is only cre-
ated given body size measurements of an indi-
vidual patient, their use in CT dosimetry would 
require a radiation transport simulation once 
created. A pre-CT organ dose library is thus 
limited to either reference or patient-dependent 
phantoms.

The final and most accurate computational 
phantom is a patient-specific phantom whereby 
both internal organ anatomy and outer body 
shape are uniquely matched to the patient for 
which the organ dose estimate is sought. By 
definition, all voxel phantoms are patient-spe-
cific as they are based upon image segmenta-
tion of one individual patient, volunteer, or 
cadaver. However, with sufficient numbers of 
patient-specific voxel phantoms, a phantom 
library may be created in a manner analogous 
to that of a patient-dependent phantom library. 
Furthermore, modeling software tools now per-
mit the conversion of a voxel phantom into its 
hybrid equivalent, and thus an array of hybrid 
phantoms can similarly be used to construct a 
virtual patient phantom library. This approach, 
as compared to a rescaling of hybrid reference 
phantoms, will populate the phantom library 
perhaps in a more speckled pattern, with varia-
tions in individual organ shape, depth, and posi-
tion inherent in the members of the phantom 
library. In many dosimetry studies of reference, 

patient-dependent, and patient-sculpted phan-
toms, organ doses derived from patient-specific 
phantoms (CT segmented phantoms) are used as 
the comparative gold standard.

 Organ Dosimetry in CT Imaging

Once a particular patient phantom model is 
selected for CT organ dose assessment, several 
steps are needed to complete the computational 
model of the imaging system [19–24]. These 
steps are briefly outlined below.

 Modeling of the X-Ray Source Term

In a Monte Carlo simulation of a CT imaging 
examination, one must specify the starting posi-
tion, emission direction, and energy of each sim-
ulated x-ray photon within the virtual imaging 
beam. Depending upon whether axial or helical 
scanning is considered, Monte Carlo sampling 
will be along a simple circle at each slice posi-
tion on the phantom or along a helical path of a 
selected pitch. Emission direction will be sam-
pled within an angle defining the fan beam width 
and should be defined by the beam collimation 
with additional consideration of the beam pen-
umbra (e.g., over-beaming).

Early attempts at Monte Carlo modeling of 
CT imaging required explicit knowledge of the 
material and geometric shape of the bowtie filters 
to properly model the spatial probability density 
of emitted x-ray energies. In 2009, Turner et al. 
published an experimental approach that circum-
vented the need for this proprietary information 
[25]. First, the x-ray tube is parked under service 
mode, and traditional half-value layer measure-
ments are performed as indicated. The method 
ideally requires measurement of both HVL1 and 
HVL2, although Turner et  al. concluded that 
the former is sufficient for CT imaging simula-
tion. Second, again with a stationary x-ray tube, 
a series of ion chamber measurements are per-
formed across one-half of the fan beam. These 
measurements are used to establish a normalized 
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radial beam profile to explicitly model the filtra-
tion impact of the bowtie filter on the sampling 
of x-ray photon emission angles and energies. 
Finally, a candidate x-ray energy spectrum is gen-
erated from standard source term models at the 
relevant tube potential. This candidate spectrum 
is then iteratively filtered by a virtual harden-
ing material whose thickness and even material 
composition is altered  – until a simulated HVL 
measurement is seen to match, within a given tol-
erance, the HVL measurement. The equivalent 
energy and filtration method of Turner et al. has 
been adopted widely in the medical imaging com-
munity, not only for CT simulation studies, but in 
radiography and fluoroscopy studies as well.

 Normalization of the Monte Carlo 
Reported Organ Dose

One additional measurement is generally required 
for reporting organ doses to patients through 
Monte Carlo computer simulation. The direct 
output of the Monte Carlo simulation will yield 
organ doses per simulated x-ray photon (mGy/
photon), while what is required is the organ dose 

per time-integrated tube current (mGy/100 mAs). 
As a result, a normalization factor is required to 
give the number of x-ray photons per 100 mAs 
for a given irradiation geometry – typically one 
single axial rotation. This normalization factor is 
thus acquired as the ratio of measured to simu-
lated free-in-air kerma in a standard CTDI pencil 
ion chamber:
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Alternatively, the normalization factor may be 

expressed as a ratio of CTDIw values – one mea-
sured and one simulated:
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The absolute organ dose, normalized to 

100 mAs, is then reported as the product of its 
simulated value and the normalization factor NF:
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 Generic Axial Dose Libraries Versus 
Helical Protocol-Specific Dose 
Libraries

In CT phantom-based dosimetry, two options 
exist for establishing a pre-CT organ dose 
library. The first option establishes an organ dose 
library based upon Monte Carlo simulation of an 
array of single-rotation axial images at a given 
collimation beam width, tube potential, and 
selected computational phantom. This axial slice 
dose library provides the organ dose, normalized 
to 100 mAs typically, indexed to each z-position 
on the computational phantoms, and can in the-
ory extend from across the entire craniocaudal 
length of the virtual patient. For a given clini-

cal imaging examination, one then linearly sums 
the slice-specific organ doses over all axial slices 
that fall within the starting and ending anatomy 
of the CT examination. For modeling helical 
protocols, the summed organ doses may then 
be scaled by the inverse of the exam pitch. This 
approach thus permits explicit consideration 
of any combination of starting and ending ana-
tomical landmark. In the second option, when 
CT imaging studies fall under a specific listing 
of established clinical protocols, and where the 
anatomical landmarks of the scan length and the 
pitch of the exam are well established, the CT 
organ dose library may be constructed for each 
imaging protocol through explicit modeling of 
the helical scan.
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 Considerations of Starting Angle 
and Over-Ranging

One significant disadvantage of a protocol-
specific organ dose library is that a fixed start-
ing angle is typically assumed during the Monte 
Carlo simulations of the helical path of the 
x-ray tube. As has been well documented, varia-
tions in CT starting angle can have a significant 
impact on doses to more superficial organs such 
as breast, thyroid, and eye lens. One solution 
is to consider a systematic variation in starting 
angle for the helical path protocol-specific dose 
library and populate the organ dose library with 
the organ dose averaged over all possible start-
ing angles. For axial slice-specific dose libraries, 
all possible starting angles are implicitly consid-
ered, and thus the average value is given directly. 
In either case, this dose value may differ greatly 
from the actual organ dose to superficial organs 
for a given helical scan with an arbitrary starting 
angle. Over-ranging, which defines additional 
irradiated anatomy prior to and beyond the edges 
of the reconstructed image, may be accounted for 
in the organ dose library through the addition of 
whole or fractional axial slices in the final dose 
estimate.

 Modeling of Tube Current 
Modulation: Generic Versus Explicit

One significant challenge to reporting organ 
doses following CT imaging on a pre-computed 
basis is how to consider the impact of tube cur-
rent modulation –in both its angular and axial 
forms. One solution for prospective application 
to single axial slice organ dose libraries is to per-
form a weighted summation of the axial doses 
in contrast to a straight linear summation. In so 
doing, a weighting factor should be applied to 
each axial slice through the computational phan-
tom anatomy in a manner that mimics the TCM 
algorithm of that particular CT scanner. These 
slice-specific weighting factors may be devel-
oped through computational simulation of central 
ray x-ray attenuation across several directions of 

a given axial slice and comparing these values 
for each z-position along the phantom’s anatomy. 
This approach would, to a first approximation, 
allow modeling of axial but not angular modula-
tion. The weighted average of the slice-specific 
organ doses would still be normalized to the 
entire exam’s effective mAs, and thus this value 
would have to be assumed or extracted to report 
organ doses in absolute units. In a retrospective 
assessment of CT organ doses under tube current 
modulation, one would acquire the effective mA 
per reconstructed image across the scan length 
and use this value to weight organ doses from 
the slice-specific dose library at a fixed mA. This 
latter approach thus requires extraction of mA 
information from the entire CT image series.

 Risk Modeling in CT Imaging

It is clearly impossible to estimate, with any rea-
sonable degree of certainty, the radiation cancer 
risk to an individual patient following CT imaging. 
This is due primarily to four factors. First, there is 
a significant degree of variation in individual radi-
ation susceptibility to cancer induction owing to 
different patient generic profiles and DNA repair 
competencies. Second, our understanding of the 
dose versus risk relationship is derived from pop-
ulation studies of exposed individuals, and thus 
by design, these risk models are only valid when 
applied on a population basis. Third, these dose-
response relationships are typically assembled 
from data on exposed individuals at dose levels 
that exceed levels seen in individual CT imaging 
exams. Consequently, methods of extrapolation 
to lower-dose regions of the dose-response curve 
must be applied. In a recent review of past and cur-
rent radiation epidemiological studies, the linear, 
no-threshold dose-response model is deemed by 
the National Council of Radiation Protection and 
Measurements (NCRP) as the most appropriate 
model presently for use in radiological protection 
[26]. Still, the exact shape of the dose-response 
in the lower-dose region, typical of CT imaging, 
remains uncertain. Fourth, these population-based 
risk models are typically derived using estimates 
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of life expectancies for the average non-exposed 
“healthy” population of interest. In most cases, 
patients undergoing extensive medical imaging 
should not be considered “healthy” as their under-
lying disease – which likely triggered the need for 
the medical imaging exam – will invariably result 
in a life expectancy perhaps less than that seen in 
the general “healthy” population.

Nevertheless, population-based risk models 
may be used to assign nominal values of risk to 
groups (or populations) of patients for the pur-
pose of CT imaging protocol optimization. It is 
generally acknowledged that radiation cancer 
risks are higher for female patients than they are 
for male patients and these risks are higher for 
pediatric patients than they are for adult patients. 
Thus, assignment of a nominal CT imaging risk 
to a CT imaging study of adult males would nec-
essarily be lower than that assigned to a CT imag-
ing study of pediatric female patients.

 Effective Dose and Radiation 
Detriment

There are two general approaches to modeling 
patient risk in medical imaging, including com-
puted tomography. The first is the assignment of 
the radiation protection quantity effective dose 
E in units of sieverts (Sv) as defined in ICRP 
Publication 103 [27]. The effective dose E is 
computed as follows:
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where wT is the tissue weighting factor for tissue 
T, wR is radiation weighting factor for radiation 
type R, and DT R,

Male  and DT R,
Female  are the absorbed 

doses to tissue T delivered by radiation type R to 
a male and female reference individual, respec-
tively. Values of wR are derived from consensus 
agreement on nominal values of relative biologi-
cal effectiveness for different forms of ionizing 
radiation for the induction of stochastic risk (e.g., 
cancer or hereditary effects). The value of wR is 
unity for both photons and electrons, as per ICRP 
Publication 103, and thus there is no effective 
radiation weighting under CT imaging of the 

organ doses. Values of wT define the relative con-
tribution of radiation detriment to organ T under a 
hypothetical and uniform whole-body irradiation 
of the patient. Radiation detriment itself is defined 
by ICRP as a sex-averaged, age-averaged, and 
population-averaged cancer incidence risk that is 
further weighted by a lethality fraction (effectively 
deriving a cancer mortality risk) and other terms 
such as the estimated number of years of life lost 
due to cancer mortality. Because values of wT are 
based on sex-averaged cancer risks, Eq. 5.1 clearly 
denotes that the effective dose itself must be com-
puted using not one but two reference phantoms – 
one male and one female – for which the organ 
doses are averaged. Furthermore, the cancer inci-
dence risks are not only sex-averaged, but they are 
age-averaged as well. In many cases of medical 
imaging of patients, values of effective dose are 
computed using Eq. 5.1 but with only a single set 
of organ-absorbed doses derived from a computa-
tional anatomical phantom of the single patient – 
male or female  – at a given age. While termed 
effective dose, this value is more appropriately a 
detriment-weighted dose if no sex-averaging is 
applied to the organ-absorbed doses.

 Age- and Sex-Dependent Models 
of Lifetime Attributable Risk (LAR) 
of Cancer

As noted above, the effective dose provides only 
a very broad estimate of radiation detriment that 
is akin but not exactly equal to a cancer mortal-
ity risk. An alternative to the effective dose is the 
quantity lifetime attributable risk or LAR. Here, 
the data from radiation epidemiology studies is 
retained in terms of organ-specific, sex-specific, 
and age-specific variations in either cancer inci-
dence risk or cancer mortality risk. Thus values 
of lifetime attributable risk for cancer incidence 
(CI) might be assessed as follows:

  
LAR , , RC ,CIT CI T Ts a D s a s a, ,( ) = ( )´ ( )  

(5.2)

where DT(s, a) is the absorbed dose to organ or 
tissue T for a patient of sex s and age a and RCT, 

CI(s, a) is the corresponding risk coefficient giv-
ing the LAR for cancer incidence per absorbed 
dose to tissue T and indexed to the same patient 
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sex and age. Values of LAR for cancer mortality 
(CM) can then be derived as follows:

LAR , LF , LAR ,CIT CM T Ts a s a s a, ,( ) = ( )´ ( )  
(5.2)

where LFT(s, a) is the lethality fraction defined 
as the probability of cancer death following can-
cer incidence. Data sources for values of LAR 
include the 2005 National Academy of Sciences 
BEIR VII report [4], the 2006 UNSCEAR report 
[5], and EPA Report 402-R-11-001 of the US 
Environmental Protection Agency [6].

CT imaging protocol optimization, with the 
goal of maximizing image quality at the lowest 
patient risk, can be performed using either the 
effective dose or the lifetime attributable risk as 
a rough measure of the patient harm to be mini-
mized. The effective dose has been widely used 
for this purpose across many fields of medical 
imaging. However, this quantity  – as discussed 
above – has many limitations as it is proportional 
to a measure of risk (radiation detriment) that does 
not give explicit consideration of the majority of 
attributes of many patient subpopulations, partic-
ularly in regard to age, gender, and even national 
population. Lifetime attributable risk can provide 
these more refined estimates of cancer risk, as 
shown below in our example problem. Still, they 
must be applied only in the context of an imaging 
protocol optimization for patient subpopulations, 
as they can never be used to assign specific values 
of cancer risk to individual patients.

 Example Dose and Risk Assessment: 
Pediatric 18FDG PET/CT

As an example of the two methods of patient 
risk modeling, we now consider the example of 
pediatric imaging using 18F-fluoro-2-deoxy-D-
glucose (FDG) in a series of reference patients 
under PET/CT hybrid imaging. We consider the 
organ doses received by the PET imaging portion 
of the exam, the organ doses received by the CT 
portion of the exam needed for attenuation cor-
rections of the PET images, and their combined 
total organ doses. Risks expressed as lifetime 
excess cancer incidence and mortality are consid-
ered, along with estimates of radiation detriment 
from the effective dose. These doses and risks are 

further compared to those for a full torso diag-
nostic CT image of these same reference patients.

 Methods of Organ Dose and Risk 
Modeling in 18FDG PET/CT

Estimates cancer incidence may be determined 
using the Radiation Risk Assessment Tool 
(RadRAT), an online calculator that computes 
the lifetime attributable risk of cancer incidence 
for members of the USA and other populations 
of interest in current radiation epidemiologi-
cal studies. RadRAT was developed and is sup-
ported by the Radiation Epidemiology Branch of 
the National Cancer Institute (NCI).1 The code 
includes cancer risk models for 11 organs from 
the National Academy of Sciences BEIR VII 
report [4], which are then supplemented by subse-
quently developed models for 8 additional organs 
including a remainder tissue category [28]. Given 
the absorbed dose to an organ, RadRAT will then 
report the mean, as well as the 90th percentile 
confidence interval, for the age- and sex-specific 
cancer incidence rate resulting from that exposure 
expressed as the excess lifetime risk. Cancer mor-
tality estimates may then be determined using a 
lethality fraction which itself may be computed 
as the ratio of cancer mortality risk to cancer inci-
dence risk from other sources such as EPA Report 
402-R-11-001 [6].2 Finally, radiation detriment, a 
quantity defined in ICRP Publication 103, may be 
computed as the product of the effective dose to 
the patient and the ICRP recommended nominal 
detriment coefficient of 5.5% per Sv [27].

In this example, we consider two types of 
medical imaging modalities: computed tomog-
raphy (CT) and positron emission tomography 
(PET) that are used in combination during 18FDG 
PET/CT imaging studies. Absorbed doses were 
computed for individual organs in eight pedi-
atric reference phantoms to include males and 
females at ages of 1, 5, 10, and 15  years [29] 
(see Fig.  5.2). Simulations of CT scans were 
performed separately from PET dose calcula-

1 https://radiationcalculators.cancer.gov/radrat/
2 https://www.epa.gov/radiation/epa-radiogenic-cancer- 
risk-models-and-projections-us-population
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tions, and their resulting organ-absorbed doses 
were summed as needed to estimate the risk of 
cancer incidence, cancer mortality, and radiation 
detriment.

CT simulations were performed with the 
Monte Carlo N-Particle Transport Code (MCNP). 
The source term modeled had been previously val-
idated against both measurements of CTDIvol and 
anthropomorphic phantom measurements of organ 
dose [23]. From these simulations, multiple sets of 
organ doses were calculated for phantoms in the 
UF/NCI hybrid phantom library to create an organ 

dose database that accounts for beam energy, pitch, 
scan length, CTDIvol, and tube current modulation 
(TCM). The UF/NCI hybrid phantom library con-
sists of 351 hybrid phantoms that vary in height 
and weight and are comprised of both male and 
female patient models [16]. The eight reference 
phantoms were matched to their closest-fitting 
hybrid phantom based on height, weight, and sex. 
Each reference phantoms’ height, weight, and 
sex is shown in Table 5.1 along with the height, 
weight, and sex of their closest matched hybrid 
phantom. Once matched to a hybrid phantom, the 

Newborn 1-year 5-year 10-year 15-year female

Male Phantoms Shown For Illustration Only

15-year male

Fig. 5.2 UF/NCI series of pediatric reference hybrid phantoms

Table 5.1 Comparison of reference phantoms to closest matching hybrid phantom

Reference phantom Hybrid phantom
Sex Age [yr] Height [cm] Weight [kg] Sex Age [yr] Height [cm] Weight [kg]
Male 1 76 10 Male 1 85 10
Male 5 109 18 Male 5 105 20
Male 10 138 32 Male 10 135 30
Male 15 167 57 Male 15 165 55
Female 1 76 10 Female 1 85 10
Female 5 109 18 Female 5 105 20
Female 10 138 32 Female 10 135 30
Female 15 161 53 Female 15 165 55
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pre-computed database of organ doses was used to 
determine organ doses to each hybrid phantom for 
scan parameters that are commonly used in 18FDG 
PET/CT imaging studies.

The CT protocols compared in this study were 
“whole body” (WB) for attenuation correction 
(AC) and “chest-abdomen-pelvis” (CAP) diag-
nostic CT scans, respectively. Input parameters 
were determined from three separate sources. 
Scan length was defined using the University of 
Florida Standard Names for Imaging Procedures 
(SNIPs) using anatomical landmarks for scan 
start and stop locations.3 Beam energy, pitch, scan 
length, and CTDIvol were determined from clini-
cal recommendations from Boston Children’s 
Hospital. TCM was modeled using an algorithm 
developed at the University of Florida [23]. A 
complete list of input parameters used for the 
eight pediatric phantoms is shown in Table 5.2.

For PET organ dose calculations, values of 
organ-absorbed dose per activity administered 
[mGy MBq−1] for a reference person at all four 
ages were obtained from ICRP Publication 
128 for 18FDG.  These coefficients are listed in 
Table  5.3 [30]. Once the age-specific absorbed 
doses per activity administered were known, an 
injected activity of 5.55 MBq per kg of phantom 

3 https://protocols.xray.ufl.edu

weight was assumed as utilized at the Boston 
Children’s Hospital to determine the total activity 
administered. The total activity administered was 
then multiplied by the age-specific absorbed dose 
per activity administered to arrive at an absorbed 
dose to each organ for each phantom. Once phan-
tom-specific organ doses for both PET and CT 
components were determined, cancer incidence, 
cancer mortality, and radiation detriment esti-
mates were computed and compared for each of 
the eight reference phantoms.

In our example study, cancer incidence is only 
reported but not compared to radiation detriment 
as a more appropriate comparison should be made 
to cancer mortality. ICRP Publication 103 con-
siders a lethality fraction when defining radiation 
detriment along with other factors such as can-
cer morbidity and years of life lost. Resultantly, 
radiation detriment is a closer measure to cancer 
mortality than it is to cancer incidence.

 Resulting Organ Doses and Cancer 
Risks Associated with 18FDG PET/CT

Organ-absorbed doses for each pediatric patient 
phantom are reported in Tables 5.4, 5.5, 5.6, and 
5.7 for the following four imaging exams: (1) a 
whole-body CT scan for attenuation correction, 

Table 5.2 Input parameters used for all eight hybrid phantoms

Sex Age [yr] Beam energy [kVp] Protocol Pitch Scan length [cm] Vendor CTDIvol [mGy]
Male 1 120 Whole body 1.3 56.0 0.35
Male 5 120 Whole body 1.3 70.4 0.60
Male 10 120 Whole body 1.3 86.4 0.70
Male 15 120 Whole body 1.3 108.8 1.80
Female 1 120 Whole body 1.3 56.0 0.35
Female 5 120 Whole body 1.3 70.4 0.60
Female 10 120 Whole body 1.3 86.4 0.70
Female 15 120 Whole body 1.3 102.4 1.80
Male 1 120 CAP 1.5 41.6 2.80
Male 5 120 CAP 1.5 44.8 3.10
Male 10 120 CAP 1.5 54.4 3.90
Male 15 120 CAP 1.5 73.6 6.10
Female 1 120 CAP 1.5 41.6 2.80
Female 5 120 CAP 1.5 44.8 3.10
Female 10 120 CAP 1.5 57.6 3.90
Female 15 120 CAP 1.5 67.2 6.10

Anatomical landmarks of whole-body scan: base of skull to mid-thigh
Anatomical landmarks of abdomen/pelvis inlet to lesser trochanter
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(2) a18FDG PET scan, (3) a combined PET/CT 
scan, and (4) a diagnostic chest-abdomen-pelvic 
(or CAP) CT scan, respectively.

From the organ doses reported estimates of 
cancer incidence, cancer mortality, and radiation 
detriment were computed in units of cases per 
100,000 individuals exposed. These risk esti-
mates are shown in Tables 5.8, 5.9, 5.10, and 5.11 
for (1) an attenuation correction whole-body CT 
scan, (2) 18FDG PET scan, (3) combined 18FDG 
PET/CT scan, and (4) a diagnostic chest-abdo-
men-pelvis CT scan, respectively. Figures  5.3, 
5.4, and 5.5 display these data in graphical form.

Figures 5.3 and 5.4 demonstrate graphically the 
fact that females have a higher estimated risk of 

cancer incidence and cancer mortality than males 
when comparing their excess lifetime attributable 
risk. In contrast, this increased risk is not appar-
ent when comparing radiation detriment among 
the various male and female reference patients. 
Table 5.11 shows that, for a diagnostic CAP CT 
scan, when averaged across all four ages, females 
have a 129% higher chance of cancer mortality 
using excess lifetime risk estimates yet only a 2% 
lower risk when assessed using radiation detri-
ment. This trend is also present in PET scans but 
not as pronounced with averages of 48% higher 
and 2% lower for cancer mortality and radia-
tion detriment, respectively. As noted previously, 
effective dose, the quantity from which radiation 

Table 5.3 ICRP Publication 128 organ-absorbed dose coefficients for 18FDG

Organ
Absorbed dose per unit activity administered [mGy MBq−1]
Adult 15 years 10 years 5 years 1 year

Adrenals 0.012 0.016 0.024 0.039 0.071
Bone surfaces 0.011 0.014 0.022 0.034 0.064
Brain 0.038 0.039 0.041 0.046 0.063
Breast 0.009 0.011 0.018 0.029 0.056
Gallbladder wall 0.013 0.016 0.024 0.037 0.070
Gastrointestinal tract
  Stomach wall 0.011 0.014 0.022 0.035 0.067
  Small intestine wall 0.012 0.016 0.025 0.040 0.073
  Colon wall 0.013 0.016 0.025 0.039 0.070
  Upper large intestine wall 0.012 0.015 0.024 0.038 0.070
  Lower large intestine wall 0.014 0.017 0.027 0.041 0.070
Heart wall 0.067 0.087 0.130 0.210 0.380
Kidneys 0.017 0.021 0.029 0.045 0.078
Liver 0.021 0.028 0.042 0.063 0.120
Lungs 0.020 0.029 0.041 0.062 0.120
Muscles 0.010 0.013 0.020 0.033 0.062
Esophagus 0.012 0.015 0.022 0.035 0.066
Ovaries 0.014 0.018 0.027 0.043 0.076
Pancreas 0.013 0.016 0.026 0.040 0.076
Red marrow 0.011 0.014 0.021 0.032 0.059
Skin 0.008 0.010 0.015 0.026 0.050
Spleen 0.011 0.014 0.021 0.035 0.066
Testes 0.011 0.014 0.024 0.037 0.066
Thymus 0.012 0.015 0.022 0.035 0.066
Thyroid 0.010 0.013 0.021 0.034 0.065
Urinary bladder wall 0.130 0.160 0.250 0.340 0.470
Uterus 0.018 0.022 0.036 0.054 0.090
Remaining organs 0.012 0.015 0.024 0.038 0.064
Effective dose [mSv MBq−1] 0.019 0.024 0.037 0.056 0.095
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detriment is derived, is a sex-averaged quantity 
and as such does not adequately account for the 
larger female cancer incidence rates as are pro-
vided in the LAR models of the RadRAT code.

Similarly, larger differences between esti-
mated cancer mortality risk and radiation detri-
ment can be seen at the younger patient ages. For 
example, Table 5.8 shows that for a whole-body, 
attenuation correction CT scan, when averaged 
across both males and females, a 1-year-old has 
a 172% higher estimated cancer mortality risk as 
compared to that inferred by radiation detriment. 
However, a 15-year-old undergoing a whole-
body, attenuation correction CT scan has a 54% 
higher estimated risk of mortality determined 

by excess lifetime attributable risk as compared 
to radiation detriment. Radiation detriment is a 
quantity designed to represent the general popula-
tion of adults and children. Children, however, are 
more susceptible to radiation injury owing to their 
higher rates of cell division, their wider skeletal 
distribution of active bone marrow, and their lon-
ger projected lifespan over which radiation effects 
may manifest. These factors are not specifically 
accounted for by radiation detriment, and thus 
its estimate of cancer mortality is lower than that 
provided for by the excess lifetime attributable 
risk of cancer mortality. As the reference patient 
ages, this effect is not as prevalent as they become 
less radiosensitive, which is why there is less of a 

Table 5.4 Organ dose [mGy] and effective dose [mSv] for all eight phantoms resulting from a typical whole-body, 
attenuation correction CT scan

Male Female
1 year 5 years 10 years 15 years 1 year 5 years 10 years 15 years

Adrenals 0.40 0.64 0.70 1.72 0.41 0.64 0.70 1.47
Bladder 0.39 0.71 0.71 1.58 0.39 0.71 0.75 1.91
Bone surface 0.34 0.52 0.53 0.97 0.35 0.52 0.53 1.05
Brain 0.30 0.48 0.51 0.93 0.32 0.48 0.51 0.91
Breasts 0.38 0.59 0.67 1.56 0.44 0.59 0.66 1.26
Colon 0.42 0.71 0.78 1.75 0.42 0.72 0.78 1.65
Extrathoracic region 0.41 0.67 0.72 1.44 0.42 0.66 0.71 1.35
Gall bladder 0.42 0.66 0.74 1.72 0.42 0.66 0.74 1.47
Gonads 0.47 0.79 0.79 1.89 0.36 0.60 0.64 1.76
Heart wall 0.44 0.71 0.80 1.86 0.45 0.71 0.80 1.67
Kidneys 0.42 0.69 0.75 1.69 0.42 0.69 0.75 1.67
Liver 0.42 0.68 0.75 1.73 0.43 0.68 0.75 1.53
Lungs 0.42 0.67 0.77 1.77 0.43 0.67 0.77 1.66
Lymph nodes 0.35 0.57 0.61 1.35 0.36 0.56 0.61 1.32
Muscle 0.29 0.38 0.44 0.96 0.29 0.38 0.44 0.82
Esophagus 0.39 0.65 0.71 1.63 0.40 0.65 0.71 1.51
Oral mucosa 0.33 0.51 0.48 1.02 0.34 0.51 0.48 0.89
Pancreas 0.40 0.70 0.75 1.63 0.40 0.70 0.75 1.53
Prostate/uterus 0.32 0.67 0.76 1.55 0.33 0.59 0.64 1.54
Red bone marrow 0.31 0.40 0.48 1.11 0.28 0.40 0.48 1.12
Salivary glands 0.37 0.60 0.60 1.15 0.37 0.59 0.60 1.13
Skin 0.25 0.33 0.35 0.77 0.25 0.33 0.35 0.77
Small intestine 0.43 0.71 0.79 1.76 0.43 0.71 0.79 1.69
Spleen 0.40 0.68 0.76 1.75 0.41 0.68 0.76 1.65
Stomach 0.42 0.71 0.79 1.79 0.43 0.70 0.78 1.55
Thymus 0.40 0.68 0.73 1.69 0.41 0.68 0.72 1.56
Thyroid 0.51 0.91 0.80 1.82 0.49 0.91 0.80 1.71
Effective dose 0.40 0.65 0.71 1.62 0.40 0.64 0.69 1.50
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difference between cancer mortality and radiation 
detriment for a 15-year reference patient as com-
pared to the 1-year reference patient.

When comparing a 1-year reference patient’s 
estimated risk of cancer mortality directly to a 
15-year reference patient using the tables and fig-
ures presented, this trend of increased radiosen-
sitivity is not immediately evident. The reason is 
that as the patient ages and increases in body size, 
so does the average scan parameters applied. For 
example, in Table 5.8 when comparing a whole-
body, attenuation correction CT scan of a 1-year-
old averaged across both sexes to a 15-year-old 
averaged across both sexes, the 15-year-old is 
imaged with a 414% higher CTDIvol and an 89% 
longer scan range. With these higher scan param-
eters, Table  5.8 shows that the 15-year-old has 

a 131% higher estimated cancer mortality risk 
than the 1-year reference patient as given by the 
LAR model and a corresponding 292% higher 
estimated radiation detriment. These differences 
are attributed to the higher organ doses received 
by the 15-year reference patient than received by 
the 1-year reference patient following changes 
in scan parameters. At the same time, however, 
radiation detriment does not account for the 
lower radiosensitivity of the 15-year reference 
patient, in comparison to the 1-year patient, and 
thus its estimated risk is significantly higher than 
that given by the models of excess lifetime attrib-
utable risk.

Table 5.5 Organ doses [mGy] and effective dose [mSv] for all eight phantoms resulting from a typical 18FDG PET 
scan

Male Female
1 year 5 years 10 years 15 years 1 year 5 years 10 years 15 years

Adrenals 3.93 3.92 4.31 5.04 3.93 3.92 4.31 4.74
Bladder wall 26.03 34.19 44.87 50.45 26.03 34.21 44.89 47.36
Bone surfaces 3.54 3.42 3.95 4.41 3.54 3.42 3.95 4.14
Brain 3.49 4.63 7.36 12.30 3.49 4.63 7.36 11.54
Breast 3.10 2.92 3.23 3.47 3.10 2.92 3.23 3.26
Colon wall 3.88 3.92 4.49 5.04 3.88 3.92 4.49 4.74
Gallbladder wall 3.88 3.72 4.31 5.04 3.88 3.72 4.31 4.74
Heart wall 21.05 21.12 23.33 27.43 21.05 21.13 23.34 25.75
Kidneys 4.32 4.53 5.21 6.62 4.32 4.53 5.21 6.22
Liver 6.65 6.34 7.54 8.83 6.65 6.34 7.54 8.29
Lower large intestine wall 3.88 4.12 4.85 5.36 3.88 4.13 4.85 5.03
Lungs 6.65 6.24 7.36 9.14 6.65 6.24 7.36 8.58
Muscles 3.43 3.32 3.59 4.10 3.43 3.32 3.59 3.85
Esophagus 3.66 3.52 3.95 4.73 3.66 3.52 3.95 4.44
Ovaries 4.21 4.32 4.85 5.68 4.21 4.33 4.85 5.33
Pancreas 4.21 4.02 4.67 5.04 4.21 4.02 4.67 4.74
Red marrow 3.27 3.22 3.77 4.41 3.27 3.22 3.77 4.14
Remaining organs 3.54 3.82 4.31 4.73 3.54 3.82 4.31 4.44
Skin 2.77 2.61 2.69 3.03 2.77 2.62 2.69 2.84
Small intestine wall 4.04 4.02 4.49 5.04 4.04 4.02 4.49 4.74
Spleen 3.66 3.52 3.77 4.41 3.66 3.52 3.77 4.14
Stomach wall 3.71 3.52 3.95 4.41 3.71 3.52 3.95 4.14
Testes 3.66 3.72 4.31 4.41 3.66 3.72 4.31 4.14
Thymus 3.66 3.52 3.95 4.73 3.66 3.52 3.95 4.44
Thyroid 3.60 3.42 3.77 4.10 3.60 3.42 3.77 3.85
Upper large intestine wall 3.88 3.82 4.31 4.73 3.88 3.82 4.31 4.44
Uterus 4.99 5.43 6.46 6.94 4.99 5.43 6.46 6.51
Effective dose 5.26 5.63 6.64 7.57 5.26 5.63 6.64 7.10
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Table 5.6 Organ doses [mGy] and effective dose [mSv] for all eight phantoms resulting from a typical 18FDG PET/CT 
scan

Male Female
1 year 5 years 10 years 15 years 1 year 5 years 10 years 15 years

Adrenals 4.33 4.56 5.00 6.76 4.34 4.56 5.01 6.20
Bladder 26.42 34.90 45.59 52.03 26.42 34.92 45.64 49.27
Bone surfaces 3.88 3.94 4.48 5.38 3.89 3.94 4.48 5.19
Brain 3.79 5.11 7.87 13.23 3.81 5.11 7.87 12.46
Breasts 3.48 3.51 3.90 5.03 3.54 3.51 3.90 4.52
Colon 4.30 4.64 5.27 6.79 4.30 4.64 5.26 6.39
Extrathoracic region 0.41 0.67 0.72 1.44 0.42 0.66 0.71 1.35
Gallbladder 4.30 4.38 5.05 6.77 4.30 4.38 5.05 6.21
Gonads 4.13 4.51 5.10 6.31 4.57 4.93 5.48 7.09
Heart wall 21.49 21.83 24.14 29.30 21.50 21.84 24.14 27.42
Kidneys 4.74 5.21 5.96 8.31 4.74 5.22 5.96 7.89
Liver 7.07 7.02 8.29 10.56 7.07 7.02 8.29 9.82
Lower large intestine wall 3.88 4.12 4.85 5.36 3.88 4.13 4.85 5.03
Lungs 7.07 6.90 8.13 10.92 7.07 6.91 8.13 10.25
Lymph nodes 0.35 0.57 0.61 1.35 0.36 0.56 0.61 1.32
Muscles 3.72 3.70 4.03 5.06 3.72 3.70 4.03 4.67
Esophagus 4.05 4.17 4.65 6.36 4.06 4.17 4.66 5.95
Oral mucosa 0.33 0.51 0.48 1.02 0.34 0.51 0.48 0.89
Pancreas 4.61 4.72 5.41 6.68 4.61 4.72 5.42 6.26
Prostate/uterus 0.32 0.67 0.76 1.55 5.31 6.02 7.10 8.05
Red bone marrow 3.58 3.62 4.25 5.52 3.55 3.62 4.25 5.27
Salivary glands 0.37 0.60 0.60 1.15 0.37 0.59 0.60 1.13
Skin 3.02 2.94 3.04 3.80 3.02 2.94 3.04 3.61
Small intestine 4.47 4.73 5.28 6.80 4.48 4.73 5.28 6.43
Spleen 4.06 4.20 4.53 6.16 4.06 4.20 4.53 5.80
Stomach 4.14 4.22 4.74 6.21 4.14 4.23 4.73 5.69
Thymus 4.06 4.20 4.68 6.42 4.06 4.20 4.67 6.00
Thyroid 4.11 4.33 4.57 5.92 4.09 4.33 4.57 5.56
Upper large intestine wall 3.88 3.82 4.31 4.73 3.88 3.82 4.31 4.44
Effective dose 7.04 6.28 5.97 9.18 7.04 6.27 5.96 8.61
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Table 5.7 Organ doses [mGy] and effective dose [mSv] for all eight phantoms resulting from a typical diagnostic 
chest-abdomen-pelvis (CAP) CT scan

Male Female
1 year 5 years 10 years 15 years 1 year 5 years 10 years 15 years

Adrenals 2.93 2.93 3.61 5.12 3.26 2.92 3.64 4.32
Bladder 3.16 3.25 3.63 4.59 3.17 3.44 3.77 5.49
Bone surface 2.05 1.89 2.24 2.44 1.63 1.88 2.27 2.68
Brain 0.12 0.08 0.10 0.07 0.10 0.08 0.10 0.06
Breasts 2.71 3.35 3.57 4.70 3.49 3.34 3.55 3.71
Colon 3.35 3.37 3.99 5.26 3.41 3.37 4.00 4.85
Extrathoracic region 1.96 1.18 1.94 2.83 1.52 1.17 1.94 2.19
Gall bladder 3.38 3.23 3.77 5.00 3.34 3.23 3.77 4.34
Gonads 2.99 3.18 4.12 5.63 2.88 3.14 3.35 5.12
Heart wall 3.38 3.40 4.05 5.62 3.54 3.39 4.03 4.88
Kidneys 3.33 3.31 3.85 5.14 3.38 3.31 3.88 4.91
Lens 0.10 0.05 0.07 0.07 0.08 0.05 0.07 0.04
Liver 3.37 3.27 3.89 5.25 3.39 3.27 3.89 4.50
Lungs 3.25 3.17 3.89 5.33 3.33 3.17 3.90 4.85
Lymph nodes 2.67 2.50 2.89 3.84 2.72 2.47 2.91 3.62
Muscle 2.32 1.50 1.64 2.44 2.34 1.49 1.82 1.92
Esophagus 2.97 2.94 3.48 4.88 2.97 2.93 3.49 4.36
Oral mucosa 1.55 0.31 0.36 0.96 0.63 0.31 0.37 0.22
Pancreas 3.52 3.28 3.85 4.94 3.23 3.29 3.86 4.49
Prostate/uterus 3.13 3.03 3.14 4.81 2.68 2.94 3.04 4.43
Red bone marrow 1.71 1.25 2.01 2.94 1.52 1.25 2.04 2.98
Salivary glands 2.06 0.43 0.65 0.51 1.60 0.42 0.65 0.36
Skin 1.74 1.21 1.35 1.85 1.75 1.21 1.43 1.80
Small intestine 3.42 3.42 4.09 5.31 3.48 3.41 4.10 4.97
Spleen 3.17 3.30 3.87 5.29 3.24 3.29 3.88 4.87
Stomach 3.45 3.40 4.01 5.45 3.42 3.39 4.01 4.56
Thymus 3.20 3.13 3.87 5.06 3.10 3.12 3.84 4.47
Thyroid 3.24 3.14 4.43 5.36 3.57 3.13 4.42 4.60
Effective dose 2.90 2.88 3.49 4.70 2.96 2.88 3.44 4.22

Table 5.8 Cancer incidence, cancer mortality, and radiation detriment per 100,000 individuals exposed for a typical 
whole-body, attenuation correction CT scan

Sex
Age 
[yr]

Incidence per 100,000 
people

Mortality 
fraction

Mortality per 100,000 
people

Detriment per 100,000 
people

10% 
CI

50% 
CI

90% 
CI

10% 
CI

50% 
CI

90% 
CI

Male 1 4 9 14 0.40 2 4 6 2
Male 5 5 13 21 0.43 2 5 9 4
Male 10 4 11 19 0.45 2 5 8 4
Male 15 8 21 34 0.47 4 10 16 9
Female 1 11 20 34 0.42 4 8 14 2
Female 5 14 25 44 0.44 6 11 19 3
Female 10 11 21 36 0.46 5 9 16 4
Female 15 19 35 60 0.48 9 17 29 8
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Table 5.9 Cancer incidence, cancer mortality, and radiation detriment per 100,000 individuals exposed for a typical 
18FDG PET scan

Sex
Age 
[yr]

Incidence per 100,000 
people

Mortality per 100,000 
people

Detriment per 100,000 
people

10% 
CI

50% 
CI

90% 
CI

Mortality 
fraction

10% 
CI

50% 
CI

90% 
CI

Male 1 82 156 256 0.40 33 63 103 29
Male 5 78 156 276 0.43 34 67 119 31
Male 10 82 169 295 0.45 37 76 133 37
Male 15 83 171 314 0.47 39 80 146 42
Female 1 142 253 413 0.42 60 106 173 29
Female 5 129 228 379 0.44 57 100 166 31
Female 10 128 232 378 0.46 59 107 174 37
Female 15 113 204 338 0.48 54 98 162 39

Table 5.10 Cancer incidence, cancer mortality, and radiation detriment per 100,000 individuals exposed for a typical 
18FDG PET/CT scan

Sex
Age 
[yr]

Incidence per 100,000 
people

Mortality 
fraction

Mortality per 100,000 
people

Detriment per 100,000 
people

10% 
CI

50% 
CI

90% 
CI

10% 
CI

50% 
CI

90% 
CI

Male 1 86 165 270 0.40 35 67 109 31
Male 5 83 169 297 0.43 36 73 128 35
Male 10 86 180 314 0.45 39 81 141 40
Male 15 91 192 348 0.47 42 89 162 51
Female 1 153 273 447 0.42 64 114 187 31
Female 5 143 253 423 0.44 63 111 186 34
Female 10 139 253 414 0.46 64 116 191 40
Female 15 132 239 398 0.48 63 114 191 47

Table 5.11 Cancer incidence, cancer mortality, and radiation detriment per 100,000 individuals exposed for a typical 
diagnostic chest-abdomen-pelvis CT scan

Sex
Age 
[yr]

Incidence per 100,000 
people

Mortality 
fraction

Mortality per 100,000 
people

Detriment per 100,000 
people

10% 
CI

50% 
CI

90% 
CI

10% 
CI

50% 
CI

90% 
CI

Male 1 27 67 121 0.40 11 27 49 16
Male 5 21 54 101 0.43 9 24 44 16
Male 10 22 54 97 0.45 10 24 44 19
Male 15 21 60 100 0.47 10 28 46 26
Female 1 79 149 257 0.42 33 62 108 16
Female 5 63 114 200 0.44 27 50 88 16
Female 10 58 107 185 0.46 27 49 85 19
Female 15 54 98 168 0.48 26 47 81 23
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Fig. 5.3 PET, AC CT, and combined excess lifetime risk of cancer incidence at the 10%, 50%, and 90% confidence 
levels for reference patients at ages 1, 5, 10, and 15 years for both males and females
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Fig. 5.4 PET, AC CT, and combined excess lifetime risk of cancer mortality at the 10%, 50%, and 90% confidence 
levels, as well as radiation detriment, for reference patients at ages 1, 5, 10, and 15 years for both males and females

5 Dose and Risk Characterization in CT



82

 Conclusions

In almost all cases, the radiation harm incurred 
following CT imaging is vastly outweighed 
by the medical benefit of timely and accurate 
image-based diagnostics. Nevertheless, imag-
ing protocols should be medically justified and 
optimized. The latter entails exploration of trade-
offs of image quality – tailored to the diagnos-
tic information sought  – and the radiation risk 
to the patient. These risks can never be assessed 
on an individual patient basis, but nominal val-
ues of radiation cancer risk following CT imag-
ing may be inferred for patient subpopulations 
(e.g., females between birth and 2 years or male 
adults over 55 years) using radiation risk models 
for cancer incidence or mortality derived from 
radiation epidemiological studies. These mea-
sures of nominal patient subpopulation risk can 
be considered as improvements over estimates of 
radiation detriment as defined by the ICRP in its 
protection quality effective dose. In both cases, 
however, estimates of individual organ dose are 
required and are most accurately assessed using 
patient morphometry-matched computational 
human phantoms and Monte Carlo-based radia-
tion transport modeling of the CT imaging sys-
tem and patient imaging exam.
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CT Image Quality Characterization

Ke Li and Guang-Hong Chen

 Introduction

In CT imaging processes, the x-ray attenuation 
coefficient (μ) of an image object is evaluated 
as a function of spatial location, energy, and/or 
time. If such processes are perfect, this chapter 
shouldn’t be written. It is the imperfect represen-
tation of μ in typical CT imaging situation that 
motivated the scientific discussion and research 
on the topic of CT image quality. Typical imper-
fections include stochastic deviation of the 
recorded μ from the true μ (noise), deterministic 
deviation of the recorded μ from the true μ (bias 
or certain artifacts), deterministic deformation of 
the spatial distribution of the recorded μ (spatial 
resolution loss), and so forth. These imperfec-
tions usually can’t be avoided due to the upper 
limits in radiation dose budget, system cost, and 
data acquisition time, among many other prac-
tical considerations. Actually, they don’t have 
to be completely eliminated as long as the pre-
scribed CT imaging task(s) can be carried out 
with acceptable performance. The subject of CT 
image quality assessment concerns the physical 
characteristics and origin of these imperfections 
as well as their relationships with CT system 
parameters, so that CT systems can be developed, 

operated, and maintained to meet the minimal 
requirements set for the CT imaging tasks.

To help understand the physical characteristics 
of image imperfections, a set of objective quality 
metrics such as noise variance, contrast- to- noise 
ratio (CNR), noise power spectrum (NPS), and 
modulation transfer function (MTF) have been 
formulated and widely used in CT imaging com-
munity. Guidelines on how to measure these image 
quality metrics have been extensively reported in 
multiple review articles [1, 2], ACR publications [3, 
4], AAPM task group reports [5, 6], and even CT 
scanner manuals. As a result, we will not present 
the methodology and work flow of CT image qual-
ity assessment in this chapter. Instead, we will focus 
on analyzing the physical origins of commonly 
observed CT image imperfections and quantitative 
relationships between objective CT image qual-
ity metrics and CT system parameters which were 
scattered in literature and hard to find a systemat-
ics and comprehensive discussion for graduate stu-
dents, researchers, and clinical medical physicists.

The plan for this chapter is given as follows. 
In the next section (Section “Idealized Linear CT 
Systems”) of this chapter, linear systems theory 
and a toy model CT system will be used to derive 
some of the fundamental relationships in CT 
image quality metrics in order to help readers pin-
point the underlying assumptions of these seem-
ingly familiar relations. As one will see in the 
discussion of these chapter and in your  practice, 
these assumptions are often mildly violated in 
realistic CT systems, even for those employing the 
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linear filtered backprojection (FBP) algorithm. To 
enable one to still use the model developed for 
an idealized CT system to a realistic CT system, 
we will present a compensation  technique using 
the concept of virtual image object such that the 
image quality models established based on ideal 
linear systems can still be applicable to the FBP-
based quasi-linear CT systems.

The true challenge in understanding CT image 
quality came after the commercialization and clinical 
use of model- based iterative reconstruction (MBIR-
based CT systems) [7–17]. For the majority of the 
implemented MBIR methods, their nonlinear nature 
spoils the overall quasi-linearity of CT systems. 
Losing their theoretical foundation, classical CT 
image quality models often find themselves no lon-
ger valid for MBIR-based systems. What is worse is 
that CT users might not realize the inapplicability of 
these classical models and thus keep relying on them 
to guide the development and operation of MBIR-
based CT systems. If that is the case, CT image 
imperfections may not be adequately controlled 
within the acceptable range, neither may CT imag-

ing tasks be carried out with desired performance 
standard. To prevent these undesirable consequences 
and facilitate wider clinical adoptions of MBIR, a 
plethora of research efforts have been spent in the last 
few years to advance knowledge about image quality 
of MBIR-based systems [18–32]. New image quality 
estimation methods that are not based on the premise 
of system linearity and stationarity have been devel-
oped, and new image quality properties have been 
identified. Section “Nonlinear CT Systems with 
Model-Based Iterative Reconstruction” of this chap-
ter will use examples to showcase these new proper-
ties and more importantly to justify the necessity of 
task-directed image quality estimation and modeling 
for MBIR-based CT systems.

 Idealized Linear CT Systems

This section discusses noise, spatial resolution, 
and CT number accuracy of “toy model” CT sys-
tems (Fig. 6.1). Although these systems are quite 
idealized and rarely encountered in practice, a 

Fig. 6.1 In the illustrated CT system, the x-rays are gen-
erated from a parallel array of pencil sources with infi-
nitely small focal spot size and infinitely high-temporal 
coherence (i.e., monoenergetic). The cylindrical image 
object has a diameter of D and is placed at the isocenter. 
The post-object x-ray fluence is uniform due to the use of 
a beam-flattening bowtie filter. Scattered x-rays that do 
not travel forwardly are completely rejected. The detector 

has a uniform response along the ρ axis. Except its finite 
quantum absorption efficiency, the detector does not 
introduce any other noise or signal-blurring mechanism. 
The CT system uses the linear filtered backprojection 
(FBP) algorithm to perform tomographic reconstruction. 
Image quality models presented in section “Idealized 
Linear CT Systems” used these idealized conditions
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thorough understanding of image quality prop-
erties of ideal systems would inspire subsequent 
discussions of realistic CT systems that are all 
certain variants of the idealized systems.

 Noise Properties of Raw Detector 
Outputs

At a given projection angle θ, the raw output of 
a CT detector element located at ρ can be mod-
eled as

 
N N Nr q r q r q, , ,( ) = ( ) + ( )D ,

 (6.1)

where 〈N〉 denotes the expected value of the out-
put, and ∆N denotes the stochastic deviation of 
the measured N from 〈N〉. Based on the Beer-
Lambert law, 〈N〉 is related to the input x-ray flux 
〈n0〉 (expected number of input x-ray photons per 
unit area per unit time) by
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where ∆z and ∆ρ are the detector pixel size along 
the detector column and row direction, respectively; 
∆t is the detector integration time per projection 
view; and e  is the x-ray absorption efficiency of the 
detector. Under the conditions shown in Fig. 6.1, the 
right-hand side of Eq. (6.2) is independent of ρ and 
θ, which enables the simplification of (6.2) to (6.3).

For a given CT system operated at a given 
tube potential (kV), the x-ray flux 〈n0〉 is lin-
early proportional to the tube current (mA), and 
the integration time per projection angle (Δt) is 
linearly proportional to the gantry rotation time 
per revolution (s). Therefore, Eq. (6.2) can also 
be written as
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(6.4)

where a is a numerical scaling factor.
For an ideal CT system that uses a photon-

counting detector, the probability mass den-
sity function (PDF) of N follows the Poisson 
distribution:
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where p(N| 〈N〉) denotes the PDF of N given its 
expected value of 〈N〉. Based on this PDF, the 
noise variance of N is related to 〈N〉 by
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In addition to noise variance, one may also be 
interested in the autocovariance of the raw pro-
jection data defined as follows:

C N NN i m j n i m j nr q r q r q r q, ; , , ,( ) = ( ) ( )D D .
 (6.7)

Due to the use of inter-pixel septa and an 
anti-scatter grid, correlation of noise between 
discrete detector pixels can be considered negli-
gible for an idealized system. Similarly, assum-
ing the detector used in the idealized CT system 
has negligible temporal lag, noise correlation 
between different view angles can also be con-
sidered negligible. Under these conditions, CN is 
given by

C
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(6.8)

where δi,j and δm,n denote Kronecker delta func-
tions and are related to the corresponding Dirac 
delta functions by

d rd r r d qd q qi j i j m n m n, ,, .= -( ) = -( )D D
 

(6.9)

In summary of the noise properties of the raw 
projection data generated from idealized linear 
CT systems, its noise variance is proportional to 
mAs, detector width (Δρ), detector height (Δz), 
and detector absorption efficiency ( e ); it is 
inversely proportional to the exponential of the 
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radiological path length of the object exp(μD). 
For idealized systems, noise of the raw projec-
tion data can be considered uncorrelated (i.e., 
“white”) along the ρ and θ directions.

 Noise Properties of Post-log 
Projection Data

To reconstruct a CT image, the following loga-
rithmic transform is usually applied to the raw 
projection data:

 

R
N

N
r q

r q

r q
,

,

,
( ) =

( )
( )

é

ë
ê
ê

ù

û
ú
ú

ln ,
0

 

(6.10)

where 〈N0〉denotes the expected detector output 
in the absence of a patient or image object. As 
shown in Appendix I, the autocovariance of R is 
related to noise of the raw projection data by
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Alternatively, based on the relationship 
between the Kronecker delta function and Dirac 
delta function, Eq. (6.11) can also be written as
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The noise variance of R is related to CR as
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In summary of the noise properties of the 
post-log projection data (R) for idealized CT 
systems, noise of R is still white along both 
ρ and θ directions; the noise variance of R is 

proportional to the exponential of the radio-
logical path length of the object exp.(μD); it is 
inversely proportional to mAs, detector width 
(Δρ), detector height (Δz), and detector absorp-
tion efficiency ( e ).

 Noise Properties of CT Images

 Brief Review of Filtered Backprojection 
Reconstruction Algorithm
As described in detail in [33, 34], the first step 
in performing a CT reconstruction is to filter the 
post-log projection data as follows:

 ( ) ( ) ( )q q
~ ~

=¢ , , ,R k R k k G k∣∣
 

(6.14)

where k denotes spatial frequency along the 
detector row direction, |k| is the ramp kernel, 
G(k) is a reconstruction window function, and R

˜

 
denotes the one-dimensional (1D) Fourier trans-
form of R along the ρ axis, namely,
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By backprojecting the filtered post-log projec-
tion data as described in the following equation, a 
tomographic image of the object’s linear attenua-
tion coefficient can be estimated:
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Equation (6.16) is applicable to parallel beam 
FBP reconstructions for half-rotation scans. For 
full rotation scans, a scaling factor of ½ needs to 
be applied to account for data redundancy:
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With the estimated linear attenuation coef-
ficient m̂ x y,( ) , the final CT image with units of 
HU is given by
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where μw denotes the expected linear attenuation 
coefficient of water.

 CT Noise Variance
By definition, the noise variance of a CT image 
is given by
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where s m̂
2  denotes the noise variance of the esti-

mated linear attenuation coefficient. As derived 
in Appendix II, s m̂

2 x y,( )  is related to the noise 
variance of R and reconstruction parameters as
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Accordingly, CT noise variance s f x y2 ,( )  is 
given by
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The integration 
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 in Eq. (6.21) 
may be further simplified for specific reconstruc-
tion kernels. As an example, for one of the most 
widely used kernels, the Ram-Lak kernel, its 
window function is given by
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where rect denotes the rectangular function, 
kN  =  1/(2Δρ) denotes the Nyquist frequency 
along the direction row direction. With this win-
dow function
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As another example, if the reconstruction uses 
the low-pass cosine kernel, the corresponding 
window function is given by
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CT noise variance that corresponds to this 
window function is given by
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which is approximately 20% of the CT noise 
variance given by the Ram-Lak kernel in Eq. 
(6.23). Therefore, compared with the Ram-Lak 
kernel, the low-pass cosine kernel can effectively 
reduce CT noise magnitude. Meanwhile, for both 
reconstruction kernels, the CT noise variance is 
inversely proportional to the cube of Δρ (in-plane 
detector pixel size).

In summary of theoretical analysis on CT 
noise variance, it is related to the following CT 
system parameters:

• Reconstruction kernel (examples are provided 
in Fig. 6.2)

• Inversely proportional to mAs (an example is 
provided in Fig. 6.3)

• Inversely proportional to detector height Δz 
(an example is provided in Fig. 6.3)

• Inversely proportional to cube of detector 
width Δρ

• Inversely proportional to detector absorption 
efficiency e

• Proportional to the exponential of patient 
radiological path length exp.(μD) (examples 
can be found in reference [35])

 CT Noise Power Spectrum
NPS of dimension n is defined as the n-dimensional 
Fourier transform of the autocovariance function 
of the same dimension. As shown in Appendix III, 
the 2D autocovariance between two spatial points 
(xi, yi) and (xj, yj) in a CT image is given by

Soft kernal Bone kernal Edge kernal

Fig. 6.2 Example images illustrating the dependence of 
CT noise variance, noise texture, and edge sharpness on 
reconstruction kernels. Top row: images of a Teflon rod 

reconstructed from the same set of projection data. 
Bottom row: noise only images that correspond to images 
in the top row
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For an idealized linear CT system, the right-
hand side of Eq. (6.26) depends on the relative 
distance between (xi, yi) and (xj, yj) instead of their 

absolute spatial locations. Therefore, by defin-
ingx′ = xi − xj, y′ = yi − yj, Cf can be written as a 
function of x′ and y′ as follows

Fig. 6.3 (Left): Plot of CT 
image noise variance 
experimentally measured at 
different mAs levels. 
(Right): Plot of CT noise 
variance measured with 
different Δz values. Circles 
are experimental data points; 
solid lines are power-law fits
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where IFT2D stands for 2D inverse Fourier trans-
form. Based on its definition, the 2D NPS of CT 
images is related to Cf(x′, y′)by
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where FT2D denotes the 2D Fourier transform. 
Based on the properties of Fourier and inverse 
Fourier transform, the 2D NPS of CT is simply
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Note that the integration of NPS of f over the 
frequency space is equal to the noise variance of 
f, namely,
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Therefore, if the NPS is normalized by its area 
under the curve, it becomes

NNPS ,
NPS ,

d d NPS ,

NPS

f x y

f x y

x y f x y

f x

k k
k k

k k

k

( ) = ( )
( )

=

-¥

+¥

-¥

+¥

ò ò k k

,,

d

k

k G k

G k k

y

f

( )

=
( )
( )

-¥

+¥

ò

s

p

2

2

2 2

||

k
 

(6.31)

In other words, for idealized CT systems, the 
normalized NPS (NNPS) is solely determined 
by the reconstruction kernel; it is independent 
of mAs, slice thickness, detector absorption effi-
ciency, and object attenuation (eμD). Figure  6.4 
shows the corresponding example.

In summary of the above analysis on CT NPS 
[36, 37]:

• NPS magnitude
 – Inversely proportional to mAs, detector 

thickness Δz, and detector absorption effi-
ciency e

 – Proportional to exponential of patient 
radiological path length exp.(μD)

• NPS shape
 – Rotationally symmetric
 – Proportional to |k| at relatively low 

frequencies
 – Jointly determined by |k| and |G(k)|2at rela-

tively high frequencies

 CT Spatial Resolution

Spatial resolution of a CT system can be esti-
mated by imaging a point-like object and analyz-
ing the expected CT signal of this object along 
each spatial dimension. Mathematically, a two-
dimensional point-like object can be described as

m m d dx y x y x x y y,( ) = -( ) -( )0 0 0D D ,
 

(6.32)

where μ0 is the linear attenuation coefficient of 
the object material, and δ(x) and δ(y) are one-
dimensional Dirac delta functions. As derived 
in Appendix II, the expected signal value of 
this point-like object in the attenuation image is 
given by

ˆ ,m mx y x y g x x y y, ,( ) = - -( )0 0 0D D
 

(6.33)

where g denotes the reconstruction window func-
tion in the spatial domain. Based on the relation-
ship between CT number and the attenuation 
coefficient in Eq. (6.33), the expected CT signal 
of this object is given by
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The calculation of PSF requires the “back-
ground” signal in the image to be removed, 
namely,
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The 2D point spread function (PSF) is given 
by normalizing 〈f(x, y)〉′ as follows:
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Fig. 6.4 Radial profiles of 2D NPS (a) and NNPS (b) of 
a FBP-based CT system measured at different mAs levels. 
The same reconstruction kernel was used throughout the 

measurements. The NPS magnitude increased with higher 
mAs. Once normalized, the NPS shape was independent 
of mAs. (Modified from [20], with permission)
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(6.36)

By convention, the window function g is a 
normalized function. Therefore, the denominator 
in (6.36) is unity, and this equation can be further 
simplified as

 
PSF , ,x y g x x y y( ) = - -( )0 0 .

 
(6.37)

The optical transfer function (OTF) is related 
to PSF by
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With a variable change of x′  =  x  −  x0, 
y′ = y − y0, OTF in (6.38) becomes
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The modulation transfer function (MTF) is 
defined as the modulus of OTF, namely,

MTF , OTF ,k k k k

e G k
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x y x y

i k x k yx y

( ) = ( )
= ( )
= ( )

+( )- 2 0 0p

.
 

(6.40)

In summary, the MTF of an idealized lin-
ear CT system is equal to the window function 
|G(k)| used in the FBP reconstruction. It is inde-
pendent of:

• The ramp kernel |k|
• mAs [an example is provided in Fig. 6.5a]
• Attenuation coefficient or image contrast of 

the point-like object [an example is provided 
in Fig. 6.5b]

• Image background [because of the back-
ground removal step in Eq. (6.35)]

Properties of OTF are similar to those of MTF, 
except that the spatial location of the point-like 
object introduces a phase shift factor as shown 
in Eq. (6.39).

Strictly speaking, the estimation of CT spatial 
resolution requires a large number of repeated 
measurements to knock out the influence of noise 
in individual f(x, y) through ensemble averaging. 
However, if SNR of f(x, y) is high enough, the 

requirement for repeated measurement can be 
relaxed, since in the limit of SNRf →   + ∞, the 
PDF of f(x, y) can be approximated by
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In other words, in the limit of SNRf →  + ∞

 
lim .

SNR
, ,

f

f x y f x y
®+¥

( ) = ( )
 

(6.42)

Therefore, spatial resolution estimation can get 
away from repeated measurements if the SNR of 
the point-like object is high enough. In practice, 
this condition is usually met by (1) building the 
point-like object using highly x-ray attenuating 
material to boost image signal or (2) by scanning 
the object at a high mAs level to reduce image 
noise or using both (1) and (2). These measure-
ment strategies are based on the assumption that 
spatial resolution of idealized CT system is inde-
pendent of mAs and material attenuation level, 
which can justify the generalizability of MTF/
PSF measured at high attenuation and mAs levels 
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to other conditions with lower mAs and material 
attenuation levels. While the assumption is valid 
for idealized linear CT system, it may be severely 
violated in nonlinear systems as shown later in sec-
tion “Nonlinear CT Systems with Model-Based 
Iterative Reconstruction”. Correspondingly, alter-
native strategy needs to be employed when esti-
mating CT spatial resolution performance.

 CT Number Accuracy

CT number accuracy can be quantified by CT num-
ber bias, which is essentially the difference between 
the expected value of the measured CT number and 
the true CT number of the image object:

 
Bias truef f f( ) = - ,

 
(6.43)

where

f fw

w

w

w

=
-

´ =
-

´
ˆ

, .
m m
m

m m
m

1000 1000true

 
(6.44)

Based on (6.44), CT number bias is related 
to the estimated attenuation coefficient ( m̂ ) and 
true attenuation coefficient (μ) by
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As derived in detail in [38, 39], Bias m̂( )  is 
given by
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where k e r= 2a zD D  is a numerical scaling fac-
tor. If a small “nodule” with a different attenuation 
coefficient of μ1 is introduced to the uniform image 
background, bias of m̂1 can be approximated by [38]
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where Δμ is the difference between the nod-
ule attenuation coefficient (μ1) and background 

attenuation coefficient (μ). Based on Eqs. (6.45) 
and (6.47), CT number bias is provided by [38]
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where α and β are two scaling factors and ΔHU is 
the CT number contrast between the nodule and 
the background, namely,
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(6.49)

Equation (6.48) states that CT number bias is 
inversely proportional to mAs; it is also linearly 
related to the contrast of material of interest: for 
a given CT system operated at a given mAs level, 
material with higher contrast tends to generate 
higher CT number bias. Experimental data that 
validated this quantitative relationship between CT 
number bias, mAs, and contrast can be found in 
Fig. 6.6.

 Realistic Quasi-linear CT Systems

The toy model CT system used in section 
“Idealized Linear CT Systems” enabled key fac-
tors and mechanisms governing CT imaging per-
formance to be identified. Building upon the toy 
model, this section will append other physical 
factors encountered in realistic CT systems to the 
image quality models presented in the previous 
section, leading to more comprehensive under-
standing of image quality properties of realistic 
CT systems.

 Noise Properties of Realistic Systems

 Impacts of Bowtie Filter and Patient 
Position
Surprisingly (or not), bowtie-shaped beam flat-
tening filters commonly used in modern MDCT 
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systems exert considerable influence on CT noise 
performance [40]. As shown in Fig. 6.7, depend-
ing on the bowtie filter size, object position, and 
location within an image object, the topography 
of the 2D NPS may deviate from the well-known 
“s” symmetry and demonstrate a “p” symmetry 
or even a “d” symmetry that looks like a clover 
leaf [40].

To help pinpoint the impacts of a bowtie fil-
ter on CT noise performance, let’s first analyze 
its impact on the projection data. Let Pbf(ρ) 
denote the attenuation profile (i.e., radiological 
path length) of the bowtie filter projected on to 
a detector pixel located at ρ. Compared with the 
native x-ray flux 〈n0〉 in the absence of the bowtie 
filter, the post-bowtie flux is given by

 
n n P
0 0

¢ - ( )= e bf r .
 (6.50)

When the bowtie filter was designed, the goal 
was to flatten the post-object flux when imaging a 
reference cylindrical image object, namely,

 
n e P P
0

- ( ) - ( ) =bf ref , constantr r qe .
 (6.51)

Note that Pref is independent of projection 
angle θ since the reference object is assumed to 
be rotationally invariant and positioned at the 
isocenter of the CT gantry. The condition in Eq. 
(6.51) requires

 
P P Pbf refr r( ) + ( ) = 0 ,  

(6.52)

where P0 is constant across the detector plane.
When the reference object is replaced by a 

patient with attenuation profile of P(ρ,θ), the 
post-patient flux is given by
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Correspondingly, the expected detector output 
is given by
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A comparison between Eq. (6.54) and 
Equation (6.2) suggests that, for the sake of noise 
analysis, the bowtie filter can be considered as a 

virtual image object placed at the isocenter with a 
negative attenuation profile of –Pref(ρ) (Fig. 6.8). 
This virtual object is cylindrical in shape since 
–Pref(ρ) is independent of θ. Overall speaking, the 
image object can be considered as a superposition 
of the bowtie-induced virtual object and the actual 
patient, having an attenuation profile of P(ρ,θ) 
–Pref(ρ).

The introduction of the virtual object concept 
can facilitate the discussion on the impacts of 
bowtie filter and patient position on CT NPS. For 
example, if the patient has an identical attenu-
ation profile as the reference object used for 
designing the bowtie filter and if the patient is 
centered at the isocenter,
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Fig. 6.7 Impacts of bowtie filter and spatial location on 
2D CT NPS.  NPS of a diagnostic MDCT system was 
experimentally measured at four locations: Region A is a 
5 × 5 cm2 area at the center of a 39-cm-diameter cylinder 
positioned at the isocenter of the scanner. Region B was 
13 cm above Region A in the same object. Region C is a 

centered region in a vertically off-centered object; Region 
D is a centered region in a laterally off-centered object. For 
each of the four regions, the 2D NPS was measured with 
two different bowtie filters: one designed to compensate 
the attenuation of large adult body and the other one for 
small adult body. (Modified from [40], with permission)
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In this case, the expected detector output 
〈N〉 is independent of ρ and θ, which makes the 
uniform noise assumption in section “Idealized 
Linear CT Systems” valid. However, if the 
patient attenuation profile is different from 
Pref(ρ) or if the patient is off-centered, 〈N〉 
may become ρ- and θ-dependent. If CT auto-
covariance Cf is defined within a local region-
of-interest whose projection corresponds 
to a finite area in the detector plane, the 
ρ-dependence of 〈N〉 is generally much weaker 
than the θ-dependence. Consequentially, term 
〈N〉 in the Cf formula in Eq. (6.27) needs to be 
replaced by 〈N(θ)〉, and the corresponding CT 
NPS formula is given by
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(6.56)

where NPS f
L  denotes the local NPS of the CT 

image and 〈N(θ)〉 can be estimated based on the 
virtual bowtie object, patient position, and attenu-
ation profile using Eq. (6.54). The concept of the 
virtual bowtie object could greatly facilitate the 
understanding of how a bowtie filter influences 
local CT NPS. An example is provided in Fig. 6.8.

 Impacts of Polychromatic Source 
and Energy-Integrating Detector
Unlike the idealized photon counting and monoen-
ergetic CT system used in section “Idealized 
Linear CT Systems”, the majority of realistic CT 
systems use energy-integrating detectors and poly-
chromatic x-ray sources. For these systems, the 
expected number of detector output is given by
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where Ω(ρ, E) denotes the channel-dependent 
normalized x-ray spectrum that includes the 
contribution of the bowtie filter, g(E)denotes the 
expected energy weighting factor, and ξ is an 
energy level within the range of (0, Emax). In sim-
plifying Eqs. (6.57 and 6.58), we used the mean 
value theorem in calculus. With energy integra-

tion, the PDF of detector output N(ρ, θ) no longer 
follows the Poisson distribution. Instead, a pre-
vious study showed that the PDF of 〈N(ρ, θ)〉 is 
a compound Poisson distribution function [41]. 
Correspondingly, the noise variance of N(ρ, θ) 
can be modeled as [42, 43].
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Based on Eqs. (6.58) and (6.59), s N
2  is pro-

portional to〈N〉, namely,

 
s r q k r qN N2 , ,( ) » ( ) ,

 
(6.60)

where κ is a scaling factor. In addition to quantum 
noise, due to electronic noise introduced by the 
detector readout system, the compound Poisson 
PDF in [41] needs to be further convolved with 
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the PDF of the electronic noise, resulting in an 
additional term in the expression of s N

2 :

 
s r q k r q sN eN2 2, ,( ) » ( ) + .

 
(6.61)

With this detector noise model, the local CT 
NPS formula in Eq. (6.56) needs to be further 
revised as
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(6.62)

Based on Eq. (6.62), when the CT system is oper-
ated at lower mAs, the magnitude of 〈N〉 decreases, 
which may increase the contribution of electronic 
noise s e

2  to the CT noise. Therefore, an important 
technical requirement for ultralow-dose CT imag-
ing is to control or suppress electronic noise [44].

 Impacts of Discrete Sampling
The discussion of idealized CT systems in sec-
tion “Idealized Linear CT Systems” does not take 
the influence of discrete samplings into consid-
eration. In realistic CT systems, sampling opera-
tions are present at multiple stages in the imaging 
chain, including samplings along ρ introduced by 
the discrete detector elements, along θ introduced 
by the finite detector readout rate, and along (x,y) 

introduced by the discrete representation of the 
reconstructed CT image. Take the sampling in the 
(x,y) domain as an example: because the acquired 
projection data is a discrete array of data instead 
of a continuous function of R(ρ,θ) and because the 
to-be-reconstructed CT image is a discrete grid of 
data points instead of a continuous function f(x,y), 
the backprojection process usually involves a data 
interpolation process. If the backprojection is pixel-
driven, the interpolation can be described by a 1D 
convolution of the filtered projection data with a 
interpolation kernel gint(ρ); if the backprojection is 
ray-driven, the interpolation can be described by a 
2D convolution of f(x,y) with a 2D kernel gint(x,y). 
Correspondingly, the CT NPS formula in Eq. 
(6.62) needs to be further modified to [37, 45]
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(6.63)

In addition to data interpolation, spatial and 
angular samplings involved in the data acquisi-
tion and reconstruction process may also lead 
to noise aliasing. As a result, the autocovari-
ance of the projection data (CR) shown in Eq. 
(6.11) needs to be revised by multiplying a 2D 
comb function Δρcomb(ρ/Δρ)  ⋅  Δθcomb(θ/
Δθ). Consequently, noise in the projection data 
may be aliased along both ρ and θ directions. 

To reduce noise aliasing along these two direc-
tions, x-ray focal spot wobbling/deflection/
flying techniques and detectors with a faster 
sampling rate [46–52] have been applied to 
increase the actual or effective sampling rate 
along ρ and θ.

Similarly, 2D sampling in the CT image 
domain replicates the NPS along kx and ky as fol-
lows [37, 53]:
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(6.64)

Letter “S” in NPS f
L S, denotes “sampling.” As 

shown in Eq. (6.64), replications of the presa-
mpled NPS are along two orthogonal directions 
(kx and ky). Therefore, the radial symmetry of the 
2D NPS for idealized CT system indicated in 
Eq. (6.29) may break down due to image domain 
sampling. In addition, the distance between two 
replicas in the frequency space is proportional to 
the reciprocals of Δx and Δy. When Δx and Δy 
are too large, severe overlap between neighbor-
ing replicas of NPS f

L  may lead to a strong noise 
aliasing effect, which destroys the rotational 
symmetry of the CT NPS. To illustrate this point, 
an example is provided in Fig. 6.9.

 Other Considerations
In realistic CT detector systems, stochastic 
spatial spreading of secondary quanta [54], 
finite apertures of the photodiodes [55], detec-
tor lag [56–58], residue-scattering signal pass-
ing through the anti-scatter grid [59, 60], and 
low-signal correction algorithms [61, 62] often 
introduce certain noise correlation along both 
the ρ and θ directions, resulting in violations 
of the white noise assumption made behind 
Eq. (6.8). Correspondingly, the CT NPS for-
mula in Eq. (6.63) needs to be further revised 
to [45, 63]
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where C kR

~

,q( )  denotes the 1D Fourier trans-
form of the general form of the projection auto-
covariance function CR.

Different from the parallel beam geometry 
used by the idealized systems, realistic CT sys-
tems have fan-beam or cone- beam geometries, 
and the associated parallel beam and divergent 
beam reconstruction algorithms may further alter 
the NPS model derived based on idealized par-
allel beam systems. As an example, Figure 6.10 
shows NPS of CT images of a uniform cylindri-
cal object placed at the isocenter of an experi-
mental CT system. Based on models presented 
in the previous sections, the NPS of this object 
should be rotationally invariant. However, when a 
fan-beam reconstruction algorithm with a Parker 
weighting [64] was applied, the 2D NPS inher-
ited the θ-dependence of the Parker weighting. 
This example suggests that NPS models of realis-

tic system may also need to consider differences 
between parallel and divergent beam reconstruc-
tion algorithms. The corresponding analysis and 
modeling can be found in [65, 66].

 Spatial Resolution Properties 
of Realistic Systems

The spatial resolution model derived for idealized 
systems in Equations (6.32)–(6.40) assumed an 
array of pencil beam sources and ideal CT detec-
tor systems that do not introduce spatial resolution 
loss. In realistic systems, the finite focal spot size, 
finite detector aperture, and stochastic spreading 
of primary x-ray photons and secondary optical 
photons in the scintillator modify the projection 
signal of a point-like object originally presented in 
Eq. (6.106) of Appendix III as follows:
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Fig. 6.9 2D CT NPS of a cylindrical and uniform object 
placed at the isocenter of a diagnostic MDCT system (GE 
Discovery CT750 HD). A high-definition edge-enhancing 
reconstruction kernel (HD Edge) provided by the system 
was selected for image reconstruction. NPS in (a) was 
measured using images with a reconstruction pixel size 

(Δx × Δy) of 0.2 × 0.2  mm. NPS in (b) was measured 
using images with a reconstruction pixel size of 
0.4 × 0.4 mm. (According to Eq. (6.64), larger Δx corre-
sponded to stronger noise aliasing, which led to an NPS in 
(b) that is no longer rotational invariant)

a b

Fig. 6.10 2D CT NPS of a cylindrical and uniform object 
place at the isocenter of an experimental system. (a) NPS 
of images reconstructed with equal angular weighting. (b) 

NPS of images reconstructed with the Parker weighting. 
(Figure courtesy of Dr. John Hayes)
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where gFS, gss, and gAper denote signal transfer 
functions introduced by the x-ray focal spot, 
spatial spreading of secondary quanta, and finite 
aperture of each detector cell, respectively.

Using similar deviations as those in Appendix 
III, it can be shown that the expected CT image 
signal of the point object reconstructed from pro-
jection data R′ in Eq. (6.66) is given by
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(6.67)

where GFS, Gss, and GAper denote the Fourier pairs 
of gFS, gss, and gAper, respectively. By definition, 
the 2D CT MTF that corresponds to the CT sig-
nal in Eq. (6.67) is

MTF FS SS Aperk G k G k G k G k( ) = ( ) ( ) ( ) ( ).  (6.68)

Up until Eq. (6.68), analysis of CT spatial reso-
lution properties assumed a parallel beam geome-
try. In realistic systems predominantly of divergent 
beam geometries, if the point-like object is posi-
tioned at the isocenter, the influence of geometric 
magnification m can be incorporated as [67]

 
MTF FS SS Aperk G m k m G k m G k m G k( ) = -( )( ) ( ) ( ) ( )1 / / / .

 
(6.69)

Similar to the case of CT NPS, the use of 
interpolation introduces an additional transfer 
function Gint to the CT MTF as

 
MTF FS SS Aperk G m k m G k m G k m G k G k( ) = -( )( ) ( ) ( ) ( ) ( )1 / / / .int  

(6.70)

At positions away from the isocenter, change in 
the projected focal spot along the detector plane and 
influence of the continuous gantry motion need to be 
considered. The first factor impacts spatial resolution 
along the radial direction [34, 68], while the second 
factor contributes to spatial resolution degradation 
along the tangential direction. As discussed in [34, 
69], the continuous focal spot and detector rotation 
introduces tangential blurring at spatial locations 
away from the isocenter. Consequentially, spatial 
resolution accessed at off-centered locations is gen-
erally inferior to that of the isocenter (Fig.  6.11). 
To mitigate spatial resolution degradation loss at 

off-centered locations, techniques have been devel-
oped to reduce the detector integration time per view 
angle and therefore the motion of the gantry as seen 
by an object at off- centered locations [51].

Other considerations when modeling spa-
tial resolution of realistic CT systems include 
patient scattering, beam hardening, image 
display field of view and matrix size, helical 
pitch (influencing spatial resolution along the 
z direction), focal spot blooming, etc. [69]. 
Contribution of scattered x-ray photons to CT 
spatial resolution has been empirically mod-
eled as [67]
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Fig. 6.11 Location and orientation dependence of CT 
MTF for a realistic diagnostic MDCT system (GE 
Discovery CT750 HD). (a) Line profiles of 2D MTF 
along radial and tangential directions measured at isocen-
ter (0 cm) and 16 cm off isocenter. (b, c) Comparison of 
2D MTF measured at isocenter and 16 cm off isocenter. 

The MTF at iso is much more isotropic compared with the 
off-centered MTF, which suffered much stronger resolu-
tion loss along the tangential direction compared than 
along the radial direction. (d, e) Example CT images of a 
bone fracture model acquired at the two locations. 
(Modified from [51], with permission)
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MTF SF SFFS Scatter SS Aperk G m k m G k m G k m G k m( ) = -( ) -( )( ) + ( ) ( )1 1 / / / /(( ) ( ) ( )G k G kint , (6.71)

where GScatter denotes an empirical kernel that 
takes into account spatial resolution loss induced 
by scattering, and SF denotes the scatter fraction 
as seen by the detector. Based on the empiri-
cal model in Eq. (6.71), CT spatial resolution 
may have certain dependence on the image 
object and x-ray energy through terms GScatter 
and SF. Similarly, the measured MTF may also 
slightly depend on the attenuation level of the 
point-like object because of (1) scattering and 
(2) beam hardening, both of which may change 
the shape of the measured PSF [see Fig. 6.5b as 
an example]. Finally, the actual focal spot size 
may vary with tube current (mA) and tube poten-
tial (kV), making the measured PSF and MTF 
slightly dependent on these scan parameters (see 
Fig. 6.5a as an example).

 Summary of Realistic Quasi-linear CT 
Systems

This section highlighted key differences 
between realistic FBP-based CT systems and 
idealized CT systems in terms of noise and 
spatial resolution characteristics. The section 
also provides examples on how spatial reso-
lution and noise models of idealized systems 
can be revised so that they embrace realistic 
systems. As a matter of fact, all of the data and 
figures shown in section “Idealized Linear CT 
Systems” on idealized systems were generated 
from realistic CT systems, indicating that many 
models such as the inverse scaling law between 
mAs and CT noise variance are directly appli-
cable under certain conditions. These condi-
tions include no or minor off-centering for the 
image object and region-of-interest, moder-
ately high-tube current to reduce the influence 
of electronic noise, relatively small reconstruc-
tion field of view to reduce the impact of alias-
ing, etc. Because these conditions are widely 
met in routine CT image quality assessments, 

differences between idealized and realistic 
systems are often neglected (and even totally 
forgotten).

Because a major component of the imaging 
chain—the tomographic reconstruction algo-
rithm—is linear and because of the applicability 
of linear systems theory in the “routine” condi-
tions, conventional CT systems are often referred 
to as quasi-linear CT systems. However, as the 
term “quasi” suggests, a quasi-linear system is 
not perfectly linear, nor is linear system theory 
perfectly applicable. Caution needs to be taken 
when estimating CT image quality under condi-
tions deviating from routine conditions: the NPS 
and MTF at off-centered positions epitomize the 
breakdown of idealized system models.

 Nonlinear CT Systems with Model-
Based Iterative Reconstruction

This section will use one of several commercial-
ized versions of MBIR (Veo, GE Healthcare) 
installed in a diagnostic MDCT system 
(Discovery CT750 HD, GE Healthcare) to dem-
onstrate how linear CT systems models can be 
severely violated. Unlike quasi-linear CT sys-
tems for which replenishments of ideal linear 
system theory would suffice in providing much 
needed quantitative relationships between image 
quality metrics and system parameters, the non-
linear nature of the MBIR algorithm fundamen-
tally rejects the applicability of linear systems 
theory. In addition, nonstationary signal and 
noise properties of MBIR reported in literature 
raised concern about whether several Fourier-
domain image quality metrics such as NPS can 
still be well defined. This section will provide 
scientific argument to address this concern, and 
it will also present several strategies to estimate 
signal and noise characteristics of the MBIR sys-
tem without resorting to linear systems models 
shown in the previous two sections.
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 Challenges Introduced by MBIR

 Unconventional Noise Characteristics
As shown in Fig. 6.12, a noise-only MBIR image 
demonstrated a peculiar pattern: the noise mag-
nitude elevated abruptly at locations correspond-
ing to high-contrast gradients (e.g., the jelly 
bean-air interface). This local noise nonstationar-
ity is fundamentally different from the location 
dependence of noise performance discussed in 
section “Realistic Quasi-linear CT Systems” on 
conventional CT systems, where noise may not 
be uniform across the entire field of view but is 
quasi- stationary within a finite local region. The 
corresponding example can be found in the FBP 
noise-only image shown in Fig. 6.12. The strong 

nonstationarity of noise magnitude in MBIR 
images is unexpected according to linear systems 
models of conventional CT scanners.

Note that it is important to recognize the dif-
ference between the concepts of noise stationar-
ity (defined across pixels) and noise uniformity 
(defined across different regions). Although 
MBIR introduces noise nonstationarity, globally 
speaking, noise performance of different local 
regions in an object can be quite similar in MBIR 
images. As shown by an example in Fig.  6.13, 
the MBIR NPS measured at five different local 
regions in a water tank were more or less the 
same in terms of both magnitude and shape. In 
comparison, the magnitude of the FBP NPS mea-
sured at the center (Region C) of the water tank 

FBP reconstruction

Image object

FBP noise-only image MBIR noise-only image

MBIR reconstruction

Fig. 6.12 To showcase a difference in noise characteris-
tics between FBP and MBIR, two back-to-back CT scans 
of a jar of jelly beans were performed, and two recon-
struction algorithms (FBP with Standard kernel vs. 
MBIR) were applied to each set of scan data. By subtract-
ing CT images generated from the back-to-back scans, 

noise-only images were generated for each algorithm. 
Compared with the relatively stationary FBP noise pat-
tern, the MBIR noise-only image showed strong noise 
nonstationarity: the noise magnitude elevated at spatial 
locations corresponding to large contrast gradients (e.g., 
edge of each jelly bean)
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was visibly higher than those measured at four 
peripheral regions. In addition, FBP NPS at these 
four regions are not radially symmetric due to the 
reason described in section “Impacts of Bowtie 
Filter and Patient Position”. In contrast, all of the 
MBIR NPS were quite isotropic, which is another 
unexpected behavior.

To further demonstrate the violation of lin-
ear systems theory in MBIR, three sets of CT 
images were acquired at 120  kV and the fol-
lowing mAs levels: 100, 200, and 300. Under 
these conditions, the effect of electronic noise 
can be considered negligible, and based on Eq. 
(6.29), NPS of the three image sets should be 
related by

100 200

300
100 200

300

× = ×
= ×

NPS NPS

NPS
mAs mAs

mAs.  
(6.72)

If we generate a composite image fcomp from 
100 to 200 mAs images as follows
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Based on Eq. (6.72), NPS of this composite 
image should be
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In other words, if the linear CT systems model is 
valid, NPS of the composite CT image should equal 
that of the 300 mAs image. As shown in Fig. 6.14, 
the NPS equality in Eq. (6.74) was indeed valid 
for FBP images, but it was no longer the case for 
MBIR-based results: not only was the NPS magni-
tude of the composite MBIR image lower than that 
of the 300 mAs MBIR image but also the NPS peak 
shifted toward lower-spatial frequency. This obser-
vation suggested that noise of MBIR-based CT sys-
tems has unconventional dependence on mAs levels.

Noise of MBIR images also demonstrated 
very weak dependence on slice thickness (Δz), 
which is unexpected according to the linear sys-
tems model in Eq. (6.21). As shown in Fig. 6.15, 
slice thicknesses of 0.625 mm and 5.0 mm gen-

Fig. 6.13 NPS measured locally in five 4 × 4 cm2 regions 
in a uniform water cylinder. Locations of the five regions 
(denoted by C, N, E, S, W, respectively) are illustrated in 

Fig.  6.2 of Reference [20]. (Modified from [20], with 
permission)
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erated quite similar noise-only MBIR images. In 
contrast, FBP images demonstrated the expected 

noise-Δz dependence, as the 0.625  mm image 
was visibly noisier than the 5.0 mm image.

 Unconventional Spatial Resolution 
Characteristics
The spatial resolution performance of MBIR-
based systems also demonstrated unconventional 
spatial resolution characteristics [18, 21, 25, 26]. 
For example, the PSF of a MBIR system showed 
strong dependence on object contrast and mAs 
level (Fig.  6.16). Such strong dependences can-
not be explained by the spatial resolution models 
presented in section “CT Spatial Resolution” (ideal 
systems) and section “Spatial Resolution Properties 
of Realistic Systems” (realistic systems), highlight-
ing another breakdown of linear CT system theory.

These unconventional spatial resolution and 
noise characteristics have introduced significant 
challenge to the clinical use of MBIR-based CT 
systems, as the prescription of scan and recon-
struction parameters can no longer rely on the 
well-known relationships between these param-
eters and CT image quality. Further, the frequent 
violation of system stationarity in MBIR-based 
systems brought doubts about whether certain 
Fourier-domain image quality metrics (e.g., NPS) 
can still be rigorously defined. How to address 
these challenges is the focus of the remaining 
content of this section.
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Fig. 6.14 NPS of a composite image described in Eq. 
(6.73) and a 300 mAs image reconstructed by FBP (a) and 
MBIR (b). The legend applies to both (a, b). (Modified 
from [20], with permission)

FBP

0.625 mm 1.25 mm 2.5 mm 5.0 mm

MBIR

Fig. 6.15 Noise-only FBP (top row) and MBIR images (bottom row) acquired at the same kV and mAs level but with 
four different reconstruction slice thicknesses
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Fig. 6.16 PSF of a 
MBIR-based CT system 
measured at two object 
contrast levels (left 
figure, 350 HU; right 
figure, 100 HU) and four 
mAs levels. (Modified 
from [21], with 
permission)

 Image Quality Estimation for MBIR-
Based CT Systems

 Estimation of Noise Performance
To estimate the noise performance of MBIR-
based CT systems in a quantitative fashion, one 
needs to examine whether one of the most widely 

employed quantitative noise performance met-
rics—the noise power spectrum—is still well 
defined for these nonstationary systems. Recall 
that a 2D NPS is given by 2D Fourier transform 
of 2D autocovariance function Cf. The general 
definition of Cf is given by

 

C x y x y f x y f x y f x y f x yf i i j j i i i i j j j j, ; , , , , ,( ) = ( ) - ( )éë ùû ( ) - ( )é
ë

ù
û

== ( ) ( )D Df x y f x yi i j j, , .
 

(6.75)

where (xi, yi) and (xj, yj) denote two spatial loca-
tions in the 2D CT image domain. By substi-
tuting xj with xi + x′ and yj with yi + y′, where 

x′ and y′ quantify the relative spatial distance 
between (xi, yi) and (xj, yj), Eq. (6.75) can also 
be written as

 
C x y x x y y f x y f x x y yf i i i i i i i i, ; , , ,+ +( ) = ( ) + +( )¢ ¢ ¢ ¢D D .

 
(6.76)

Apparently, the general form of the 2D 
autocovariance is a function of four variables 
(xi, yi, x′, y′). For systems with stationary noise, 
shift-invariance dictated that Cf does not depend 
on the absolute spatial location (xi, yi), which 
reduces the number of free variables to two 
(x′, y′). For MBIR systems with nonstationary 

noise, the loss of shift-invariance due to non-
linearity dictates that Cf may depend on all four 
parameters. Since a 2D Fourier transform can be 
taken only with respect to two variables (e.g., x′ 
and y′), the other two variable (e.g., xi and yi) will 
be left in the result of the 2D Fourier transform. 
As an example,
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In this example, the Fourier transform of Cf 
is taken with respect to x′ and y′; therefore the 
left-hand side depends on not only (kx, ky) but also 

(xi, yi). A 2D spatial average of NPS(kx, ky; xi, yi) 
will eliminate its dependence on (xi, yi)and lead 
to the following formula:
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(6.78)

where LxLy is the area of the region where the 
integration is taken. Based on the fact that Δf 

is real and with variable changes of x = xi + x′, 
y = yi + y′, Eq. (6.78) can be simplified to

 

NPS , , e d d , e
i i

k k
L L

f x y x y f x yx y
x y

xk yk

i i
x y( ) = ( ) ( )- +( ) * +

òò
1 2 2D Dp p xx k y k

i i

x y

i x i y

L L
f x y

+( )òò

= ( ){ }

d d

FT ,

x y

1 2
D .

 

(6.79)

The corresponding digital form of Eq. (6.79) 
is given by

where Nx = Lx/Δx, Ny = Ly/Δy. In terms of math-
ematical expression, NPS in Eq. (6.79) (analog 
case) or Eq. (6.80) (digital case) appears to be 
similar to the classical NPS formulas derived for 
stationary systems [70], except the following two 
key differences:

 1. Derivation of Eqs. (6.79) and (6.80) never 
used the condition of noise stationarity. For 
nonstationary systems such as those using 
MBIR, the introduction of the concept of 
NPS  in Eq. (6.78) provides rigorously defined 
physical meaning to results calculated using 
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these classical formulas: it is a spatially aver-
aged noise power spectrum.

 2. Operator 〈〉 in Eqs. (6.79) and (6.80) denotes 
the statistically defined expected value. It 
should not be replaced by the operation of 
spatially shifting the ROI locations in an 
image, which implicitly requires noise sta-
tionarity. Instead, the 〈〉 operation must be 
implemented through repeated and indepen-
dent image acquisitions and ensemble averag-
ing to make NPS  meaningful for nonstationary 
systems.

After justifying the use of NPS  as a metric 
to estimate the noise performance of nonstation-
ary systems, its measurement was performed 
for a commercial MDCT systems (Discovery 
CT750 HD, GE Healthcare) with MBIR (Veo, 
GE Healthcare). To help understand the depen-
dence of MBIR noise performance on mAs 
level, NPS  was measured at seven mAs levels 
(5, 12.5, 25, 50, 100, 200, 300), which corre-
sponded to CTDIvol values of (1.0, 2.5, 5.0, 10.0, 
20.0, 40.0, 60.0) mGy, respectively. At each mAs 
level, 50 repeated scans were performed, with an 
inter-scan delay time of at least 10 seconds being 
enforced to help maintain mutual independence 
of the data. Radial profiles of the 2D NPS  are 
shown in Fig.  6.17. Compared with the corre-
sponding FBP NPS shown earlier in Fig.  6.4, 
NPS  of MBIR demonstrated significantly lower 
magnitudes. In addition, the shape of the NPS 
demonstrated strong dependence on the mAs, 
as peak of NPS measured at lower mAs level 

shifted toward lower frequencies. This behavior 
is a direct violation of the linear systems model, 
which states that the shape of the CT NPS, once 
normalized by the noise magnitude, should be 
independent of the mAs level. Consequently, 
extensive experimental studies need to be con-
ducted for a given MBIR method in order to 
obtain relatively comprehensive understanding 
of its noise characteristics. As an example of 
this approach, the frequency that corresponds 
to the NPS peak (referred to as peak frequency 
or kpeak) was measured for all the NPS data in 
Fig. 6.17 and then plotted as a function of mAs. 
As shown in Fig.  6.18a, kpeak of MBIR mono-
tonically decreased when mAs was reduced. By 
presenting the results using a log-log plot, kpeak 
seemed to be related to mAs through a power-
law relationship, and a power-law fit showed it 
was indeed the case: kpeak was found to be pro-
portional to

 
kpeak mAsµ ( )0 16. .

 
(6.81)

Although no theoretical model is available yet 
to explain the origin of this phenomenon, at least 
the empirical relationship provides a means to 
reasonably extend results estimated at one mAs 
level to other mAs levels for MBIR systems.

The philosophy of empirical modeling also helps 
toward understanding the dependence of noise 
magnitude on mAs. As shown in Fig. 6.18b, a log-
log plot of MBIR noise variance vs. mAs suggested 
another power-law relationship, and a power-law fit 
confirmed it was indeed the case [20]:
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area under the NPS curve. (Modified from [20], with permission)

K. Li and G.-H. Chen



111

 

sMBIR
mAs

2
0 4

1
µ

( ) .
.

 

(6.82)

This is different from the noise model of FBP-
based linear systems in Eq. (6.21), which showed
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A comparison between Eqs. (6.82) and (6.83) 
tells that noise variance of MBIR image has much 
weaker dependence on mAs level, and therefore a 
reduction in mAs do not come with much penalty 
in noise magnitude; there is, however, change in 
noise texture when mAs is lowered according to 
Eq. (6.81).

The empirical power-law relationship between 
MBIR noise variance and mAs in Eq. (6.82) has 
provided important guidance toward employing 
MBIR in routine clinical practice. In a prospec-
tive trial of reduced dose abdominal CT imaging 
with MBIR [32], the power-law relationship was 
used to predict the noise variance of reduced dose 
(RD) CT scan once the standard dose (SD) scan 
was finished. Based on Eq. (6.82), noise vari-
ances of the two scans should be related by
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Once the RD scan was actually performed, its 
noise variance sMBIR RD,

2 was experimentally mea-

sured in two relatively uniform anatomical regions 
(the liver and the subcutaneous fat). This process 
was repeated for each of the 110 human subject 
enrolled in the trial, and the measured noise vari-
ances of RD and SD scans were plotted against the 
mAs levels of the two scans. The power-law expo-
nent of the plot was estimated for each subject, 
and the exponents of the study population were 
compared with the exponent of 0.4 in Eq. (6.82). 
As shown in Fig. 6.19, the experimental data fol-
lowed very well with the power-law relationships 
in Eqs. (6.82) and (6.83), with the population mean 
± standard deviation of the power-law exponent 
to be 0.41 ± 0.12 (liver region) and 0.37 ± 0.12 (fat 
region) for MBIR, 1.04 ± 0.10 (liver region) and 
0.97 ± 0.12 (fat region) for FBP. These results sug-
gested that the power-law relationship observed 
through phantom-based studies can be decently 
generalized to in vivo human studies for MBIR, 
providing a viable approach to estimate noise 
magnitude when classical theoretical noise model 
is no longer valid.

Empirical power-law relationship between 
MBIR noise variance and slice thickness (Δz) 
was also observed [20]. As shown in Fig. 6.20, 
noise variance of MBIR images demonstrated a 
weaker dependence on Δz as
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Fig. 6.18 (a) Dependence of NPS peak frequency on mAs for both FBP- and MBIR-based CT systems. (b) Dependence 
of CT noise variance σ2 (i.e., zero-dimensional NPS) on mAs. (Modified from [20], with permission)
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Fig. 6.19 CT noise variances of standard dose and 
reduced dose series of 110 human subjects. Circles are 
experimental data points, and each line represents power-
law fit for each subject. Blue data were generated from 
FBP reconstructions, while black data were from MBIR 
reconstructions. To benchmark the shape of the lines, two 
reference lines (σ2 ∝ (mAs)−0.4 and σ2 ∝ (mAs)−1.0) were 
added to the figures. (a) Measurements were performed in 
the livers of the subjects. (b) Measurements were per-
formed in the subcutaneous fat of the subjects. (Modified 
from [32], with permission)
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This is different from the noise model of FBP-
based linear systems in Eq. (6.21), which showed
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Based on Eq. (6.85), reducing slice thickness 
in MBIR does not come with too much penalty 
in noise magnitude, which permits thin slice 

acquisition and reconstruction that enjoy higher 
through-plane resolution with less blooming arti-
facts. A corresponding example of this advantage 
of MBIR is provided in Fig. 6.21.

 Task-Based Estimation of Spatial 
Resolution Performance
As shown earlier in Fig. 6.16, the spatial resolu-
tion of an MBIR-based system depends on both 
radiation dose level and object contrast level. 
Therefore, spatial resolution assessed under 
high-contrast and high-dose condition should 
not be arbitrarily generalized to other condi-
tions. Instead, spatial resolution performance 
should be estimated separately for each feature 
of clinical interest at clinically relevant radia-
tion dose levels [18, 21, 25, 26]. In other words, 
the estimation should be done in the context 
of each specific CT imaging task. For certain 
imaging tasks such as detection of a low-con-
trast nodules at a relative low-dose level, the 
estimation of spatial resolution performance 
can be quite challenging due to extremely low 
signal-to-noise ratio (Fig.  6.22): in this case, 
the estimation result can be contaminated by 
image noise.

To reliably estimate task-based spatial res-
olution performance, repeated data acquisi-
tions and ensemble averaging are necessary, 
especially for low contrast imaging tasks [21, 
25]. As shown in Fig.  6.23, ensemble averag-
ing not only helps to knock out the influence of 
noise in spatial resolution assessment but also 
provide a background image to help produce 
noise-only images for estimating NPS . Using 
this work flow, axial PSF was assessed at four 
contrast levels (ranging from 10 to 1280  HU) 
and four radiation dose levels (ranging from 
4 to 16  mGy), and the width (w) of the PSF 
was plotted against contrast and dose levels in 
Fig.  6.24a. For MBIR, w increased monotoni-
cally when either contrast or dose was reduced. 
For example, at 100% dose (16 mGy) and 1280 
HU, w was 0.33  mm, which was only 37% 
of the w value measured at 25% dose and 13 
HU. In comparison, w of FBP was independent 
of radiation dose and contrast level; it stayed 
around 0.52 mm, with 95% confidence interval 
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(CI) of [0.49, 0.55 mm]. In addition, Fig. 6.24b 
showed the “crossover” contrast level at which 
spatial resolutions of Veo and FBP became 
equivalent. The crossover contrast was strongly 
dose- dependent: it was 300  HU at 25% dose, 
174 HU at 50% dose, 127 HU at 75% dose, or 
78 HU at 100% dose [21].

Spatial resolution along the z (through-
plane) direction demonstrated similar contrast 

and dose dependences. As shown in Fig. 6.25, 
the through-plane PSF of MBIR assessed at a 
contrast level of 270 HU was narrower than that 
at 120 HU; the width of the through-plane PSF 
also increased monotonically with decreasing 
dose level. As a sanity check, through-plane 
PSF was also measured for FBP images. As 
expected, the results were independent of con-
trast and dose level.
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Fig. 6.20 Noise variance-slice thickness (Δz) plots measured at different mAs levels. All plots are displayed using 
log-log scales. (Modified from [20], with permission)
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Fig. 6.21 Abdominal CT images of a human subject gener-
ated with two reconstruction slice thicknesses (0.625 vs. 
5 mm) and two algorithms (FBP vs. Veo). Although all four 
images showed calcium deposition(s) in the descending 
aorta, the thin slice (0.625 mm) Veo image provided clearer 

rendering of size and location of individual calcification, 
potentially enabling more accurate calcium scoring. 
Although the thin FBP image also demonstrated less bloom-
ing, it suffered much higher noise penalty because of the 
severe trade-off between slice thickness and noise variance
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 CT Number Accuracy in MBIR-Based 
Systems
The task- and ensemble statistics-based approach 
can also be applied to estimate the CT num-
ber accuracy performance of MBIR-based sys-

tems [71, 72]. As an example, Fig.  6.26 shows 
CT biases of a diagnostic MDCT systems (GE 
Discovery CT750 HD) equipped with both FBP 
and MBIR. At each mAs level, 50 repeated image 
acquisitions were performed, and an image-

High contrast, high dose Low contrast, low dose

Fig. 6.22 (Left): Image of a high-contrast cylinder acquired at relatively high-radiation dose level. (Right): Image of a 
low-contrast cylinder acquired at relatively low-dose level

Fig. 6.23 Work flow for estimating task-based spatial resolution and NPS  performance from an ensemble of image 
data. (Modified from [21], with permission)
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Fig. 6.24 (a) Summary of 
the contrast and dose 
dependence of in-plane 
PSF. w denotes the width 
of PSF. The triangles 
represent the experimental 
data points, from which 
other data points were 
estimated via two-
dimensional linear 
interpolation. (b) 
Crossover contrast-dose 
pairs at which the PSFs of 
MBIR and FBP were 
found to be equivalent. 
(Modified from [21], with 
permission)
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domain ensemble averaging of the MBIR images 
provided an estimation of the expected signal 
〈fMBIR〉. Next, repeated scans were performed at 
the highest mAs level provided by the CT system, 
and a projection-domain ensemble averaging was 

performed to obtain an estimation of the expected 
projection signal, which was fed into the linear 
FBP reconstruction engine to produce an estima-
tion of the true CT image signal ftrue. CT number 
bias of the MBIR system was estimated by sub-
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Fig. 6.26 Comparison of CT number biases of FBP- and MBIR (Veo)-based CT systems experimentally measured at 
different contrast and mAs levels
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Fig. 6.25 Through-plane PSF (i.e., slice sensitivity profile) assessed at four radiation contrast levels of (a) 120 HU and 
(b) 270 HU. (Modified from [21], with permission)

tracting 〈fMBIR〉 and ftrue. As shown in Fig. 6.26, for 
a given mAs level and contrast material, bias was 
flipped from positive in FBP images to negative in 
MBIR images and vice versa, suggesting that the 
bias model derived for ideal linear systems [Eq. 
(6.48)] may not be applicable to nonlinear MBIR 
systems. One of the ongoing research efforts is to 
build up better understanding of the signal accu-
racy properties of nonlinear MBIR-based system 
so that CT number bias can be controlled or even 
eliminated in the future.

 Summary

For an idealized CT system, its noise is stationary, 
its axial NPS is rotationally invariant, its NPS mag-
nitude is inversely proportional to mAs, its NPS 
shape is independent of mAs, its spatial resolution 
is independent of contrast and mAs, and its CT 
number bias is linearly related to mAs. These prop-
erties can be derived using linear systems theory 
under the assumptions such as a centered, uniform, 
and cylindrical image object; a perfectly designed 
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bowtie filter that flattens the post-object flux; neg-
ligible beam hardening and scattering effect; ideal 
photon counting detector; no discrete sampling 
involved in any stage of the imaging chain; linear 
tomographic reconstruction algorithm, etc.

For a realistic CT system that uses the linear 
FBP algorithm, some of the assumptions may be 
violated. Nevertheless, its image quality perfor-
mance can be modeled and understood by revising 
and supplementing theories that were established 
for ideal systems. The chapter provided examples 
on how to incorporate realistic tube and detector 
characteristics, object position, and discrete sam-
pling into image quality models of realistic quasi-
linear systems.

For CT systems that use nonlinear MBIR algo-
rithms, the majority of the well-known image 
quality “laws” are no longer valid. Among evi-

dences for the breakdown of linear systems theory 
are the contrast- and radiation-dose dependence of 
spatial resolution, relaxed trade-off between noise 
magnitude and mAs, strong noise nonstationarity 
even within local regions, and strong dependence 
of NPS shape on mAs. The chapter showed that 
when linear systems theory is no longer valid, task-
based image quality estimation methods combined 
with empirical modeling provide viable means 
toward understanding the image quality character-
istics of nonlinear MBIR-based CT systems.

 Appendix I: Autocovariance  
of Post-log Projection Data

Based on its definition, the autocovariance of R 
is given by
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To facilitate the calculation of term1 and 
term2, we can perform a Taylor expansion of ln 
N around〈N〉:
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Based on Eq. (6.88), the expected value of ln 
N can be expressed as

ln ln

ln

N N
N

N N
N

N N

N
N

N

= + - - -( ) +

= + - +

1 1

2

0
2

2

2

2

2

L

L
s

 
(6.89)

With the expanded form of lnN and 〈lnN〉, 
term1 in Eq. (6.87) can be approximated by
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where we ignored terms higher than the second 
order since they are much smaller than the zeroth 

and first order terms. Using similar method, term2 
in Eq. (6.87) can be approximated by
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By subtracting term2 in Eq. (6.91) from term1 
in Eq. (6.90), majority of the common terms 

can be cancelled, leading to a much simplified 
expression for CR:
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Using the formula for CN in Eq. (6.8), formula 
above can be written as
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 Appendix II: CT Autocovariance

The autocovariance of m̂  is defined as
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Since Dm̂  is a real number, Eq. (6.94) can 
also be written as
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(6.95)

According to the FBP reconstruction formula in 
Eq. (6.16), Dm̂  is related to the projection data by
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Based on Eq. (6.96), the autocovariance of 
Dm̂  in Eq. (6.95) can be expanded as
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The term D DR k R k
˜ ˜

1 1 2 2, ,q q( ) ( )
*

 in Eq. 
(6.97) is given by
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Based on Eq. (6.98), C x y x yi i j jm̂ ,;, ,;, ,;,( )  in 
Eq. (6.97) can be simplified as follows:
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By switching from polar coordinate system to 
Cartesian coordinate system, Eq. (6.99) can be 
written in the following form:
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where kx = k cos θ, ky = k sin θ, and J = 1/  ∣ k∣ 
are the Jacobian factor introduced by the polar-
to-Cartesian coordinate system change.

The noise variance of m̂  is related to Cm̂  by
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Alternatively, the integration in Eq. (6.101) 
can be written in the polar coordinate system as
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 Appendix III: CT Image of a Point-
Like Object Generated 
from an Idealized Linear System

According to [33, 34], the radiological path 
length of an image object μ(x, y) along the (ρ, θ) 
ray is given by
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For the point object in Eq. (6.32), the radio-
logical path length is
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Based on (6.104) and the Beer-Lambert law, 
the expected number of photons is

N n t z u A x yr q r d r q q, e( ) = - - -( )
0

0 0 0D D D cos sin .
 
(6.105)

Expected value of the post-log projection data 
is given by
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With 〈R(ρ, θ)〉, the following FBP reconstruc-
tion can be performed to get û x y,( ) :
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where R k
~

,q( )  is given by
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By putting (6.108) into (6.107), we have
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By switching from polar-to-Cartesian coordi-
nate system, Eq. (6.109) becomes
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where g(x − x0, y − y0) denotes the 2D Fourier 
transform of the window function G(k).
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Clinical CT Performance Evaluation

Nicole Lafata and Christopher J. MacLellan

 Performance Evaluation 
Preparation

There are several steps a physicist should take 
before entering the CT facility to facilitate an 
appropriate and efficient CT performance evalu-
ation. The physicist should work with technical 
and administrative staff to obtain basic informa-
tion about the unit and facility as well as to sched-
ule time to test the unit. This includes technical 
details such as the vendor, model, and capabili-
ties (e.g., dual energy, cardiac mode, gantry tilt, 
etc.) as well as an understanding of the manner in 
which the scanner is used clinically (e.g., dedi-
cated interventional scanner, therapy simulator, 
etc.). The technical staff should help to identify 
the routine protocols for each relevant applica-
tion and patient population to ensure appropri-
ate protocols are used during the evaluation. The 
physicist should also be aware of the regulatory 
and accreditation standards that are applicable 
to the scanner. While regulatory requirements 
are typically defined by geography, accredita-
tion requirements can vary significantly between 
scanners and sites. With this information, the 
physicist should adjust the performance evalu-
ation accordingly. For example, the evaluation 
of an American College of Radiology (ACR) 

accredited general purpose dual energy scanner 
in a radiology department will differ significantly 
from a non-accredited hybrid CT in a nuclear 
medicine department. If the performance evalu-
ation is an acceptance test, the physicist may 
seek additional technical specifications from the 
vendor and adjust the test accordingly. The physi-
cist should also ensure that they obtain any login 
information or service keys that are required to 
conduct testing.

 Safety and Operational Inspection

A safety and operational inspection includes 
several key safety components, such as (1) a 
pretest inspection checking for radiation safety 
measures, proper mechanical operation, and 
appropriate dosimetric capabilities, (2) ensuring 
a well-run quality control (QC) program, and (3) 
inspecting acquisition display monitors.

 Pretest Inspection

The safe use of CT imaging systems is defined 
and enforced at different levels. While the Code 
of Federal Regulations (CFR) defines specific 
administrative law regarding CT radiation safety, 
there are often additional regulations defined by 
state governments, institutions, and third-party 
accreditation agencies. Accordingly, it is impera-
tive to verify which safety rules and regulations 
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are applicable when testing a CT system. Below 
is a list of checks that  – regardless of whether 
or not they are mandated  – are important for a 
proper performance evaluation. Many of these 
recommendations have been adopted from the 
Code of Federal Regulations and AAPM Task 
Group 233 [1, 2]. These recommended assess-
ments fall into three categories: radiation safety, 
CT system operation, and dosimetric capabilities.

The pretest inspection includes a list of tech-
nical assessments and testing procedures that 
are performed to ensure radiation safety to both 
patients and staff. First, proper signage should 
be present outside of the CT room, ensuring that 
personnel know they are entering an area where 
there may be radiation. At a minimum, this may 
include warning signs posted at all access points 
stating, “Caution Radiation Area.” However, 
individual states and/or accrediting bodies may 
have more specific posting regulations. Of par-
ticular interest are X-ray beam-on indication 
lights. If an X-ray indication light is installed at 
the CT room entry, one should verify the sign 
illuminates when a scan is performed. Next, it 
is recommended to consult local regulations and 
guidelines to determine if CT room doors are 
required to be shut during exposures. If required 
and/or intended in the room design, one needs to 
check for compliance. Another important task is 
verification that emergency stops are operable 
and available to operators. In accordance with 
CRF 21CFR1020.30 (j), control panels shall con-
tain the following warning statement: “Warning: 
This x-ray unit may be dangerous to patient and 
operator unless safe exposure factors, operat-
ing instructions and maintenance schedules are 
observed” [2]. A signal shall be produced – either 
audible or visual – when X-rays are generated. If 
a system is undergoing acceptance testing, it is 
important to make sure the shielding in the room 
has been inspected and surveyed. NCRP 147 
provides sufficient recommendations on how to 
properly evaluate shielding adequacy [3].

For exam rooms that are used for interven-
tional procedures, lead aprons should be avail-
able for staff. It may also be informative for the 

physicist to measure the exposure from X-ray 
scatter at different locations in the CT room that 
may be occupied by interventional staff during 
procedures. This can be performed using a large 
attenuator (i.e., the CTDI 32  cm phantom) and 
a survey meter setup to measure the cumulative 
dose at a defined points of interest in the room. 
For a known tube current and rotation time, the 
scatter exposure at each location can be calcu-
lated in μR/mA. A diagram of dose rates can be 
created to display in the room for a commonly 
used protocol(s).

To ensure patient safety, several different CT 
system operation checks should be evaluated as fol-
lows. The physicist should verify that [1] technolo-
gists working at the acquisition workstation have a 
direct line of sight to the patient and oral communi-
cation with the patient is easily achievable; [2] the 
table movement is smooth and operates properly; 
and [3] the gantry and acquisition console controls, 
lights, and indicators function as intended.

Finally, to ensure patients are receiving appro-
priate doses, it is imperative to check basic 
capabilities of the CT system. For example, the 
scanner should have a visual reference plane 
(e.g., lasers) that corresponds to the principal 
imaging planes. Prior to an acquisition, the sys-
tem should be capable of displaying all of the 
technique factors. While an acquisition utilizing 
tube current modulation may not show the exact 
mA, the scanner should be capable of display-
ing the minimum and maximum mA.  Finally, 
the CTDI, dose length product (DLP), and esti-
mated maximum CTDI at a single slice location 
should be visible to the user prior to image acqui-
sition. The National Electrical Manufacturers 
Association (NEMA) has developed a stan-
dard requiring scanners to incorporate different 
“Smart Dose” features to be considered compli-
ant with the XR-29 Standard [4]. This initiative 
is also known as MITA Smart Dose, and required 
features include that the scanner is capable of 
automatic exposure control, DICOM-compliant 
radiation dose structured reporting, and dose 
check features and contains reference pediatric 
and adult protocols. Physicists should ensure (by 
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contacting the vendor) that a CT system has the 
proper software upgrades to be compliant with 
XR-29. Finally, the system should be capable of 
sending the dosimetry information, preferably to 
a software environment that is capable of moni-
toring, tracking, and analyzing doses.

 Quality Control Program

It is the responsibility of medical physicists to 
implement, teach, and monitor a quality control 
(QC) program. At a minimum, a site should be 
compliant with the QC practices recommended by 
their accrediting bodies and CT system manufac-
turer. Prior to scanner use, daily QC programs typ-
ically start with a tube warm-up, followed by an 
air calibration. Next, a water phantom is scanned 
in either axial or helical mode. Thin image slices 
should be acquired to check for artifacts, while 
thicker image slices may be reconstructed to mea-
sure the mean and standard deviation of the water 
CT number.

Ideally, the QC program will be monitored 
routinely. This ensures any potential problems 
with QC can be addressed more frequently than 
once a year. Methods for how to monitor this data 
are broad in both scope and practice. At some 
facilities the QC data may simply be recorded on 
sheets of paper; at others, a technologist is able to 
enter the QC data into a structured web applica-
tion database for a physicist to review. Preferably, 
a QC program will also include a periodic review 
of the QC images by the physicist. The physi-
cist should review the images for proper setup, 
acquisition parameters, and artifacts. A more 
sophisticated approach, however, would include 
QC images sent to a server where they would be 
automatically analyzed for CT number, unifor-
mity, noise properties, and artifacts.

While still important, it may be more appro-
priate to perform other tests on a less frequent or 
monthly basis. These include items that the ACR 
recommends on their monthly checklist includ-
ing checking the proper functioning of the gantry, 
ensuring the control console is working as it is 

supposed to, and running an artifact check on a 
large phantom [5].

It is essential that technologists completing 
QC procedures and using CT systems appreciate 
that they are the first line of defense in ensuring 
both patient safety and exam quality. If they con-
sider images to be unsatisfactory, technologists 
should feel enabled and comfortable to repeat 
QC scans, run calibration tests, and contact 
physics or engineering support.

 Display Monitor

CT technologists rely on the display at the scan-
ner console throughout an exam to assess images 
as they are reconstructed. These displays are an 
important part of the clinical workflow and should 
be evaluated on a regular basis. Some key aspects 
of display integrity include the maximum bright-
ness, grayscale calibration, and the absence of 
artifacts. Many of these features can be tested 
qualitatively by evaluating specially designed 
test patterns on the display. Quantitative evalua-
tions require luminance and illuminance meters 
that measure the light emitted from or incident on 
the display, respectively. Displays that are located 
within interventional suites should also be evalu-
ated since they are used to guide patient proce-
dures. Special care should be taken to make these 
evaluations in the typical ambient lighting condi-
tions as this can have a significant impact on the 
ability to resolve the lowest gray levels. Resources 
for display technical specifications, testing proce-
dures, and test patterns can be found in the reports 
of AAPM Task Groups 18 [6] and 270 [7].

 System Geometry

System geometry evaluation requires testing 
many of the constituent subsystems of the scan-
ner: laser accuracy, table movement, gantry tilt, 
and collimation. If any of these subsystems are 
in misalignment, they could degrade the image 
quality or affect patient dose.
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 Laser Alignment Accuracy

Accurate laser alignment ensures optimal 
patient positioning. Axial lasers ensure proper 
coverage in  localizer views, while sagittal 
and coronal lasers ensure the patient is prop-
erly centered in the field of view. Collectively, 
this helps ensure appropriate patient dose and 
image quality. Several methods exist to verify 
laser alignment. These generally rely on placing 
small radiopaque markers at each of the visible 
laser locations. The scanner is landmarked and 
a series of thin axial slices are prescribed at the 
landmark position. The table position where the 
marker is most prominent represents the axial 
laser position. The accuracy of the sagittal and 
coronal lasers can be found by measuring the 
orthogonal distance from the markers in the 
image to the appropriate axis in the image. This 
measurement is easily performed with the aid of 
a grid overlay or by recording the coordinates 
of each fiducial in the image at the scanner con-
sole. Common approaches are to use a phantom 
with multiple markers known to be embedded 
in the same plane (e.g., ACR phantom) or place 
a thin wire-like object (e.g., staples) along each 
laser on an existing phantom prior to scanning 
(Fig. 7.1).

 Scout Prescription Accuracy

In routine clinical imaging, the scan extent is 
defined using the localizer image. Thus, it is 
important to ensure that the location prescribed 
from the localizer is faithfully acquired during 
a given acquisition. To verify the prescription 
accuracy, a radiopaque marker should be placed 
at a known table location, and a localizer should 
be acquired. A series of axial images centered on 
the marker should be prescribed using the local-
izer. The marker should be most visible at the 
slice corresponding to the known table location.

 Table Movement

Accurate table movement is critical to the per-
formance of any CT scanner and can be evalu-
ated by recording the table position indicated on 
the scanner and comparing it with an indepen-
dent measure of position. A simple approach is to 
place a tape measure in the center of the scanner 
table and move the table into and out of the gantry 
at predefined increments. The distance traveled 
on the tape measure and on the scanner should 
match at every position including when the table 
is returned to the original location. Alternatively, 

Fig. 7.1 Axial laser alignment. Two examples of laser 
accuracy measurement with crosshairs placed at the iso-
center for reference. The ACR phantom has fiducial mark-
ers embedded in the phantom that are aligned with the 
lasers (a). Fiducial markers can also be attached to a phan-

tom to align with the lasers (b). The sagittal and coronal 
laser accuracy is measured by finding the coordinates of 
the fiducials in the image. Axial laser alignment is mea-
sured by verifying the markers are most prominent at the 
table position corresponding to the axial laser
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the same information can be measured using 
a phantom with two sets of fiducials that are a 
known distance apart. Regardless of the method, 
it is important to evaluate table motion over the 
maximum range of table motion.

 Gantry Tilt

Scanners with tilting gantries should be evaluated 
to ensure angular accuracy. This can be measured 
using a computed radiography (CR) plate or a 
piece of film placed perpendicular to the table in 
the sagittal plane. The table should be positioned 
such that the isocenter is located within the plate 
or film. Rigid objects with low-to-moderate 
attenuation properties (e.g., foam blocks) and/
or tape can be used to ensure the plate or film 
stays in position. Using the thinnest collimation, 
axial acquisitions should be acquired throughout 
the available range of gantry tilt angles with a 
technique that is appropriate for the measuring 
device. The angles should be measured either 
virtually on the digital images (CR) or using a 
protractor (film). An alternative approach is to 
perform the axial acquisitions described above on 
a cylindrical water phantom of known diameter 
(Fig. 7.2). The apparent diameter of the phantom 
in the anterior/posterior direction can be used to 

calculate the actual gantry tilt using the following 
trigonometric relationship.
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 Axial Slice Thickness

The true reconstructed slice thicknesses should be in 
agreement with the thickness selected at the scanner 
console. This is typically measured using a phan-
tom with a specialized insert containing objects of 
known size and geometry designed specifically for 
this purpose. Common methods include counting a 
series of specially placed high-attenuating targets or 
measuring the full width half maximum of highly 
attenuating cross ramps of a known angle (Fig. 7.3). 
The actual calculation of the slice thickness will 
depend on the size and arrangement of ramps/targets 
within the specific phantom.

 Helical Slice Thickness

All modern CT scanners are capable of acquir-
ing images in helical mode where the tube is 
rotated while the table is moving, which allows 

Fig. 7.2 Gantry tilt accuracy. An approach to measure 
gantry tilt when a CR plate or film is not available. A 
phantom of known diameter is measured with and without 

tilting the gantry, and the apparent length in the anterior/
posterior direction is compared using trigonometry to 
verify the gantry angle
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the reconstruction of arbitrary slice thicknesses. 
The effective slice thickness of a helical acqui-
sition is best evaluated by measuring full width 
at half maximum of the impulse response of the 
system [6, 7]. This requires a phantom with a 
small (0.05–0.1 mm) highly attenuating disk or 
bead or a small air hole embedded in an attenu-
ating medium. Helical reconstruction should be 
performed with small intervals (<10% of the 
nominal slice thickness) between slices for each 
acquisition of interest. Practically, the extent 
of the scan should be limited due to the num-
ber of images produced by this type of acqui-
sition. The impulse response can be found by 
plotting the maximum (or minimum for an air 
hole) CT number in each image as a function of 
table position. The full width at half maximum 
of this impulse response is representative of the 
effective slice thickness for a given acquisition 
[8–10].

 Radiation Beam Width

Like other imaging modalities that utilize ion-
izing radiation, it is imperative to ensure the size 
of the radiation field emitted from a CT scanner 
is consistent with the nominal size. Modern CT 

scanners have several beam collimations that 
can be used during acquisition. These can be 
verified using either film or a CR plate placed 
at the isocenter of the scanner. When using film, 
the full width half max of the exposed region 
may be evaluated visually or electronically if 
an image of the film is obtained. While there 
is substantial uncertainty using film, it is gen-
erally sufficient to meet vendor’s tolerances. 
Theoretically, using a CR plate can provide a 
more accurate and precise measurement pro-
vided the pixel values are properly converted to 
exposure [11–13].

 Radiation Output Performance

Accurate and reliable radiation output is an impor-
tant aspect of CT performance. However, making 
meaningful measurements of radiation output is 
nontrivial due to the unique rotational geometry 
found in CT. For this reason, a standardized mea-
surement called the computed tomography dose 
index (CTDI) is customarily used to assess the 
radiation output of CT scanners. To measure the 
CTDI, a physicist will need an ionization cham-
ber and two CTDI phantoms. These phantoms 
are made of polymethyl methacrylate (PMMA) 

Fig. 7.3 Axial slice thickness. Two ways to measure axial 
slice thickness. In the ACR phantom, highly attenuating 
objects are placed in the superior inferior direction such 
that they can be easily counted to calculate the slice thick-

ness (a). In this case each bar represents 0.5  mm. The 
Catphan phantom contains highly attenuating cross ramps 
(b). The length can be used to calculate the slice thickness. 
In this case the angle is 230 from the superior/inferior axis
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and are either 16  cm or 32  cm in diameter for 
use in head and abdomen protocols, respectively. 
Each phantom contains five holes for insertion 
of the ionization chamber. One hole is located at 
the center of the phantom and four at different 
locations around the periphery. The CTDI is most 
commonly measured using a 100-mm-long cylin-
drical ionization chamber, and this special case is 
referred to as CTDI100:

 
CTDI100

100
=

* *
*

E f

N T  
(7.2)

where E is the exposure measured in a 100 mm 
ion chamber, f is a conversion factor from expo-
sure to dose in air, N is the number of data chan-
nels used in the acquisition, and T is the thickness 
of each channel. Due to the nonuniform energy 
deposition, CTDI measurements are performed 
at both a central and a peripheral location in the 
phantom. Each value can be based on a single 
measurement, but best practice is to take an aver-
age of multiple measurements. Based on Eq. 7.2, 
CTDIw is defined as a linear combination of the 
central and the peripheral measurements:
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where CTDI100, center and CTDI100, periphery are the 
CTDI100 measurements taken from the center and 
periphery, respectively. To adapt this model to 
helical scans, CTDIvol is used. This model allows 
the measurement of the CTDI in a single axial 
rotation; however, it accounts for the pitch in a 
prescribed protocol:

 
CTDI CTDIvol =

*
w

N T
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where I is the travel distance of the table per 
rotation of a helical scan. Although modern CT 
systems display CTDI values, it is important to 
verify the reliability of such readings. Beyond 
checking the accuracy of the reported CTDI, 
the output reproducibility and linearity should 
also be characterized. It is also important to 
note that the CTDI measurements are simply a 
characterization of the output of a CT system 
under standardized conditions and do not 
represent the dose delivered to a patient.

 Exposure and Timer Characterization

Using the CTDI measurement setup defined in 
the previous section, it is possible to character-
ize the exposure and timer of a CT system. This 
includes testing for accuracy, reproducibility, and 
linearity. Given a set of acquisition parameters, it 
is essential to verify a scanner will produce a con-
sistent exposure output that is linearly propor-
tional to the tube current. Exposure should also 
respond linearly to an increase in rotation time. 
Furthermore, testing for timer accuracy helps 
ensure the tube is rotating at the expected speed.

A variety of methods can be used to measure 
the linearity, accuracy, and reproducibility of the 
CT system, the simplest of which is as follows: 
(1) acquire multiple datasets to test for repro-
ducibility; (2) acquire data for at least two addi-
tional mA settings to test for linearity; and (3) 
acquire data at different tube rotation times with 
a constant mA to test for rotation timer accuracy. 
Each acquisition should be performed with the 
ion chamber in the same location. The exposure 
and exposure time should be recorded for each 
acquisition to evaluate (a) exposure linearity 
and reproducibility and (b) timing accuracy and 
linearity.

Following the characterization of system lin-
earity and reproducibility, it is helpful to char-
acterize the system at different tube voltages. 
This can be accomplished by repeating the same 
scanning protocol at different tube voltages. 
Prior to the acquisitions, one should record the 
manufacturer displayed CTDIvol so that it can be 
compared to the measurement CTDIvol. In addi-
tion, it is worthwhile to compare the results to 
historical data to check for deviations from the 
prior evaluation.

 Bow-Tie Filter Characterization

Another aspect of CT system dose character-
ization is the accuracy of CTDI measurements 
with different bow-tie filters. In general, accu-
rate CTDI measurements with all available 
bow-tie filters, along with the above radiation 
output tests, signify a robust system output to 

7 Clinical CT Performance Evaluation



132

within user-acceptable tolerance. However, 
bow-tie filter response characterization may 
not be a necessary test to perform apart from 
acceptance testing and/or after relevant system 
repairs.

 Displayed CTDIvol Accuracy 
for Clinical Protocols

As it is not possible to measure image quality 
and verify dosimetry at each machine setting that 
could be used clinically, it is important to verify the 
accuracy of the displayed CTDIvol for a few select 
clinical protocols. Different accrediting bodies and 
states require the CTDI to be measured for a vari-
ety of protocols. Most commonly, the following 
protocols are evaluated: (1) adult head, (2) adult 
abdomen, (3) pediatric head, and (4) pediatric 
abdomen. However, additional protocol evaluation 
may be required. In North Carolina, for example, 
the radiation output and dose indices must also be 
evaluated for brain perfusion studies [14].

In order to measure the CTDIvol for a helical 
protocol, it must first be converted into that of 
a single axial slice. In most cases, three mea-
surements are taken at the center position, and 
three measurements are taken in a periphery 
position. Subsequently, these measurements 
can be used in Eqs. 7.2, 7.3, and 7.4 to calcu-
late the CTDIvol.

 Half-Value Layer and kVp

Half-value layer (HVL) and kVp measurements 
are not needed for the routine testing of a CT 
system unless required by regulation or done as 
part of a comprehensive physics evaluation or 
troubleshooting [9]. The HVL can be derived 
by measuring the change in exposure for added 
aluminum filters of different thicknesses and 
then calculating the thickness which reduces 
the exposure by a factor of one-half. This can 
be done with aluminum rings around an ion-
ization chamber or with aluminum plates and 
the tube in a stationary position (e.g., localizer 
mode) [15]. Tube potential accuracy can also be 

tested noninvasively with a kV meter calibrated 
for CT or invasively with a high voltage divider 
[1].

 Localizer Dose

While a CT localizer has lower dose than the 
diagnostic scans that follow, a physicist may 
nonetheless be interested in exposure measure-
ments resulting from these low-dose scans. The 
simplest way to quantify the exposure from a CT 
localizer is to measure it in a similar fashion to 
a projection radiograph [16]. Although this test 
may be beneficial to perform during a CT system 
acceptance, it may not be necessary to perform 
on an annual basis.

 Tube Current Modulation

A growing percentage of clinical CT acquisitions 
utilize tube current modulation (TCM). Although 
TCM has a large impact on dose and image qual-
ity, most traditional annual testing procedures do 
not address this aspect of a CT system. The goal 
of TCM is to provide consistent image quality by 
changing the tube current based on the attenu-
ation of the patient. It is therefore important to 
characterize (a) how the tube output responds to 
different amounts of beam attenuation and (b) 
how TCM may affect changes in image quality.

It is essential to be able to characterize both 
the output of the tube and the resultant image 
quality when tube current modulation is acti-
vated. While there are many ways to simulate 
different patient thicknesses, the simplest way is 
to use a phantom that gradually changes in thick-
ness. Another option is to place phantoms of dif-
fering sizes next to each other (e.g., the 32  cm 
and 16 cm CTDI phantoms). Ideally the phantom 
would also encapsulate image quality inserts so 
metrics beyond the noise can be measured.

Currently, there is no global standard for 
TCM.  A simple TCM evaluation is to plot the 
CTDIvol (or effective mAs) and the water- 
equivalent diameter of the phantom as a function 
of slice location (Fig. 7.4). These values can be 
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compared to historical data, as well as to other CT 
systems, to search for consistent trends and detect 
a potential anomaly. A simple image quality test 
is to take a noise measurement from an ROI in 
the center of each slice to evaluate the noise level 
as a function of the water-equivalent diameter 
of the phantom. Alternatively, a more advanced 
approach would be to incorporate image quality 
metrics beyond a noise measurement if a phantom 
with appropriate inserts is available [1, 17, 18].

 Image Quality

Image quality assessment is an essential step of 
a CT system evaluation. A physicist needs to 
ensure that the images coming from a CT system 
are of appropriate quality for their designated 
task. Below, traditional measures of image qual-
ity are discussed as well as more advanced meth-
ods that are tailored specifically to clinical tasks.

 CT Number Accuracy

A critical part of any CT performance evaluation is 
to ensure the accuracy of CT number values under 
typical imaging conditions. This is measured by 
imaging phantoms containing inserts with known 
CT numbers and measuring the mean and standard 
deviation of their CT number values (Fig.  7.5). 
The quantity of inserts and tolerances varies by 

phantom but should always include a water-equiv-
alent insert. This should be repeated at different 
tube potentials to verify the CT numbers of water 
and air remain within the relevant tolerances.

 CT Number Uniformity

CT numbers should also be uniform across the 
image. This can be tested by measuring the mean 
CT number in several ROIs distributed throughout 
a uniform section of a phantom. Given the radial 
nature of the CT acquisition and reconstruction, 
it is best practice to ensure that the measurement 
is performed at least two different radii (Fig. 7.6). 
Alternatively, the uniformity can be assessed by 
measuring the variation in CT number in pro-
files taken throughout the uniform section of the 
phantom.

 Spatial Resolution

The spatial resolution of a CT scanner can be 
assessed using several different methods. A sim-
ple and common approach is to use a phantom 
with a series of high-contrast line pairs with pro-
gressively increasing spatial frequency. A human 
observer can assess the last resolvable insert and 
can obtain an estimate of the spatial resolution of 
that acquisition (Fig.  7.7). While this approach 
is simple, its interpretation is subjective, and its 

Fig. 7.4 Assessment of tube current modulation. The 
Mercury Phantom is used to evaluate the tube current 
modulation that contains sections of varying diameters 
made from polyethylene and image quality inserts (a). An 

example of the CTDIvol and water-equivalent diameter 
graphed as a function of slice position overlaid on the CT 
lateral localizer produced by ImQuest [19], a publicly 
available computer program (b)
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precision is fundamentally limited by the finite 
number of inserts. A more comprehensive method 
is to measure the modulation transfer function 
(MTF) of the image. This is typically achieved 
by measuring the point spread function (PSF) 
[20], edge spread function (ESF) [21–23], or line 
spread function (LSF) [24, 25] of an object with 
known properties and applying Fourier analysis. 
A specialized phantom can be used, or an exist-
ing phantom can be repurposed provided it has a 
suitable geometry. While simple in principle, per-
forming an MTF measurement requires special 
attention to phantom alignment and image noise. 
For consistent results, specialized analysis soft-
ware is advised [22] (Fig.  7.8). When the MTF 
is used to characterize an imaging system, there 
is an implicit assumption that the system is linear 

and space invariant. This assumption is violated 
when iterative reconstruction techniques are used. 
In such cases, additional information such as the 
contrast, noise, and radial position of the mea-
surement should be reported to complement the 
MTF.  This method of characterizing the spatial 
resolution, also known as the task-transfer func-
tion or target transfer function [26, 27], provides a 
more comprehensive measure of CT performance 
when linearity assumptions are violated.

 Image Noise

Similar to spatial resolution, there are several 
ways to measure noise during a performance 
evaluation. The simplest approach is to take 

Fig. 7.5 CT number accuracy. CT number accuracy mea-
surement. CT numbers are measured in phantom inserts 
made of various materials with known CT numbers. This 

phantom contains polyethylene, Teflon (bone equivalent), 
acrylic, and water-equivalent inserts as well as a cutout for air
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Fig. 7.6 CT number uniformity. CT number uniformity measurement. Five ROIs are placed throughout a uniform sec-
tion of the phantom, and the ROI means are used to assess uniformity

Fig. 7.7 Assessment of spatial resolution using line pair 
inserts. Two examples of high-contrast resolution mea-
surement using line pair objects. A human observer 

assesses the last resolvable set of pairs which corresponds 
to the limiting spatial resolution
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a large ROI in a uniform section of a phantom 
and calculate the standard deviation. While this 
is a simple and straightforward measurement, it 
only measures the magnitude of the noise with-
out providing any information about the noise 
texture. With the increasing adoption of itera-
tive reconstruction, the noise texture has taken 
on increased importance in clinical CT.  Noise 
texture can be evaluated by calculating a noise 
power spectrum. This can be achieved by iso-
lating the stochastic noise in a uniform section 
of phantom and taking the Fourier transform in 
as many dimensions as desired. This provides 
an assessment of noise texture (in areas with 

uniform signal) which better demonstrates the 
noise characteristics of iterative reconstructions 
(Fig. 7.9).

 Low-Contrast Resolution

Another fundamental aspect of image quality is 
the ability to discern low-contrast objects. A basic 
assessment can be made by measuring the con-
trast to noise ratio in phantom inserts of known 
CT numbers. A more robust assessment can be 
made by performing the same measurement and 
qualitatively assessing visibility in a contrast-

Fig. 7.8 Calculation of modulation transfer function. 
Measurement of the modulation transfer function (MTF). 
ROIs are placed around inserts at different contrast levels, 
and a computer program (ImQuest) [19] measures the 

edge spread function by exploiting the rotational symme-
try of the inserts. (a) Fourier analysis is used to calculate 
the MTF for each insert (b)

Fig. 7.9 Noise power spectrum. Measurement of the 
noise power spectrum (NPS). Five ROIs are placed in a 
uniform section of the phantom (the high-contrast fiducial 

is intentionally avoided) to average any rotational depen-
dence (a). The Fourier transform is used to calculate the 
average NPS (b)
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detail phantom containing a series of objects with 
different sizes and or contrast levels. For a given 
protocol and phantom, the low- contrast resolu-
tion should remain stable over time and meet the 
limits defined by the manufacturer, regulation, or 
accreditation program.

 Artifact Evaluation

Artifact evaluation is naturally performed 
throughout the CT performance evaluation as the 
physicist reviews the images generated by the sys-
tem. However, this assessment is best performed 
in a uniform section of phantom where there are 
no objects that may obfuscate the artifacts. The 
physicist should seek as large a phantom as is 
practical in order to assess the entire SFOV for 
artifacts (particularly in the case of ring artifacts). 
If a large phantom is not available, the physicist 
may consider scanning the smaller one off iso-
center or acquiring an air scan. Dedicated acqui-
sitions for artifact detection should be performed 
at the minimum slice thickness to increase the 
conspicuity of artifacts arising from faulty detec-
tor elements.

 Task-Based Performance

One drawback of traditional measures of image 
quality is that they are independent of the clini-
cal task for which an imaging study is designed. 
Without the context of specific clinical task, the 
concept of optimizing image quality is poorly 
defined. For example, it is clear that low-con-
trast detectability should be prioritized when 
trying to detect low-contrast liver lesions. 
However, it’s unclear how important acquisition 
parameters  – such as the dose, type of recon-
struction, and reconstruction kernel  – affect 
the ability of the human reader to perform this 
specific imaging task in a quantitative way. To 
allow for quantitative assessment of the effects 
that image quality has on the ability to perform 
clinical tasks, it is important for the physicist 
to consider evaluating task-based measures of 
scanner performance.

One approach to task-based performance is 
to calculate a metric which correlates well with 
increased performance of a task. For the task of 
low-contrast detectability, a common metric is 
called the detectability index, d’. The detectabil-
ity index is a quantitative measure of an observ-
er’s ability to detect a particular signal, such 
as a low-contrast lesion, in a given image. The 
significance of d’ can be understood by imagin-
ing a study where observers are presented many 
images where half contain the signal of interest 
and half do not. If the observers are asked to pro-
vide a score for each image that represents their 
confidence that the signal is present, two distribu-
tions can be constructed, one for images contain-
ing the signal and one for images not containing 
the signal. One can calculate d’ from this data by 
taking the differences between the means divided 
by the square of their average variance:
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Another way to conceptualize d’ is to think of 
it as signal-to-noise ratio for the observer’s abil-
ity to detect the signal. Similar to SNR, d’ is a 
unitless quantity where high values indicate bet-
ter detection task performance (Fig. 7.10).

Closer analysis of the hypothetical observer 
study reveals the three key components that are 
required for measuring d’: a signal or detection 
task, an observer, and a model of the imaging 
chain. The observer study is logistically challeng-
ing because it requires construction of a physical 
phantom that represents the imaging task, sub-
stantial time commitment from human observers, 
and repeated imaging to build what is essentially 
a stochastic model of the imaging chain. This can 
be simplified by defining a mathematical model 
of the signal or task which is often referred to as 
the task function, WTask, and utilizing a theoretical 
model of the imaging chain to synthesize images. 
A simple example of WTask for the detection of 
a low-contrast mass may be the equation for a 
disk scaled for the appropriate size and contrast 
level. If one assumes a linear and space-invari-
ant imaging system, the effects of the imaging 
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chain can be modeled using only the modulation 
transfer function and noise power spectrum. The 
process of measuring d’ can be further simplified 
by replacing the human observer with a machine 
observer. One straightforward machine observer 
model is the non- prewhitening matched filter 

which essentially performs a cross correlation 
or inner product between the image and the task 
function to provide a quantitative measure of the 
observer’s ability to detect a signal. Using this 
approach, the equation for d’ can be written in 
closed form as [28]:
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where ( ) ( ) ( ), ,MTF ,ˆ , NPS ,W u v u v and u v  are 
the Fourier transform of the task function, modu-
lation transfer function, and noise power spec-
trum, respectively.

This approach is formulated entirely in the fre-
quency domain using known transfer properties 
of the imaging system and eliminates the need to 
acquire images provided that the NPS and MTF 
are known. This makes measuring d’ in this way 
a practical option for a physicist performing a CT 

evaluation if they elect to make MTF and NPS 
measurements and utilize freely available software 
for making the relevant calculations [19]. However, 
one should make sure to make the MTF and NPS 
measurements under conditions that closely match 
the task of interest as possible to minimize the 
effects of any nonlinearities that are not accounted 
for in the modeling of the imaging chain [28, 29].

One drawback of using this frequency-
domain approach to calculating d’ is that it is 

Fig. 7.10 Illustration of d’. In a hypothetical observer 
study where images are presented with and without a sig-
nal that is to be detected. The distance between the distri-
butions of the observer’s confidence in detecting the 

signal scaled by their variance is used to calculate d’. This 
value is used to quantify the detectability of the signal 
under specific imaging conditions
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not well suited to spatially based tasks. For 
example, consider the case where an observer 
must detect a signal that could be located any-
where in an image. This is more representa-
tive of a real-life imaging task but precludes 
the use of single,  simple task function and 
requires images to be acquired or synthesized. 
Specialized phantoms exist for these types of 
studies that typically contain a series of low-
contrast objects to be identified and/or local-
ized by a human or machine observer such 
as a template matching algorithm. Numerous 
study designs and analysis methods exist for 
these tasks depending on the complexity of the 
task. These range from something as simple as 
the localization success rate to a full analysis 
of free response operating characteristic curve 
[30, 31]. While inherently more complicated, 
assessing task-based performance in the spatial 
domain is more flexible and allows more real-
istic tasks. Like d’, freely available software 
exists to assist with these analyses [19].

While assessing task-based performance is 
more complicated than many first-order measures 
of image quality, it provides valuable information 
for optimizing and comparing the performance of 
scanners, particularly when supporting a fleet of 
scanners from multiple vendors that contain vari-
able technology.

 Dual Energy

Dual energy CT is an advanced application that 
warrants special consideration by a physicist dur-
ing a performance evaluation. In a dual energy 
exam, two distinct X-ray spectra are used to 
extract information about the energy dependence 
of the attenuation of materials. Several types of 
images can be calculated using post-processing 
techniques that are distinct from routine single 
energy images. For example, dual energy data 
can be used to quantify the density of pairs of 
materials provided that their energy-dependent 
X-ray absorption is sufficiently different (e.g., 
water vs. iodine). This material density data 
can be exploited for classification tasks, such 
as discrimination of urinary stone compositions 

[32–34], or quantification tasks, such as mea-
suring iodine concentrations to aid in differen-
tial diagnosis [35–37]. Spectral information has 
also been used to synthesize virtual monoener-
getic images at arbitrary keVs [38–41] that seek 
to remove polyenergetic spectral effects from 
images. Many vendors have also implemented 
virtual non- contrast images [42, 43] by reducing 
or removing the effects of iodine from contrast-
enhanced acquisitions.

In general, there is considerable heterogeneity 
in the methods and hardware configurations used 
by different vendors to acquire dual energy data. 
A physicist should be familiar with the specific 
hardware and acquisition configuration on the 
scanner being evaluated and how this impacts 
protocol design. The frequency and clinical use 
of the dual energy protocols used at a particular 
site should also be well known. This informa-
tion helps to inform additional evaluations that 
will need to be made for radiation output and 
image quality. Traditional image quality test-
ing can be applied to both polyenergetic images 
and monoenergetic images. However, special 
attention should be given to the monoenergetic 
images since the additional image processing 
may significantly alter traditional image quality 
measures [44, 45].

A specialized phantom is required to prop-
erly evaluate the image quality of each of mate-
rial density image. This phantom should contain 
inserts that mimic relevant materials (e.g., water, 
fat, iodine, etc.) at physiological concentrations. 
Many of the previously described image quality 
metrics can be evaluated using the same methods 
described in the previous section, albeit with dif-
ferent limits. Several types of phantoms meeting 
these criteria are commercially available.

The extent of the material density evaluation 
should be protocol specific. For protocols that 
require classification tasks, such as bone and 
iodine separation for angiography, one should 
verify that the relevant inserts are properly dif-
ferentiated. For protocols that require accurate 
material quantification, the concentration of 
relevant elements should be accurate over the 
range of physiological concentrations. Given 
that dual energy CT is an emerging technology, 
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there are currently no consensus standards for 
limits on associated tests. Ultimately, the physi-
cists need to use their judgment in conjunction 
with vendor specifications and available scien-
tific literature [45–47].

Theoretically, dosimetry data can be acquired 
in the typical manner for many of the dual energy 
implementations due to the energy independence 
of ionization chambers. However, physicists 
should familiarize themselves with the user inter-
face to ensure that they are able to utilize dual 
energy functionality in axial mode. Additionally, 
if the scanner has a two-tube configuration, one 
may consider working with vendor-specific ser-
vice engineers to test the tubes independently to 
verify all of the radiation output data is consistent 
with expectations.

 Posttest Responsibilities

After completing a CT system evaluation, it 
is essential that the results are appropriately 
reported. If any problems are identified on the CT 
system rendering it unsafe, the appropriate staff 
members should be notified prior to the physi-
cist leaving the site. Key personnel involved will 
vary depending on institutional regulations and 
guidelines.

While preparing the report, it is important to 
be mindful of the audience. While the bulk of the 
report should contain the data collected during 
the testing, it is important to provide a concise 
summary so hospital administrators and/or other 
laypersons can quickly understand the state of 
the CT system. If artifacts or image quality issues 
arise, it is appropriate to include relevant images 
in the report. If there are problems with the sys-
tem, the report should include enough details 
so the engineering team can fully comprehend 
and reproduce the issue. A time frame indicat-
ing how soon the issue needs to be fixed should 
also be included for completeness. In addition 
to appropriate reporting, the report itself should 
be archived so it may be referenced for future 
regulatory or accreditation efforts. The physicist 
should also keep a copy to reference when per-
forming future evaluations.

Clinical physics duties are not complete after 
the annual system evaluation. In particular, the 
physicist should also be actively involved in 
patient dose monitoring and protocol review. 
This can involve monitoring outliers or any dose 
alerts as well as analyzing general trends. This 
role should also involve regularly reviewing and 
updating clinical protocols to ensure proper dose 
levels and appropriate image quality to the popu-
lation they serve.
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CT Performance Optimization

Justin Solomon and Ehsan Samei

 Introduction

From a mathematical perspective, optimization is 
the process of finding the minimum or maximum 
value of a function of several variables subject to 
a set of constraints. This definition should be 
familiar to anyone working in artificial intelli-
gence (i.e., machine learning). The training pro-
cess of a machine learning model is an 
optimization problem in which the parameters of 
the model are iteratively updated until the “utility 
function” (e.g., percent correctly classified) is 
maximized. For radiology, a useful definition of 
“optimize” is to maximize the utility of the imag-
ing examination across a population of patients. 
The utility of an imaging examination is maxi-
mized if the patients receive the greatest possible 
net benefit of the examination considering the 
probabilities of all positive and negative out-
comes. Their long-term benefit depends on a 
number of factors including:

• Appropriateness – How well are patients indi-
cated to receive the imaging examination in 
question?

• Image quality  – How much information is 
encoded in the images about the disease state 
of the patients?

• Risk – What negative consequences could the 
patient experience as a result of undergoing 
the imaging examination?

• Interpretation  – How well do the radiologists 
(and/or automated image analysis systems) 
extract the information provided by the images?

• Management  – How well are the findings 
from the imaging examination communicated 
to and utilized by the broader healthcare team 
to care for the patient?

Based on the above definition of optimization, 
we can think of the utility function of an imaging 
examination as being some appropriately 
weighted combination of all these listed factors 
(Fig.  8.1). For example, as the image quality 
increases, you would expect the utility of the 
examination to also increase, and conversely as 
the risk increases, you would expect the utility to 
decrease. Therefore, to truly optimize an imaging 
examination, we need to know precisely how the 
entire process of ordering, acquiring, and inter-
preting the images affects each of these factors 
and how the factors should be combined to com-
pute a final measure of utility.

In practice, because of the high-dimensional, 
complex, and uncertain nature of the problem, this 
holistic optimization process is never formally per-
formed. Most of the radiology scientific literature 
on this topic focuses on just the balance between 
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Fig. 8.1 A hypothetical neural network demonstrating how the final utility of an imaging examination is highly depen-
dent on many factors. Note that this diagram is not meant to be comprehensive but rather an example

image quality and the risk from radiation exposure, 
and it is generally understood that increasing the 
radiation dose improves image quality but also 
increases risk. Thus, a balance must be found. The 

term “optimize” is found in many CT-related jour-
nal articles and conference abstracts but is most 
often used in a more colloquial sense to mean that 
some balance of imaging settings was found that 
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produced acceptable image quality at radiation dose 
levels that were also considered acceptable [1–4]. In 
other words, what is deemed as acceptable is often 
described as optimal. In some papers, a utility func-
tion is implied and/or discussed as a benefit-to-risk 
ratio (or conversely as a risk-to-benefit cost func-
tion), but a true benefit-to-risk analysis is never 
really performed in practice. This chapter follows 
this tradition and focuses primarily on the trade-offs 
between image quality and dose. However, it should 
be acknowledged that this focus is fundamentally 
incomplete and there is a need for a more holistic 
mathematical framework which allows for true 
optimization of the entire imaging examination pro-
cess. In a recent paper, Barrett et  al. laid out the 
mathematical framework needed to truly optimize 
imaging settings with respect to image quality and 
radiation dose [5]. This chapter builds on that 
framework with a more applied/practical focus.

 Framework for CT Optimization

CT optimization is best to be understood not sim-
ply in terms of dose reduction or even the balance 
between dose and quality, rather as a balance 

between radiation safety and safety in not acquir-
ing an image that provides compromised diag-
nostic performance. In approaching optimization, 
one useful concept is to think of a plot of total 
risk as a function of radiation dose (Fig. 8.2) [6]. 
In this case the total risk is composed of a “clini-
cal risk index” and a “radiation risk index.” The 
clinical risk index encodes image quality and 
describes unwanted patient outcomes that could 
occur if the examination is either not performed 
or the images aren’t of sufficient quality to make 
a diagnosis. It could also include other non- 
radiation risks from the examination such as an 
adverse reaction to iodine contrast. The radiation 
risk index includes potential adverse effects from 
the radiation exposure. The total risk index is the 
combination of the radiation and clinical risk 
indices. Figure  8.2 shows an example of what 
such a plot might look like and the optimal oper-
ating point would be at the minimum of the total 
risk index.

To begin to construct such a plot, we need task-
based measurements of image quality that are 
related to how well the images can be used for 
their diagnostic purpose, and we also need 
 measures of radiation dose and derived indices 

Fig. 8.2 Hypothetical 
plot of risk vs radiation 
dose. The minimum of 
the total risk index 
would be the optimal 
operating point
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that are related to the potential risk of adverse 
effects. Both of these topics are discussed in more 
detail in other chapters of this book and thus will 
only be discussed superficially in this chapter. In 
practice, both measures of image quality and radi-
ation dose can be estimated prospectively from 
phantom data and/or retrospectively from moni-
toring systems. Both prospective and retrospec-
tive analysis are needed to perform any robust 
optimization.

Ascertaining the dependencies of image qual-
ity and dose provide the knowledge of how the 
associated risks relate to one another, and thus 
how the two may need to be balanced in the con-
text of an individual patient care. That knowledge 
enables one to make informed decisions and 
adjustments to the acquisition parameters or CT 
techniques to achieve certain desired goals or 
operating points. This enables the practitioner to 
minimize the dose for any given examination 
while simultaneously safeguarding its clinical 
utility.

 Radiation Risk Quantification

The simplest metrics of dose in CT are CTDI and 
DLP.  Their dependency on scan parameters is 
reasonably established as that is currently part of 
the expected setup for literally all fan-beam CT 
systems; changes in mA, for example, involves a 
linear effect on CTDI and DLP, the slope of 
which is dependent on kV and pitch. However, as 
convenient as that might be, these widely used 
scanner output dose indices reflect only dose in 
specific-sized cylindrical phantoms and are naïve 
to patient specifics (e.g., size, age, anatomy, gen-
der), scatter dose properties, and protocol [7].

The newer metric of size-specific dose esti-
mate (SSDE) addresses the size limitation of 
CTDI [8]. With the established relationship 
between the scanner factors and CTDI, SSDE 
can be readily derived by applying a nonlinear 
size correction factor. A more complete metrol-
ogy, taking into consideration of the actual patient 
volume being exposed, is imparted energy [9], 
which, while being more patient representative 
and modality-generic than CTDI or SSDE, does 

not account for varying tissue sensitivities. 
Taking tissue sensitivities into consideration, 
effective dose (E) can be used in optimization 
approaches [10]. A significant advantage of E is 
its applicability to the radiation burden to the 
entire body and its cross-modality applicability. 
However, it is only applicable to a reference 
patient, estimated using DLP to E conversion fac-
tors (the k factors) derived for specific-sized body 
habitus. In this way, the inherent limitations of 
CTDI, propagated to the SSDE, DLP, and E, 
would still persist, while E still offers improve-
ments over CTDI and DLP for optimization 
purposes.

While the above metrics conveniently offer a 
single value reflection of dose, they are far 
removed from the actual radiation burden to the 
patient. An ideal metric should be reflective of 
the complexity of dose distribution, be more 
directly related to the dose burden, and offer an 
indication of image safety in communicating rel-
evance of dose in numbers that are intuitive and 
meaningful to the majority of stakeholders: 
patients, clinicians, regulators, and manufactur-
ers. Organ dose provides a patient-centric indica-
tor of the radiation burden to the patient. The 
dependency of scan factor to organ dose can be 
established by relating CTDI to organ dose con-
version factor (so-called h-indices) [11]. Those 
factors are highly protocol and size dependent, 
which should be taken into consideration. One 
key limitation of organ dose, however, is that for 
the purpose of optimization, a singular metric 
need to be identified, either through risk estima-
tion methods or through identifying dose to a 
single organ as the limiting metric for optimiza-
tion purposes (e.g., breast dose in female patients 
undergoing chest CT).

A given CT examination naturally involves 
the irradiation of multiple organs (which vary 
in size and position in patients). The multiplic-
ity of organs and organ doses suggest a need for 
a supra-organ indicator that incorporates all the 
organ doses into a single metric of radiation 
burden for the entire body. E, calculated from 
organ doses, can serve that function, with the 
acknowledged limitation that E is technically 
defined for a reference human model and does 
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not take into consideration patient gender and 
age [10]. An extension of E has been envi-
sioned, so-called risk index [12], with added 
dependencies of age and gender. RI can be 
derived by protocol and size- dependent DLP to 
RI conversion factors.

All surrogates and their dependencies noted 
above have their inherent limitations (Fig. 8.3). 
However, regardless of what metric is used, a sur-
rogate of radiation burden is essential if one is to 
practically approach the aim of CT dose 
optimization.

 Clinical Risk Quantification

As dose is related to radiation risk, it should also 
be related to clinical risk through image quality 
metrics. These metrics fall into multiple catego-
ries, performance-based, preference-based, 
phantom-based, and study-based. In performance- 
based metrology, CT image quality is character-
ized in terms of the ability of a group of observers 
to visualize specific abnormalities of interest in 
groups of images [13, 14]. While objective, this 
metric of image quality is inefficient for use for 
optimization purposes as every scan setting 
requires multiplicity of images with ground truth, 
something that is more appropriate for research 
purposes than clinical settings. Preference-based 
aesthetic metrics offer a rapid characterization of 
image quality, which can further be quantified 
and analyzed with statistical methods. However, 
this method is fundamentally subjective and 

prone to bias as it is primarily influenced by the 
bias of the observer. However, it can readily be 
ascertained using simple observer feedback to 
scan factor changes [15, 16].

More quantitative and efficient, the phantom- 
derived, first-order statistics of contrast and 
noise magnitude form the CNR. Based on a pop-
ular model of lesion detection [17] [8], CNR 
provides a reflection of image quality [17]. The 
CNR is directly influenced by mA, but also to a 
lesser extent by kV and pitch. The reconstruction 
kernel also has a strong influence on the 
CNR. These dependencies can readily be evalu-
ated efficiently using phantom measurements. 
However, CNR does not include texture and 
sharpness attributes of image quality, which also 
influence detection. Those attributes, particu-
larly when iterative reconstructions are used, can 
be captured by second- order metrics of quality 
[18]. These metrics include noise texture in 
terms of the NPS [13] and resolution in terms of 
the TTF [13, 19, 20]. Together along with a defi-
nition of a task, NPS and TTF can be used to 
derive a detectability index. This metrology can 
accommodate a multiplicity of tasks, ranging 
from the detection of lesions of different size and 
morphology to newer ones defined for estima-
tion and classification purposes [21, 22] 
(Fig.  8.5). Depending on the theories of how 
human visual system perceives image features 
against varying backgrounds, a host of such indi-
ces has been devised, many of which have been 
of effective utility for CT dose optimization [21, 
23, 24].

CTDI or
DLP

SSDE Organ
Dose

Effective
Dose

Imparted
Energy

Effective
Risk

Physical quantity � � � �
Derived quantity � �

Accounting for:
Scanner model � � � � � �
Protocol parameters � � � � � �
Patient Size � � � � �
Organ-level dose � � � �
Patient age � �
Patient gender � �
Patient total burden � � �

Fig. 8.3 Summary of the attributes and incorporating factors of currently available metrics for CT radiation exposure 
(KEY: ● = Yes – accounted for; ⊙ = Possibly – depending on the implementation)
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Considering the inherent limitation of phantom- 
based methods [25] and complexity of clinical 
image-based assessment techniques, there have 
been recent innovations in measuring image qual-
ity based on features of individual patient images 
[26–29]. This strategy, deriving toward a study-
based index of detectability, is highly relevant as it 
provides a depiction of quality for individual 
cases, getting closer to a metric that is more reflec-
tive of the ideal image quality: clinical-based and 
relevant to individual images. Such metrics allevi-
ate some of the limitations of other metrics in 
being cohort-based, subjective, or simplistic. 
However, it needs a computational resource.

These surrogates of image quality and their 
attributes are listed in Fig. 8.4. Just as in case of 
radiation burden, regardless of what metric is 
used, however, a surrogate of image quality for 
the benefit region of the optimization framework 
is essential if one is to practically approach the 
aim of CT dose optimization.

 Optimization Dependency 
and Operating Points

Ascertaining the risk and benefit dependences, 
the optimization dependencies can then be estab-
lished. Figure 8.5 offers a depiction of how image 
quality and dose surrogates can be related to one 
another in the context of pediatric patients of 
varying age and size. The relationships were 
ascertained for a given size patient based on the 
50th percentile size for that age [30]. In this 
example, a reference task was defined in terms of 
the detection of a 3–5 mm solitary lesion in the 

thoracic cavity. The lesion detection was mea-
sured thru a performance-based ROC metrology 
at multiple dose levels and the data fit to analyti-
cal equations.

A comprehensive optimization undertaking 
may include all scan factors that influence the 
balance of image quality and radiation dose. But 
for this demonstrative example, it was assumed 
that all scan parameters other than mA and its 
governing associated settings (e.g., noise index in 
GE scanners and reference effective mAs in 
Siemens) were chosen reasonably optimum 
based on non-dose constraints: kV set based on 
the desired contrast, pitch and scan time based on 
needed acquisition speed, and reconstruction 
based on the preferred image appearance. The 
dose variation was achieved through changes in 
the mA setting of the imaging system (through a 
validated noise addition software which allevi-
ated the need for repeated exposure of patients). 
The dose settings were then related to four differ-
ent surrogates of radiation dose – CTDI, SSDE, 
effective dose, and risk index.

Certain trends are readily generalizable. 
Regardless of the metric of dose applied, for each 
patient group, there is an asymptotic relationship 
between image quality and dose. As dose 
increases, the image quality increases as well. 
However, the rate of increase diminishes with the 
continued increase in dose, approaching a plateau 
at higher dose levels. The curves corresponding 
to larger older patients tend to be lower with the 
plateau approached at higher dose settings. The 
curves also tend to be closer to one another when 
the patient age is taken into consideration in the 
context of risk index.

Observer-
based

Performance

Observer-
based

Preference

Phantom-
based
CNR

Phantom-
based

Detectability 

Study-based
Detectability

Objective � � � �
Patient 
specific

� � � �

Indication 
specific

� � � �

Efficient � � � �

Fig. 8.4 Summary of the attributes and incorporating factors of currently available metrics for CT image quality (KEY: 
● = Yes – accounted for; ⊙ = Possibly – depending on the implementation)
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As the data in Fig. 8.4 show, for a given imag-
ing technique, with any dose reduction, there is a 
reduction in the inherent quality of the image. 
The example of Fig. 8.4 provides the necessary 
knowledge regarding the exact attributes of this 
dependency. However, once such dependencies 
are ascertained, establishing the operating points 
is a necessary follow-up task. The operating 
point(s) refer to the exact values of the scan fac-
tors (i.e., collectively, the protocol) for a given 
patient that should be used to achieve specific 
operating targets on the quality-dose continuum.

Discerning the operating targets should be 
based on the basic principle of dose optimization: 
reducing dose yet preventing a degradation of 
image quality that would negatively influence a 
clinical decision. So certain degrees of degrada-
tion are defensible provided there is no negative 

clinical impact. However, that requires the estab-
lishment of a minimum level or range of image 
qualities as a function of indication (e.g., a cer-
tain lesion size and contrast to be detectable with 
a certain degree of statistical significance). This 
is a clinical task that has not yet been methodi-
cally undertaken based on medical evidence.

In lieu of full clinical evidence, the operating 
points might be selected based on various crite-
ria. One approach is to select protocols based on 
adherence to targeted diagnostic reference levels, 
for example a sub-mSv target. This approach is 
somewhat misguided as it falls short of properly 
considering the very purpose of imaging-dosing 
in the first place: achieving image quality for a 
clinical purpose. Alternatively, one may target 
adherence to specific diagnostic quality for par-
ticular abnormalities. This is perhaps a better 

Fig. 8.5 The relationship between image quality and 
radiation dose indicators across patient sizes. Such depen-
dencies can be the basis of dose/quality optimization by 

enabling the operator to select an operating point (points 
shown) defining an optimum ratio of quality per safety 
surrogate
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strategy. However, as examples of Fig. 8.10 show, 
this strategy can lead to high doses for larger 
patients. Furthermore, clinical practice often 
demonstrates different visibility criteria for dif-
ferent sized patients.

An alternative strategy to the above two 
extremes is to target operating points in the rela-
tively stable zones of the image quality-dose con-
tinuums, where image quality remains relatively 
stable as dose is varied. This approach is an 
implementation of the ALARA principles. It can 
be argued that if the operating point is in the 
high-slope zone of the continuum, small changes 
in dose or patient specifics can have marked 
effect on image quality. Thus such operating 
points will not lead to robust clinical operation. 
Conversely, if the points are selected to be in the 
plateau portions of the continuum, the increase in 
dose to such a level of quality has marginally lim-
ited impact on image quality. Thus such points 
would also be put an unnecessary burden to the 
patient for questionable diagnostic gain.

Avoiding the above two extremes, an iso- 
gradient condition can provide a justifiable bal-
ance between image quality and dose, such that 
image quality is reasonably stable, and dose is not 
excessively high for marginal improvement in 
image quality. The operating points in Fig. 8.10 
provide a depiction of such iso-gradient optimiza-
tions. Exactly what gradient (or slope) one may 
choose can be operator selected. However, once 
such “bang-for-the-buck” criterion is established, 
one may apply justifiably consistent operating 
points across multiple patient cohorts, protocols, 
and tasks to achieve optimum performance [23].

 The CT Protocol Review Process

 What Is a CT Imaging Protocol?

For the purposes of this chapter, a protocol refers 
to a list of instructions containing all the informa-
tion needed for the technologists to perform the 
CT examination [31]. This includes:

• Demographics – Clinical indication, age, and 
body habitus

• Patient setup – Patient positioning (e.g., head- 
first supine), breathing instructions, anatomi-
cal coverage

• IV contrast administration – Volume, concen-
tration, rate, IV gauge, scan delay timing 
method (e.g., fixed, bolus tracking, or test 
bolus)

• EKG gating setup – Prospective or retrospec-
tive where applicable

• Scan acquisition settings – Scan type, kV, mA/
mAs/effective mAs, collimation, pitch, rota-
tion time, automatic exposure control method 
+ settings

• Image reconstruction settings  – Slice thick-
ness, field of view, reconstruction algorithm/
kernel, special reconstruction processing (e.g., 
metal artifact reduction)

• Image post processing  – Sagittal or coronal 
reformatted images, maximum intensity pro-
jections, 3D volume rendering, quantitative 
processing (e.g., perfusion maps)

• Image transfer  – Network destination (e.g., 
PACS)

• Expected radiation dose range – Typical and 
upper limits on the expected radiation dose 
indices from the examination

The list above may not be fully comprehen-
sive, but most CT protocols should contain at 
least this information.

 Review Process

The American Association of Physicist in 
Medicine (AAPM), the American College of 
Radiology (ACR) CT accreditation program, and 
The Joint Commission (TJC) have all stated that 
CT protocols should be reviewed by a team of 
medical physicists, radiologists, and CT technolo-
gists. This team is responsible for ensuring that 
protocols are at least safe, and hopefully optimal. 
The majority of the work in this review process is 
done by the medical physicist, and the AAPM has 
published a practice guideline as a starting point 
[31]. The ACR and TJC accreditation require-
ments seem to be largely based on these AAPM 
guidelines. It is not the intent of this chapter to 
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rehash that content but rather to outline some 
practical steps that can be taken to work toward 
more optimal protocols. The author’s institution 
has adopted a process with three major steps:

 1. Standard checklist  – Review the protocol for 
overall safety using a checklist of common sense 
guidelines based on accepted national standards.

 2. Achieving consistency  – Adjust protocols to 
achieve consistent performance across the 
health system’s operation.

 3. Toward optimality  – Adjust the protocols to 
achieve more optimal performance with 
respect to radiation dose and image quality.

Note that each step is dependent on the previous 
step and should be taken in order. For example, it 
doesn’t make sense to do detailed adjustments of a 
protocol that is a grossly ill- conceived based on 
accepted national standards for the exam type. It 
also doesn’t make sense to try and optimize a pro-
tocol across a fleet of potentially different CT scan-
ner models until you can first ensure that you are 
getting consistency across the fleet. Each of these 
steps is discussed in detail below.

 Standard Checklists

The checklist below is based on the standards 
from the ACR CT accreditation program [32] 
and the TJC accreditation standards [33]. It also 
calls for a comparison with standard protocols 
available from the AAPM [34]. These items 
should be reviewed one by one by the medical 
physicist, and any suggested changes should be 
discussed and confirmed with radiologists and 
technologists.

• TJC
 – Protocol addresses key criteria, including:

 ○ Clinical indication
 ○ Contrast administration
 ○ Age
 ○ Patient size and body habitus
 ○ Expected radiation dose index range

 – Input on this protocol has been received 
from:

 ○ Interpreting radiologist
 ○ Medical physicist
 ○ Lead technologist

• ACR
 – A typical protocol should include the fol-

lowing elements:
 ○ Indication
 ○ Phase of respiration
 ○ Anatomical coverage
 ○ IV contrast (if applicable):

• Injection rate
• Scan delay

 ○ EKG gating policy
 ○ Scanner acquisition settings:

• kV
• mA/mAs/effective mAs
• Collimation (NxT)
• Pitch
• Rotation time
• Usage of dose reduction methods 

(e.g., automatic exposure control)
• Settings for dose reduction methods 

(e.g., noise index, quality reference 
mAs)

 ○ Reconstruction settings:
• Slice thickness
• Slice interval
• Reconstruction kernel/filter
• Reconstructed FOV

 – Protocol has been reviewed by:
 ○ Lead radiologist
 ○ Lead CT technologist
 ○ Qualified medical physicist (QMP):

• This team ensures that image quality 
and radiation dose are appropriate.

• No unintended changes have been 
applied that may degrade image qual-
ity or unreasonably increase radiation 
dose.

• Attention has been paid to acquisi-
tion and reconstruction parameters 
that should be influenced by the spe-
cific requirements of the diagnostic 
imaging task, including:
 – kV
 – mA
 – Rotation time
 – Pitch
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 – Detector configuration (beam 
collimation)

 – Reconstructed image thickness, 
interval, and additional reformats 
(e.g., sagittal plane)

 – Reconstruction algorithm and/or 
kernels

 – Specific aspects of the acquisition 
that are demanded by the protocol 
(e.g., breath hold time)

 ○ Review of the appropriate use of dose 
reduction methods:
• Review of appropriate settings for 

patients of various sizes:
 – Noise index, quality reference 

mAs, or other TCM settings.
 – Special attention should be paid to 

how adjustments are made for 
pediatric patients.

• Ensure that appropriate CTDI values 
result from these settings before 
patients are scanned.

 ○ Clinical scans should be reviewed for:
• Acceptable image quality for the 

diagnostic task required.
• CTDI and/or DLP values should be 

checked and verified against expected 
values on patient images.

• Appropriate centering, especially for 
AEC and pediatric patients.

 ○ Protocol meets ACR practice standards 
(where applicable):
• Reconstructed image thickness for 

standard adult head and standard 
abdomen should be ≤5 mm.

• Appropriate rotation time for pediat-
ric abdomen should be chosen to 
minimize motion and breath-hold.

• Meets guidelines in ACR testing 
instructions (see p. 8) for key proto-
cols (head, chest, abdomen, cardiac, 
peds, etc.).

 ○ ACR’s rules of thumb have been 
considered:
• The largest value of the detector con-

figuration or beam collimation (N x 
T) available for the scan should be 
used whenever practical, as this 
improves dose efficiency. For exam-

ple, 4 × 5  mm collimation is up to 
30% more dose efficient than 
2 × 5  mm in axial mode with no 
image quality penalty.

• The facility may wish to be able to 
reconstruct both conventional thick-
ness (e.g., 3 or 5  mm) and thinner 
images (e.g., 1 or 1.5  mm) under 
some circumstances (e.g., to obtain 
multi-planar reformats, etc.). In this 
case, the largest value of N x T that 
allows both to be accomplished 
should be used for a standard scan.

• Lower kV settings should be consid-
ered for pediatric scans as well as 
those scans that use intravenous or 
oral contrast.

• High-resolution chest (HRC) protocol 
should incorporate a sharp reconstruc-
tion kernel or filter. “Standard” recon-
struction kernel or filter (or equivalent) 
is generally not appropriate.

• HRC images should be axial, thin 
images separated by 10–20  mm. If 
HRC images are extracted from a 
helical chest scan, it must be verified 
that the chest scan is used appropri-
ately for diagnosis.

• Doses should be as low as necessary 
to accomplish the diagnostic task. For 
standard head and abdomen proto-
cols, the CTDIvol must not exceed the 
ACR pass/fail levels and should not 
exceed ACR reference levels for the 
stated standard patient sizes (1-year-
old head, 23  kg pediatric abdomen, 
adult head, 70 kg adult abdomen).

• Develop radiation dose thresholds 
during any new CT protocol design.

• Compared to AAPM protocols when available 
[34]

 Achieving Consistency

The checklist above represents most of the “low 
hanging fruit” that can be adjusted when review-
ing a protocol. However, it does not address a 
common issue that healthcare providers face in 
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delivering consistent care. Most providers have 
multiple CT scanners and often have a diverse 
fleet of scanners makes/models. Some sites pur-
chase their equipment from a single vendor, but 
even then, because of upgrade cycles, systems are 
usually not identical across the entire organiza-
tion; it is common to have different models from 
the same manufacturer. Different scanner models 
have different features, capabilities, strengths, and 
weaknesses. However, it is expected that most rou-
tine CT examinations could be performed simi-
larly on any scanner. Therefore, there is a need to 
set up the imaging protocols to try and achieve 
consistent quality across different scanner models 
(as much as possible). This is a necessary first step 
toward optimization of the entire organization’s 
delivery of a particular type of CT examination. To 
achieve consistency, you first need to know to 
what degree you are currently being inconsistent. 
This can be determined based on retrospective 
analysis for radiation dose and image quality data 
as outlined below.

 Retrospective Radiation Dose Data

It is now commonplace (and required for most 
healthcare providers) to maintain a dose monitor-
ing system to track the radiation dose delivered 
from CT examinations. There are numerous com-
mercial products available, and also some aca-
demic centers have developed their own in-house 
systems. The dose information for the protocol of 
interest should be extracted from this database 
for each scanner that performs the protocol. 
Typically, the dose monitoring system will keep 
track of the volumetric CT dose index (CTDIvol) 
and the dose-length product (DLP) and, depend-
ing on its sophistication, may also provide other 
derived metrics such as size-specific dose esti-
mate (SSDE)8 or effective dose (ED). Because of 
the strong relationship between patient size and 
radiation dose, when automatic exposure control 
(AEC) methods are used, it is also recommended 
that some measure of patient size (e.g., BMI, 
water equivalent diameter [35], and/or effective 
diameter) be recorded. All of these metrics may 
be useful during the broader optimization pro-
cess. However, this chapter will focus on CTDI 

and DLP. Figure 8.6 shows what such data may 
look like for a single protocol.

It should be mentioned that real-world clinical 
radiation dose data is often complex and full of 
idiosyncrasies. In our experience there are two 
main sources of the complexity. First, inconsistent 
naming of protocols across the clinical operation 
leads to data that is often difficult to bin correctly 
when trying to understand the radiation dose deliv-
ered from a particular protocol. In the dose moni-
toring systems, the protocol name is populated 
into the dose database based on information in the 
DICOM headers of the dose reports and/or images 
coming from the scanner. The protocol name in 
those DICOM files is based on how the protocol 
was manually named when it was saved on the 
scanner console. Very rarely are these names con-
sistent (e.g., “CAP w/Contrast” vs “C_A_P W 
CON”). As an example, in our dose monitoring 
system, we have around 3000 unique protocol 
names in the database (Fig. 8.7), but in reality we 
only have around 300 unique CT protocols. There 
are a few non-mutually exclusive solutions to 
these problems, including manually mapping each 
“messy” protocol name to a “clean” protocol 
name, updating the protocol names saved on all 
the scanners to be more consistent, and developing 
a machine learning method to automatically map 
the names based on natural language processing 
methods. All three of these methods could be uti-
lized to clean up the data and make it easier to 
meaningfully query the database.

The second source of the data complexity is 
that the dose data can be formatted in different 
ways on different scanners. In some cases, the 
dose monitoring database has to use optical char-
acter recognition to parse the dose screen capture 
images. These images have unique fonts and 
organizational structures according to each man-
ufacturer. Thus, the parsing code needs to be able 
to handle many different formats. Preferably the 
scanners are able to output a structured radiation 
dose structured report (RDSR) which eliminates 
the need to parse a dose screen capture image. 
RDSRs also provide much more information 
about the radiation events and allow one to more 
fully reconstruct all the radiation exposures that 
happened during a CT examination. However, 
even having RDSRs does not solve all these 
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problems. For example, it is not uncommon to 
perform multiple types of CT examinations dur-
ing a single CT scanning session. When this hap-
pens, the technologist will often retrospectively 
do an “exam split” so that the images from each 
exam show up as individual studies on 
PACS. However, when this happens, the RDSR 
does not get split up along with it. Usually all the 
dose events will get labeled as having come from 
the protocol that was run first. This leads to con-
founding information in the dose database that 
can be difficult to triage in an automated way. All 
this being said, these are all solvable problems 
that will be addressed as dose monitoring sys-
tems become smarter and begin to incorporate 
more artificial intelligence.

 Retrospective Image Quality

Large-scale information about image quality is 
critical to have in order to achieve consistency. 
After all, the goal is to achieve consistency in 

quality, not radiation dose. This data could be 
acquired in multiple ways, two of which are 
described here. One way is to randomly pick as 
many examinations as feasible for the protocol of 
interest and have them reviewed/scored by radi-
ologists for quality. This can be done relatively 
easily on a small scale but may or may not be 
feasible on a large scale unless a system can be 
put in place in which CT studies are periodically 
evaluated for quality within the normal workflow 
of a radiologist. The second method is to imple-
ment one of several techniques for extracting 
image quality information directly from the CT 
images. The technique that was developed and is 
currently used at the author’s institution involves 
estimating a “global noise index” from each CT 
series [27]. This method has been further refined 
by others as well [36]. Another technique takes 
this a step further and attempts to estimate an “in 
vivo” detectability index [28]. This in vivo detect-
ability index is still in development, and this 
chapter will assume that the global noise index 
technique has been implemented.

Fig. 8.7 Word cloud showing the words that were present our dose monitoring system under the “ProtocolName” field
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Assuming the dose monitoring database also 
contains noise information, one can query the 
database to compare noise across different scan-
ner models for the same protocol (Fig.  8.8). 
When doing this, it is important to keep in mind 

that it is common to create multiple reconstructed 
image series from the same scan data, so it is use-
ful to identify which series contains the primary 
diagnostic images. Specifically, post-processed 
images such as maximum intensity projections 

Fig. 8.8 Box plot (top) and scatter plot (bottom) showing the estimated “global noise index” across different scanner 
models for a single CT protocol
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(MIPs) and multi-planar reconstructions (MPRs) 
do not need to be included in these data.

 Prospective Image Quality Data 
from Phantoms

The retrospective data described above is necessary 
to know the degree of inconsistency currently 
across different scanner models in terms of image 
noise. However, image noise is only one aspect of 
image quality, and thus this retrospective data is not 
sufficient for the purposes of achieving consistency. 
One also needs to know how resolution and noise 
texture vary across scanner models, and what would 
be the expected effect on noise, noise texture, and 
resolution if changes to the protocol are made. 
Phantom images are suitable to gather this informa-
tion. It is recommended that a standard phantom 
such as the ACR image quality phantom or the 
multi- sized Mercury Phantom [37–39] be used. 
The phantom should be imaged on each scanner of 
interest using the current protocol and also some 
potential variations to the protocol. If possible, the 

phantom should be imaged at a few different radia-
tion dose levels and reconstructed with all available 
reconstruction kernels/algorithms to create an 
image quality “lookup” table that will be used in the 
next step. The image quality metrics of interest for 
these images are the noise power spectrum (NPS) 
[40–49] and the task- transfer function (TTF) [49]. 
A free software tool has been made available from 
the AAPM as part of the TG-233 report to assist in 
making such measurements (Figure 8.9) [37]. Once 
the NPS and TTF of each image series are mea-
sured, it is useful to summarize and tabulate those 
measurements as scalar values such as the average 
NPS spatial frequency (fav) and the TTF 50% or 
10% frequency (f50% or f10%, respectively). It is also 
helpful to tabulate the noise magnitude which can 
be determined from the noise power spectrum.

 Adjust Protocols for Consistency

Having gathered all the necessary data, it is now 
possible to adjust the protocol to achieve consis-
tent image quality in terms of noise magnitude, 

Fig. 8.9 Screen capture image of the imQuest software tool available for free from the AAPM. This tool allows the user 
to measure noise, resolution, and detectability properties from phantom CT images
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noise texture, and spatial resolution. The follow-
ing steps can be followed to accomplish this. 
First the reconstruction settings should be 
adjusted to target consistent noise texture and 
resolution. A method to match noise texture 
across different reconstruction conditions has 
been developed based on comparing the NPS 
curves across scanners and reconstruction ker-
nels [50]. This method was further refined to 
simultaneously target similar spatial resolution 
[51]. The method works by considering a 2D 
metric space of noise texture (fav) and spatial 
resolution (f50%). A point in this 2D space repre-
sents a single reconstruction condition from a 
single scanner model. Points that are clustered 
near each other represent reconstruction condi-
tions with similar noise texture and spatial 
resolution. Thus, if you have a reference recon-
struction condition that is acceptable for one ref-
erence scanner, you can find the closest matching 
reconstruction settings from other scanners 
using a Euclidean distance in this space 
(Fig. 8.10). Note that when computing this dis-
tance, it is possible to weigh differences in fav 
and f50% differently depending on how important 
it is that noise texture or resolution be most simi-
lar, respectively. Other types of distances could 
be used as well.

This matching method can produce images 
that have overall similar “impression” as the ref-
erence scanner images to a human observer. If 
the overall radiation dose is also properly 
adjusted, then it is possible to achieve images 
with overall similar detectability. To determine 
how much the radiation dose should be adjusted, 
it is necessary to use the retrospective image 
quality data and the prospective phantom data. 
Note that because different scanner models use 
different AEC methods, it may not be possible to 
achieve consistent noise magnitude across all 
patient sizes. Because of this, it is recommended 
to target consistent noise for a narrow “refer-
ence” patient size range. The specific reference 
size that should be used is dependent on the pro-
tocol, but it makes sense to choose a reference 
size corresponding to the median-sized patient 
for that protocol, ± 5–10%. Once the reference 
size range is chosen, the retrospective image 

quality data should be filtered to only include 
data for patients within that range. From these 
filtered retrospective data, calculate the median 
global noise index for each scanner model. Next, 
based on prospective phantom data, determine 
how much relative change in noise magnitude 
would be expected for each scanner model based 
on the new reconstruction settings from the pre-
vious matching step. This relative change in 
noise magnitude can be computed for each scan-
ner by taking the ratio of noise magnitude from 
the original reconstruction settings and the new 
reference-matched reconstruction settings. 
Multiplying this relative change by the median 
noise for each scanner model results in the 
expected noise magnitude from the new recon-
struction settings for each scanner model (before 
adjusting the dose). Finally, knowing how the 
noise magnitude changes as a function of radia-
tion dose (CTDIvol) for the new reference- 
matched reconstruction settings allows one to 
adjust the dose-related scan protocol settings 
(e.g., noise index, quality reference mAs, etc.) to 
target a noise magnitude equal to the reference 
scanner.

The noise-dose relationship can be generally 
modeled as σ ∝ (DT)β where σ is the image noise 
(pixel STD), D is the radiation dose index (e.g., 
CTDIvol), T is the slice thickness, and β is a fitting 
parameter specific to the scanner model and 
image reconstruction settings. Most commonly β 
is assumed to be −0.5 resulting in the theoretical 
relationship that noise is inversely proportional 
to the square root of dose. However, empirical 
measurements generally show that β is not 
exactly −0.5  in practice for real-world CT sys-
tems. This is especially true for iterative recon-
struction algorithms with strong nonlinear 
regularization steps. The true β value can be esti-
mated from the phantom scan data if the phantom 
is scanned at several dose levels (at least three 
dose levels needed for the fit). If an empirical 
measurement of β is not available, an assumption 
of −0.5 is acceptable. The equation above can be 
inverted to solve for the dose needed to achieve a 
specific noise level for the scanner and recon-
struction condition of interest. If this procedure is 
followed, one can expect images with similar 
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Fig. 8.10 Task transfer function (top), noise power spec-
trum (middle) and noise texture vs resolution scatter plot 
(bottom) for six different scanner models. In this example 
the GE Discovery 750 HD was considered as a reference. 
In the scatter plot, the gray circles each correspond to a 
single combination of reconstruction settings (e.g., kernel 

+ iterative strength or FBP). The colored dots correspond 
to the reconstruction conditions from each scanner that 
were most similar to the reference scanner. The TTF and 
NPS plots confirm similar spatial resolution, and noise 
texture would be expected for those scanners if the recom-
mended reconstruction settings are used

noise magnitude, noise texture, spatial resolu-
tion, and therefore detectability for all scanner 
models (Fig. 8.11). Note that this procedure may 
result in different dose levels being used on dif-
ferent scanner models, which is acceptable if the 
dose levels are all within a reasonable range.

 Expected Dose and Image Quality 
Ranges for Revised Protocol

Based on the proposed changes, it will be possible 
to estimate the expected changes in image quality 
and dose. It is useful to calculate these ranges 
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Fig. 8.11 Synthesized contrast detail diagrams demonstrating what CT images would be expected to look like across 
CT scanner models using the matching method

before implementing the changes and confirm that 
the new dose levels are within acceptable limits 
based on national standards. An estimate of the 
expected changes in image quality is also helpful 
for the next step when discussing the revised pro-
tocol with clinical colleagues. A summary table 
similar to the example below (Table 8.1) is recom-
mended. If many protocol adjustments are made, it 
may be difficult to exactly know how radiation 
dose would be expected to change across the entire 
patient population. In that scenario, scanning a 
multi-size image quality phantom [39] is helpful 
to make the predictions more accurate.

 Feedback from Technologists 
and Radiologists

Before implementing changes to the protocol, it 
is critical to gather feedback about the proposed 
changes from technologists and radiologists. 
They may have insight about a particular setting 
that was not considered previously. For example, 
the technologist may know that the user interface 
for a particular feature is not well designed and 
implementing that feature may be disruptive 
without providing detailed training and instruc-
tions. Similarly, the radiologist may have com-
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ments about how the proposed changes could 
affect aspects of the images besides noise, resolu-
tion, and contrast. For example, it may be the 
case that proposed changes may affect the fre-
quency of motion artifacts. This feedback should 
be carefully discussed and considered before 
implementing changes.

 Monitor and Adjust if Needed

After the protocol changes have been imple-
mented, it is important to carefully monitor the 
performance of the protocol shortly thereafter. 
Gathering another round of feedback from radi-
ologists and technologists is helpful at this stage 
to confirm that the protocol can be run as designed 
and that the image quality is judged to be accept-
able and consistent across scanner models. After 
a period of a few months, it is also helpful to redo 
a condensed version of the analysis above to con-
firm that the targeted level of radiation dose and 
noise is being achieved. Slight adjustments may 
be needed to further refine the protocol and 
achieve greater consistency.

 Relating Consistency 
to Optimization

The previous section discussed a strategy to 
achieve consistent images from different scanner 
models in terms of noise, noise texture, and spa-
tial resolution. However, it is possible to be con-
sistently sub-optimal, and consistency should be 

considered only the first step toward optimality. 
As mentioned in the introduction to this chapter, 
there are many scientific papers that claim to 
achieve imaging optimality, but that term has tra-
ditionally been used to mean “acceptable image 
quality at a radiation dose that is tolerable.”

To truly optimize an imaging protocol requires 
maximizing its utility, as denoted in the earlier 
section of this chapter. Ideally we need to think of 
the goal of the imaging examination as attempt-
ing to classify a patient into one of N classes 
(e.g., healthy, diseased, metastatic, stage X, etc.). 
For a given patient, there are N possible corre-
sponding decisions based on the image data. You 
then define (a priori) an NxN utility matrix which 
assigns an expected utility of the ith decision 
when the patient belongs to the jth class. For 
example, the utility of classifying a patient hav-
ing cancer when they do have cancer would be 
high, and the utility of a misclassification would 
be negative. The final utility of the imaging 
examination is found by summing over this  utility 
matrix weighted by the conditional probabilities 
of the ith decision being made for patients of the 
jth class given the image data and the baseline 
probabilities of the patients in the population 
belonging to each class. The image quality pro-
vided by a given imaging protocol on a given 
scanner can be encoded into the aforementioned 
conditional probabilities (e.g., the probability of 
making the ith decision when the patient belongs 
to the ith class would be high if the image quality 
is good). The possible risks from the imaging 
examination could be further encoded into this 
formalism by adding an additional protocol/

Table 8.1 Example of how the expected changes to radiation dose and image quality could be summarized

Scanner 
model

Radiation 
dose

Noise 
STD Noise texture

In-plane 
resolution

Z-direction 
resolution Contrast

Scanner A +30% +24% No change No change Improved No change
Scanner B −17% +24% Marginally 

coarser
No change Improved No change

Scanner C −36% +56% Marginally 
coarser

No change Improved Potential 
improvement

Scanner D +43% +41% Finer No change Improved Potential 
improvement

Scanner E −15% +29% Finer Improved Improved Potential 
improvement

Scanner F No change +36% Finer No change Improved No change
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scanner- specific risk term (e.g., negative utility) 
to the summation. To do this one needs to make 
several assumptions about the relationship 
between radiation dose and risk. It is beyond the 
scope of this chapter to discuss that topic but suf-
fice to say that reasonable assumptions could be 
made for the purposes of protocol optimization. 
The protocol is optimized if the utility is maxi-
mized, and this would be expected to happen 
when the image quality is sufficient for the most 
important imaging tasks and the risk from radia-
tion is low enough as to not cause undue burden 
on the population.

The formalism described above depends on 
(a) assigning sensible utilities to each decision/
class pair, (b) understanding how imaging set-
tings affect image quality and clinical decisions, 
and (c) understanding how imaging settings 
affect radiation dose and long-term risk. There is 
a large amount of scholarship available in each of 
these areas, but it should be noted that there is 
also still considerable uncertainty, highlighting 
an opportunity for further research. Unfortunately, 
the type of research needed to make this optimi-
zation possible in practice can be very expensive, 
time-consuming, and potentially unethical. As 
such, there is a need going forward to develop 
realistic imaging simulation tools. Such simula-
tions could be the basis of so-called “virtual clini-
cal trials” (VCT). A VCT is the only way to 
ethically study the effects of changing imaging 
settings on dose and image quality in a compre-
hensive and systematic manner. Tools are cur-
rently being developed that will eventually allow 
for realistic VCTs for the purposes of optimizing 
CT imaging protocols [52–54].

All that being said, there are some practical 
methods that can be applied relatively easily and 
quickly to help move toward more optimal proto-
cols. After the image quality has been made con-
sistent across scanner models (see previous 
section), then the question is how much should 
one adjust the dose (up or down) across all scan-
ner models to achieve just good enough image 
quality. A hybrid approach can be used in which 
real CT images are modified to simulate reduced 
dose levels and/or infused with virtual pathology. 
The hybrid images can then be utilized in a read-

ing study with radiologists to measure clinical 
performance (which can be different compared to 
clinical preference). This approach has been used 
successfully to determine the radiation dose 
reduction potential of an iterative reconstruction 
algorithm relative to FBP for liver CT imaging 
[55, 56]. The tools to do such studies are becom-
ing more and more available over time.

 Summary

CT protocol optimization is a complex topic and 
an area of active research. In most cases, there is 
currently not enough information available to 
achieve true optimization when considering the 
holistic effect of imaging on a population’s 
health. However, it is possible to make sensible 
assumptions and adjust protocols to be more con-
sistent across scanner models and perhaps more 
optimal for the primary imaging tasks that are 
performed by radiologists. This chapter describes 
the general optimization problem and some prac-
tical steps that can be taken to move toward more 
optimal imaging.

References

 1. Demb J, Chu P, Nelson T, Hall D, Seibert A, Lamba R, 
Boone J, Krishnam M, Cagnon C, Bostani M, Gould 
R, Miglioretti D, Smith-Bindman R.  Optimizing 
radiation doses for computed tomography across 
institutions: dose auditing and best practices optimiz-
ing radiation doses for computed tomography across 
institutions optimizing radiation doses for computed 
tomography across institutions. JAMA Intern Med. 
2017;177(6):810–7.

 2. Kordolaimi SD, Saradeas I, Ploussi A, Pantos I, 
Argentos S, Efstathopoulos EP.  Introduction of an 
effective method for the optimization of CT proto-
cols using iterative reconstruction algorithms: com-
parison with patient data. AJR Am J Roentgenol. 
2014;203(4):W434–9.

 3. Trattner S, Pearson GDN, Chin C, Cody DD, Gupta 
R, Hess CP, Kalra MK, Kofler JM Jr, Krishnam MS, 
Einstein AJ. Standardization and optimization of CT 
protocols to achieve low dose. J Am Coll Radiol: 
JACR. 2014;11(3):271–8.

 4. Zarb F, McEntee MF, Rainford L. CT radiation dose 
and image quality optimization using a porcine model. 
Radiol Technol. 2013;85(2):127–36.

J. Solomon and E. Samei



163

 5. Barrett HH, Myers KJ, Hoeschen C, Kupinski MA, 
Little MP.  Task-based measures of image quality 
and their relation to radiation dose and patient risk. 
Phys Med Biol. 2015;60(2):R1–R75. PMCID:PMC 
4318357.

 6. Samei E, Jarvinen H, Kortesniemi M, Simantirakis 
G, Goh C, Wallace A, Vano E, Bejan A, Rehani M, 
Vassileva J. Medical imaging dose optimisation from 
ground up: expert opinion of an international summit. 
J Radiol Prot. 2018;38(3):967–89.

 7. Li X, Samei E, Williams CH, Segars WP, Tward 
DJ, Miller MI, Ratnanather JT, Paulson EK, Frush 
DP.  Effects of protocol and obesity on dose con-
version factors in adult body CT.  Med Phys. 
2012;39(11):6550–71. PMCID:PMC 3482255.

 8. American Association of Physicists in Medicine. 
AAPM report no. 204: size-specific dose estimates 
(SSDE) in pediatric and adult body CT examinations. 
2011.

 9. Sanders J, Tian X, Segars WP, Boone J, Samei 
E. Automated, patient-specific estimation of regional 
imparted energy and dose from tube current modu-
lated computed tomography exams across 13 proto-
cols. J Med Imaging (Bellingham). 2017;4(1):013503. 
PMCID:PMC PMC5260633.

 10. International Commission on Radiological Protection. 
The 2007 Recommendations of the International 
Commission on Radiological Protection. 2007.

 11. Sahbaee P, Segars WP, Samei E.  Patient-based esti-
mation of organ dose for a population of 58 adult 
patients across 13 protocol categories. Med Phys. 
2014;41(7):072104. PMCID:PMC PMC4105960.

 12. Li X, Samei E, Segars WP, Sturgeon GM, Colsher 
JG, Frush DP.  Patient-specific radiation dose and 
cancer risk for pediatric chest CT.  Radiology. 
2011;259(3):862–74. PMCID:PMC 3099041.

 13. Samei E, Krupinski EA.  The handbook of medical 
image perception and techniques. Cambridge, UK: 
Cambridge Press; 2010.

 14. International Commission on Radiation Units and 
Measurements. ICRU report 54: medical imaging- the 
assessment of image quality. 1995.

 15. Solomon J, Mileto A, Ramirez-Giraldo JC, Samei 
E. Diagnostic performance of an advanced modeled 
iterative reconstruction algorithm for low-contrast 
detectability with a third-generation dual-source 
multidetector CT scanner: potential for radiation 
dose reduction in a multireader study. Radiology. 
2015;275(3):735–45.

 16. Månsson LG. Methods for the evaluation of image qual-
ity: a review. Radiat Prot Dosim. 2000;90(1–2):89–99.

 17. Rose A.  The sensitivity performance of the 
human eye on an absolute scale. J Opt Soc Am. 
1948;38(2):196–208.

 18. Samei E, Richard S. Assessment of the dose reduction 
potential of a model-based iterative reconstruction 
algorithm using a task-based performance metrology. 
Med Phys. 2015;42(1):314–23.

 19. Chen B, Christianson O, Wilson JM, Samei 
E. Assessment of volumetric noise and resolution per-

formance for linear and nonlinear CT reconstruction 
methods. Med Phys. 2014;41(7):071909.

 20. Li K, Garrett J, Ge Y, Chen GH. Statistical model based 
iterative reconstruction (MBIR) in clinical CT sys-
tems. Part II. Experimental assessment of spatial res-
olution performance. Med Phys. 2014;41(7):071911. 
PMCID:PMC 4106476.

 21. Solomon JB, Samei E.  Correlation between human 
detection accuracy and observer model-based image 
quality metrics in computed tomography. J Med 
Imaging. 2016;3:12.

 22. Richard S, Samei E.  Quantitative breast tomosyn-
thesis: from detectability to estimability. Med Phys. 
2010;37(12):6157–65. PMID: 21302772.

 23. Zhang Y, Smitherman C, Samei E. Size-specific opti-
mization of CT protocols based on minimum detect-
ability. Med Phys. 2017;44(4):1301–11.

 24. Gang GJ, Siewerdsen JH, Stayman JW. Task-driven 
optimization of CT tube current modulation and regu-
larization in model-based iterative reconstruction. 
Phys Med Biol. 2017;62(12):4777–97. PMCID:PMC 
PMC5738673.

 25. Solomon J, Samei E. Quantum noise properties of CT 
images with anatomical textured backgrounds across 
reconstruction algorithms: FBP and SAFIRE.  Med 
Phys. 2014;41(9):091908.

 26. Samei E, Lin Y, Choudhury KR, McAdams 
HP. Automated characterization of perceptual quality of 
clinical chest radiographs: validation and calibration to 
observer preference. Med Phys. 2014;41(11):111918.

 27. Christianson O, Winslow J, Frush DP, Samei 
E.  Automated technique to measure noise in clini-
cal CT examinations. AJR Am J Roentgenol. 
2015;205(1):W93–9.

 28. Smith TB, Solomon J, Samei E.  Estimating detect-
ability index in vivo: development and validation of an 
automated methodology. J Med Imaging (Bellingham). 
2018;5(3):031403. PMCID:PMC PMC5724743.

 29. Sanders J, Hurwitz L, Samei E. Patient-specific quan-
tification of image quality: an automated method for 
measuring spatial resolution in clinical CT images. 
Med Phys. 2016;43(10):5330.

 30. Samei E, Tian X, Paul Segars W, Frush DP. Radiation 
risk index for pediatric CT: a patient-derived metric. 
Pediatr Radiol. 2017;47(13):1737–44.

 31. Cody DD, Fisher TS, Gress DA, Layman RR Jr, 
McNitt-Gray MF, Pizzutiello RJ Jr, Fairobent 
LA.  AAPM medical physics practice guideline 1.a: 
CT protocol management and review practice guide-
line. J Appl Clin Med Phys. 2013;14(5):3–12.

 32. ACR.  CT accreditation program requirements. 
2019. Available from: https://www.acraccredita-
tion.org/-/media/ACRAccreditation/Documents/CT/
Requirements.pdf?la=en.

 33. TJC.  The Joint Commission Diagnostic Imaging 
Standards. 2015. Available from: https://www.joint-
commission.org/diagnostic_imaging_standards/.

 34. AAPM.  The Alliance for Quality Computed 
Tomography: Protocols. 2017. Available from: https://
www.aapm.org/pubs/CTprotocols/default.asp.

8 CT Performance Optimization

https://www.acraccreditation.org/-/media/ACRAccreditation/Documents/CT/Requirements.pdf?la=en
https://www.acraccreditation.org/-/media/ACRAccreditation/Documents/CT/Requirements.pdf?la=en
https://www.acraccreditation.org/-/media/ACRAccreditation/Documents/CT/Requirements.pdf?la=en
https://www.jointcommission.org/diagnostic_imaging_standards/
https://www.jointcommission.org/diagnostic_imaging_standards/
https://www.aapm.org/pubs/CTprotocols/default.asp
https://www.aapm.org/pubs/CTprotocols/default.asp


164

 35. American Association of Physicists in Medicine. 
AAPM report no. 220: use of water equivalent diam-
eter for calculating patient size and size-specific dose 
estimates (SSDE) in CT. 2014.

 36. Malkus A, Szczykutowicz TP.  A method to extract 
image noise level from patient images in CT.  Med 
Phys. 2017;44(6):2173–84.

 37. American Association of Physicists in Medicine. 
AAPM report no. 233: performance evaluation of 
computed tomography systems. 2019.

 38. Solomon J, Wilson J, Samei E. Characteristic image 
quality of a third generation dual-source MDCT scan-
ner: noise, resolution, and detectability. Med Phys. 
2015;42(8):4941–53.

 39. Wilson JM, Christianson OI, Richard S, Samei E. A 
methodology for image quality evaluation of advanced 
CT systems. Med Phys. 2013;40(3):031908.

 40. Faulkner K, Moores BM. Analysis of x-ray computed 
tomography images using the noise power spec-
trum and autocorrelation function. Phys Med Biol. 
1984;29(11):1343–52.

 41. Boedeker KL, Cooper VN, McNitt-Gray 
MF. Application of the noise power spectrum in mod-
ern diagnostic MDCT: part I. measurement of noise 
power spectra and noise equivalent quanta. Phys Med 
Biol. 2007;52(14):4027–46.

 42. Boedeker KL, McNitt-Gray MF.  Application of the 
noise power spectrum in modern diagnostic MDCT: 
part II. Noise power spectra and signal to noise. Phys 
Med Biol. 2007;52(14):4047–61.

 43. Siewerdsen JH, Cunningham IA, Jaffray DA. A frame-
work for noise-power spectrum analysis of multidi-
mensional images. Med Phys. 2002;29(11):2655–71.

 44. Yang K, Kwan AL, Huang SY, Packard NJ, Boone 
JM.  Noise power properties of a cone-beam CT 
system for breast cancer detection. Med Phys. 
2008;35(12):5317–27. PMCID:PMC 2736717.

 45. Riederer SJ, Pelc NJ, Chesler DA. The noise power 
spectrum in computed X-ray tomography. Phys Med 
Biol. 1978;23(3):446–54.

 46. Baek J, Pelc NJ.  The noise power spectrum in CT 
with direct fan beam reconstruction. Med Phys. 
2010;37(5):2074–81. PMCID:PMC 2871306.

 47. Kijewski MF, Judy PF. The noise power spectrum of 
CT images. Phys Med Biol. 1987;32(5):565–75.

 48. Benitez RB, Ning R, Conover D, Liu S.  NPS 
characterization and evaluation of a cone beam 
CT breast imaging system. J Xray Sci Technol. 
2009;17(1):17–40.

 49. Chen B, Richard S, Barnhart H, Colsher JG, Maxwell 
A, Samei E.  Volumetric quantification of lung nod-
ule in CT: effects of reconstruction algorithm (FBP, 
ASiR, and MBiR), dose and slice thickness, RSNA 
Annual Meeting. Chicago: Radiological Society of 
North America; 2010.

 50. Solomon JB, Christianson O, Samei E. Quantitative 
comparison of noise texture across CT scan-
ners from different manufacturers. Med Phys. 
2012;39(10):6048–55.

 51. Winslow J, Zhang Y, Samei E. A method for charac-
terizing and matching CT image quality across CT 
scanners from different manufacturers. Med Phys. 
2017;44(11):5705–17.

 52. Segars WP, Veress AI, Sturgeon GM, Samei 
E. Incorporation of the living heart model into the 4-D 
XCAT phantom for cardiac imaging research. IEEE 
Trans Radiat Plasma Med Sci. 2019;3(1):54–60.

 53. Abadi E, Segars WP, Sturgeon GM, Harrawood B, 
Kapadia A, Samei E.  Modeling “textured” bones in 
virtual human phantoms. IEEE Trans Radiat Plasma 
Med Sci. 2019;3(1):47–53.

 54. Segars WP, Mahesh M, Beck TJ, Frey EC, 
Tsui BM.  Realistic CT simulation using the 4D 
XCAT phantom. Med Phys. 2008;35(8):3800–8. 
PMCID:PMC PMC2809711.

 55. Solomon J, Marin D, Roy Choudhury K, Patel B, 
Samei E.  Effect of radiation dose reduction and 
reconstruction algorithm on image noise, contrast, 
resolution, and detectability of subtle hypoat-
tenuating liver lesions at multidetector CT: filtered 
Back projection versus a commercial model-based 
iterative reconstruction algorithm. Radiology. 
2017;2017:161736.

 56. Solomon J, Samei E. A generic framework to simulate 
realistic lung, liver and renal pathologies in CT imag-
ing. Phys Med Biol. 2014;59(21):6637–57.

J. Solomon and E. Samei



Part III

CT Practice



167© Springer Nature Switzerland AG 2020 
E. Samei, N. J. Pelc (eds.), Computed Tomography, https://doi.org/10.1007/978-3-030-26957-9_9

CT Practice Management

Timothy P. Szczykutowicz

 Introduction: Motivation 
for Protocol Uniformity

Patients deserve imaging exams specifically tai-
lored to their own unique body characteristics 
(e.g., coronary output, weight, etc.) and clinical 
indication. In some cases, if exams are not tai-
lored to patient-specific characteristics or indica-
tions, the exam will have no or limited diagnostic 
utility. For example, a prospectively gated exam 
performed on a patient with a high and irregular 
heart rate is likely to be highly contaminated with 
cardiac motion artifact. One method for achiev-
ing patient- and indication-specific imaging 
would be for a clinical care team to design an 
exam specifically for each patient. The team 
would consist of a physician who will ultimately 
interpret the images, a technologist who will run 
the scanner, and a technical person (i.e., vendor 
applications specialist or medical physicist) who 
can advise their clinical partners on the image 
quality and dosimetry trade-offs of any parameter 
decision. This model is not ideal, however, as 
many patients will present with the same indica-
tion and with similar body characteristics. 
Therefore the work of the team would be repeated 
again and again as patients presented with the 

same indication and body characteristics. 
Additionally, all modern CT scanners have the 
ability to modulate image quality and contrast 
enhancement to adapt for changes in patient’s 
body characteristics. In practice, instead of need-
ing to create unique exam instructions for indi-
vidual patients, we can create sets of exam 
instructions for specific groups of patients exhib-
iting similar body characteristics and indications. 
We refer to a set of exam instructions as a proto-
col in the world of diagnostic radiology. Creation 
and management of these protocols will be the 
focus of this chapter.

Figure 9.1 depicts the ideal situation for an 
imaging center: harmonized workflows across 
body section and location. An example of a work-
flow’s facet that can be harmonized across body 
sections is protocol documentation. A harmonized 
workflow would use the same template/format to 
record protocol information across all body sec-
tions. CT technologists sitting at one scanner 
would look in the same place for the same infor-
mation no matter the body section. For example, 
the CT technologist would know to look at the end 
of the protocol for instructions on how to bill the 
exam, no matter if the exam was a cardiovascular 
section-owned non-gated chest exam or a pediatric 
section-owned dynamic 3D airway exam. An 
example of a workflow facet that can be harmo-
nized across scanner would be recon number/type. 
For example, if the same indication of gated CTA 
chest non-coronaries is performed on a cardiology 
owned scanner and a radiology owned scanner, 
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one would hope the reconstructions coming from 
that study to be the same. It may be that a non-
harmonized workflow has the cardiology scanner 
not producing high-resolution wider field of view 
reconstructions of the lung fields, as the cardiolo-
gists are not interested in performing a screening 
exam for the lung fields. Since prior image com-
parison is an essential facet of medical image 
interpretation, harmonization of images is an 
important goal for an imaging center.

 Definition of a Protocol

Executing a medical imaging protocol is not a 
trivial task [1]. Ordering physicians must weigh 
the appropriateness of ordering a CT against 
other imaging modalities and diagnostic tests  
[2]. The ordering physician must then put in an 
order for the exam. Radiology will schedule the 
exam. The ordering and scheduling takes alone 
can quickly become complicated. For example, if 
a physician orders an orthopedic implant plan-
ning exam, often these exams must be performed 
only on scanners “commissioned” by the ortho-

pedic implant vendor. This immediately compli-
cates ordering and scheduling as not all CT 
imaging centers and not all CT scanners within a 
center will be commissioned for the exam. Other 
issues with ordering and scheduling can involve 
the need for cardiac gating (i.e., not all scanners 
have this option), respiratory gating (not all scan-
ners have this option), bariatric patient (individ-
ual scanners have unique limits for patient weight 
and scanner output), implants (if the implant is 
known to cause metal artifacts, the patient may 
have to be scanned only on scanners with metal 
artifact reduction), etc. All of these limitations 
should be documented somewhere in one’s pro-
tocols. Relying on individual schedulers and 
technologists to remember what indications can 
be scanned on what scanner may work in a small 
setting with two scanners, but is not realistic for a 
large imaging practice. In practice, at our institu-
tion, we rely on notes in the protocols and notes 
in the scheduling teams templates for individual 
scanners to align patient- specific needs with the 
option sets on our CT fleet.

Once the patient actually gets to the imaging 
center, there are hundreds of steps involved in 
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Fig. 9.1 Uniformity of image quality, contrast enhance-
ment, and image presentation (i.e., reconstruction and 
reformatting options) is important. Uniformity needs to 
be thought of in two ways: (1) between exams performed 
on the same scanner but for different clinical indications 
and (2) between exams performed on different scanners 

for the same clinical indication. Many practice setting and 
device-specific differences make these goals of unifor-
mity challenging to realize. This figure was adapted from 
a slide presented by Professor Mika Kortesniemi at the 
Prague 2018 CT workshop hosted by EFOMP
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actually performing the exam [1, 3, 4]. Some of 
these steps will start before the patient even sees 
the scanner. For example, many sites will place 
IVs before the patient gets into the scan room, 
and oral contrast is usually given tens of minutes 
to hours before the imaging procedure. For car-
diac gated exams, sites usually have heart rate 
and heart rate variability guidelines tied to the 
administration of beta blockers; workflows that 
are completed before the patient receives their 
scan. All of these details are important if the 
exam is to have maximum diagnostic utility. For 
example, the amount of gastrointestinal tract 
opacified by oral contrast is related to the amount 
of time between when the patient starts drinking 
and the scan. Different indications will require 
different parts of the tract to be contrast filled. 
Relying on individual technologists to remember 
details like these may work in a small setting that 
only perform a handful of indications, but is not 
realistic for a large imaging practice.

Once actually on the scanner, there are liter-
ally hundreds of options per irradiation event 
[5]. From the “breathing lights” to the recon-
structed slice thickness, a technologist cannot be 
expected to program all of the options on a per 
patient basis. Most sites will have set protocols 
that require little to no modification at scan time. 
Post exam, the technologist will have to send the 
automatically reconstructed images off for inter-
pretation, send some images off for further pro-
cessing (e.g., TAVR planning), and may be 
required to perform some custom image creation 
on the scanner (e.g., aligning head axial images 
slices to the patients’ true anatomical axial 
plane). A common radiologist complaint is miss-
ing image reformats. Missing images means the 
radiologist either has to interpret the exam with 
missing views, try to make them on the PACS, or 
call the scanner to have the technologist send 
them. Even for sites using the “auto reformat” 
and/or “auto send” features of their scanners, 
documenting what protocols and what series/
phases within those protocols have these auto-
matic features turned on is needed when setting 
up new imaging equipment to copy existing 
equipment. All of these actions, and the param-
eters that define them, cannot be expected to be 

remembered for sites realizing hundreds of dif-
ferent indications.

The previous paragraphs have discussed how 
medical imaging protocols are complex. 
Protocols in medical imaging involve instruc-
tions aimed at technologist, nursing staff, physi-
cians, and imaging devices. Too often protocols 
are focused on the instructions for the imaging 
device and are light on the instructions for the 
personnel interacting with the device. This is evi-
dent by looking over many published protocols 
which are largely made up of tables or lists of 
technical acquisition and reconstruction parame-
ters that are pre-programmed into an imaging 
device. Historically, this is due to most CT ven-
dors providing protocols that are just lists of 
acquisition parameters. Providing just acquisi-
tion parameter details limits their liability with 
respect to practicing medicine. The rest of this 
section is devoted to providing a robust list of 
parameters to be captured when documenting a 
CT protocol.

We cannot ignore the influence of regulation 
on the need for protocol documentation. 
Currently, in the USA, requirements from accred-
itation agencies such as the American College of 
Radiology (ACR) and The Joint Commission 
(TJC) require protocols to be documented and 
changes to be recorded. The Joint Commission 
has provided an itemized list of requirements 
they consider necessary to be documented (PC 
01.03.01 A 25) [6]: clinical indication, contrast 
administration, age (i.e., adult or pediatric), 
patient size, patient body habitus, and the expect 
radiation dose index. The Joint Commission also 
requires sites verify (PC.01.02.15 A 10), before 
scanning a patient, that the patient is properly 
positioned, that the correct protocol is selected, 
and that the correct scanner parameters are being 
used. The verification requirements imply a site 
is also required to document patient positioning, 
indication, and technical (i.e., programmable) 
scanner parameters. We cover all of these 
accreditation- based requirements in the follow-
ing tables.

Tables 9.1, 9.2, 9.3, and 9.4 represent all the 
fields we consider important to document for a 
clinical CT protocol in the diagnostic setting. 
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Table 9.1 Compliance components of a CT protocol

Section Comment
Contributors Provide the name of the people putting together this protocol. This author list should reflect those 

individuals responsible for creating the protocol content. If the content of the protocol is novel, 
refer to the creators of the protocol in the “Design Philosophy” section of this template. You may 
also list the name of an organization, for example, “University of XXX CT Protocol Optimization 
Team”

Protocol name A protocol name should appear in this box. This name should be descriptive of the protocol. The 
convention usually adopted in CT is to have the name refer to three things: the body part being 
imaged, the use of contrast, and sometimes the name of the indication commonly or usually 
associated with the protocol. If your center appends protocol names with the last date they were 
edited or checked, you may include that information on the share. Dating your protocols in the 
name field will enable easier sharing of your protocol across a large hospital network and 
facilitate data analysis from dose monitoring programs

RadLex 
Playbook 
name and ID

A valid RPID number and name should appear in this box. The RSNA has published a naming 
system for CT protocol names. Almost all CT protocols can be mapped to this standard. This 
mapping is commonly needed for centers with more than one CT scanner who wish to combine 
dose monitoring data and/or for quality improvement, billing, workflow analysis, or other reasons. 
Information about the RadLex Playbook can be found here https://www.rsna.org/RadLex 
Playbook.aspx. RadLex has provided a playbook browser which can be used to quickly find a 
matching playbook number; this can be accessed here http://playbook.radlex.org/playbook/
SearchRadlexAction

Clinical 
indications

A concise statement of a few sentences should describe for what clinical indications this protocols 
is to be used for

Design 
philosophy 
details

A concise statement (a few sentences to a few paragraphs in length) describing the clinical/
workflow/technical thinking guiding the development of the protocol

Academic 
references

A list of references corresponding to the text given in the design philosophy

Other 
resources

Links to YouTube or other instruction videos, white papers not indexed online, etc. should be 
provided here. If a link is provided, please provide a title for the link which clearly describes what 
the link contains followed by the full (including the http:// or www.) web address

Billing code Provide a list of CT billing codes (CTP) codes here
Billing notes Provide any notes pertaining to the billing codes here. Appropriate information to include would 

be any post-processing steps needed to satisfy billing requirements. For example, “to bill as a 
CTA, the volume rendered images must be made from the angio phase of the exam”

RSNA 
reporting 
template

The title of the template (identical to the one on the www.radreport.org website). Note, the 
template page provides suggested RPID to be used with this template; please cross-check the 
RPID you used in the protocol name subsection “RadLex Playbook name and number” with the 
RPID listed here. If there is a difference, you may want to consider editing the RPIDs you 
provided, but this is not always appropriate
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Section Comment
Dose table Most modern CT protocols will employ automatic exposure control (e.g., tube current 

modulation) which varies as a function of patient size. Additionally, multiple options for patient 
dose surrogates are in use today. Because of this, there are many options for reporting dose data
The dose metric value for each metric and phantom/patient combination should be placed in a 
table. Note, for multiphasic exams, the dose from each phase/series/group must be included. Not 
all of the dose metric and phantom/patient combinations need to be filled out
Series name Dose 

check 
value 
(NV)

Vendor- 
supplied 
water 
phantom

Vendor- 
supplied 
water 
phantom 
diameter

16 cm 
CTDI 
phantom

32 cm 
CTDI 
phantom

Patient 
population 
data

CTDIvol
DLP
SSDE
Effective dose

ACR Compliance with any programs should be documented here by listing the program name, for 
example, ACR Lung Cancer Screening

OPTN/UNOS This box should be filled in with the name of the organ covered by the OPTN/UNOS guidelines. 
OPTN (Organ Procurement and Transportation network) and UNOS (United Network for Organ 
Sharing) periodically publish guidelines for CT scanning done in conjunction with organ 
transplants. For example, see http://pubs.rsna.org/doi/full/10.1148/radiol.12121698 for an 
example of guidelines for HCC liver imaging

Device 
manufacturer

Compliance with a device manufacturers protocols should be documented here by stating the 
name of the manufacturer and the specific device or procedure name. For example, if your 
protocol meets the slice thickness and reconstruction kernel requirements of a robotic orthopedic 
surgery device company for a knee replacement, you would document the manufacturer name and 
the specific procedure or device name in the protocol

Software 
(CAD/surface 
rendering, 
etc.)

Compliance with a software manufacturer’s recommended protocols should be documented here 
by stating the name of the manufacturer and the specific software package. For example, if your 
protocol meets the beam energy and slice thickness requirements mandated by a computer-aided 
diagnosis company, provide the company’s name and specific CAD software package

Trial/study/
publication 
details

If this protocol is being used or was used for a specific research paper or study, the paper 
reference should be included

Table 9.1 (continued)

One may need additional fields for radiation 
therapy and interventional scanning. One can 
perform radiation therapy simulation and CT 
interventional procedures with the same scan-
ners as used in diagnostic radiology. We intend 
Tables 9.1, 9.2, 9.3, and 9.4 to aid a CT protocol 
optimization team in defining all of the pieces of 
information associated with their imaging proto-
cols. It is very likely not all of these fields will or 
should end up in your sites final protocol docu-
mentation. We intend these tables to capture all 
of the possible clinically relevant information 

one needs to realize a diagnostic CT exam. Your 
site may choose to publish a subset of these 
parameters in your final clinical documentation, 
an example of which is shown in Fig.  9.2. 
Interested readers should also review DICOM 
supplement 121 [9] which details the technical 
acquisition parameters in a vendor neutral man-
ner needed to fully capture the essential ele-
ments defining a CT protocol. The DICOM 
supplement overlaps greatly with the protocol 
components presented in Tables 9.1, 9.2, 9.3, 
and 9.4 but at a higher less clinically approach-
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Table 9.2 Clinical components of a CT protocol

Section Comment
Patient 
preparation

Patient preparation instructions should be provided. Examples of patient instructions include 
asking female patients undergoing a chest CT scan to remove their brassier to avoid underwire 
artifacts. Another example is to have patients undergoing a pelvis CT scan remove their pants if 
they contain any metal rivets/zippers/buttons. The medication and heart rate monitoring 
instructions needed for some cardiac gated exams would also be documented here. While the 
IVC parameters are provided below, the IVC needle placement and gauge details should be 
provided here

Oral contrast 
instructions

Provide the total volume, dose per drink, and temporal spacing between drinks. Additionally, 
provide the contrast agent type (manufacturer), concentration, and dosage and any special 
mixing instructions

IVC contrast 
instructions

Provide the total volume, flow rate, contrast agent type (manufacturer), and concentration for 
both the contrast and saline chaser (if used). If using a power injector protocol, provide the 
make and model of the injector and the specific protocol

Patient coaching 
instructions

Provide details on patient coaching. For example, provide details on patient breathing 
instructions or instructions on how to induce a Valsalva maneuver when needed. While patient 
coaching details are included in the “Workflow Details” section of the template, this section 
should contain a more robust version of coaching instructions. The coaching instructions 
provided in the workflow table are meant to be a reminder to the technologists during the exam; 
the instructions provided here should fully convey all needed details of the instructions

Physician or 
nurse 
monitoring 
instructions

Patient monitoring details should be provided here. If the monitoring party is expected to make 
a mid-exam decision based on the results of the exam (e.g., the decision to proceed to the 
perfusion phase of a stroke protocol may depend on the presence of a bleed detected on the 
non-contrast series), details on this decision should be provided in this box

Patient 
positioning

Provide details on patient positioning. For example, for musculoskeletal exams which demand 
high resolution, a note should be made to ensure the anatomy of interest is positioned as close to 
the scanner’s isocenter as possible to maximize the spatial resolution capabilities of the scanner

Table 9.3 Clinical workflow components of a CT protocol

Exam 
logistics by 
series

One should provide technologists with a high-level overview of what the exam includes. Provide 
them with concise details needed to navigate a CT exam from CT localizer radiographs to exam 
end
Series Names: Provide each series name (i.e., series description or reconstruction name). The 
series name should be as descriptive as possible and usually describes the contrast phase imaged. 
For example, a routine three-phase abdomen protocol could have series names of “non-con,”  
“wIVC,” and “delayed”
Coaching: Provide a short and concise reminder to the technologist. Provide the full description of 
the coaching details in the “Clinical Components” section of your template
Bolus Tracking: Provide the size and placement of the bolus tracking region of interest. Document 
details on timing delays associated with bolus tracking and enhancement thresholds in the 
“Technical Acquisition Details” section of this template; do not repeat them here
Scan Ranges: Provide a pictorial or textual description of the scan range including where to start 
and stop the scan. For example, a scan of the head may be scanned from the top of the head to the 
mandible. This could be documented as “start above the head, some air should be included in the 
image volume, continue down to the level of the mandible”

Reformats Name: Provide the name of the reformat. Usually, the name consists of the reformat plane and the 
type of reformat being displayed (recon algorithm/kernel, MIP/minIP, etc.)
Plane: Provide the anatomical plane name
Type: Provide the reformat type. For example, maximum intensity project (MIP), average, etc.
ww/wl: Provide the window width and level of the reformat
Thickness: Provide the reformat thickness in mm
Interval: Provide the reformat interval (distance between adjacent reformat slices)
Source: Provide the source image volume used to create the reformatted view
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Networking 
destinations

Provide a reference to technologists after the exam to facilitate getting the images the right places 
as quickly as efficiently as possible
Series Name: Provide the series name. Note, not all series have to be sent to radiologists for 
review. For example, it may be appropriate to reconstruct thin axial slices for the sole purpose of 
reformatting into thicker non-axial planes; in such a case, the thin axial slices may not always be 
sent to radiologists for review. Also note, the destination for networking does not always have to 
be a PACS; it may also be a computer-aided diagnosis server or a three-dimensional post-
processing laboratory

Destination Destination: Provide the networking destination. Usually, a generic name is all that is needed, like 
“PACS,” “LUNG CAD,” or “3D LAB.” The actual networking details usually only go into one 
place on a scanner and to not need to be entered for each exam. Details like AE title/port number 
and IP address

Table 9.3 (continued)

Table 9.4 Technical acquisition components of a CT protocol

Section Comment
Scanner 
platform

Scanner options vary greatly between vendors and even within the same make and model via the different 
available options within a model line. Providing the make and model will ensure the vendor-specific 
verbiage is correct. Providing the tube power, detector number, and optional packages will enable you to 
understand how similar your scanners are to each other and people to whom you share your protocols

Make Provide the vendor name (i.e., Cannon, GE, etc.)
Model Provide the model name of the scanner
Tube power Provide the maximum tube power rating. Usually, vendors report this value on your bid/quote
Detector 
number

Some scanners report a number double the actual number of detector elements (e.g., 128 instead of 64). 
If your scanner reports double the actual number of elements, report this “double number” as this is the 
number that is commonly cited when referring to the scanner in the community

Gating/
perfusion, 
etc. 
packages

Provide the vendor-specific name of the cardiac or respiratory gating options your scanner has enabled. 
Provide the vendor-specific name of any special perfusion or cine options your scanner has enabled 
(e.g., not all scanners ship with a shuttle mode for perfusion imaging). State any other special options 
needed to perform the protocol. An example of another option would be any special dual-energy 
processing modes. In general, options included here are options the user has to pay “extra” for when 
buying a CT scanner

Acquisition 
details

Due to the complexity of modern automatic exposure control systems and other vendor-specific nuances, 
many acquisition parameters behave differently based on how other seemingly non-related parameters 
are set. Therefore, this part of the template aims to capture all possible acquisition and reconstruction 
options
Scan type: Provide the scan type. Scan types should be one of the following: CT localizer radiograph, 
axial, helical/spiral, cine, perfusion, cardiac gated, and respiratory gated. All of these scan types may 
also need to have a modifier for dual energy
kV: Provide the beam energy. If the kV is selected by the scanner based on the patient size, the setting 
for the kV selection should be provided here. For example, list the min and max allowable kV settings 
and the iodine contrast strength selector
Pitch: The pitch used for helical/spiral scanning should appear in this box. For scanners that pick the 
pitch for you at scan time (i.e., some cardiac gated exams), you can list this parameter as “variable”
Rotation time: Provide the rotation time
mA/effective mAs: Provide the mA or effective mAs. Some vendors only provide one or the other
Collimation: Provide the collimation or beam width. Give the value as a distance in mm and, if possible, 
a detector configuration. For example, 40 mm (0.625 × 64)
AEC/TCM setting: Provide the AEC or TCM setting(s). Examples include noise index, effective mAs, 
or standard deviation value
Acquisition slice thickness: Provide the slice thickness used for the first or primary reconstruction
Acquisition interval (axial scanning only): Provide the interval used. Note, this interval refers to the 
distance the scanner will move between axial couch positions
Acquisition reconstruction filter/kernel: Provide the filter/kernel for the first or primary reconstruction
Scan FOV: Provide the scan field of view. Note, the scan field of view can differ from the reconstruction 
field of view. The scan field of view is not an option on all scanners

(continued)
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able level (i.e., DICOM supplement 121 is a 
technical document that may not be easy for 
people unfamiliar with the DICOM standard to 
understand).

 CT Protocol Optimization Team

No practice can cost efficiently have one indi-
vidual scanning patients, interpreting images, 
and mastering the technical facets of CT scanner 
operation. Practices employ CT technologists to 
run the scanners and guide the patients through 
the required pre-/during/post-scanning activi-
ties. Interpreting radiologists are the recipients 
of the images created by the CT scanner and 
post-processed images created by the CT tech-
nologists. Auxiliary support people include the 
CT vendor’s application specialists who are usu-
ally experts on the latest scanner features and 
have dose and image quality skills for protocols 
optimization. Other auxiliary support people 
include PACS or networking professionals who 
manage the connectivity of the CT scanner 

within the informatics environments (i.e., con-
nections to the DICOM modality worklist, 
PACS, dose repositories, 3D workstations, etc.). 
Most sites will also either have an in-house ser-
vice professional or use the services of their CT 
vendor to provide CT preventative maintenance 
and troubleshoot scanner errors and malfunc-
tions. Lastly, regulatory bodies are usually 
required to have a physicist perform annual test-
ing to ensure the scanner is safe with respect to 
the delivery of ionizing radiation and capable of 
providing adequate image quality. The physicist 
should also be a part of protocol optimization as 
they should be experts in the relationships 
between image quality and scanner parameters. 
The actions of each of the individuals described 
here make up the work of what we refer to as a 
“CT protocol optimization team” [7, 10–16].

The membership and responsibilities of mem-
bers can vary widely between centers. Do not 
take this section’s descriptions as the only 
accepted realization of a CT protocol optimiza-
tion team. We based these descriptions on the 
work of the author. They reflect real job roles 

Section Comment
Recon 
options

You will need to document recon options for every reconstruction made from the source data described 
in the acquisition details section above. It is not uncommon for a single acquisition event to have more 
than two reconstructions. Some protocols may need to have more than ten reconstructions to provide 
interpreting radiologist the mage they require
Due to the ever-growing size of new reconstruction options, do not expect this template will 
accommodate all future reconstruction options. Currently many vendor-specific options are difficult to 
classify and group together. Therefore, this portion of the template has a few generic spaces left open 
for the placement of vendor-specific reconstruction options
Recon name: Provide the reconstruction name. This is the name PACS will label the images with in the 
series description DICOM field
Reconstruction filter/kernel: Provide the filter/kernel
Display FOV: Provide the display or reconstruction field of view
Slice thickness: Provide the slice thickness
Slice interval: Provide the interval. Note, do not confuse this value with the spacing between adjacent 
axial/cine/perfusion/cardiac scans. In general, this value will be equal to or smaller than the slice 
thickness
Iterative denoising level: Provide the type and strength/level/percentage of denoising
Recon options: Provide any reconstruction option not accounted for by another section on this part of 
the template. For example, you should describe any special beam hardening correction algorithm, 
motion compensation, registration, dual-energy-specific options, etc. here. More than one box is 
provided to document multiple options separately (e.g., you would place, on a GE Healthcare scanner, 
the “IQ enhance” option here)
WW/WL: Provide the window width and window level used for the reconstruction

Table 9.4 (continued)
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Protocol Name

Clinical Instructions

Indication

Oral Contrast

Pre-Scan
Instructions

IV Contrast

Parameters

Field of View

Scan Description

Billing

Reformat
Instructions 

Reformats

Networking

Miscellaneous

Acquisition Parameters

CT Radiograph

Bolus tracking

Scan Phase

Recons

Fig. 9.2 Example protocol layout used by the University 
of Wisconsin Madison [7]. This layout includes many of 
the items listed in Tables 9.1, 9.2, 9.3, and 9.4 of this 
chapter, albeit not all of those protocol components need 
to be available for technologist or physician references for 
every protocol. We mean Tables 9.1, 9.2, 9.3, and 9.4 to 

provide your CT protocol optimization team with all pro-
tocol facets to consider documenting. For many sites, you 
only need a subset of these options recorded for individual 
protocols as we have done here. Image from TP 
Szczykutowicz et al. 2015 [8]

and duties as detailed in Szczykutowicz et  al. 
(2015) [16]. A societal guideline has been pro-
vided by the AAPM for this task (see [12]). Sites 
without dedicated lead CT technologist time, 
without dedicated radiologist time for protocol 
development, and without onsite medical physi-

cists will likely outsource protocol optimization 
work to vendor-supplied application specialists 
or simply copy protocols from other sites. The 
rest of this section will elaborate on individual 
team member roles.
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 Lead CT Radiologist

The lead CT radiologist is responsible for coordi-
nating efforts between all aspects of the CT proto-
col optimization team. In practice, we have seen 
administrators take on this role, especially for 
radiology practice groups who serve multiple hos-
pital centers. Without individual radiologists 
accepting the result of the CT protocol optimiza-
tion team’s efforts (e.g., by not requesting changes 
to the scan acquisition parameters at scan time), 
consistent image quality cannot be obtained. As 
most individuals have a preference on performing 
an exam a certain way, which is often backed up 
by studies from the literature, individual institu-
tions must decide on a uniform way to perform 
studies, or else CT technologists will be asked to 
change protocols depending on who is the current 
attending radiologist in the reading room.

Lastly, the lead CT radiologist is responsible 
for prioritizing the efforts of the entire CT proto-
col optimization team. At any given moment, we 
have at around six different protocol revisions in 
progress. Determining what order these tasks 
should be completed is the task of the lead CT 
radiologist.

 Section Lead CT Radiologist

Each section lead CT radiologist is responsible 
for reviewing the quality of the imaging studies 
within their section. At our institution, we have 
six sections: neuro, thoracic, cardiovascular, 
abdominal, musculoskeletal, and pediatrics. We 
also have a nuclear medicine section that does 
read CT when performed in conjunction with a 
PET study. For large cancer centers with many 
PET/CT studies, it may make sense to have a 
dedicated radiologist working on cultivating pro-
tocols for PET/CT.  For sites with radiology 
groups that read all studies, we have seen good 
results when leadership assigns individuals to 
lead specific body regions.

Quality here can refer to multiple facets of 
imaging, including but not limited to radiation 
dose, complexity of the protocol for the technolo-
gists, image quality, contrast enhancement qual-
ity, oral contrast enhancement quality, etc. The 

interval for these reviews varies at our institution, 
but for routine protocols, these reviews occur 
once per year. Our radiology sections also have 
regular meetings where individuals may bring up 
issues to the attention of the group. For new pro-
tocols, or protocols with new revisions, we have 
CT technologists compile lists of patients scanned 
using the new protocol. These lists then facilitate 
radiologist review.

Section lead radiologists are also responsible 
for distilling the wishes of their section and com-
municating these with the CT protocol optimiza-
tion team. The section lead radiologists also must 
settle disagreements on alternate scanning tech-
niques to ensure uniformity of protocols within 
their section.

 CT Physicist

The CT physicist is responsible for making 
changes to CT protocol acquisition and recon-
struction parameters. Changes can be due to opti-
mizing a current protocol, adapting protocols to 
new scanners, or creating new protocols. At our 
institution protocol changes are motivated by and 
guided by data we collect in a quality assurance 
IT solution [17]. The CT physicist is also respon-
sible for educating radiologists and CT technolo-
gists on the function of the various scan options 
of each scanner. This education usually takes the 
form of relating the differences between the vari-
ous options in terms of image quality (resolution, 
noise level, noise texture, etc.) and any logistical 
characteristics like time and or tube heating lim-
its. Specifically, the lead CT physicists will 
reconstruct clinical and/or phantom images using 
different settings to educate the clinical staff. 
Changes in scan time can easily be computed, 
and such numbers are also presented to the clini-
cal staff.

The CT physicist also assists in protocol revi-
sion on the scanner (i.e., typing in protocol 
changes to the scanner console) and checks all 
protocol parameters within our protocol docu-
ments against what is actually programmed into 
the scanner. At our institution, the physicist also 
manages the digital repository of protocol infor-
mation, as described in section “Definition of a 
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Protocol”. Our solution uses a server running 
Wikimedia software to provide Internet-based 
access to textual- and pictorial-based protocol 
information for every scanner and protocol in 
our fleet [10, 16]. An in-house solution like this 
is not feasible for most sites. We discuss 
 commercial realizations of our approach for pro-
tocol management in section “Management 
Solutions”.

 Lead CT Technologist

The lead CT technologist is responsible for noti-
fying the other CT technologists of changes to 
the protocols, entering protocol changes and new 
protocols onto the scanner, notifying billing and 
coding personnel when changes need to be made, 
notifying the IT personnel that maintain our clin-
ical CT protocoling system when changes have to 
be made, and most importantly providing “logis-
tical” information to the rest of the CT protocol 
optimization team. By logistical we refer to 
information pertaining to realistic patient breath 
hold times for different age patients and realistic 
patient breath hold times for patients with differ-
ent clinical indications.

In addition, our lead CT technologist is 
responsible for controlling revisions within our 
actual CT protocol documents and keeping track 
of the numbering of our protocols. We maintain 
uniform numbering for all  protocols across all of 
our scanners. We recommend institutions also 
strive to maintain uniformity in naming and num-
bering [14, 18, 19] of protocols across all of their 
scanners as this reduces the chance of error as CT 
technologists move from scanner to scanner.

 IT Support

Failure to recognize the importance of informat-
ics personnel can effectively kill the efforts of a 
CT protocol optimization team. For sites who 
have IT policies that restrict use of scanner side 
computers, posting digital copies of protocols 
scanner side may be impossible. If protocols 
changes are dependent on changing ordering sets 

or billing options, and changing those takes 
months, protocol updates will suffer.

We currently house our protocol documents 
on a server with an implementation of 
Wikimedia’s wiki software. We also manage our 
CT protocol optimization team efforts and docu-
ment protocol changes on an instance of 
SharePoint (Microsoft Corporation, Redmond 
WA). Lastly, we rely on IT support personnel 
from our hospital EMR’s system Radiologist 
Information Service (RIS) and billing divisions 
to integrate protocol changes with ordering and 
billing. We also rely on informatics personnel 
from our PACS and informatics security teams to 
assist with getting data to and from our CT scan-
ners. Members of these informatics teams are not 
present at any regular CT Protocol Optimization 
meeting; they receive requests via our institu-
tional informatics request ticketing system.

 Applications Specialist

The knowledge of an application specialist (apps) 
should be a valued input to a CT protocol optimi-
zation team. The knowledge of apps will reflect 
the latest product options and instructions from 
your CT vendor. In our experience, which spans 
multiple vendors, apps receives training directly 
from factory sources who are intimately involved 
with the creation of new scanner features. 
Therefore, the input of apps in the creation of 
new CT protocols and the updating of existing 
protocols is essential. The ability of apps to build 
protocol varies by country due to local laws regu-
lating the ability of apps to adjust scan settings 
technologists will use on patients. Therefore you 
may find some sites that solely rely on apps to 
build their entire protocols, while others do not 
let their apps personnel touch their protocols. 
Apps can also assist in disseminating optimized 
protocols from site to site. Often, apps will have 
trialed protocol parameters your CT protocol 
optimization team may be considering at other 
sites. Therefore, involving apps may mitigate the 
need for some in-house optimization work when 
apps shares optimal scanner settings and scan-
ning workflows learned at other sites.
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 Management Solutions

 Protocol Editing/Disseminating/
Reviewing

Figure 9.3 demonstrates two workflows for man-
agement CT protocols. In the non-ideal approach, 
a user is required to maintain physical media of 
protocol parameters or each unique type of scan-
ner model in their fleet. These physical media 
must be brought to each scanner to perform pro-
tocol save (i.e., copy) and restore (i.e., load) 
operations. The more ideal workflow presented 
in Fig.  9.3 depicts a centralized management 
scheme where the editing, saving, and restoring 
of protocols can be done remotely. Currently, 
there are commercial solutions realizing the 
ideal workflow shown in Fig. 9.3. We will dis-
cuss some tasks these protocol administration 
systems enable in the rest of this section.

There are four steps central to the administra-
tion of protocols. One must be able to view, edit, 
save, and restore protocols. These operations are 
essential regardless of if users do them via a 
remote system as described in Fig. 9.3, or locally 
at the scanner console. The Integrating the 
Healthcare Enterprise (IHE) has a profile defin-
ing all the interactions enabled using the DICOM 
standard which cover the four basic steps men-
tioned here [20]. We refer the interested reader to 
the IHE Management of Acquisition Profile, 
which provides a modality agnostic presentation 
of the needed informatics transactions needed to 
implement a protocol administration system.

In addition to the central steps of protocol 
administration, the IHE MAP profile combined 
with the DICOM supplement on CT protocols 
also allows a user to:

• Approve a protocol change. As a DICOM 
object, protocols can have states, which are 
intended to limit their use. For example, a 
protocol can be approved, but not for use on 
pregnant patients. Other examples include 
approving a protocol but only for experimen-
tal use. A table of states is available in Section 
44.4.1.9 of the MAP profile.

• Track protocol changes. Protocol DICOM 
objects can contain information about the pre-

vious version of the protocol or from which 
protocol one modified the current protocol. 
For example, if one edits an adult chest proto-
col to become a pediatric chest protocol, the 
pediatric protocol would reference the origi-
nal adult protocol.

• Constrain protocol parameters. DICOM 121 
defines what and how information can be stored 
in a CT protocol object. The standard allows 
one to set limits for some parameters instead of 
fixed values. For example, one may desire to 
allow the kV to vary between 70 and 100 kV 
instead of fixing it at 80 kV. In this way, a pro-
tocol administration system, via the protocol, 
can set the limits for how much freedom a tech-
nologist has at scan time to adjust parameters.

• Store/retrieve protocols off scanner. Currently, 
the workflow of saving or storing old versions 
of protocols is not present on all CT scanners. 
It is a welcome feature, however, when tasked 
with reverting to old scan parameters. It is also 
a useful feature to diagnose image quality 
issues from scans acquired in the past. The 
MAP profile defines a means for remotely (i.e., 
off scanner) storing protocol information.

At the time of this writing, several commercial 
solutions exist in the space of CT protocol man-
agement. The vendors currently offering these 
solutions are equipment manufacturers and dose 
monitoring companies. Many other companies 
like contrast injector and PACS companies have 
relationships with the OEMs and dose monitor-
ing companies to offer these protocols manage-
ment and dose monitoring solutions as a part of 
their product offerings. All of these commercial 
solutions that involve direct connection to modal-
ity units are not vendor agnostic at this time. This 
means one is currently forced to have a vendor-
specific solution for protocol management if 
direct device connectivity is needed [21].

Here is an itemized list of some product fea-
tures currently commercially available:

 1. Ability to view all the CT scanners one has 
in their fleet (i.e., a dashboard view)

 2. Ability to query protocols of certain type 
from a scanner or collection of scanners (see 
Fig. 9.4)
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Fig. 9.3 Examples of non-ideal and ideal protocol dis-
semination practices. On the left, a protocol optimization 
team member must manually transport protocol between 
imaging facilities on physical media (i.e., flash drives or 
CDs). Since most centers have CT scanners of different 
makes and models, one must transport a unique set of pro-
tocols for each scanner make and model. An ideal proto-

col dissemination practice is shown on the right. In the 
figure on the right, the CT protocol optimization team can 
edit protocols, retrieve protocols, and push protocols to 
other scanners from a single remote location. The work-
flow shown on the right mitigates the need to physical 
store or transport any protocol information and commer-
cially available at the time of this writing

Clinic B

Clinic C

Hospital A

Office
Clinic B

Clinic C

Hospital A

Fig. 9.4 Example of a protocol management solution. In 
this figure, the user is able to view all of the protocols in 
use a given facility. The view allows filtering by scanner, 
location, body region, etc. to facilitate protocol adminis-
tration tasks. Image provided by Siemens Healthineers. 

This view demonstrates the aggregation of data across 
many scanners. Manually obtaining such information 
would require one to visit each scanner and manually 
interrogate the on scanner protocol manager
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 3. Ability to remotely view scan parameters on 
a scanner (see Fig. 9.5)

 4. Ability to push a protocol from one scanner 
to another

 5. Ability to remotely edit a scanner’s 
protocols

 6. Ability to define library of protocols that can 
be pushed to scanners

 7. Ability to combine dose data and protocol 
data in one view

 8. Ability to create CT protocol documentation 
in a digital format

 9. Ability to store user created CT protocol 
documentation

 10. Ability to track CT protocol revision history
 11. Ability to compare two defined protocols 

(i.e., from the same or different scanners)
 12. Ability to compare defined and performed 

CT protocols [22, 23]

CT scanners are not the only equipment in the 
diagnostic (or radiation therapy) environment 
that require protocols. Modern contrast injectors 
also allow for programmable combinations of 

Fig. 9.5 Example of a protocol management solution. In 
this screenshot, the user is able to view acquisition details 
for a specific protocol. The protocol manager would dis-
play this view by clicking on one of the individual proto-

cols shown in Fig. 9.4, albeit this view is from a different 
protocol manager realization. Image provided by GE 
Healthcare
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settings to be stored. In other words, contrast 
injectors also have protocols to manage. The 
parameters adjustable on an injector may involve 
parameters like contrast agent strength, target 
organ group, target contrast imaging phase (i.e., 
angio versus parenchymal), selection of a weight 
to contrast volume conversion table, etc. The 
number of injection protocols is usually much 
less than the number of imaging protocols. The 
contrast injection protocols, however, can have a 
large impact on image quality [24]. Bae 2010 
provides an excellent tutorial on CT contrast 
administration which can serve as a starting point 
for understanding the vendor-specific offerings 
provided for contrast administration [24, 25]. 
Currently, one contrast injector company allows 
for remote management of contrast protocols. 
Other companies allow for remote visualization 
of injection details. A record of the actual injected 
volume of contrast, chaser, and flow/pressure 
rates is important for reviewing extravasation 
events or quantifying your department’s use of 
contrast media.

 Access to Protocol Information

The solutions described in Section “Protocol 
Editing/Disseminating/Reviewing” are explicitly 
designed to aid in CT protocol management. For 
years, however, CT vendors and dose monitoring 
companies have been providing methods for 
accessing CT protocol information. This section 
discusses these methods.

Most CT vendors allow for the exporting of 
CT protocol information. The output of this 
information was only recently codified by a 
DICOM standard. Therefore, current CT scan-
ners all output CT protocol information in ven-
dor-specific and in some cases model specific 
formats. These outputs are usually in a spread-
sheet amenable format, for example, a comma-
separated value data format. These outputs, in 
our opinion, are not sufficient for technologist 
use for performing a CT scan. They are just lists 
of the technical acquisition parameters described 
in section “Definition of a Protocol”. They do not 
contain images or clinical details related to the 
use of the protocol. They are, however, invaluable 

in that they actually reflect what is defined on the 
scanner for a given protocol. Access to these pro-
tocol “dumps” is usually available via an export 
or protocol save operation. Some companies have 
solutions for reading in these data dumps and 
importing them into their CT protocol documen-
tation software. Technologists are still free to 
change the parameters seen in these dumps at 
scan time. Therefore, you should be careful when 
using this source of protocol information when 
troubleshooting an image quality or dose com-
plaint as it may not actually reflect how the 
patient was scanned. In other words, if a CT tech-
nologist turns off AEC and lowers the mA to 10 
at the time of the scan, image quality may suffer, 
while the defined protocol on the scanner would 
not indicate this decrease in technique.

Dose monitoring companies receive a variety 
of inputs. Depending on the vendor and connec-
tion method, these companies may receive one or 
more of the following inputs: RIS information 
defining the orderable and patient information 
(e.g., height, weight, name, etc.), structured dose 
reports from the CT scanner, dose slides from the 
CT scanner, CT localizer radiograph images from 
the CT scanner, and the actual CT image axial 
slices from the study. Information from these 
inputs is then extracted by the dose monitoring 
vendor and stored in a database. Most dose moni-
toring vendors allow you to export this database. 
Since the information extracted contains as many 
parameters relevant for defining image quality 
and dose as can be obtained, this database con-
tains a majority of the values needed to describe 
the performed protocol. Therefore, a user can use 
this database to perform many of the review tasks 
described in Section “Protocol Editing/
Disseminating/Reviewing”, albeit a protocol has 
to actually be performed in order to populate the 
dose monitoring database.

For troubleshooting specific image quality 
issues, the information continued in scanner-
based data “dumps” is usually limited. The scan-
ner data “dump” reflects what the user defines for 
the protocol. At scan time, technologists may 
change the protocol. In DICOM verbiage, the 
actual protocol used to scan the patient is the per-
formed protocol. The settings for the performed 
protocol are in the dose monitoring company’s 
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database of irradiation event details. They will 
also be in the DICOM header of the images sent 
to PACS.  Therefore, for patient-specific image 
quality or dose issues, referring to the performed 
protocol parameters is essential for troubleshoot-
ing issues. For patient agnostic protocol manage-
ment tasks, the defined protocols will usually 
suffice.
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CT Practice Optimization

Mannudeep K. Kalra, Fatemeh Homayounieh, 
and Ramandeep Singh

 Introduction: Defining the Scope

From a clinical perspective, optimization of CT 
practice enables and empowers interpreting phy-
sicians and CT technologists to deliver best ser-
vices to their patients. From a clinical process 
improvement standpoint, practice optimization 
identifies stakeholders in introduction and main-
tenance of optimum CT services. Ideally, it must 
detail a framework or method by which appropri-
ateness of clinical indications for CT can be 
judged using evidence-based likelihood of pro-
viding diagnostic information. It must include 
development of specific CT protocols for appro-
priate clinical indications with modification of 
scan parameters to tailor the image quality and 
radiation dose to as low as reasonably achievable 
(ALARA principle) to obtain the needed diag-
nostic information. Practice optimization should 
also describe surveillance strategies so that image 
quality issues and those related to outlier radia-
tion doses can be addressed in a timely manner.

In this chapter, we describe the three essential 
elements of CT practice optimization from a clin-

ical perspective: proper indications, protocol 
design, and parameter adjustments.

 Proper Indication for CT Equals 
Justification

The man of science has learned to believe in justi-
fication, not by faith, but by verification. Thomas 
Huxley, 1825–1895.

Justification should get maximum importance 
when it comes to optimization of CT practice. A 
low-dose CT for an unjustified or unindicated CT 
examination is a high-dose exam since the patient 
could have avoided radiation dose altogether. 
Indeed, given the sensitivity of CT, beyond the 
associated radiation dose, an unjustified exam 
can reveal incidental findings which can add to 
patient anxiety, trigger additional imaging tests 
or procedures, and increase healthcare costs.

Fortunately, several guidelines are available 
through notable organizations such as the 
American College of Radiology (ACR), Royal 
College of Radiologists of the United Kingdom, 
European Commission, and Royal College of 
Radiologists of Australia and New Zealand [1–
6]. These guidelines describe appropriateness 
and/or diagnostic pathways for clinical indica-
tions with imaging examinations including CT. In 
the United States, ACR Appropriateness 
Criteria™ are most often cited or used in the 
online radiology order entry and decision support 
systems. The ACR Appropriateness Criteria™ 
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provide diagnostic utility scores for different 
imaging examinations for a host of clinical indi-
cations. The utility scores range from one through 
nine and represent the probability of obtaining 
required diagnostic information from an imaging 
test for a specific clinical indication based on 
reported evidence. Scores of one to three imply 
low diagnostic utility of an imaging test for the 
specific clinical indication or, in other words, the 
lower probability that the chosen imaging test 
will provide meaningful information for the clin-
ical indication. Scores seven to nine imply high 
diagnostic utility, and four to six means interme-
diate diagnostic utility.

In the early 2000s, the Massachusetts General 
Hospital introduced an online radiology order 
entry and decision support system for ordering 
physicians to request and to schedule imaging 
tests from their computers [3, 7–9]. After secure 
login, the system prompts the physician to enter 
patient’s medical record number and, then, 
select the required imaging test (e.g., chest CT). 
These steps pre-populate a list of clinical indi-
cations (such as a persistent cough, shortness of 
breath, nodule on chest radiograph, and cancer 
staging) specific to the selected imaging test 
(such as for chest CT). If the physician selects 
persistent cough as an indication for chest CT, 
the system displays a diagnostic utility score for 
chest CT (score 9). In addition, the system also 
displays other pertinent tests for the selected 
clinical indication and their utility scores (in the 
current example, chest radiograph also garners a 
score of 9). The physician can either proceed 
with the chest CT, change the ordered test (in 
this case, select chest radiograph), or modify 
specified clinical indication or indications and 
redo the diagnostic utility scores. If the ordering 
physician decides to proceed with CT, the sys-
tem provides two pieces of information before 
confirming the order. The first displays a list and 
date of all previous imaging tests so that repeat, 
duplicate, or excessive imaging exams can be 
avoided. Second, a text page with information 
on appropriate use and associated radiation dose 
with CT is displayed. Although the procedure 
seems long, with familiarity, most physicians 
can place an order in under a minute and directly 

from within their patients’ electronic medical 
record system.

Several studies have reported a substantial 
decrease in the use of CT following use of these 
decision support systems [1, 4, 5, 10–20]. The 
rules of decision support at our hospital are based 
on the ACR Appropriateness Criteria™ and rec-
ommendations from several internal panels of 
subspecialty radiologists and physicians. The 
diagnostic utility scores for different physicians 
and practices are recorded, audited, and used for 
reimbursement purposes by the third-party 
payors.

For institutions without online platforms such 
as the one described above, radiologists need to 
serve as gatekeepers for ensuring justification is 
met before a CT scan is acquired. Though time- 
consuming and tedious, it is an indispensable part 
of ensuring the highest level of vigilance in safe 
and appropriate use of radiation dose. Fortunately, 
as stated above, justification guidelines through 
various radiological organizations and bodies are 
available to aid the process.

 CT Protocols: Why, How, Who, 
and What?

 The Why?

Beyond justification, attention to clinical indica-
tions helps tailor the exam to answer a specific 
clinical question(s). Creation of CT protocols 
enables optimization to answer specific clinical 
indications from the point of view of the number 
of scan phases, scan parameters, details of intra-
venous and oral contrast media, as well as radia-
tion dose (Table 10.1). For example, for follow-up 
of an incidental lung nodule, no contrast medium 
injection is needed, and the scan parameters are 
modified to enable thin sections and lower radia-
tion dose for a single-phase inspiratory acquisi-
tion [21–24]. Conversely, if the indication is lung 
nodule in a patient with primary malignancy in 
the lungs or elsewhere, a contrast medium injec-
tion is often needed for a single inspiratory acqui-
sition. Scan parameters are adjusted to provide 
sufficient radiation dose to assess regions beyond 
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lungs such as the mediastinum. Tracheal stenosis 
or tracheomalacia protocol often requires scan-
ning in both inspiratory and expiratory phases 
although doses for each phase are lower than for 
patients undergoing CT for cancer staging, sur-
veillance, or treatment response.

In the abdomen, clinical indications should 
affect the scan range, scan start, and end loca-
tions for each phase. For example, the non- 
contrast kidney stone protocol spans from the top 
of kidneys to the pubic symphysis; the single, 
portal venous phase, appendicitis protocol 
extends from L1 vertebral level to pubic symphy-
sis; and the biphasic liver CT covers just the liver 
in the arterial phase and the entire abdomen- 
pelvis for the portal venous phase [25].

Dozens of prior studies have reported CT radi-
ation dose reduction based on specific body 
regions and clinical indications [21, 22, 25–32]. 
Implementation of clinical indication-based CT 
protocols enables users to make full use of these 
options.

 The Who and How?

Having established the need for adapting scan-
ning protocols to clinical indications, the creation 
of indication-specific scan protocols becomes 
paramount. Making separate protocols for each 
clinical indication is neither feasible nor possible 
given the gamut of things that can go wrong with 
the same or different patients. Thus, a stratified 
approach should be adopted.

Scan protocols are divided into different body 
regions such as the head, neck, chest, abdomen- 
pelvis, and musculoskeletal regions. Protocols 
are then created separately for each region; in 
our institution, a subspecialty radiologist within 
each division is designated to create, modify, and 
update the CT protocols with help of a senior CT 
technology manager or supervisor. Medical 
physicists may be consulted on specific details 
of protocols. For each body region, the desig-
nated radiologist and CT technologist create dif-
ferent CT protocols using standardized protocol 
template. Apart from the date and version, each 
protocol template states the protocol title, clini-
cal indications for its use, scanner name and 
detector profile, number of phases, scan range 
(start and end location) for each phase, details of 
oral and intravenous contrast media, patient 
instructions (regarding breath hold), and detailed 
scan, image reconstruction, and postprocessing 
parameters.

A standardized protocol template helps main-
tain consistency and avoid errors. Once protocol 
templates are approved by the rest of the division 
and/or the division head, they should be created, 
archived, and locked on the scanner graphic user 
interface. In our institution, only the approved 
users (CT technologist manager) with password 
access can change the saved protocols. In addi-
tion, all CT users (technologists and radiologists) 
should have access to hard and digital copies of 
all CT protocols for details such as clinical indi-
cations, contrast administration, scan range, and 
image postprocessing.

Beyond clinical indications, users should also 
create CT protocols specific for bariatric patients 
with large body habitus which require specific 
adjustments in scan and contrast injection tech-
niques. Likewise, very small children also require 
adjustment of scan parameters to obtain motion- 
free, rapid scanning techniques (faster rotation 
time, higher pitch, and/or wider beam collima-
tion). For advanced CT scanners, we also create a 
separate set of scan protocols for adult patients 
who cannot hold their breath or keep still for the 
duration of the scan.

To minimize confusion, nomenclature of scan 
protocols should be consistent across different CT 

Table 10.1 Top reasons for creating formal CT 
protocols

Adapt CT to answer specific or general clinical 
questions
  Tailor image quality requirement
  Establish the number of scan phases required for 

different indications
  Set scan start and end location
  Determine need and technique of oral and 

intravenous contrast administration
  Tailor radiation dose in line with as low as 

reasonably achievable for specific questions
  Specify section thickness, reconstruction kernel, 

and image postprocessing
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scanners. For example, routine chest CT with 
contrast should be called the same on different CT 
scanners. This is especially important in larger 
institutions with a large number of CT technolo-
gists which circulate among multiple CT scan-
ners. These steps also help in monitoring radiation 
doses and image quality across different CT scan-
ners in institutions with multiple scanners.

The role of CT users does not end with the 
creation of CT protocols. These protocols should 
be reviewed at least once every year and, if nec-
essary, updated should there be any change in 
scanner features (such as new detector assembly, 
new dose optimization feature, or new iterative 
reconstruction technique). For new or modified 
scan protocols, it is advisable to closely monitor 
image quality and radiation doses in the initial 
few patients, to avoid too low or too high image 
quality and radiation doses.

 The What?

Before details of scan parameters, every scan 
protocol should address attributes which affect 
image quality and the associated radiation dose. 
These include patient position, centering, oral 
and intravenous contrast, number of scan phases, 
their scan ranges, and breathing instructions.

Although most CT procedures are performed 
in the supine position, certain protocols are per-
formed in the prone position (hematuria protocol 
CT and prone images for evaluation of diffuse 
lung diseases).

The position of arms should be dealt with. For 
chest and abdomen CT, arms should be placed 
over shoulders to avoid artifacts and excessive 
radiation dose. When patients cannot place their 
arms over the shoulders, they should be placed in 
such as way so that the hands rest on a pad over 
the abdomen and not by the side of the body. This 
helps reduce the severity of artifacts. Scanners 
should be allowed to use higher radiation dose 
for such patients to decrease the penalty on image 
quality.

In bariatric patients undergoing chest CT, the 
head first position of the patient (i.e., head is 
closer to the CT gantry aperture than the feet) 

may be more comfortable and safer than feet 
first, when the abdominal girth exceeds the tho-
racic girth. For abdominal CT in bariatric 
patients, if the liver is the organ of interest, 
patients can be shifted slightly to the left to avoid 
truncation artifacts in the region of liver.

Patient centering is another factor that should 
be emphasized in CT protocols. For cardiac CT, 
the heart should be in the center of gantry aper-
ture, which implies that these patients should be 
centered slightly lower compared to those having 
chest CT. Importance of appropriate patient cen-
tering should be emphasized for all patients but 
particularly for smaller adults and children since 
they are more likely to be off-centered with 
respect to the gantry isocenter. Mis-centering can 
result in an inaccurate estimation of patient size 
and attenuation for automatic exposure control 
(AEC) technique. It also interferes with the per-
formance of the beam-shaping filters that help 
reduce surface radiation dose to vulnerable 
organs such as the breasts.

Tremendous variations exist between the 
number of scan phases for the same CT protocol 
and clinical indications. More phases mean 
greater radiation doses. For routine contrast- 
enhanced chest or abdominal CT, non-contrast 
images should not be acquired. Unless clinical 
indications demand evaluation of arterial and 
systemic venous anatomy, only one post-contrast 
scanning phase should be acquired for chest CT.

CT of the abdomen and pelvis often involves 
scanning patients in multiple phases. While rou-
tine non-contrast scanning before post-contrast 
acquisition should be avoided, in certain proto-
cols multiple phases provide meaningful infor-
mation. Biphasic or triphasic liver protocol 
involves post-contrast scanning in arterial, portal 
venous and/or delayed phases. To reduce radia-
tion dose, in our institution, arterial and delayed 
phases are limited to the liver only, while portal 
venous phase spans the entire abdomen. For CT 
hematuria protocol, low-dose non-contrast 
images are acquired from the top of the kidneys 
to the pubic symphysis. Post-contrast images are 
then acquired with split bolus contrast injection 
technique, which enables a single scan phase 
acquisition with combined nephrographic and 
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excretory information. This modified contrast 
injection technique has been extensively vali-
dated in prior publications and results in substan-
tial radiation dose reduction compared to two to 
three post-contrast scan phases with separate 
nephrographic and excretory phases. In children, 
multiphase CT should be avoided, often with the 
use of ultrasonography or, when feasible, with 
MR imaging.

Apart from the variations in scan range for dif-
ferent scan phases, anatomic start and end loca-
tions should also be stated in all CT protocols 
based on the clinical indication. This has been 
discussed in the preceding section of this 
chapter.

For each scanning phase, CT protocols should 
mention breathing instructions. Technologists 
must instruct patient to avoid voluntary motion 
during scan acquisition. They should inform and 
demonstrate breath-hold instructions to the 
patients undergoing chest CT since motion arti-
facts related to breathing during scan acquisition 
can destroy the diagnostic usability of acquired 
CT images and require repeat scanning. Patients 
should be advised to breathe quietly and hold 
their breath for CT pulmonary angiography since 
deep inspiration or Valsalva maneuver can lead to 
contrast bolus interruption and suboptimal con-
trast enhancement in the pulmonary arteries. This 
is not an infrequent issue with CT pulmonary 
angiography and, therefore, warrants close 
attention.

CT protocols should also specify details of 
contrast media for both oral and intravenous 
routes. For intravenous contrast medium, these 
details should consider contrast concentration, 
volume, the rate of injection, injection duration, 
dilution (if any), and scan triggering technique. 
Most CT angiography examinations should 
involve the use of bolus tracking or timing bolus 
to determine the scan delay from the time of 
injection of contrast medium. Attention to these 
details can help avoid suboptimal contrast 
enhancement, which may require repeat scanning 
and additional radiation dose.

Both scan type (routine abdomen CT versus 
CT angiography of the abdomen) and intrave-
nous contrast administration affect the choice of 

tube potential with or without automatic tube 
potential selection techniques (Sure KV, Canon; 
Auto KV, GE; Care KV, Siemens) which in turn 
determines the radiation dose [REF]. 
Furthermore, CT protocols with intravenous con-
trast medium in our institution often employ 
dual-energy CT techniques when performed on 
dual-energy capable scanners.

 Scan Parameters

The choice of scan parameters depends on patient 
size, the body region, as well as scan protocol. In 
this section, we will discuss scan parameters 
based on body regions and scan protocols. Scan 
parameters may be arbitrarily classified into 
acquisition parameters that have some effect on 
image quality and radiation dose and reconstruc-
tion algorithm that do not have a direct effect on 
the radiation dose associated with scanning 
(Table  10.2). There is some overlap between 
parameters such as section thickness and beam 
pitch which on some scanners (Siemens, Philips) 
has no effect on radiation dose but may affect 
radiation dose on other scanners (GE, Canon).

Modern multidetector-row CT scanners are 
equipped with AEC, which helps adapt radiation 
dose to differences in patient body habitus. 
Tweaking of AEC may be necessary for bariatric 
patients, particularly for abdomen-pelvis 
CT. Likewise, automatic tube potential selection 
techniques are available on most modern scan-
ners for selecting tube potential based on patient 
size and specified exam type (such as non- 
contrast CT, CT angiography, and routine post- 
contrast abdomen-pelvis CT).

Iterative reconstruction techniques reduce 
image noise and artifacts in low radiation dose 
CT images, and when available, other scan 
parameters can be adjusted to reduce radiation 
dose relative to conventional filtered back projec-
tion techniques of image reconstruction. Several 
studies have documented the potential for a sub-
stantial decrease in radiation dose with iterative 
reconstruction techniques [33–52]. Although a 
few studies have reported a decrease in conspicu-
ity of low-contrast structures with iterative recon-
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struction techniques, the clear majority of 
evidence supports their use [53, 54]. In our insti-
tution, where available, iterative reconstruction 
techniques are the default technique of image 
reconstruction. The strength of noise reduction 
with iterative reconstruction varies between dif-
ferent body regions and protocol types. It is 
important for institutions not comfortable with 
the image appearance with iterative reconstruc-
tion techniques to start at the lowest strength with 
minimal dose reduction. Once radiologists get 
used to the image appearance, the strength of 
noise reduction can be gradually increased while 
reducing radiation dose.

 Head CT

Users must create at least few different CT proto-
cols for each body region (Table  10.3). While 
most CT centers use axial mode of scanning for 

head CT, the helical acquisition mode is becom-
ing popular as it is faster, causes fewer artifacts, 
and can deliver similar dose to axial scanning 
mode. Scanners with wide area detector array 
(GE and Canon) that span 16 cm per rotation can 
scan the entire head in one rotation. On those 
scanners, a single body part with scan lengths of 
less than 16 cm is often scanned in axial scanning 
mode. Several studies have reported the use of 
AEC for head and neck CT studies to reduce 
radiation dose while maintaining diagnostic con-
fidence [46, 55–59]. Thus, we use AEC tech-
niques for all such CT studies in our institution. 
Compared to the other body regions, due to low 
inherent tissue contrast of brain parenchyma, a 
higher tube current or a lower noise index or stan-
dard deviation is often needed.

CT for assessing brain perfusion should be 
performed at 80 kV without exception to reduce 
dose and enhance the conspicuity of intravenous 
contrast on CT images. Several studies have 
reported the use of low tube potential (<120 kV) 
for CT angiography of the head and neck [60–
62]. Whether with manually specified tube poten-
tial or with the use of automatic tube potential 
selection technique, lower tube potential 
(<120 kV) helps increase the contrast enhance-
ment and reduce radiation dose, when compared 
to a higher tube potential (≥120 kV). When avail-
able, automatic tube potential selection technique 
should be used.

Typically, gantry rotation time of 1–2 s is used 
for most head CT. For uncooperative or moving 
patients, faster gantry rotation time (≤0.5 s) can 
be used to decrease motion artifacts. For CT 
scanners with less than 16 cm longitudinal length, 
thinner detector configuration or beam width is 

Table 10.2 Specific acquisition and reconstruction 
parameters for CT protocols

Acquisition parameters
Scan start location
Scan end location
Number of scan phases or acquisitions
Scan mode (helical or axial)
Scan type (single energy or dual energy)
Tube current (use AEC)
  Specify noise index, dose right index, standard 

deviation, or quality reference mAs
  Specify minimum and maximum mA or strength of 

modulation
Tube potential (use automatic tube potential selection 
when available)
Beam pitch
Detector configuration
Gantry rotation time
Section thickness (for some scanners, this is a 
prospective parameter and affects dose)
Reconstruction parameters
Section thickness (for some scanners, this does not 
affect dose)
Section interval
Reconstruction technique (use iterative reconstruction 
when available)
Reconstruction algorithms/filters/kernels
Reconstruction field of view
Image postprocessing (plane, thickness, and interval)

Table 10.3 Common CT protocols in the head and neck

Head trauma CT
Head stroke protocol
CT angiography of head and/or neck
Routine head CT
CT of paranasal sinuses (non-contrast, low-dose)
CT of paranasal sinuses (contrast-enhanced for 
evaluation of soft tissue evaluation)
CT of cervical spine
CT neck for soft tissue evaluation (with or without 
contrast enhancement)
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employed for head CT.  For example, detector 
configuration of 32 × 0.625 mm is used for head 
CT on GE VCT (64-row CT scanner) compared 
to 64 × 0.625  mm for body CT examinations. 
This helps reduce beam hardening artifacts in the 
posterior fossa. Furthermore, given the shorter 
scan length, narrow detector configuration is 
more dose efficient in head CT for such scanners. 
An exception to this rule would be head and neck 
CT angiography which requires faster scanning 
over greater scan length, and thus, a wider detec-
tor configuration is desirable (e.g., 64 × 0.625 mm 
for GE VCT).

For head CT, patient positioning should 
involve placement of patient’s head in the head-
rest unless contraindicated or unsafe. Given the 
smaller dimension of the head relative to the 
body, CT technologists must pay close attention 
when centering the head in the gantry isocenter.

 Chest CT

Common CT protocols in the chest are summa-
rized in Table  10.4. All chest CT must be per-
formed with AEC and, when available, with 
automatic tube potential selection technique, to 
optimize image quality and radiation dose. Most 
chest CT on modern CT scanners equipped with 
iterative reconstruction techniques can be and 
should be performed at ≤100  kV unless the 
patient is markedly obese.

AEC technique should be modified suit-
ably for different CT protocols. For example, 
if 100 quality reference mAs (QRM, Care 
Dose 4D, Siemens) is used for routine chest 

CT protocol, 30–40  mAs QRM suffices for 
lung nodule follow- up (Fig. 10.1) or lung can-
cer screening low- dose CT (Fig.  10.2). 
Likewise, when iterative reconstruction tech-
niques are available, AEC technique should 
be modified to reduce dose compared to the 
conventional filtered back projection [21, 33, 
41, 42, 52, 63–69].

Relative to the abdominal CT of the same 
patient, AEC should be modified to deliver a 
lower radiation dose to the chest than to the abdo-
men. A rule of thumb, which we find useful here, 
is that radiation dose for routine chest CT must 
be at least 30–50% lower than for routine abdom-
inal CT in the same patients. There are many rea-
sons for this rule. Firstly, there is higher inherent 
tissue contrast in the chest than in the abdomen. 
Secondly, lesions in the chest tend to have higher 
contrast compared to their background tissues, 
which means that these lesions can be assessed 
despite higher noise at much lower doses relative 
to low-contrast lesions in the liver, pancreas, or 
kidneys. Thirdly, the air in the lungs causes little 
attenuation of the X-ray beam, and thus noise 
content in chest CT at equivalent doses is sub-
stantially lower relative to the abdomen. The 
shoulder region is an exception, and often, AEC 
will increase the tube current in this region to 
maintain image quality.

Another unique aspect of chest CT which has 
been previously stated is the possibility of motion 
artifacts that can limit evaluation. Thus, a faster 
scanning speed is preferred for chest CT in addi-
tion to good breath-hold instructions to the 
patients. A wider detector configuration and 
faster table speed are also used to facilitate faster 
scanning in the chest.

In our institution, for patients who are unable 
to hold their breath for chest CT, we employ spe-
cific strategies. These patients are preferentially 
scanned on dual-source CT scanners (such as 
Siemens Definition Flash and Force) or wide 
area detector single-source CT (GE Revolution). 
On the dual-source CT, we use a high, nonover-
lapping pitch (up to 3.4:1) and 0.25–0.27 s gan-
try rotation time. These patients are either 
instructed to take shallow breaths or given no 
instruction for breath hold. Chest CT images can 

Table 10.4 Common CT protocols in the chest

Routine chest CT (with or without contrast)
Chest CT for patients unable to hold their breath (with 
or without contrast)
CT pulmonary angiography
Diffuse lung disease CT (also called high resolution 
CT)
CT for airway evaluation (tracheal abnormalities)
Low-dose lung nodule follow-up CT
Low-dose CT for lung cancer screening
CT for chest wall abnormalities
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a b

Fig. 10.2 Transverse (a) and coronal (b) images of a 
64-year-old woman (65 kg) who underwent low-dose CT 
for lung cancer screening (CTDIvol 0.85  mGy, DLP 

32 mGy.cm). There is a lobulated 1.5 cm nodule in the left 
upper lobe with changes of paraseptal emphysema in 
bilateral lungs

a b

Fig. 10.1 Transverse (a) and coronal (b) images of a 
64-year-old man (49 kg) who underwent low-dose, non- 
contrast- enhanced chest CT (CTDIvol 1  mGy, DLP 

44 mGy.cm) for lung nodule follow-up. There is a 5 mm 
subpleural nodule in the right lower lobe

be acquired in about 1 s with this approach. On 
non-dual-source CT scanners, selection of high-
est pitch (typically up to 1.6:1), fastest gantry 
rotation time, and widest available detector con-
figuration can help reduce scan duration. On 
wide area detector arrays (with 16 cm detector 
width), a single rotation can cover up to 16 cm 
scan length in an axial scanning mode which is 
sufficient in small children. Beyond 16 cm scan 
length (for older children and all adults), the 

interscan delay increases the scan duration for 
axial mode, and helical scanning mode with 
8 cm detector configuration is faster and prefer-
able with fast rotation times.

Dual-energy CT is being increasingly used for 
clinical indications such as CT pulmonary angi-
ography, where it can provide greater contrast 
enhancement and aid in the evaluation of pulmo-
nary parenchymal perfusion [21, 70–73]. 
Multiple studies have explored the value of dual-
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energy CT in the lung and mediastinal lesions for 
tissue characterization and assessment of treat-
ment response [74, 75]. In our institution, dual 
energy is used for all contrast-enhanced routine 
chest CT and CT pulmonary angiography when 
patients are scanned on  dual-energy- capable CT 
scanners (Fig.  10.3). Dose parity with single-
energy CT is important, and studies have demon-
strated that it is possible to achieve this parity 
[73, 76–79]. Recent studies have shown that mul-
tiphase dual-energy CT of the chest can help 
characterize pulmonary and mediastinal lesions 
[80–82]. However, there is no conclusive evi-
dence at the time of writing this manuscript to 
recommend multiphase CT protocols for chest in 
routine clinical practice.

 Abdomen-Pelvis CT

CT of the abdomen and pelvis must be performed 
with AEC and, when available, with automatic 
tube potential selection technique. When the lat-
ter is unavailable, most abdominal CT examina-
tions are performed at 120  kV.  For multiphase 
CT, such as for liver lesions and renal masses, 
lower tube potential (≤100 kV) can be used for 
arterial phase images in nonobese patients. This 
approached coupled with reduced scan length for 
certain phases help reduce radiation dose for 
multiphase abdomen-pelvis CT examinations. 
Lower tube potential (≤100 kV) also helps reduce 
radiation dose in patients undergoing CT for 
evaluation of renal colic or urinary calculi.

Fig. 10.3 Transverse CT images of a 65-year-old man 
(33 kg) who underwent dual-source, dual-energy CT pul-
monary angiogram (CTDIvol 2.9  mGy, DLP 132  mGy.
cm) for shortness of breath. There is optimal contrast 

enhancement of thoracic vessels on 40 kev virtual 
monoenergetic image (a). The lung window (b) demon-
strates changes of emphysema, which result in matched 
perfusion defects on material decomposition image (c)

Fig. 10.4 Transverse (a) and coronal (b) images of a 
60-year-old (62  kg) who underwent single-energy, non- 
contrast- enhanced abdominal CT with kidney stone pro-

tocol. There are nonobstructive left renal calculi. The low 
radiation dose protocol resulted in CTDIvol of 2.5 mGy 
and DLP of 136 mGy.cm
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Like for chest CT, AEC should be modified 
for different abdomen-pelvis CT protocols. Thus, 
CT for kidney stone evaluation (Fig.  10.4) and 
colonography should be performed at lower radi-
ation dose with changes to the AEC as compared 
to routine abdomen-pelvis CT. Further modifica-
tions to AEC and/or automatic tube potential 
selection technique are required to reduce radia-
tion dose when using iterative reconstruction 
technique.

Routine abdomen-pelvis CT examinations 
(Table 10.5) are performed with a gantry rotation 
time of 0.5–0.8 s, a pitch greater than 1:1, and a 
wider detector configuration to maintain reason-
able scan duration and avoid motion artifacts [25, 
29, 83]. Certain modifications may be necessary 
in bariatric patients such as increasing the applied 
tube current (by adjusting the image quality met-
ric for AEC), prolonging the gantry rotation time 
(e.g., from 0.5 to 0.8 to 1 s), and/or decreasing the 
pitch (to less than 1:1). These steps enable the 
scanner to use greater tube current and obtain 
desirable diagnostic quality images of the abdo-
men and pelvis. Increase in tube potential to 140 
or 150  kV also helps decrease the image noise 
and artifacts in very large patients, although it is 
associated with a decrease in contrast enhance-
ment. The strength of iterative reconstruction 
techniques can be increased to decrease image 
noise. Use of thicker sections (≥5  mm) and/or 
smoother reconstruction algorithm also reduce 
image noise.

Dual-energy CT techniques in abdomen- pelvis 
are being increasingly used for a variety of indica-

tions including liver lesion evaluation, kidney 
stone characterization, and CT angiography [84–
91]. As is true for other body regions, unless there 
is overriding clinical evidence, dose parity between 
dual-energy and single-energy CT scanners should 
be maintained for abdomen-pelvis CT as well.

 Pediatric CT

Pediatric CT poses special challenges to optimi-
zation since children vary substantially in size 
(1–100  kg) and are also more susceptible to 
potential risks from radiation dose. The common 
CT protocols in children are summarized in 
Table 10.6. As stated in preceding sections, AEC 
and automatic tube potential selection techniques 
help select tube current and tube potential for 
children of various sizes. When these techniques 
are not available, users should employ a weight- 
or size-based approach to adapt tube current and 
tube potential in children of different sizes. These 
strategies have been described in several publica-
tions [6, 37, 92–95].

Small children undergoing contrast-enhanced 
CT may only receive 2–10 ml of intravenous con-
trast. Thus, care should be taken to set optimal 
scan trigger time following contrast injection, 
ideally with input and presence of an experienced 
radiologist. This can avoid repeat imaging due to 
suboptimal contrast enhancement. A test saline 
injection should help ensure that the intravenous 
access is patent and there is no risk for extravasa-
tion. Extra-long connecting tubes between the 
site of the intravenous catheter and the injector 
(whether manual or automatic) should be avoided 
due to small contrast volume. Likewise, any 
kinks or obstructions in the connecting tube 
should be assessed prior to scanning.

Table 10.5 Common CT protocols in the abdomen and 
pelvis

Routine abdomen-pelvis CT (with or without contrast 
enhancement)
Biphasic or triphasic liver
Kidney stone CT (low dose, non-contrast)
CT for hematuria (low dose, non-contrast, followed 
with single post-contrast phase)
CT for pancreatic mass
CT for adrenal lesion
CT renal mass
CT angiography of abdominal arteries
CT for appendicitis
CT colonography

Table 10.6 Common CT protocols in children

Routine head CT
Routine chest CT
Routine abdomen-pelvis CT
CT for appendicitis (after inconclusive 
ultrasonography and MR imaging)
Chest CT for airway evaluation
Chest CT for chest wall deformity
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Children who are likely to move during CT 
scanning may require tight bundling (only works 
in newborns and small infants), sedation, or anes-
thesia. To decrease the need for sedation or anes-
thesia, as well as motion artifacts, CT parameters 
should be adjusted in line with what has been 
described in the chest CT section with regard to 
uncooperative adult patients. Studies have 
reported that nonoverlapping pitch (up to 3.4:1) 
on dual-source CT and wide area detector arrays 
(up to 16  cm detector width) can avoid motion 
artifacts and, thus, reduce the need for sedation or 
anesthesia in children [96–99].

 Quality Concerns

Creation and implementation of CT protocols are 
clinical processes that require constant surveil-
lance to ensure that protocols deliver studies that 
help practicing radiologists answer the clinical 
questions. Quality issues may arise due to patient 
factors (such as motion artifacts, arms by the side, 
suboptimal contrast, and large body habitus) and/
or imaging staff (such as wrong scan protocol, 
wrong or incorrect contrast injection, and too 
short or too long scan lengths). CT protocols must 
be updated where possible to address and rectify 
such errors. In our institution, radiologists can 
electronically notify the CT protocol team about 
any issues related to any imaging modality includ-
ing CT. When corrective strategies can be adopted, 
an electronic communication is sent to the notify-
ing radiologist within 24  h. These steps help 
maintain staff confidence and ensure constant 
vigilance to any serious concerns.

 Dose Monitoring

Dose monitoring is an important part of CT prac-
tice. It allows for benchmarking of radiation 
doses for different CT protocols versus local, 
regional, national, and international dose levels. 
Although reference dose levels for common CT 
protocols are available for both adults and chil-
dren, the less frequently used CT protocols often 
do not have such levels available [100–106].

In the United States, the American College of 
Radiology Dose Index Registry (ACR DIR) 
receives millions of CT dose reports from several 
hundred CT centers [107, 108]. Each contribut-
ing center receives periodic dose summaries 
which compare the doses from their center with 
the regional and national median doses. All three 
metrics, CT dose index volume (CTDIvol), dose 
length product (DLP), and size-specific dose esti-
mates (SSDE), are reported. The dose data are 
de-identified prior to their transfer to the ACR 
DIR.

Several commercial dose monitoring services 
and software are also available for dose monitor-
ing on the institutional level [104, 109, 110]. 
These software help monitor radiation doses and 
find protocols and specific CT examinations that 
exceed prespecified dose levels. Dose monitoring 
identifies CT protocols with excessive doses that 
need attention and modifications.

 Conclusions

CT practice optimization for radiation dose opti-
mization begins with ensuring that CT examina-
tions have an appropriate clinical indication. 
Once appropriateness is established, clinical 
indication-based CT protocols must be estab-
lished with a team-based approach. Active sur-
veillance strategies are critical for ensuring the 
diagnostic quality of performed CT examinations 
at as low as reasonably achievable radiation 
doses.
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CT Practice Monitoring

Aiping Ding, Francesco Ria, and Ehsan Samei

 Introduction

Computed tomography (CT) is a leading advanced 
imaging modality today. Over 80 million CT scans 
are performed every year in the United States [1]. 
This significant use of CT has raised concerns 
regarding utilization costs, appropriate applica-
tions, and the associated potential radiation risks 
[2–8]. For example, according to a recent Medicare 
claim report, hundreds of hospitals across the 
country needlessly scanned their patients twice 
even on the same day [7]. Unnecessary repeated 
scans expose patients to extra radiation resulting 
in millions of dollars in extra costs on an already 
overburdened Medicare program [7]. CT alone is 
responsible for nearly 50% of medical radiation 
exposures considering all use of ionizing radiation 
in medicine and for approximately 25% of the US 
per capita radiation from all radiation resources 
[1]. CT is also used across all ages, and up to 10% 
of all CT examinations are performed in children, 
accounting for about 12% of imaging procedures 
in the US population [1]. Children have generally 

higher sensitivity to radiation due to growing tis-
sues, with associated potential cancer risks [9]. 
Thus, legislative and regulatory organizations, 
including the US Food and Drug Administration 
(FDA) [10], the American College of Radiology 
(ACR) [11], The Joint Commission (TJC) [12], the 
American Association of Physicists in Medicine 
(AAPM) [13], and the National Council on 
Radiation Protection and Measurements (NCRP) 
[14], have all encouraged and mandated stricter 
oversight of radiation usage in medical imag-
ing. Accordingly, prevailing considerations have 
increasingly directed both the scientific and medi-
cal communities towards understanding, manag-
ing, and mitigating radiation risk or potential risk, 
especially in younger patients [15, 16].

Risk mitigation is now crucial in radiology 
and is the core of every optimization action. The 
aim of the optimization must be to keep radia-
tion exposure reasonably low while ensuring 
acceptable clinical images. Therefore, evaluation 
and enhancement of image quality are as criti-
cal as radiation risk reduction in the overall CT 
optimization process. Early approaches to CT 
optimization focused more on radiation safety: 
image quality was evaluated only using phantoms 
or qualitative measures [17]. Such limitations, 
mostly causing a technological gap in CT perfor-
mance, didn’t allow a comprehensive optimiza-
tion that simultaneously included radiation dose 
and image quality. However, recently introduced 
informatics systems can efficiently and automati-
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cally measure and record important image quality 
features such as in vivo noise magnitude, spatial 
resolution, and Hounsfield unit (HU)  distribution 
[18–20]. The simultaneous assessment of radia-
tion dose and image quality in CT can enable 
effective patient-based optimization [21]. This 
approach is consistent with the last International 
Commission on Radiological Protection (ICRP) 
recommendation: “If radiation dose is decreased 
to a level that results in image quality or diagnostic 
information inadequate for the medical purpose, 
either by reducing dose or dose rate excessively or 
by failing to obtain a sufficient number of images, 
optimization has not been achieved” [22].

In the context of CT imaging, this calls for a 
system to comprehensively monitor all aspects of 
quality and safety in imaging practice including 
the quality of the equipment, the precision of the 
applied procedure, the usage of the equipment, 
the radiation dose to the patient, and the result-
ing image quality. Monitoring accurate, compre-
hensive, fast, patient-based metrologies enables 
effective optimization actions and enhances the 
benefits for patients, healthcare providers, regula-
tory agencies, and researchers. Before exploring 
all the possible benefits, it is important to estab-
lish a common nomenclature: Table 11.1 summa-
rizes all the CT exam-related monitoring items. 
Each item has its own specific quantities that an 
effective monitoring system should include.

 Benefits of CT Performance 
Monitoring: Towards a Value-Based 
Care

If optimization is paramount for radiology quality 
improvement, performance monitoring in CT can 
foster many benefits as briefly discussed below [23].

 Regulatory

Recently, many regulations in the United States 
and Europe have instituted requiring listing of a 
CT dose estimation in the patient report [24, 25]. 
Other regulations simply require dose monitor-
ing [26] as well as the comparison with reference 

levels and the study of the outlier exams [12, 22, 
27]. In all these possible scenarios, performance 
monitoring, and dose monitoring in particular, is 
a unique and irreplaceable tool providing all the 
indispensable data to abide by the regulations and 
international standards.

 Healthcare Providers

If regulatory compliance is mandatory, health-
care providers can gain further benefits from CT 
performance monitoring in multiple ways. First, 
operation monitoring can positively affect justi-
fication and optimization of resource utilization. 
Second, dose monitoring enables the comparison 
with national diagnostic reference level (DRL) 
information while also enabling the development 
of institutional DRLs and the identification and the 
analysis of under- and overexposure cases. Third, 
a comprehensive performance monitoring can 
impact operational decision-making and analysis 

Table 11.1 Summary of CT practice monitoring items

Item
Monitored quantities and 
parameters

Dose monitoring CT radiation output (mAs, 
CTDIvol)
Risk metric surrogates (DLP, 
SSDE)
Risk metrics (risk index, 
effective dose, organ dose)

Scanner parameter 
monitoring

Scanner model and vendor, kVp, 
pitch, slice thickness, rotation 
time, etc.

Patient monitoring Age, gender, effective diameter 
(AAPM report No. 204), water 
equivalent diameter (AAPM 
report No. 220), weight, BMI, etc.

Image quality 
monitoring

Noise magnitude, NPS, spatial 
resolution, Hounsfield units, 
detectability index (d’), etc.

Operation 
monitoring

CT protocol, requested 
procedure, date and time, 
performing radiographers, 
performing physician, etc.

Contrast media 
administration 
monitoring

Contrast media dose, volume, 
concentration, brand, pressure, 
etc.

Performance 
monitoring

All of the above

A. Ding et al.
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through the identification of protocol, equipment, 
and operator-specific inconsistencies and trends. 
Lastly, healthcare providers can give important 
feedback to manufacturers about scanner perfor-
mance in clinical operation. Manufacturers can 
use such information to improve scanner design, 
enabling a quality improvement circle.

 Researchers

The incredible amount of data provided by CT 
performance monitoring systems is a special treat 
for researchers and can be used towards research 
goals. For instance, new metrics can be defined 
to evaluate scanner performance in terms of dose 
and image quality consistency across patient 
populations [28]. Furthermore, performance 
monitoring can provide a quantitative basis for 
risk assessment in CT in terms of radiation risk 
(dose) and clinical risk (likelihood of not deliver-
ing a proper diagnosis due to poor image quality) 
[29]. Eventually, performance monitoring pro-
vides quantitative data to establish best practices, 
guidelines, and appropriateness criteria.

 Patients

Patients are the ultimate beneficiaries of all qual-
ity improvements in medicine. However, there 
are some specific benefits related to performance 
monitoring, in particular in terms of increas-
ing awareness. A recent survey across over 700 
patients in Europe reported a significant gap in 
patient awareness about ionizing radiation risk 
and found that 85% of patients would find it use-
ful to have ionizing radiation dose information 
in the medical report, in accordance with the lat-
est EU regulation [24, 30]. Furthermore, perfor-
mance monitoring would provide the opportunity 
for informed discussion between patients, care-
givers, and medical healthcare providers towards 
a real shared path of care.

In this scenario, it is clear how comprehen-
sive and accurate performance monitoring has 
become an essential requirement for medical 
imaging practice, enabling real value-based care. 

Healthcare institutions that invest in performance 
monitoring can constantly improve their clinical 
operations. They can also quantitatively compare 
the quality of their operations with other institu-
tions in a context of mutual benefit for healthcare 
providers, regulators, industry, and, of course, 
patients.

 Consistency of Care

In radiology, many scientific articles begin with 
the pledge to the ALARA principle: as low as 
reasonably achievable. It is related to radiation 
dose and risk, and it is the principle that regu-
lates optimization and justification of radiologi-
cal procedures. The key to interpret the acronym 
is the word reasonably: dose as low as possible 
considering social cost and procedure cost and, 
most importantly, without threatening the accu-
racy of the diagnosis.

As a step towards improving consistency 
across procedures and institutions, the ACR estab-
lished the CT Dose Index Registry (DIR) [11]. 
The DIR establishes benchmarks for CT dose 
indices that can be used for comparisons nation-
wide. To determine the benchmarks, DIR peri-
odically collects, stores, and statistically analyzes 
CT dose data from institutions that are enrolled 
in the program. Initiatives such the DIR represent 
a leap towards consistency in clinical operations. 
However, dose reduction and standardization are 
only “one of the steps in the overall process of 
optimization” [27]. To really embody the essence 
of reasonably achievable in the ALARA, the like-
lihood of obtaining a proper diagnosis should also 
be considered. The proper diagnosis is strictly 
related to the quality of the CT images. Therefore, 
consistency in image quality is paramount in the 
effort to optimize radiological procedures and to 
share good practices within a single facility and 
across multiple institutions.

A recent study investigated the consistency of 
detectability index (d’) across the U.S. facilities 
that are part of DIR program [31]. The d’, cal-
culated in an acrylic phantom, ranged between 
approximately 60 and 360 across all the proto-
cols, with an interquartile range between 170 
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and 270. So, even in the facilities that are part 
of a national program establishing consistency 
in radiation dose, image quality standardiza-
tion is far from being achieved. It is important 
to consider that d’ is a metric that incorporates 
spatial resolution, noise texture, diagnostic 
task, and viewing conditions. Furthermore, d’ is 
directly correlated to the percentage of correct 
observer answers in a two- alternative forced-
choice model [32]. Therefore, inconsistency in 
d’ results in potential inconsistency in diagnos-
tic performance.

 Sources of Variability

To achieve consistency of radiological proce-
dures, the first step is to identify the possible 
sources of variability. Variabilities can be clas-
sified based on their relationships with scanners 
and operations:

Systematic variabilities are those related to 
the device and in particular to the automatic 
adaptation systems, to the detectors, and to the 
image reconstruction algorithms. For instance, 
Figure  11.1 shows the distribution of CTDIvol 

Fig. 11.1 Distribution of 
CTDIvol (a) and noise 
magnitude (b) across 
different patient diameters 
for abdominopelvic scans 
acquired with two scanners 
from two different vendors. 
The different automatic 
adaptation strategies result 
in different trends both for 
noise and dose
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and noise magnitude across patient diameter for 
abdominopelvic scans with contrast for two dif-
ferent vendors. The patient images were acquired 
with similar scanner parameters (kVp, slice 
thickness, image reconstruction algorithms, and 
kernels) to avoid other sources of variability. In 
Figure 11.1a, it is possible to see how, as a result 
of the tube current adaptation system (ATCM), 
the dose increases with patient size in both scan-
ners. However, the trends are different, and scan-
ner 1 shows consistently higher doses for small 
patient sizes (<30 cm) and lower doses for larger 
patients (>35  cm). So, different ATCM meth-
ods introduce an intrinsic variability in terms of 
radiation dose. Such analysis can be extended, 
for the same patient population, to the noise 
magnitude. Figure  11.1b shows different trends 
of noise across patient size as a consequence of 
different strategies for ATCM changing the bal-
ance between image quality and radiation dose. 
In particular, scanner 1 allows noise to increase 
with patient size, whereas scanner 2 shows the 
opposite behavior [21].

Both variabilities observed in the example 
above can be determined only with a compre-
hensive performance monitoring strategy that 
collects radiation dose and image quality as met-
rics that can simultaneously describe the actual 
system output in clinical operation. A limited 
phantom study, instead, would provide informa-
tion related to the scanners’ performance only 
in a highly constrained setup without any useful 
information about scanners’ adaptation to differ-
ent patient sizes in terms of radiation dose and 
noise magnitude. A possible strategy to reduce 
the variability in the aforementioned example 
could be the design of patient size-specific pro-
tocols. For instance, the inconsistency can be 
reduced by designing clinical protocols that 
allow, in scanner 2, higher dose for patient sizes 
smaller than 30  cm and lower dose for patient 
diameters greater than 35 cm and vice versa for 
scanner 1. The new protocols would also reduce 
the gap in terms of noise magnitude, dramatically 
increasing consistency of scanner performances 
in clinical operation.

Nonsystematic variabilities are those related 
to users and clinical operations. A typical non-
systematic variability, for example, is related to 
the use of different scanner parameters in the 
same protocol and/or population. Figure  11.2a 
shows the distribution of pitch in a population of 
patients who underwent a chest without contrast 
exam with one scanner. About 50% of the studies 
were performed with a pitch of 3, the rest with 
variable pitch values. Apparently, there is not 
a correlation between pitch values and patient 
habitus. Considering the distribution of CTDIvol 
across patient diameter for the same patient pop-
ulation (black dots in Fig. 11.2b), it is possible to 
determine the total variability at a specific refer-
ence patient size (i.e., 30 cm). If we consider only 
the exams performed with pitch = 3 (red dots in 
Fig. 11.2b), the variability at the same reference 
size is much smaller, indicating that part of the 
total variability is related to the use of different 
pitch values. Therefore, consistency in radiation 
dose across clinical populations can be improved 
by targeting consistency in scanner parameters.

Variability can also be induced by the users. 
In particular, we can consider patient positioning 
that is critical for automated tube current modu-
lation system performance. A vertical centering 
offset, for instance, can result in an incorrect mag-
nification of the patient body habitus triggering an 
over- or underdosage. In the following example, 
we define the offset as the difference (delta) 
between the patient geometric center in the axial 
view and the scanner isocenter: delta X and delta 
Y are the shifts in horizontal and vertical direc-
tions, respectively.

Figure 11.3 shows a set of 37 patients who 
underwent abdominopelvic with contrast exams 
with a single scanner. The shifts in both vertical and 
horizontal axes have been estimated. Considering 
that radiation dose is exponentially related to the 
attenuating diameter (CTDIvol ∝ epatient diameter) [33], 
it is possible to use ln(CTDIvol) as a linear descrip-
tor of radiation output as a function of diameter. 
The linear fit RMSE (root mean square error) can 
be calculated as a metric of variability across study 
cases [28]. In the example the RMSE related to the 
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Fig. 11.2 (a) Distribution of pitch across patient diame-
ter in a chest scan without contrast population (344 
patients, 1 scanner). (b) Distribution of CTDIvol across 
patient diameter for the same population: the black dots 

are the whole population, whereas the red dots are related 
only to the patients with pitch = 3. Brackets show the vari-
abilities at a 30 cm reference patient diameter
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whole population is 0.1350. Instead, considering 
only the 15 patients with delta X < ±10 mm and 
delta Y < ±20 mm, the RMSE is 0.1173 (−13%). 
This example clearly shows how consistency in 
patient positioning affects the variability of dose 
in clinical CT populations.

The examples above show how a compre-
hensive monitoring system can help to highlight 
inconsistencies in CT performance as well as bad 
practices. A constant performance monitoring 
can also identify many other sources of variabil-
ity (tube voltage, kernels, image reconstructions, 
etc.). Therefore, a systematic approach in CT 
practice monitoring can ensure and target consis-
tency of care.

 Key Components of an Effective CT 
Practice Monitoring System

As CT scanning continues to provide patient ben-
efit, it is paramount that we look at dose in a clin-
ical indication paradigm  – image quality must 
inform dose. A poor-quality exam is a disservice 
to the care of the patient, while an exam with 
more radiation dose than necessary can reduce its 
safety. To ensure the benefit of an imaging exam-
ination, a proper balance between image qual-
ity and radiation safety is essential. Therefore, 
proper CT imaging requires a combined image- 
quality and dose monitoring program. There are 
five key components of an ideal CT imaging 
practice program [23], as discussed below.

 Access: Get Connection 
and Collection of Exam-Relevant 
Data

One of the fundamental requirements in CT prac-
tice monitoring is to develop an infrastructure 
capable of acquiring imaging data across equip-
ment and modalities, particularly if the program 
justifiably extends beyond CT [23]. This require-
ment is complicated by differences in the data 
format across different manufactures and models. 
In practice, image data are usually routed to the 
monitoring server through the picture archiving 

and communication system (PACS). An alterna-
tive method is to build direct connections with 
individual imaging systems to collect all exam- 
relevant data and events comprehensively.

 Metrology: Meaningful Quantities 
to Monitor

A comprehensive CT practice monitoring system 
integrates metrologies for both dose and image 
quality and does so in a patient-specific man-
ner. Characterizing dose and quality in terms of 
patient-specific metrics is a key requirement for 
effective CT practice monitoring.

The list of quantities needed to assure compli-
ance with national and international regulations 
is short: CTDIvol, DLP; patient diameter or water 
equivalent diameter, size-specific dose estimate 
(SSDE); patient accession number, name, gen-
der, and age; exam date and time, scanner name 
and vendor; and protocol name. To achieve and 
enhance the benefits of performance monitor-
ing towards a value-based care, a comprehen-
sive monitoring system must track, record, and 
analyze multiple metrics and parameters that can 
speak about the actual (as opposed to presumed) 
output and performance of imaging system. The 
most relevant metrics to each performance moni-
toring item are described below.

 Dose Monitoring
Over the years, various metrics have been used 
by the CT community as surrogates for radia-
tion risk. However, some of them only describe 
the radiation input to the patient and have been 
treated as risk metrics in the absence of better or 
more convenient alternatives (i.e., CTDIvol and 
DLP). Other metrics have been used as a reflec-
tion of patient detriment, but they do not account 
for age and gender which are known to influence 
the individual risk (i.e., effective dose and organ 
dose). Currently, the closest surrogate for actual 
patient risk is the risk index (RI) [32] which 
includes gender-, age-, and tissue-specific risk 
coefficients [34].

In this scenario, a recent study explored how 12 
different radiation risk metrics characterized radi-
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ation burden across clinical CT examination com-
pared to the characterization carried out by Ria et al 
[35]. Metrics that are not strictly related to patient 
anatomy such as CTDIvol and DLP highly overesti-
mate risk for large patients and underestimate risk 
for small patients, particularly pediatric exams. 
Instead, metrics that take into account patient hab-
itus such as SSDE, organ dose, and effective dose 
characterize risk across clinical populations closer 
to the RI radiation burden description. Therefore, 
care should be exercised in drawing risk predic-
tions from unrepresentative risk metrics applied to 
a population. However, if the purpose of a dose 
monitoring program is to perform comparisons 
between institutions or to establish diagnostic 
reference levels, the International Commission of 
Radiological Protection “recommends that both 
CTDIvol and DLP should be assessed in patient 
surveys performed for the purpose of setting DRL 
values” [22].

 Image Quality Monitoring
The importance of image quality in the overall 
evaluation of CT performance has already been 
described. Nowadays, many automatic algo-
rithms have been developed enabling image qual-
ity monitoring in vivo [18–20]. In this scenario, 
the challenge is the standardization of the met-
rics: if radiation dose quantities have their stan-
dard definitions and calculation methodologies, 
the same need exists for image quality-related 
metrics.

Image quality metrics can actually be used as 
a surrogate for the benefits carried by the radio-
logical practice. Quantities such as noise magni-
tude, noise power spectrum, spatial resolution, 
etc. are a good indicator of the diagnostic image 
properties. Furthermore, metrics such as d’ are 
directly correlated to the ability of performing 
an effective diagnosis. Therefore, image quality 
monitoring is crucial in the overall evaluation of 
CT performance.

 Scanner Parameters, Operations, 
and Patient Monitoring
Ultimately, radiation dose and image quality are 
the result of a combination of scanner parameters 

and settings such as tube voltage, slice thickness, 
detector configuration, pitch, etc. Therefore, 
complete CT performance monitoring cannot 
disregard scanner parameter tracking and analy-
sis. Such analysis is also crucial in the assessment 
of dose and image quality inconsistency and in 
the design and implementation of optimization 
strategies.

Another challenge in the overall CT opera-
tions management is the inconsistency in 
examination and protocol nomenclature. This 
nomenclature problem is magnified when com-
paring metrics across institutions. To address this 
issue, the ACR encourages the use of the RSNA 
RadLex Playbook which includes a standard set 
of nomenclature for CT protocols [36].

Lastly, patient information monitoring is 
also important for multiple reasons. Of course, 
it’s needed to assign the right quantities to the 
right patient, but it is also needed to retrieve 
historical dosimetric data of a patient if medi-
cal and radiation protection reasons require 
it. Furthermore, to assess personal and popu-
lation risks, age and gender information are 
needed. Finally, anatomical features such as 
height, weight, body mass index (BMI), effec-
tive diameter, water equivalent diameter, and so 
on enable the calculation of more metrics (e.g., 
SSDE) as well as more accurate population 
studies. For instance, the last US DRL survey 
reports different dose thresholds for different 
patient size ranges [37].

 Contrast Media Administration 
Monitoring
Achieving image quality that is adequate on a 
consistent basis is essential for optimizing diag-
nostic capability. This includes using the opti-
mal contrast media dose and rate as well as the 
optimal CT scan parameters. When acquiring 
CT datasets, there are two main determinants of 
image quality from a diagnostic standpoint. The 
first determinant of image quality is the set of 
CT scan parameters: CT parameters such as tube 
voltage, tube current, pitch, gantry rotation time, 
image reconstruction algorithm, display field 
of view, and slice thickness can impact image 
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noise and low-contrast detectability. The second 
determinant of image quality is the protocol used 
for intravenous contrast material administra-
tion: concentration, volume and rate of contrast 
media administered intravenously, the timing of 
the acquisition, and other patient factors such as 
cardiac output and hydration status may impact 
the degree of vascular and parenchymal enhance-
ment [38]. Therefore, contrast media administra-
tion monitoring is essential in comprehensive CT 
performance monitoring.

 Analytics: From Data to Knowledge

While it is clear that CT practice (dose and qual-
ity) monitoring can provide clinically relevant 
information, it is equally important to know 
how to best use these data. Collecting data with-
out having a process to convert useful informa-
tion into knowledge and use that knowledge for 
improved patient care would be inconsistent 
with the expectations of stewardship and value-
based practices [23]. However, most current CT 
dose monitoring software solutions limit their 
data analytics to just display retrospective dose; 
methods to build models from the data, evalu-
ate them, and deploy them for improved practice 
have remained largely unanswered [23]. An ideal 
CT practice monitoring strategy would have the 
capability to extract useful knowledge from data 
using comprehensive machine learning-boosted 
predictive data analytics.

 Informatics: Dose and Quality 
Monitoring as a Secure, Integrated 
Solution

CT practice monitoring is ultimately an informat-
ics solution [23, 29]. As such, it needs to have all 
the associated key hardware and software com-
ponents. A server, whether physical, virtual, or 
cloud-based, is always needed for data capture, 
management, analysis, distribution, and display. 
The data process needs to closely adhere to good 
informatics practices including data security, 

encryption, backup, audit trail, and so on. The 
analyses should be readily accessible and view-
able by the users, ideally via a web access with 
a proper permission management. Therefore, a 
CT practice monitoring metrology should offer 
access and analytical solutions to the dose, qual-
ity, and device utilization data in an intuitive way 
with minimal user effort or interactions to access 
the most pertinent results.

 Metis: A New Next–Generation CT 
Practice Monitoring System

To fulfill the current and future needs of com-
prehensive CT practice monitoring, Duke 
University has developed a new “software as a 
service (SaaS)” CT performance informatics 
platform, called “Metrology for imaging systems 
(METIS),” to enable both radiation safety and 
image quality monitoring, affording prospective 
and retrospective medical imaging device perfor-
mance and patient safety assessment.

As the first step, crucial effort was made to 
build the capability of efficiently and accurately 
collecting high-quality, comprehensive data from 
CT clinical practice. As shown in Fig.  11.4, to 
collect and manage exam-relevant data, the data 
collection service of METIS was designed in 
three layers: (1) presentation layer, (2) interme-
diary business layer, and (3) data source layer. 
The presentation layer provides a graphical user 
interface (GUI) where image data is presented 
to the user and input is taken from the user. The 
intermediary business layer includes image data 
access and management, business logic like the 
integration with the PACS, connection with indi-
vidual imaging systems, validation of data, que-
rying/retrieving, and data updates. The third layer 
serves as a database containing all the image data 
and patient information collected from the PACS, 
radiology information system (RIS), and individ-
ual imaging systems. It provides multiple appli-
cation program interfaces (APIs) to connect with 
the database and to perform data insert, update, 
and deletion, incorporating data based on user’s 
input in the second layer.
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 Patient-Specific Organ Dose 
Estimation

The CTDIvol and SSDE are currently used in most 
dose monitoring systems as dose metrics [39, 
40]. While they provide a first-order approxima-
tion of patient dose, assessing organ dose offers 
the unique advantage of characterizing radiation 
exposure in units that are reflective of the dose 
to the patient independent of the imaging modal-
ity. An organ dose database previously generated 
by Monte Carlo simulations across 100 adult and 
pediatric human extended cardiac-torso (XCAT) 
models was incorporated for many CT scan pro-
tocols: chest, abdomen, pelvis, abdomen-pelvis, 
chest-abdomen-pelvis, and head and neck [41]. 

The organ doses were normalized by the CTDIvol 
to derive organ dose coefficients independent of 
the scan parameters. The patient size and scan 
coverage are used to match the XCAT phan-
tom that has the closest chest height, abdomen 
height, and abdominopelvic height, respectively. 
For patients scanned with tube current modula-
tion (TCM), a dose-spread profile was calculated 
as the dose intensity in the longitudinal (z) direc-
tion of a cylindrical volume with sectional diam-
eters from 8 to 50 cm, as illustrated in Fig. 11.5, 
to represent an average body population. The 
dose- spread profile was convolved with a TCM 
profile and fixed tube current, respectively, 
to derive the accumulated dose distribution. 
Moreover, METIS combined the knowledge of 
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organ dose with many radiobiological factors 
that were known relevant to derive an index of 
risk [41–47]. In this way, METIS provides a 
comprehensive dose monitoring solution to pro-
vide meaningful measures of radiation burden to 
individual patients by including organ doses and 
individual risks.

 Patient-Specific Image Quality Metric

As previously discussed, the currently avail-
able dose monitoring solutions focus primar-
ily on basic metrics of dose that are generic in 
nature, not reflecting patient risk. Ideally, one 
wishes to assess patient dose per actual image 
data and use that to ascertain individualized risk 
estimates. More importantly, in the current moni-

toring paradigm, the quality and implied ben-
efit aspects of CT have largely been missing or 
viewed as peripheral to dose monitoring, creat-
ing a potentially detrimental perspective for the 
optimization of CT dose. Image quality is one 
primary objective of medical imaging and thus 
is a necessary attribute to monitor and optimize. 
Such monitoring enables establishment of target 
levels based not only on dose but, importantly, 
based on desired task-based diagnostic perfor-
mance [23]. The established metrics to quantify 
image quality are noise, resolution, and contrast. 
However, these attributes are usually character-
ized only in static phantoms, while they should 
ideally be quantified in patient CT images in a 
patient- specific manner over clinical populations.

To establish patient-specific image quality 
metrics, the originally collected CT volumet-

Patient

Scan start point

Landmark
Scan start point
Landmark

Scan start point

Landmark

Scan start point

Landmark

Matched XCAT phantom

Fig. 11.5 A clinical patient matched to a representative 
model from an XCAT atlas from which organ doses can 
be estimated with the knowledge of organ location and 

radiation field: (top) patient matching to phantom atlas; 
(down) exposure profile padding from actual patient to the 
phantom [42]
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ric image data is first anatomically segmented 
using a pre-trained deep learning model. The 
model utilizes a deep convolutional neural  
network (3D-Unet) [46, 47] trained on 200 
manually segmented CT images to predict seg-
mentation masks of different organs of a given 
CT data. The network takes 3D CT volumetric 
data as input and processes the data with cor-
responding 3D operations, in particular, 3D 
convolutions, 3D max pooling, and 3D up-con-

volutional layers [46, 47]. To avoid bottlenecks 
in network architecture, METIS adapted batch 
normalization for faster convergence. The train-
ing results show that the method is able to iden-
tify the liver with a dice similarity coefficient 
(DSC) of 0.94 ± 0.02 and other major body 
organs with DSC > 0.85 (Fig. 11.6). This algo-
rithm streamlines the segmentation process, 
allowing patient-specific image quality metric 
to be processed more efficiently.

Reference

Automated

Fig. 11.6 The output of deep learning-powered organ classification (top) and segmentation (bottom) algorithms on CT  
[46, 47]
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Fig. 11.7 Noise magnitude estimation process. Original CT images (left), noise map showing soft-tissue region (mid-
dle), and histogram of noise map for soft-tissue regions (right) [19]

 Automated Patient-Specific Noise 
Estimation
Noise magnitude is a key reflection of image 
quality directly related to patient dose. It is mea-
sured in patient-specific manner from patient 
CT images using an automated, computation-
ally efficient method previously developed and 
validated [19]. Since CT noise magnitude is 
influenced by anatomical variability, it is also 
characterized in terms of the most frequent 
noise level in areas of homogeneous tissue with 
a metric termed “global noise level.” The global 
noise level is calculated in three steps. First, the 
image is segmented into different tissue types 
(Fig. 11.7). The tissue types are roughly sepa-
rated into four categories: aerated tissue (HU< 
−800), fat (−300 to <0 HU), soft tissue (0 < to 
100 HU), and bone (>300 HU). Second, a noise 
map is generated in which the value at each 
location corresponds to the noise in an area sur-
rounding that pixel. Third, a histogram is gener-
ated for the noise corresponding to the targeted 
tissue type. The histogram usually comprises 
two principal categories: homogeneous areas 
and transitional areas. Transitional areas consti-
tute a surprisingly small portion of the image 
and are at the boundary of multiple tissue types. 
Therefore, they exhibit higher and more vari-
able ranges of noise compared with those of 
homogeneous areas. As a result, the histogram 
generally has a characteristic high narrow peak 
corresponding to homogeneous areas and a 

short broadtail corresponding to transitional 
areas. The global noise level is determined by 
identifying the mode of the histogram peak.

 Automated Patient-Specific Spatial 
Resolution Estimation
Resolution is a second important component 
of image quality. To characterize spatial reso-
lution in CT imaging, the general approach is 
to measure the CT system’s modulation trans-
fer function (MTF) from inserts embedded in 
uniform phantoms. However, these methods are 
sufficient only for characterizing system spatial 
resolution for static, uniformly shaped objects, 
but not for the spatial resolution of actual clini-
cal images. To better quantify image quality in 
a patient-specific manner, an automated tech-
nique was developed for evaluating the spatial 
resolution characteristics of clinical CT images 
in vivo [20]. The method is based on automated 
characterization of the patient’s air skin inter-
face. First, the patient is segmented from the 
image using a thresholding technique. Next, 
a mesh of the patient is constructed from the 
segmented dataset. Third, edge- spread func-
tion (ESF) measurements are made across the 
patient’s skin and are binned by their radial dis-
tance from the isocenter to construct oversam-
pled ESF measurements. The oversampled ESF 
measurements are binned by a fraction of the in-
plane pixel size and differentiated to obtain the 
line-spread function (LSF). Finally, the Fourier 
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transform of the LSF is calculated and normal-
ized by the value at zero frequency to obtain a 
CT spatial resolution index (RI) analogous to 
the MTF, as shown in Fig. 11.8 [20]. The tech-
nology is deployed as a provision to assess and 
monitor resolution across clinical cases on a 
patient-specific basis. The measured variability 
in image quality among clinical images is being 
used to optimize clinical protocols in an effort 
to make image quality consistent throughout all 
scanners in the clinic.

 Automated Patient-Specific HU 
Contrast Estimation
Image contrast is the third important component 
of image quality. This is particularly impor-
tant in CT as about 60% of CT imaging is done 
with the administration of contrast agents for 
additional opacification, which can vary signifi-
cantly from case to case. Operating on a clini-
cal CT dataset, the patient’s body is segmented 
into key organs, the lung, liver, aorta, and spine 
(Fig. 11.9). An algorithm automatically samples 

Fig. 11.8 Steps of the resolution measurements made on clinical CT datasets [20]

A. Ding et al.



213

these organs to measure histograms of the HUs. 
This automated technique has been validated 
against manual segmentation of the organs in 15 
(8 male, 7 female) non-contrast-enhanced and 15 
(8 male and 7 female) contrast-enhanced datasets 
(administrated with 75–150 mL of 300–370 mgI/
mL of iodine (Isovue, Bracco Diagnostics, 
Inc., Princeton, NJ) acquired on 2 CT scan-
ners (Discovery CT750 HD, LightSpeed VCT, 
General Electric Medical Systems, Milwaukee, 
WI) [18].

Results show HU histograms from the 
automated technique closely match those of a 
manual technique. The histograms exhibit the 
expected Gaussian distribution for both the 
automated and manual techniques. These his-
tograms demonstrate qualitative agreement 
between the automated and manual techniques. 

Overall, the algorithm successfully measured 
the histograms of the four organs in both 
contrast-enhanced and non-contrast-enhanced 
CT exams for all of the cases examined. This 
technology is implemented in METIS to enable 
automated estimations of HU and contrast in 
patient CT images.

 Predictive Analytic Models 
on Captured Dose, Image Quality, 
and Associated CT Examination Data

Dose and image quality monitoring is expected 
to be used to extract meaningful knowl-
edge towards quality and clinical patient care 
improvement. In METIS, a number of analyti-
cal techniques have been deployed towards that 

Create lung mask Remove one lung

Select the slice
with

maximum
cross-sectional

area

Add ROIs to the liver Locate the bottom
of the lung and

the center of ROIs

Fig. 11.9 Process for determining the ideal location to position a cylindrical ROI inside a patient’s liver [18]
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end, which includes trends and variations within 
patient cohorts, inconsistencies across systems, 
operators, and patients of different sizes, and 
identifying outliers towards optimization of CT 
practice. Keeping track of corrective actions, 
METIS offers continuous improvement of analy-
ses and corrective actions over time.

 Ascertain Protocol- and Size-Specific 
Radiation Dose and Quality Reference 
Levels
DRLs in medical imaging were developed as guid-
ance for performance evaluation based on ionizing 
radiation dose estimations but only by inference 
of diagnostic quality. Following that philosophy, 
the dose and quality monitoring data can be used 
to define appropriate reference dose and quality 
levels so that the protocols that deliver excessive 
dose can be easily identified. Towards that goal, 
the use of universal alerts based on dose alone, as 
adopted in most current dose monitoring systems, 
may be of limited clinical utility. That is due to 
the fact that different protocols have  different dose 

requirements because of the differences in ana-
tomical regions, patient sizes, and imaging tasks. 
Additionally, the radiation dose necessary to gen-
erate a diagnostic image quality depends strongly 
on the amount of attenuation. Therefore, both pro-
tocol- and patient size-specific monitoring should 
be used to define the dose and quality reference 
alert levels to establish the most meaningful refer-
ences and alert levels as a function of protocol and 
patient size [21].

Figure 11.10 shows an example of how such 
protocol-specific reference levels can be estab-
lished. The results are used in the protocol defi-
nitions to serve as guidelines for technologists 
to improve examination consistency across 
the operation. It also demonstrates an alert that 
ignores patient size is ill-informed: a level that 
is appropriate for smaller (and perhaps younger) 
patients leads to excessive false alarms for large 
patients. Aiming to avoid that, the level can be set 
to a higher level, but that would obscure overdose 
cases for small patients. Our analytics address 
this inadequacy
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Fig. 11.10 Plots of protocol- and size-specific reference 
noise levels. Lines are 25th, 50th, and 75th percentile. 
Points are color-coded based on patient BMI, with shape 

indicating reconstruction algorithm and size representing 
the patient diameter
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 Identify and Investigate Over- 
and Underexposure Cases
With the establishment of protocol- and size- 
specific dose and noise reference levels, it would 
be easy to rapidly identify the true outliers. Those 
would include both over- and underexposure con-
ditions. This will help educate CT technologists 
to be aware of this problem and to verify that the 
correct scanning settings are used. By efficiently 
identifying and understanding potential outli-
ers, METIS enables continuous assurance of the 
exam quality (Fig. 11.11).

 Ascertain Intra- and Intersystem 
Variability
At large medical institutions, it is very common 
that multiple CT systems of different vendors 
and models are used. The imaging protocols 
across those systems are not necessarily the 
same or applied consistently. When imaging 

patients, there is an underlying assumption 
that images should be more about the patients 
themselves and less about the conditions under 
which the images are acquired. Therefore, there 
is a need to standardize dose and image qual-
ity across systems. Figure 11.12 illustrates dose 
variation between different CT scanners and 
protocols. Ascertaining these trends enables 
one to adjust the protocol parameters associ-
ated with different systems so that the patient 
dose and imaging quality could meet certain tar-
get requirements, in effect making patient care 
(quality and safety) more consistent and less 
system-dependent.

 Web-Based Graphical User Interface

METIS is designed based on the service-
oriented architecture (SOA) approach by 

Fig. 11.11 Plots of protocol- and size-specific reference 
dose levels. Each point represents a patient undergoing 
abdomen-pelvis CT.  The red, yellow, and amber dash 

lines represent the 99th, 50th, and 1st percentile fitting lines. 
The points circled in the white elliptical shapes are 
overexposured cases
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grouping all the dose and quality assessment 
algorithms together as interposable services. 
We will develop a web- based graphical user 
interface (GUI) including the clinical DICOM 

image management, web- based DICOM dis-
play, and data visualization dashboard. Some 
of the possible visualizations are demonstrated 
in Fig. 11.13. The web-based DICOM viewer 

Fig. 11.12 Plots of dose variances between different CT 
scanners for a given protocol (top) and across some proto-
cols (bottom). Each point on this plot represents the per-
formance of one protocol for the entire period studied. 

The shape of the marker represents the protocol name. 
The color of the marker represents the slope of the afore-
mentioned trend line. The size of the marker represents 
the variability of the data [48]
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a

b

Fig. 11.13 Some preliminary web-based GUIs and dashboard visualizations for METIS: (a) DICOM image data man-
agement interface; (b) web-based DICOM viewer; (c) plot of scanner usage; (d) plot of protocol usage

is developed using hypertext markup language 
(HTML) and an open-source DICOM server 
package. The data dashboard is developed 
using the MongoDB, Express.js, AngularJS, 
and NodeJS (MEAN) stack. Related dose and 

image quality data are stored together in a 
database that provides fast query access for a 
high-performance user interface. Data analysis 
and data visualization methods are integrated 
into the data dashboard.
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c

d

Fig. 11.13 (continued)
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 Conclusion

CT practice monitoring is a crucial tool for guiding 
imaging interpreters and operators in optimizing 
imaging radiation dose and quality-level match-
ing expected values to ensure consistent device 
usage and apply best practices in medical imaging 
for improved patient care. Programmatic radiation 
dose-reporting software has emerged to understand, 
manage, and mitigate radiation exposure towards 
proper imaging. However, proper imaging implies 
not only radiation risk but also clinical value in car-
ing for illness and injury across all ages. Ensuring 
the benefit of CT examination requires a combined 
image-quality and dose monitoring program. Such 
a program is a required element of value-based 
practice in CT imaging, providing opportunities for 
improved individual decision-making as well as for 
assessing and addressing the aggregate aspects of 
CT imaging practice.

METIS offers the first ever strategy for com-
bined dose and image quality monitoring. Adding 
quality-dose metrics and advanced prospective 
and retrospective data analysis, METIS provides 
opportunities for improved patient care and for 
assessing and addressing the aggregate aspects of 
clinical imaging practice to ensure rigorous patient 
safety and consistent imaging quality. This in turn 
paves the way towards consistent and high-quality 
imaging care across the healthcare enterprise.

References

 1. Brenner DJ.  Should we be concerned about the 
rapid increase in CT usage? Rev Environ Health. 
2010;25(1):63–8.

 2. Sodickson A, Beayens PF, Andriole KP, Prevedello 
LM, Nawfel RD, Hanson R, et al. Recurrent CT, cumu-
lative radiation exposure, and associated radiation-
induced cancer risks from CT of adults. Radiology. 
2009;251(1):175–84.

 3. Pearce MS, Salotti JA, Little MP, McHugh K, Lee C, 
Pyo Kim K, et al. Radiation exposure from CT scans 
in childhood and subsequent risk of leukaemia and 
brain tumours: a retrospective cohort study. Lancet. 
2012;380(9840):499–505.

 4. Boone JM, Hendee WR, McNitt-Gray MF, Seltzer 
SE. Radiation exposure from CT scans: how to close 
our knowledge gaps, monitor and safeguard exposure-
-proceedings and recommendations of the radiation 

dose summit, sponsored by NIBIB, February 24–25, 
2011. Radiology. 2012;265(2):544–54.

 5. Brenner DJ.  Radiation risks potentially associated 
with low-dose CT screening of adult smokers for lung 
cancer. Radiology. 2004;231(2):440–5.

 6. Meeson S, Patel R, Golding S. Clinical expansion of 
CT and radiation dose. In: Tack D, Kalra MK, Gevenois 
PA, editors. Radiation dose from multidetector CT. 2nd 
ed. Berlin: Springer-Verlag; 2012. p. 21–32.

 7. Bogdanich W, McGinty JC.  Medicare claims show 
overuse for CT scanning. The New York Times [inter-
net]. 17th June 2011. Available from http://www.
nytimes.com/2011/06/18/health/18radiation.html.

 8. United Nations Scientific Committee on the Effects 
of Atomic Radiation. Sources and effects of ioniz-
ing radiation. UNSCEAR 2008 report to the general 
assembly with scientific annexes. New York: United 
Nations; 2010.

 9. Brenner DJ.  Estimating cancer risks from pediatric 
CT: going from the qualitative to the quantitative. 
Pediatr Radiol. 2002;32(4):228–31.

 10. US Food and Drug Administration. White paper: 
initiative to reduce unnecessary radiation expo-
sure from medical imaging. 2010. http://www.fda.
gov/Radiation-EmittingProducts/RadiationSafety/
RadiationDoseReduction/ucm199994.htm.

 11. Morin RL, Coombs LP, Chatfield MB.  ACR dose 
index registry. J Am Coll Radiol. 2011;8(4):288–91.

 12. The Joint Commission. Radiation risks of diagnos-
tic imaging. The joint commission: sentinel event 
alert. 2011;47:1–4.. http://www.jointcommission.org/
assets/1/18/sea_471.pdf

 13. Boone S, Cody D, Mc Collough C, McNitt-Gray M, 
Toth T. Size specific dose estimates (SSDE) in pedi-
atric and adult body CT examinations. AAPM report 
no. 204. College Park: American Association of 
Physicists in Medicine; 2011.

 14. NCRP 2009 Ionizing radiation exposure of the 
population of the United States NCRP Report no. 
160. National Council on Radiation Protection and 
Measurements, 2009.

 15. Li X, Samei E, Segars WP, Sturgeon GM, Colsher 
JG, Frush DP.  Patient-specific radiation dose and 
cancer risk for pediatric chest CT.  Radiology. 
2011;259(3):862–74.

 16. Samei E, Tian X, Segars WP, Frush DP.  Radiation 
risk index for pediatric CT: a patient-derived metric. 
Pediatr Radiol. 2017;47(13):1737–174.

 17. Dougeni E, Faulkner K, Panayiotakis G.  A review 
of patient dose and optimization methods in 
adult and paediatric CT scanning. Eur J Radiol. 
2012;81:e665–83.

 18. Abadi E, Sanders J, Samei E. Patient-specific quan-
tification of image quality: an automated technique 
for measuring the distribution of organ Hounsfield 
units in clinical chest CT images. Med Phys. 
2017;44(9):4736–46.

 19. Christianson O, Winslow J, Frush DP, Samei 
E. Automated technique to measure noise in clinical 
CT examinations. AJR. 2015;205:W93–9.

11 CT Practice Monitoring

http://www.nytimes.com/2011/06/18/health/18radiation.html
http://www.nytimes.com/2011/06/18/health/18radiation.html
http://www.fda.gov/Radiation-EmittingProducts/RadiationSafety/RadiationDoseReduction/ucm199994.htm
http://www.fda.gov/Radiation-EmittingProducts/RadiationSafety/RadiationDoseReduction/ucm199994.htm
http://www.fda.gov/Radiation-EmittingProducts/RadiationSafety/RadiationDoseReduction/ucm199994.htm
http://www.jointcommission.org/assets/1/18/sea_471.pdf
http://www.jointcommission.org/assets/1/18/sea_471.pdf


220

 20. Sanders J, Hurwitz L, Samei E. Patient-specific quan-
tification of image quality: an automated method for 
measuring spatial resolution in clinical CT images. 
Med Phys. 2016;43(10):5330–8.

 21. Ria F, Davis JT, Solomon JB, Wilson JM, Smith TB, 
Frush DP, et al. Expanding the Concept of Diagnostic 
Reference Levels to Noise and Dose Reference Levels 
in CT. AJR Am J Roentgenol. 2019;213:1–6.

 22. ICRP. Diagnostic reference levels in medical imaging, 
ICRP Publication 135. Ann ICRP. 2017;46(1).

 23. Frush DP, Samei E.  CT radiation dose monitoring: 
current state and new prospects CME.  Medscape 
[internet]. 19th March 2015. Available from http://
www.medscape.org/viewarticle/839485.

 24. Council Directive 2013/59/Euratom http://eurlex.
europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:201
4:013:0001:0073:IT:PDF

 25. Radiation Control: Health Facilities and Clinics, 
SB1237, 19 February 2010. http://www.leginfo.
ca.gov/pub/09-10/bill/sen/sb_1201-1250/sb_1237_
bill_20100929_chaptered.html.

 26. Texas Department of State Health Services. Computed 
Tomography (CT): Radiation Control Program. 
Updated 29 Dec 2011. https://www.dshs.state.tx.us/
radiation/x-ray/laws-rules.aspx#medical-x-ray.

 27. International Atomic Energy Agency, Radiation 
Protection of Patients (RPOP) – Diagnostic Reference 
Levels (DRLs). IAEA; 2017. https://www.iaea.
org/resources/rpop/health-professionals/radiology/
diagnostic-reference-levels.

 28. Ria F, Wilson JM, Zhang Y, Samei E. Image noise and 
dose performance across a clinical population: patient 
size adaptation as a metric of CT performance. Med 
Phys. 2017;44(6):2141–7.

 29. Samei E, Järvinen H, Kortesniemi M, Simantirakis G, 
Goh C, Wallace A, et  al. Medical imaging dose opti-
mization from ground up: expert opinion of an interna-
tional summit. J Radiol Prot. 2018;38:967–89.

 30. Ria F, Bergantin A, Vai A, Bonfanti P, Martinotti AS, 
Redaelli I, et al. Awareness of medical radiation expo-
sure among patients: a patient survey as a first step for 
effective communication of ionizing radiation risks. 
Phys Med. 2017;43:57–62.

 31. Zhang Y, Samei E, Nair S, Coombs LP, Jackson EF, 
Sullivan DC. Quantitative performance for ACR CT 
accreditation images across different vendors, proto-
cols, and institutions: initial report of an ACR-RSNA 
collaboration. 102th RSNA conference, Nov 27th–
Dec 2nd 2016, Chicago.

 32. Christianson O, Chen JS, Yang Z, et al. An improved 
index of image quality for task-based performance of 
CT iterative reconstruction across three commercial 
implementations. Radiology. 2015;275(3):725–34.

 33. Christianson O, Li X, Frush DP, Samei E. Automated 
size-specific CT dose monitoring program: assess-
ing variability in CT dose. Med Phys. 2012;39(11): 
7131–9.

 34. National Research Council. Health risks from expo-
sure to low levels of ionizing radiation: BEIR VII 
phase 2. 2006.

 35. Ria F, Fu W, Hoye J, Segars WP, Kapadia A, Samei 
E. Characterization of radiation risk across a clinical 
CT patient population: comparison across 12 risks 
metrics. 104th RSNA conference. Nov 25th–30th 
2018, Chicago, IL.

 36. Mabotuwana T, Lee MC, Cohen-Solal EV, Chang 
P.  Mapping institution-specific study descrip-
tions to RadLex playbook entries. J Digit Imaging. 
2014;27:321–30.

 37. Kanal KM, Butler PF, Sengupta D, Bhargavan- 
Chatfield M, Coombs LP, Morin RLUS.  Diagnostic 
reference levels and achievable doses for 10 adult CT 
examinations. Radiology. 2017;284:120–34.

 38. Bae KT. Intravenous contrast medium administration 
and scan timing at CT: considerations and approaches. 
Radiology. 2010;256:32–61.

 39. American Association of Physicists in Medicine. Use 
of water equivalent diameter for calculating patient 
size and size-specific dose estimates (SSDE) in CT, 
Report no. 220. Report of the AAPM task group 220. 
College Park: AAPM; 2014.

 40. McCollough CH, Leng S, Yu L, Cody DD, Boon 
JM, McNitt-Gray MF.  CT dose index and patient 
dose: they are not the same thing. Radiology. 
2011;259(2):311–6.

 41. Tian X, Li X, Segars WP, Frush DP, Paulson EK, 
Samei E.  Dose coefficients in pediatric and adult 
abdominopelvic CT based on 100 patient models. 
Phys Med Biol. 2013;58(24):8755–68.

 42. Tian X, Li X, Segars WP, Frush DP, Samei 
E.  Prospective estimation of organ dose in CT 
under tube current modulation. Med Phys. 
2015;42(4):1575–85.

 43. Tian X, Samei E.  Accurate assessment and pre-
diction of noise in clinical CT images. Med Phys. 
2015;43(1):475–82.

 44. Li X, Samei E, Segars WP, Sturgeon GM, Colsher 
JG, Toncheva G, et al. Patient-specific radiation dose 
and cancer risk estimation in CT: part I. development 
and validation of a Monte Carlo program. Med Phys. 
2011;38(1):397–407.

 45. Li X, Samei E, Segars WP, Sturgeon GM, Colsher JG, 
Toncheva G, et al. Patient-specific radiation dose and 
cancer risk estimation in CT: part II. Application to 
patients. Med Phys. 2011;38(1):408–19.

 46. Fu W, Sturgeon GM, Agasthya G, Segars WP, Kapadia 
AJ, Samei E.  Breast dose reduction with organ- 
based, wide-angle tube current modulated CT. J Med 
Imaging. 2017;4(3):031208.

 47. Fu W, Sharma S, Smith TB, Hou R, Abadi E, Vignesh 
S, et  al. Multi-organ segmentation in clinical- 
computed tomography for patient-specific image 
quality and dose metrology. Proceedings Volume 
10948, Medical Imaging 2019: Physical of Medical 
Imaging. 2019:1094829.

 48. Ding A, Wilson J, Solomon J, Zhang Y, Mann S, 
Nelson J, Wells J, Samei E. METIS: next-generation 
performance informatics platform for value-based 
clinical imaging practice, 104th RSNA conference, 
25th–30th Nov 2018, Chicago.

A. Ding et al.

http://www.medscape.org/viewarticle/839485
http://www.medscape.org/viewarticle/839485
http://eurlex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2014:013:0001:0073:IT:PDF
http://eurlex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2014:013:0001:0073:IT:PDF
http://eurlex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2014:013:0001:0073:IT:PDF
http://www.leginfo.ca.gov/pub/09-10/bill/sen/sb_1201-1250/sb_1237_bill_20100929_chaptered.html
http://www.leginfo.ca.gov/pub/09-10/bill/sen/sb_1201-1250/sb_1237_bill_20100929_chaptered.html
http://www.leginfo.ca.gov/pub/09-10/bill/sen/sb_1201-1250/sb_1237_bill_20100929_chaptered.html
https://www.dshs.state.tx.us/radiation/x-ray/laws-rules.aspx#medical-x-ray
https://www.dshs.state.tx.us/radiation/x-ray/laws-rules.aspx#medical-x-ray
https://www.iaea.org/resources/rpop/health-professionals/radiology/diagnostic-reference-levels
https://www.iaea.org/resources/rpop/health-professionals/radiology/diagnostic-reference-levels
https://www.iaea.org/resources/rpop/health-professionals/radiology/diagnostic-reference-levels


Part IV

Spectral CT



223© Springer Nature Switzerland AG 2020 
E. Samei, N. J. Pelc (eds.), Computed Tomography, https://doi.org/10.1007/978-3-030-26957-9_12

Methods for Spectral CT Imaging

Cynthia H. McCollough

 Introduction

 Clinical Motivation

Because CT numbers depend on X-ray attenua-
tion, they are impacted by the mass density and 
effective atomic number of the imaged materials. 
Therefore, different materials can have the same 
CT number if the effective atomic number differ-
ences are offset by appropriate differences in the 
mass density. Spectral CT imaging acquires data 
at two or more energies, allowing mathematical 
methods to separately determine the mass density 
and effective atomic number. Clinically, this has 
been implemented using two spectral measure-
ments and is referred to as dual-energy 
CT. Currently under research and development, 
energy-resolving photon-counting-detector 
(PCD) CT technology will allow acquisition of 
more than two spectral measurements. This is 
often referred to as multi-energy CT. However, 
because there are only two fundamental determi-
nants of X-ray attenuation, namely, photoelectric 
effect and Compton scattering, the acquisition of 
more than two spectral measurements does not 
necessarily allow the discrimination of more 
than two material types. Materials with K edges 
in the diagnostic energy range can be separately 

measured with energy-resolving PCD tech-
niques if spectral data are acquired below and 
above the K edge. Otherwise, three-material 
decomposition requires some a priori informa-
tion, such as the assumption of mass or vol-
ume conservation [1]. Figure  12.1 gives an 
example of the clinical utility of dual-energy 
CT data.

 History of Dual-Energy CT

The concept of dual-energy CT is not necessarily 
a new one, even though its use in clinical practice 
began in earnest in only 2006. In Hounsfield’s 
1973 paper, he noted “Two pictures are taken of 
the same slice, one at 100  kV and the other at 
140 kV… so that areas of high atomic numbers 
can be enhanced. Tests carried out to date have 
shown that iodine (z = 53) can be readily differ-
entiated from calcium (z  =  20)” [2]. The tech-
nique was explored further in the 1970s and 
adopted for a short period in the mid-1980s by 
one commercial CT manufacturer (Siemens 
Healthcare) [3]; however, limitations in CT scan-
ner technology at that time limited the clinical 
utility of the technique, which disappeared from 
commercial systems until 2006.
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 Importance of Spectral Separation

Because of the material-specific, energy- 
dependent behavior of X-ray absorption coeffi-
cients, measurements taken at two different 
effective energies can be used to identify two 
materials, as shown in Fig. 12.2. As the effective 
energy of the beam changes from about 75 keV 
to about 55 keV, the difference in X-ray absorp-
tion for iodine is much greater than that for 
bone, allowing the two materials to be sepa-
rated, as demonstrated in Fig. 12.1. The greater 
the difference between the effective energies of 

the spectra, i.e., the amount of spectral overlap 
is lower, the more different these material-spe-
cific signatures will be, making the job of sepa-
rating them easier. Kelcz et  al. demonstrated 
that as spectral separation increases, the noise in 
the material- specific images decreases dramati-
cally [4]. Therefore, in considering the technol-
ogy used to acquire data having different energy 
spectra, it is important to consider the amount of 
resulting spectral overlap [5, 6]. In the follow-
ing section, the various approaches to acquiring 
CT data with different energy spectra will be 
reviewed.

a b

Fig. 12.1 3D volume rendered image of a dual-energy 
CT angiogram of the head and neck. Because dual-energy 
CT processing can classify a voxel as containing either 
iodine or calcium, an image with bone overlapping the 

vascular anatomy (a) can be turned into an image contain-
ing only vascular anatomy (b) with a single click of a but-
ton. This eliminates the need for manual or semiautomated 
bone removal
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 Multi-energy CT Data Acquisition 
Methods

 Split-Beam Filtration

Using a single X-ray source and single X-ray 
tube potential, dual-energy CT data can be 
acquired by placing a filter composed of two 
different materials in front of the X-ray beam 
[7]. For example, one of the materials might 
be tin, which shifts the energy spectrum to the 
right, increasing the effective energy of the 
spectrum. The other material might be gold, 
which has a K edge of approximately 
80  keV.  Because the attenuation is dramati-
cally increased above the K edge, this prefer-
entially absorbs higher-energy photons, above 
80  keV, shifting the effective energy of the 
spectra to the left to lower energies. Figure 12.3 
illustrates the concept of this split- beam filtra-
tion approach, and Fig.  12.4 shows how the 

two energy spectra are altered by the two fil-
ters. For this technique to be successful, data 
must be acquired using a spiral technique. In 
this manner, the spectral data acquired are spa-
tially offset from one another. During the spi-
ral interpolation process, the data can be 
 appropriately aligned and used for reconstruc-
tion and dual-energy processing.

 Dual-Layer Detectors

Another manner in which dual-energy data can be 
acquired using a single X-ray tube and a single 
X-ray tube potential is to differentiate the low- 
and high-energy spectra at the detector. This can 
be accomplished using a detector having two 
absorption and readout layers (Fig. 12.5). Lower- 
energy photons are stopped in the more superfi-
cial detector, closest to the patient, and 
higher-energy photons are preferentially absorbed 
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Fig. 12.2 The X-ray absorption of a material is depen-
dent on the material composition (e.g., bone or iodine) 
and on the photon energy. Therefore, for measurements 
taken at two different energies, e.g., 75 and 55 keV, the 

increase in absorption as the energy is decreased is greater 
for iodine than it is for bone. This energy-dependent and 
material-dependent behavior is what allows dual-energy 
CT to differentiate between bone and iodine
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Spectrum before filter

Spectrum after filter

Low 

Energy

High
Energy

Fig. 12.4 Illustration of the beam softening that occurs with the Au filter and the beam hardening that occurs with the 
Sn filter

Au filter 
Sn filter 

Fig. 12.3 Illustration of the split-beam approach for 
acquiring dual-energy CT data. The gold (Au) filter 
reduces the effective energy of a 120 kV spectrum, while 
the tin (Sn) filter increases the effective energy. During a 

spiral acquisition, low- and high-energy spectral data are 
using a single X-ray source, a single tube potential setting, 
and a conventional single-layer detector

in the deeper detector layer, farther from the 
patient. The two sets of measured data can be 
added together to create a conventional, single-
energy data set, or the two sets of data can be pro-
cessed separately to create dual-energy images. In 

this manner, dual-energy data are collected at all 
times and can be used in spiral or axial acquisition 
modes. The data are perfectly registered both 
temporally and spatially [8]. In Fig.  12.6, the 
spectral separation that results is shown [9].
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Scintillator

Photodiode
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Photodiode

X-rays

Reflectors

Low energy spectrum

High energy spectrum

Fig. 12.5 Illustration of a dual-layer detector. Lower- 
energy photons are more likely to be stopped in the front 
layer (closest to the patient) to collect data of a relatively 

low-energy spectrum. Higher-energy photons are more 
likely to pass through the front layer and be absorbed in the 
back layer, resulting in a relatively higher-energy spectrum
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Fig. 12.6 Spectral separation resulting from a dual-layer detector is shown in this plot (Reprinted with permission 
from Carmi et al. [9])

 Photon-Counting Detectors (PCDs)

An emerging technology, which is currently 
only in research use, is to use energy-resolving 
PCD technology, a single X-ray tube, and a 

single tube potential to simultaneously acquire 
data that are binned according to the energy 
level of the detected photon [10–14]. See also 
Chap. 14. To accomplish this, the detector 
must directly convert the detected X-ray energy 
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Two or more energy levels

Semiconductor (e.g., CdTe)
detector directly converts
x-ray to charge  

X-rays

Low Energy Bin
High Energy Bin

Fig. 12.7 Energy-resolving, photon-counting detectors 
involve a direct conversion of X-rays into electrons, unlike 
conventional CT detectors, which first convert X-rays into 
visible light and then visible light into electrons. The 
single- step process is associated with several desirable 
features, including the ability to exclude electronic noise 

from the measured data and the ability to categorize mea-
sured events according to the incoming photon energy. 
This latter property allows for binning of the data accord-
ing to energy, which yields multiple energy bins of simul-
taneously acquired data for use in multi-energy CT data 
processing
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Fig. 12.8 Energy 
spectra resulting from 
the two-bin mode of the 
photon-counting 
detector used in a 
research photon- 
counting- detector 
system

to charge, as shown in Fig. 12.7. This is done 
using a semiconductor detector technology, 
such as cadmium zinc telluride (CZT) or 
CdTe. The spectral separation for a detector 
allowing two energy thresholds is shown in 
Fig. 12.8.

 Slow Tube Potential Switching

The most straightforward way to acquire two 
data sets, each with a different energy spectrum, 
is simply to perform two separate acquisitions at 
two different tube potential settings. This can be 
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done in either axial or spiral acquisition mode. 
However, the interscan delay, which is the scan 
time plus the time to move the table (if necessary) 
and initiate a new scan, can pose serious motion 
misregistration challenges, particularly for imag-
ing of dynamic processes such as contrast 
enhancement. For scanners that can acquire data 
over a large scan volume in a single rotation, this 
may be an acceptable approach (Fig. 12.9) [15]. 
For most scanners, 80 kV and 140 kV represent 
the lowest and highest tube potential settings, 
respectively. Figure  12.10 gives an example of 
these two energy spectra. The low-energy (low 
tube potential) spectrum is fully encompassed 
within the high-energy (high tube potential) 

spectrum, resulting in relatively poor energy 
separation.

 Rapid Tube Potential Switching

Instead of acquiring two consecutive scans, each 
at a different tube potential setting, the tube 
potential can be quickly switched between suc-
cessive views as the tube rotates about the patient 
(Fig.  12.11) [16]. This switching must be very 
rapid, as approximately 2000 separate views 
must be acquired within 1 gantry rotation period, 
which can be less than 0.5 second. It is techni-
cally challenging to change the tube potential at 

Axial Spiral

Inter-scan delay = scan time + table move time

Low kV
High kV

Fig. 12.9 In slow tube potential switching dual-energy 
CT data acquisitions, the entire volume of interest is 
scanned first at one tube potential, the tube potential is 
switched to the alternate setting, and the volume is res-
canned. The interscan time delay may result in unaccept-

able motion artifacts due to misregistration of the anatomy 
or changes in the contrast enhancement. For large- 
coverage CT systems, however, the time delay may be 
acceptable for some applications (Reprinted with permis-
sion from [15])
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Fig. 12.10 Typical 80 
and 140 kV spectra are 
shown. These are the 
typical settings for slow 
tube potential switching, 
as they maximize the 
spectral separation. 
Because the low-energy 
spectrum is fully 
encompassed by the 
high-energy spectrum, 
there is relatively poor 
spectral separation
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such a rapid rate; thus, instead of a square-wave 
type of wave form, the tube potential is varying 
quickly but continuously from the maximum to 
minimum values. Assuming the tube potentials 
are 80 and 140 kV, the spectra will have overlap 
similar to that for slow tube potential switching 
(Fig. 12.10). Because the switching is not instan-
taneous, there is likely to be more blending of the 
two spectra, which would be expected to further 
degrade energy separation.

 Dual-Source Geometry

In dual-source geometry, two X-ray tubes and 
two detector arrays are located on the same slip- 
ring gantry, with the two tube-detector pairs off-
set from one another by approximately 90° 
(Fig. 12.12) [17, 18]. Data are collected simulta-
neously with both beams in either axial or spiral 
mode, but because of the 90-degree offset, the 
dual-energy data are not exactly registered. Dual- 
energy processing must be performed on recon-
structed images due to the 90-degree offset 
between the low- and high-energy projection 

data. Because each X-ray spectrum is created by 
its own tube, the beam filtration for each tube can 
be tailored to maximize spectra separation, as 
shown in Fig. 12.13 [5, 6, 19].

 Image Rendition Methods

The data acquired in a dual- or multi-energy CT 
acquisition can be processed and displayed in a 
number of different ways. In the following sec-
tions, each of the different methods and its opti-
mal usage will be described. Examples will also 
be provided.

 Low- or High-Energy Source Images

Some systems reconstruct and provide to the users 
both the images from the low-energy spectrum and 
the high-energy spectrum. These could be from 
low and high tube potentials (e.g., from dual-
source CT or tube potential switching), low- and 
high-energy bin data (e.g., from PCD CT), or low- 
and high-energy spectral data from the front and 
back layers of a dual-layer detector. These images 
are the source data from which subsequent dual-

Low kV
High kV 

Fig. 12.11 In fast tube potential switching dual-energy 
CT data acquisitions, the tube potential is switched for 
every different projection, minimizing the misregistration 
between the low- and high-energy data sets. (Reprinted 
with permission from [15]). Assuming the tube potentials 
are 80 and 140 kV, the spectra will have overlap similar to 
that for slow tube potential switching (Fig. 12.10)

Low kV
High kV 

Fig. 12.12 A dual- source CT system uses two different 
tube- detector pairs, located about 90° apart from one 
another on the same slip-ring gantry (Reprinted with per-
mission from [15])
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energy processing is performed. These images are 
not typically viewed by a radiologist but can be 
used if questions arise about the processed images. 
It is helpful to archive these source data for future 
reprocessing if new algorithms become available 
or new parameter settings are desired.

 Mixed or Blended Images

The source images referred to in the previous sec-
tion have the disadvantage that neither are formed 
using all photons exiting the patient. Thus, the 
low- and high-energy images are often combined, 
either linearly or nonlinearly, to form what are 
referred to as mixed or blended images (Fig. 12.14). 
The weighting between the two energy spectrum 
images can be varied depending on the specific 
diagnostic task; however, an image is often pre-
sented that approximates a conventional 120 kV 
image [20]. These mixed images are the “routine” 
images that are used for primary interpretation by 
radiologists and clinicians. These provide a single 
set of images that utilize all delivered photons, and 
therefore, they should always be archived.

 Material-Selective Images

In order to create images, sometimes referred to 
as maps, of a single material (e.g., an iodine 

image, a water image, or a bone image), the low- 
and high-energy spectrum data must be decom-
posed into these basis (or base) materials. This 
process can be performed using projection [3, 
21–24] or image data [1, 25]. For research pur-
poses, it can be difficult for algorithm developers 
to obtain access to projection data, and hence, 
image-based approaches can be easier to imple-
ment for the research community. This also poses 
no problem with regard to requiring spatial and 
temporal registration between views in projec-
tion data. In theory, projection-based techniques 
can provide an exact correction for beam harden-
ing, but in practice, some can remain due to cali-
bration issues. That said, while beam hardening 
cannot be totally removed with image-based 
decomposition, in practice it is reasonably well 
corrected for.

The decomposition process creates pairs of 
images with complementary properties. This 
could be a photoelectric effect and Compton scat-
tering pair of images, an effective atomic number 
and mass density pair of images, or any two mate-
rials that behave relatively differently in their 
energy dependence, such as iodine and water 
image pairs or iodine and calcium image pairs. 
With the use of volume or mass  conservation, the 
equations can be solved for a third material, and 
with energy-resolving PCD CT, additional mate-
rials having K edges above approximately 50 keV 
can also be determined.
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Fig. 12.13 The tube 
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resulting in very good 
spectral separation
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 Classification vs. Quantification

After decomposition, the resultant data can be 
used to either classify a material (e.g., is it iodine 
or bone) or to quantify the material (e.g., the con-
centration of iodine is 7.4  mg/ml). Table  12.1 
lists some examples of dual-energy CT clinical 
applications and whether the application classi-
fies material type or quantifies material density.

 Material Classification

Material classification can be used to answer 
common clinical questions, such as whether or 

not a kidney stone is made of uric acid or non- 
uric- acid minerals, whether a voxel contains bone 
or iodine, or whether a voxel contains gout or 
pseudo-gout crystals. The diagram in Fig. 12.15 
helps to explain how this is accomplished. In a 
diagram that plots the CT number in the low- 
energy image against the CT number of the high- 
energy image, materials of different effective 
atomic numbers will be represented as lines hav-
ing different slopes. The slope of the line, some-
times referred to as the CT number ratio or 
dual-energy ratio, is a function of effective atomic 
number. By definition, water is at the origin of 
such a plot. A line is drawn that bisects the trian-
gle formed between water, material 1 and mate-

140kV

Linear
blend

80kV

70% 140kV

30% 80kV

Non-linear
blend

Fig. 12.14 Low- and high-energy images can be mixed 
(or blended) to create a new image series that uses all 
detected photons. In linearly mixed images, the same 
ratios of low- and high-energy images are used for all vox-
els and images. The result are images with lower noise 
than either source image or an iodine signal that is some-
where between that of the two source images. In nonlinear 
blending, a different ratio is applied to each voxel [26]. 
For bright voxels, which presumably contain a lot of 

iodine or calcium, more of the low-energy image is used 
to maintain the higher brightness. For low-brightness vox-
els, which are presumably soft tissue, more of the high-
energy image is used because it has a lower noise level. 
While this is visually quite pleasing and may allow better 
qualitative visualization of anatomic structures and 
pathology, these images cannot be used for quantitative 
assessments due to the extreme nonlinearity of the data on 
a voxel by voxel basis
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rial 2, and any voxels above the line, in this case, 
closer to material 2, are classified as material 2. 
Numerous publications have demonstrated the 
success of material classification for a number of 
applications [27–47].

With classification of iodine vs. bone, it 
becomes very easy to quickly “remove the bone” 
in a CT angiogram, allowing clear visualization 
of vascular structures. This avoids manual or 
semiautomated bone removal, which can be labor 
intensive and/or operator dependent. Figure 12.16 
provides an example of a dual-energy CT angio-
gram of the abdominal aorta and lower 
extremities.

 Material Quantitation

A quantitative application of dual-energy CT is 
the assessment of the iodine concentration within 
tissue. This provides an image of the amount of 
iodinated blood in tissue or a vessel and is some-
times referred to as perfused blood volume, 
which should not be confused with direct perfu-
sion measurements, which require temporally 
distinct measurements. However, quantitative 
assessment of perfused blood volume has been 
shown to serve as surrogate markers for isch-
emia and infarct and to correlate with direct 
measures of blood perfusion [48–50] and flow 
[51, 52]. Figure  12.17 shows a large perfusion 
deficit in a dual-energy CT pulmonary embolus 
examination.

 Virtual Non-contrast Images

A large number of CT exams are performed 
after injection of iodine-containing contrast 
media or after ingestion of iodine- or barium-
containing contrast agents. To reduce unneces-
sary radiation exposure and to improve 
workflow, scans are not typically performed 
prior to injection or ingestion of contrast media. 
However, some situations require the use of an 
unenhanced image in order to quantify the 
increase in enhancement. For example, the 
unexpected finding of a modestly enhancing 
renal mass may be uninterpretable without a 
non-contrast scan to determine the amount of 
enhancement that occurs from baseline to dif-
ferentiate between cystic lesions and enhancing 
masses [53–56].

By being able to quantify the concentration 
of iodine in each voxel, the signal associated 
with the iodine can be “subtracted” to create 
virtual non-contrast images. This can be help-
ful in differentiating between hemorrhages or 
extravasated iodine in the brain (Fig.  12.18) 
[57–59]. Similarly, the amount of calcium in a 
voxel can be determined quantitatively and 
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Fig. 12.15 Dual-energy CT data can be used to classify 
material type into one of two choices. Pictorially, this can 
be represented as a triangle in a plot of low-energy CT 
number to high-energy CT number. The slope of the lower 
and upper sides of the triangle is determined by the mate-
rial composition. To determine whether an unknown voxel 
is material 1 or material 2, the voxel is mapped onto this 
plot and compared to a line that bisects the triangle 
between the lines connecting to material 1 and material 2. 
For the example shown, the unknown voxel (in red) lies 
above the bisecting line and is thus labeled as material 2

Table 12.1 The clinical applications listed here can be 
classified as either a material classifiction task or a mate-
rial quantification task

Material classification Material quantification
Kidney stone 
characterization

Blood pool imaging 
(perfused blood volume)

Gout detection and 
quantification

Virtual non-contrast 
(iodine removal/iodine 
image)

Silicone breast implant 
leakage

Virtual non-calcium 
(bone removal/bone 
image)Automated bone removal 

in CT angiography
Plaque removal
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subtracted to created virtual non-calcium 
images [60–62]. The removal of the bright cal-
cium signal allows edematous bone lesions or 
bone bruising to be visualized, something that 
was previously only able to be appreciated 
with MRI (Fig. 12.19).

 Energy-Selective Images

After decomposition into basis material maps (or 
effective atomic number and density maps), 
images can be synthesized that emulate the appear-
ance of an image acquired with a monoenergetic 

a b

Fig. 12.16 3D volume rendered image of a dual-energy 
CT angiogram of the abdomen, pelvis, and lower extremi-
ties. Because dual-energy CT processing can classify a 
voxel as containing either iodine or calcium, an image 

with bone overlapping the vascular anatomy (a) can be 
turned into an image containing only vascular anatomy or 
iodine-containing soft tissue (b) (Reprinted with permis-
sion from [15])
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X-ray source (virtual monoenergetic images). This 
is accomplished by looking up and applying the 
mass attenuation coefficients for each identified 
material at the photon energy value of interest. The 
linear attenuation coefficient can then be calcu-
lated from knowledge of the material density and 
converted into CT numbers. This process is dem-
onstrated in Fig.  12.20 [63]. As shown in 
Fig. 12.21, iodine signal is very bright in the low-
keV images and becomes increasingly darker as 
the target photon energy is increased [64]. 
However, because lower-energy photons are more 
readily attenuated, these images are considerably 
noisier. The use of energy- domain noise reduction 
techniques can result in acceptable noise levels, 
even at 40, 50, or 60 keV (Fig. 12.22) [65].

Virtual monoenergetic imaging can be used 
to increase iodine signal, which can increase 
conspicuity of subtle lesions, compensate for 
poor venous access that results in slow injection 
rates, or allow the use of lower volumes of con-
trast media (Fig.  12.23) [66–71]. Conversely, 
using high keV values reduces the attenuation of 

Fig. 12.17 Axial image of a patient with a pulmonary 
embolism and large perfusion deficit (arrow). In this image, 
the iodine signal is colored between red and yellow, with yel-
low denoting higher iodine concentrations. The absolute value 
of iodine concentration can be measured using provided tools. 
This image is from a dual- source CT system, which has a 
smaller field of view for the second tube-detector pair. Beyond 
that field of view (blue circle), only single-energy information 
is shown (Reprinted with permission from [15])

a b c

Fig. 12.18 (a) Mixed image demonstrating an enhancing 
portion of the brain subsequent to a neurologic interven-
tional procedure. This image is indeterminate for hemor-
rhage vs. retention of extravasated iodinated contrast media. 
(b) Virtual non-contrast image demonstrated minimal 

enhancement in the region of interest, indicating that hemor-
rhage is unlikely. (c) Iodine map (in red) overlaid on top of 
the mixed image demonstrated bright iodinated signal in the 
region of interest, demonstrating a high likelihood that the 
enhancement seen in (a) is due to retained contrast material
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Fig. 12.19 Coronal (top row) and axial (bottom row) 
images of a patient’s knee subsequent to a traumatic injury 
to his knee. The MRI images (center column) demonstrate 
signal within the bone marrow (arrows), which corresponds 
to bone edema secondary to trauma. The conventional CT 
images (right column) do not demonstrate any pathology; 

the calcium signal overwhelms the small signal due to the 
bone marrow edema. The virtual non- calcium dual-energy 
CT images (left column) demonstrate that after removal of 
the bright calcium signal, the bone marrow edema (arrows) 
can be visualized and matches the MRI images extremely 
well (Reprinted with permission from [15])

metal and can reduce metal artifacts (Fig. 12.24) 
[72–76].

 Discussion and Conclusion

In summary, spectral CT images can be acquired 
using a variety of techniques and geometries 
and can be processed and displayed in a number 
of different ways. The clinical utilization of 
dual- energy CT has continued to increase since 
its reintroduction into clinical practice in 2006, 
with thousands of peer-reviewed publications 
in the literature in 2019 since then related to 
dual-energy CT. The nonmaterial-specific types 
of images, such as the low- and high-energy 
spectrum source images, the mixed images, or 
the virtual monoenergetic images, can be used 
in a variety of ways. Mixed or monoenergetic 

images can be used for routine examination 
interpretation, and monoenergetic images can 
reduce metal artifacts or improve iodine con-
trast-to-noise ratio. This latter property can be 
used to decrease radiation dose or contrast 
media dose.

Material-specific images, which can be a pair 
of basis materials, a photoelectric and Compton 
pair of images, or even k-edge material maps, are 
being used to add new clinical applications to CT 
imaging. These include applications that classify 
materials, such as in kidney stone applications, or 
that quantify materials, allowing the suppression 
of the amount of signal contributed from a given 
material (e.g., virtual non-calcium or non- 
contrast images).

When discussing dual- or multi-energy CT, 
either for clinical purposes or in research envi-
ronments, it is in general very important that both 
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Fig. 12.20 Numerical simulations using a test phantom 
demonstrate the potential benefit of virtual monoenergetic 
images. The top row shows basis material density maps 
(calcium at left, water at right) after material decomposi-
tion. The center row shows the monoenergetic images cre-
ated from the measured density maps and the mass 
attenuation coefficients for calcium and water, at the spe-

cific energy of interest (20, 40, or 70 keV). Because mate-
rials are much more attenuating at lower X-ray energies, 
fewer photons are detected in the simulation process, and 
hence the 20 keV image is much noisier than the 70 keV 
image. The bottom row shows the considerable beam- 
hardening artifacts produced for a conventional 120  kV 
image

the acquisition technology responsible for data 
collection and the image rendition methods be 
specified. For example, each of the different 
acquisition methods described has the ability to 
produce dual-energy data sets. The degree of 
spectral separation, however, can differ substan-
tially, potentially impacting the accuracy and pre-
cision of material decomposition applications. 
With respect to image processing and display, 
window and level values for “routine image 
review” need to be adjusted according to the type 
of image being evaluated. Thus even “hanging 

protocols” need to be informed of the type of 
“dual-energy image” under review.

In conclusion, the different types of images that 
can be formed, and the different clinical applica-
tions that have arisen (and that are likely to con-
tinue to be developed), make spectral CT a very 
rich addition to the capabilities of CT. The use of 
dual- and multi-energy CT is anticipated to con-
tinue to increase as the technology continues to 
advance and as spectral CT-capable scanners con-
tinue to be installed around the world. Hounsfield 
was correct in his prediction of the ability to sepa-
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Fig. 12.22 The plot at left demonstrates the value of 
energy-domain noise reduction in the context of virtual 
monoenergetic imaging. Although the iodine brightness 
continues to increase as the photon energy is decreased, 
the iodine contrast-to-noise ratio (CNR) falls due to the 
rapidly increasing noise level as the photon energy is 
decreased (solid curves). With the use of energy- domain 

noise reduction, the increase in noise at decreased photon 
energy can be avoided, allowing an increased iodine CNR 
for energies as low as 40 keV. The magnitude of the effect 
varies according to patient size. In this example, water-
filled torso- shaped phantoms of 30, 35, and 45 cm lateral 
width were evaluated. (Reprinted with permission from 
[65])

40 keV 50 keV 60 keV 70 keV

80 keV 90 keV 100 keV 110 keV

Fig. 12.21 In a test phantom containing two vials, each 
filled with a different concentration of iodine, the change 
in the appearance of iodine as the energy of the virtual 
monoenergetic image is varied and can be appreciated. 
The same window and level settings are used for all 
images. At 40 keV, the iodine is very bright, saturating the 

image in those regions. As the photon energy is increased, 
the iodine signal is decreased, allowing differentiation of 
the two iodine concentrations. At 110 keV, the iodine sig-
nal is very faint, approaching the brightness of the water 
background (Reprinted with permission from [64])
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80kV 140kV

Mixed 50keV

Fig. 12.23 The 
hypoattenuating liver 
lesion (arrows) has more 
contrast relative to the 
enhancing liver 
parenchyma at 80 kV 
compared to at 140 kV, 
albeit the 80 kV image 
is somewhat noisy. The 
mixed image uses all 
measured photons and 
thus has lower image 
noise but similar 
contrast to the 80 kV 
image. The 50 keV 
virtual monoenergetic 
image, however, has 
substantially increased 
contrast between the 
contrast-enhanced liver 
(which has become 
much brighter) and the 
lesion of interest

Standard image Monoenergetic image (105 keV)

ba

Fig. 12.24 The virtual monoenergetic image (b) created with a high photon energy (105 keV) demonstrates decreased 
attenuation of metal and hence decreased metal artifacts, relative to a conventional CT acquired using 120 kV
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rate iodine from calcium, and he would likely be 
pleased to see this capability of CT finally brought 
into, and utilized, in the clinical arena.
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Clinical Applications of Spectral CT

André Euler and Sebastian T. Schindera

 Neuroradiology

 Stroke Imaging

DECT has proven its impact on patient treat-
ment and outcome in brain imaging after endo-
vascular stroke treatment. The detection of a 
post- interventional intracerebral hemorrhage 
(ICH) is crucial in the planning of posttreat-
ment anti- aggregation therapy. Commonly, non-
contrast single-energy CT (SECT) is performed 
to rule out post-interventional ICH.  However, 
this modality does not allow for the differen-
tiation of hyperdense ICH from periprocedural 
extravasation of contrast material. Several studies 
have shown that DECT can reliably distinguish 
between hemorrhage and iodine [1–3] and thus 
affect accurate diagnosis and patient manage-
ment. Material decomposition algorithms enable 
the post-processing of iodine maps and produc-
tion of virtual non-contrast (VNC) images which 
are used to identify both entities (Fig.  13.1). 
In a clinical study, VNC images demonstrated 
good agreement in the diagnosis of subarach-

noid hemorrhage compared to true non-contrast 
(TNC) images [4]. The advantage of the utiliza-
tion of VNC images is the perfect registration 
with the iodine maps and potential for radiation 
dose reduction by eliminating an additional non- 
contrast CT scan. A disadvantage of the VNC 
images, however, is an increase in image noise 
and therefore a decrease in image quality [4].

Another advantage of VNC images is the 
improved detection of areas of acute ischemia 
or infarction after endovascular stroke treat-
ment [5]. The brain-blood barrier (BBB) is often 
affected during an infarction. If contrast material 
is applied during endovascular stroke treatment, 
it can diffuse through the BBB into the adjacent 
brain tissue. Consequently, the affected area can 
appear hyperdense on conventional non-con-
trast CT images and therefore mask underlying 
hypodense infarctions. VNC images improve the 
detection of these infarctions by removing the 
contrast material staining in brain tissue.

Recent research has focused on the investiga-
tion of so-called X-maps or Edema maps (EM) 
which use a modified three-material decomposi-
tion algorithm to create modified VNC images. 
These maps are able to visualize ischemic areas 
by detecting edema as an increase in water con-
tent of brain parenchyma. X- and EM-maps 
have been demonstrated to detect edema and to 
measure core infarct volume more accurately 
than TNC and VNC images (Fig.  13.2) [6, 
7]. Furthermore, one study found comparable 
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 delineation of acute ischemia on X-maps com-
pared to diffusion-weighted MRI images [8].

 Emergency Imaging

Material decomposition algorithms have been 
proven to be useful in emergency settings due 
to their ability to detect calcium. This enables 
the reconstruction of calcium and virtual non- 
calcium images. These image sets can be used 
to differentiate acute hemorrhage from paren-
chymal calcifications. This potentially impacts 
clinical workflow because the detection of 
calcifications can eliminate additional follow-
up CT studies in cases where prior imaging 
examinations are not available. One study 
demonstrated an accuracy of 99% of calcium 
images to differentiate between calcification 
and hemorrhage in emergency patients [9]. An 

important pitfall of three-material imaging with 
two-material decomposition, however, is that 
iodine appears bright on calcium images and 
vice versa. Therefore, both materials cannot be 
differentiated in the presence of soft tissue on 
material density maps only. Material density 
maps must always be interpreted in conjunction 
with their corresponding VNC images to avoid 
misinterpretation.

 Further Applications

Virtual monochromatic or monoenergetic imag-
ing (VMI) can be used to improve the gray 
matter to white matter contrast-to-noise ratio 
(GM-WM CNR) and to reduce artifacts in the 
posterior fossa. Pomerantz et  al. compared 
VMI to conventional polychromatic imaging 
at 120  kV in non- contrast CT [10]. The study 

Mixed

a

Hemorrhage

b

Contrast
extravasation

Virtual Non Contrast
(VNC)

Iodine Overlay Maps
(IOM)

Mixed Virtual Non Contrast
(VNC)

Iodine Overlay Maps
(IOM)

Fig. 13.1 DECT offers the reconstruction of virtual non- 
contrast images (VNC) and iodine maps which allow the 
differentiation of intracerebral hemorrhage from contrast 
extravasation. Both entities demonstrate as a hyperdensity 
on conventional mixed images. In hemorrhage, this hyper-

density remains in VNC images while being subtracted 
from the iodine map (a). In the case of a contrast extrava-
sation, the hyperdensity is subtracted from VNC images 
while it remains on the iodine map (b) (© With permis-
sion of Springer: Tijssen et al. [3])
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demonstrated that a maximum GM-WM CNR 
was achieved at 65  keV for the supratentorial 
brain. Minimal artifacts were observed in VMI at 
75 keV. In  addition, VMI can be used to reduce 
metal artifacts by using VMI at high energy lev-
els [11]. Artifacts are reduced by a reduction of 
the beam- hardening effect caused by metallic 
material [12]. Unfortunately, high-energy VMIs 
will decrease the CT attenuation of iodinated 

structures which can be disadvantageous if ves-
sels are assessed in CT angiography.

On the other hand, VMI at low energy levels 
can be used to increase the CT attenuation of cere-
bral and cervical vessels. One study found that 
VMI at 60 keV improved the vessel attenuation 
and CNR compared to conventional polychro-
matic images at 120 kV in cerebral and cervical 
CT angiography for dual-source DECT [13].

a b

c d

Fig. 13.2 DECT-based edema maps can be used to 
improve the visualization of ischemic lesions. In this 
patient, ischemic areas in the caudate nucleus (violet 
arrow) and putamen (blue arrow) are identified on the 

edema map (c) but are less visible in the brain window 
(a) and VNC images (b). Follow-up CT confirmed area 
of infarction (© With permission of Springer: Grams 
et al. [7])
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 Thoracic Imaging

 Lung Perfusion and Pulmonary 
Embolism

DECT pulmonary angiography is a reliable 
tool to generate lung parenchyma iodine perfu-
sion maps and to quantify pulmonary perfused 
blood volume (PBV). These maps can be used 
to volumetrically measure lung perfusion defects 
(PDvol) after pulmonary thromboembolic events 
(Fig.  13.3). Previous studies have shown posi-
tive agreement between DECT-based pulmonary 
perfusion assessment and perfusion scintigraphy 
[14] as well as even higher accuracy in the detec-
tion of perfusion defects compared to a combina-
tion of SPECT/CT and ventilation scintigraphy 
[15]. The scoring of perfusion defects has been 

shown to correlate with the severity of acute pul-
monary embolism (PE) [16]. However, contro-
versy exists about the benefit of PDvol assessment 
as a predictive parameter for all-cause mortality. 
Traditionally, the quantitative CT assessment 
of right ventricular dysfunction, defined as an 
increased ratio between right ventricular and left 
ventricular axial diameter, has been used as a 
strong predictor for the clinical outcome of patient 
with acute pulmonary embolism [17]. Takx et al. 
reported that PDvol was superior to traditionally 
used ventricular diameter ratio as a significant 
predictor for 6-month mortality in patients with-
out thromboembolic clot in CT pulmonary angi-
ography [18]. Another retrospective study by Im 
et  al., however, observed no significant added 
benefit of PDvol compared to ventricular diameter 
ratio alone when 30-day mortality was assessed 

a b

c

Fig. 13.3 Lung perfusion iodine maps reconstructed 
from DECT pulmonary angiography enable the quantifi-
cation and visualization of parenchymal perfusion 
defects. On conventional linearly blended images, 
chronic thromboembolism is present as a contrast 

medium filling defect in a segmental pulmonary artery of 
the left lower lobe (white arrow in a). Axial and coronal 
iodine maps demonstrate the corresponding perfusion 
defect in the posterior segment of the left lower lobe 
(white arrows in b and c)
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among patient with acute pulmonary embolism 
[19]. Prospective, multicenter studies are needed 
to further assess the impact of PDvol on disease 
prediction, prognosis, and patient treatment.

DECT can be further used to reconstruct color-
coded vessel maps, demonstrating the iodine con-
tent in pulmonary arteries. One study observed 
significantly improved detection of subsegmental 
PE with the use of these vessel maps in combina-
tion with conventional gray scale images in arte-
rial phase DECT of oncologic patients [20].

A few studies have investigated the capa-
bility of DECT to differentiate acute from 
chronic PE.  In chronic PE, vascular remodel-
ing occurs in which the lung tissue distal of 
the obstruction is collateralized by bronchial 
arteries. Therefore, chronic PE is more often 
associated with dilated bronchial arteries com-
pared to acute PE. Hong et al. investigated the 
utility of two-phase DECT with scans at pul-
monary arterial and delayed phases [21]. The 
authors observed significantly increased iodine 
attenuation of the obstructed lung segments in 
the delayed phase images in chronic PE com-
pared to acute PE, demonstrating the increased 
perfusion by bronchial collaterals in chronic 
PE.  Another study by Kim et  al. showed that 
the ratio of iodine concentration between the 
pulmonary thrombus and the main pulmonary 
artery can be used to successfully differentiate 
between acute and chronic PE [22].

Virtual monoenergetic images (VMIs) can be 
used to improve the CT attenuation and CNR of 
pulmonary arteries, thus increasing the detection 
of incidentally discovered thromboembolism in 
portal-venous phase [23] and salvaging nondiag-
nostic scans (Fig. 13.4). The use of VMIs allowed 
for a reduction of contrast medium in CT pulmo-
nary angiography of up to 84% in patients with 
acute or chronic renal failure (from 32 to 5.4  g 
iodine) [24]. The recommendation for the opti-
mal keV level of VMIs varies in the literature and 
also depends on the dual-energy approach and the 
algorithm used to produce the images. Newer algo-
rithms enable a noise-optimized reconstruction of 
low-keV VMIs, e.g., 40 keV images. A study using 
a first-generation monoenergetic algorithm on a 
dual-source DECT reported that VMIs at 70 keV 
significantly increased quantitative image quality 
parameters [25]. In contrast, using a second-gen-
eration monoenergetic reconstruction algorithm, 
VMIs at 40–50 keV have been shown to optimize 
quantitative and qualitative image quality param-
eters [26]. Two studies reported that suboptimal 
PE exams can be salvaged if low-energy VMIs are 
used for dual- layer detector-based DECT [27, 28]. 
Suboptimal exams are usually caused by reduced 
cardiac output or inadequate bolus timing. Care 
has to be taken, however, to optimize the window 
settings for displaying low-energy VMIs for image 
interpretation as standard window settings may 
result in inferior image perception [29].

Fig. 13.4 Example of the use of VMI to improve the CT 
attenuation of the pulmonary arteries: Axial CT images of 
a single-source split-filter DECT pulmonary angiography 
at the level of the pulmonary trunk. CT attenuation 
increases significantly with decreasing energy level of 

VMI. CT attenuation of 40 keV images is almost fourfold 
compared to conventional linearly blended images simu-
lating 120 kV. Care has to be taken, however, to adjust the 
window settings in low-energy VMI
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 Cardiovascular Imaging

 Cardiac Imaging

Recent studies have investigated the utility of car-
diac DECT in the characterization and differen-
tiation of myocardial disease. In routine clinical 
practice CT-angiography of the heart is commonly 
used to assess the extent of coronary artery dis-
ease. However, many patients with chronic heart 
failure are additionally referred to MRI with late 
gadolinium-enhanced (LGE) imaging to obtain 
further information about the myocardium. LGE 
can be used to differentiate myocardial infarc-
tion from non-ischemic dilated cardiomyopathy. 
Nevertheless, this approach is time-consuming 
and cost-intensive. Ideally, CT angiography of 
the heart could be combined with DECT to assess 
coronary and myocardial function in a “one-stop 
shop” approach. A recent study by Ohta et al. pro-
spectively compared late contrast enhancement 
DECT with late gadolinium- enhanced MRI in 
patients with ischemic and non-ischemic myo-
cardial disease in 44 patients [30]. The authors 
reported high concordance between areas of late 
gadolinium enhancement and DECT delayed 
enhancement using iodine maps and low-energy 
VMIs with reported accuracies of 95.5% and 
93.3%, respectively [30]. They concluded that 
delayed enhancement DECT of the myocardium 
enables accurate detection of scars in patients 
with heart failure. High diagnostic accuracy for 
the detection of myocardial infarction has been 
reported when combining DECT iodine maps 
with CT angiography in patients with suspected 
myocardial infarction [31]. Furthermore, DECT 
demonstrated non-inferiority to MRI in the quan-
tification of infarct volumes in patients with 
chronic myocardial infarction [32]. A potential 
future clinical tool could be automatic volumetric 
infarct segmentation, which has been successfully 
applied in an experimental animal study [33].

DECT-derived iodine maps can be used in 
perfusion imaging of the heart because the 
quantification of myocardial iodine uptake has 
been shown to be a useful surrogate for myo-
cardial perfusion. Typically, DECT perfusion 
is performed at rest and under pharmacological 

stress [34, 35]. Here, reversible ischemia is rep-
resented by hypoattenuating myocardium only 
in the stress phase, while myocardial infarction 
is depicted as a perfusion defect at both rest 
and stress phases. In one study, DECT-derived 
iodine quantification demonstrated high 
concordance with stress-rest single-photon 
emission computed tomography (SPECT) per-
fusion imaging [36]. However, another study by 
Meinel et al., comparing rest-stress DECT per-
fusion to SPECT perfusion revealed that almost 
half of reversible myocardial defects at SPECT 
were classified as fixed defects using DECT 
perfusion [35].

VMIs at low energy levels are another option 
to improve myocardial evaluation. VMIs at 
low- keV levels have shown improved detection 
of perfusion defects in stress DECT compared 
to high-keV levels [37]. Chang et  al. reported 
improved assessment of late enhancement using 
70  keV images in patients with cardiomyopa-
thy compared to conventional linearly blended 
images simulating 120 kV [38].

Another benefit of DECT is the possibil-
ity to reconstruct virtual non-contrast images 
(VNC). VNCs can be used to assess the calcium 
score of coronary vessels. Calcium scoring is 
a viable tool in the risk stratification of low- to 
intermediate- risk patients for coronary artery 
disease. Typically, calcium scoring is performed 
on true non-contrast CT scans. VNCs can be 
used to replace these additional non-contrast 
scans in patients who need a post-contrast study 
and consequently decrease the radiation burden 
to the patient [39]. Caution has to be taken, how-
ever, that VNCs tend to reduce calcium signal 
and slightly underestimate the burden of calci-
fied plaques.

Another potential role of DECT in cardiac 
imaging lies in the diagnosis of cardiac amy-
loidosis. One study utilized the quantification 
of the myocardial iodine concentration in late 
phase DECT scans 5 min after contrast medium 
 injection to differentiate patients with amyloido-
sis from patients with non-amyloid hypertrophic 
cardiomyopathy and control patients [40]. Here, 
significantly higher myocardial iodine concentra-
tions were measured in amyloidosis.
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 Vascular Imaging

VMIs at low energy levels offer a promising 
tool for vascular imaging, due to their ability to 
increase the CT signal of iodinated structures, 
improve the CNR, and reduce beam-hardening 
artifacts when compared to conventional CT 
images at 120  kV.  Furthermore, low-keV VMI 
can be used to decrease the amount of contrast 
medium and consequently the iodine dose to 
the patient, which improves patient safety and 
examination costs [41–43]. Shuman et  al. dem-
onstrated that VMI at 50 keV can be used in CT 
angiography of the aorta to reduce the iodine dose 
by 70% (from 50 to 15 g iodine) compared to a 
single-energy protocol at 120 kV without impair-
ment in CNR and SNR [44]. VMIs at energy lev-
els of 40–60 keV have been shown to provide the 
best compromise between improved CNR and 
slightly impaired subjective image quality for 
reduced-iodine CT angiography studies.

One main clinical application of DECT in 
vascular imaging is the assessment of endole-
aks after endovascular repair. Typically, endole-
aks are diagnosed using multiphasic CT scans 
(non- contrast, arterial, and venous phase). Using 
DECT, however, Javor et  al. recently demon-
strated the feasibility of a single-acquisition 
split- bolus DECT protocol as a one-stop shop 
approach in the evaluation of endoleaks [45]. 
Here, VNC were used to replace the true non-
contrast scan [46–48]. The authors reported a 
radiation dose reduction of 42% compared to a 
biphasic acquisition [45]. Furthermore, VMIs at 
40 keV have been shown to improve the detection 
of endoleaks compared to conventional linearly 
blended images at 120 kV [49].

 Abdominal Imaging

 Radiation Dose Reduction 
with Virtual Non-contrast Imaging

VNC images reconstructed from contrast- 
enhanced DECT scans enable the elimination of a 
true non-contrast scan. Multiple studies have sug-
gested replacing the TNC scan by VNC images in 

order to reduce the radiation dose to the patient 
[50–53]. To date, most of these studies have 
been limited to dual-source (DS) DECT scan-
ners. A radiation dose reduction between 21% 
and 33% has been reported using VNC images 
for liver mass evaluation by reducing a 3-phase 
to a 2-phase scan protocol [50–53]. Graser et al. 
demonstrated a radiation dose saving potential 
of 35–49% by omitting the TNC scan in patients 
under investigation for renal masses [54, 55]. A 
dose reduction of 26% was reported for imaging 
of the pancreas [56] and 30% for imaging of gas-
trointestinal bleeding [57]. In single-source fast 
kV-switching DECT, radiation dose reductions 
of 25% and 30% were observed for multiphase 
exams assessing liver masses and gastric masses, 
respectively [58, 59].

VNC imaging has been described as a poten-
tial diagnostic imaging strategy in the manage-
ment of incidental adrenal and hepatic findings 
by the American College of Radiology [60, 61]. 
A consensus statement by radiologists of nine 
academic institutions in the USA recommended 
that VNC images reconstructed from the arterial 
phase could replace TNC images for dual-phase 
liver and pancreatic exams [62]. However, cer-
tain pitfalls have to be taken into account when 
applying VNC images in routine clinical prac-
tice. These will be highlighted in the last section 
of this chapter.

 Characterization of Incidental 
Adrenal Nodules

Adrenal nodules are an extremely common inci-
dental finding in abdominal CT, with an incidence 
of approximately 5% [63]. Traditionally, true 
non-contrast CT, multiphase  contrast- enhanced 
CT washout technique, and chemical- shift MRI 
have been used to diagnose adrenal adenomas. 
In non-contrast CT, an attenuation of <10 HU 
has been shown to be highly specific for lipid-
rich adrenal adenomas [64]. In clinical routine, 
however, adrenal nodules are often incidentally 
detected on single-energy single-phase contrast-
enhanced CT scans for which their CT attenua-
tion will overlap between benign adenomas and 
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malignant entities (e.g., metastases). In this case, 
either additional multiphase CT imaging or MRI 
has to be performed for further lesion character-
ization. This dilemma can potentially be solved 
by the implementation of DECT as the default 
single-phase contrast-enhanced protocol. DECT 
offers the ability to generate virtual non- contrast 
(VNC) images from single-phase contrast- 
enhanced DECT scans. These VNC images can 
be used to replace TNC scans and consequently 
reduce the cumulative radiation dose.

Several studies have compared the accuracy 
of VNC images to TNC images in the diagnosis 
of adrenal adenoma [65–68]. For dual-source 
DECT, a meta-analysis reported compara-
ble sensitivity between VNC images (54%) 
and conventional TNC images (57%) [69]. 
However, the pooled sensitivity was rather low, 
and a pooled specificity could not be calculated. 
Furthermore, a high heterogeneity for the sen-
sitivity of VNC images was identified, which 
may have been caused by different timing of 
the application of intravenous contrast medium 
among the studies [69]. Interestingly, for sin-
gle-source DECT, only a small number of stud-
ies on differentiation of adrenal nodules have 
been done. These studies reported high sensi-
tivity and specificity to differentiate between 
adenomas and non-adenomas when using mate-
rial density analysis [70] or between adenomas 
and metastases when using VMI [71]. Further 
prospective multicenter studies are needed to 
validate the accuracy of VNC images to diag-
nose adrenal adenomas.

Martin et  al. demonstrated that DECT-based 
iodine and fat quantification could be used as 
another tool to distinguish adrenal adenomas from 
metastases and normal adrenal parenchyma [72]. 
Here, adrenal adenomas showed lower iodine 
concentration and higher fat fraction values com-
pared to adrenal metastases. Furthermore, iodine 
maps help to differentiate adrenal hemorrhage 
from other disease entities (Fig. 13.5).

 Characterization of Urinary Stones

The characterization of urinary stones is a prime 
example of an application of DECT that poten-
tially impacts patient treatment. There are differ-
ent treatment options for urinary stones dependent 
on the stone composition. Stones are classified 
based on their etiology, e.g., noninfectious stones 
(calcium oxalate, calcium phosphate including 
brushite and carbonate apatite, uric acid), infec-
tious stones (magnesium ammonium phosphate, 
calcium apatite, ammonium urate), and genetic 
stones (cystine, xanthine, 2, 8-dihydroxyadenine) 
[73]. The majority of stones are composed of cal-
cium oxalate and these are usually treated with 
invasive procedures like ureterorenoscopy, extra-
corporeal shock wave lithotripsy, and percutane-
ous nephrolithotomy. On the other hand, uric acid 
stones can be treated by pharmacotherapy (oral 
chemolysis). This treatment involves alkalization 
of the urine to achieve a pH of 6.5–7.2 [74] and 
monitoring of urine pH by the patient multiple 
times a day [73]. Stone characterization can be 

Fig. 13.5 (a) Contrast-enhanced DECT of the adrenal 
glands in a patient in septic shock. Both lesions are hyper-
dense with CT attenuation values of about 50 HU. (b) 
Reconstructed iodine maps showed no relevant iodine 

uptake of both lesions. VNC images (not shown) demon-
strated hyperdensity of the lesions. Findings indicated 
stress-induced adrenal hemorrhages
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used to guide patient treatment. In a prospective 
clinical trial, Nestler et al. demonstrated a posi-
tive predictive value of 100% and a negative pre-
dictive value of 98.5% for the characterization of 
uric acid stones [75]. Therefore, DECT has the 
potential to reduce invasive procedures and their 
associated risks by identifying patients suitable 
for oral chemolysis (Fig. 13.6) [76].

The analysis of stone composition is lim-
ited when using conventional polychromatic 
single- energy CT because of an overlap in the 
CT attenuation of different types of stones. 

Some DECT approaches use a threshold-based 
assessment of the dual-energy ratio (DE ratio) 
to characterize stone composition. The DE 
ratio is defined as the ratio of the CT attenu-
ation of the stone at the low- energy spectrum 
compared to the high-energy spectrum. DE 
ratios have been shown to be greater than 1.24 
for calcium oxalate and calcium phosphate 
stones, between 1.13 and 1.24 for cystine 
stones, and less than 1.1 for uric acid stones 
[77]. Other options include the assessment of 
attenuation values of VMI [78] or to calculate 

a

b

c

Fig. 13.6 Urinary stone characterization with material 
decomposition algorithms. (a) Axial on coronal CT 
images showing a large stone in the left renal pelvis in an 
obese patient with left flank pain. (b) DECT-stone analy-

sis classified the stone as a uric acid stone based on a dual- 
energy ratio of 1.06 (color-coded in red). Chemolysis by 
alkalinization of the urine was performed. (c) After treat-
ment the stone was almost completely dissolved
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and compare the effective atomic number (Zeff) 
of the investigated stone compared to the Zeff 
of stones of known composition. Most vendors 
use color-coded maps to visualize stone com-
position. DECT demonstrated high accuracy 
to differentiate uric acid from non-uric acid 
stones or different subtypes of non-uric acid 
stones [79–81]. A meta-analysis reported a 
pooled sensitivity of 95.5% and a pooled spec-
ificity of 98.5% to differentiate uric acid and 
non-uric acid stones [82].

The main limitation of DECT in the charac-
terization of urinary stones is the decreased accu-
racy in stones smaller than 3 mm [83]. This may, 
however, have little impact on patient treatment 
as it is estimated that 95% of stones up to 4 mm 
are non-obstructing and pass within 40 days [73]. 
Furthermore, another limitation of DECT is non- 
characterization of a large proportion of stones 
<5 mm [84] at a reduced radiation dose, point-
ing out that a certain minimum radiation dose 
level is needed to successfully characterize stone 
composition. A possible solution to overcome the 
limitations of DECT in the characterization of 
small stones is the use of photon-counting detec-
tor CT (PCD-CT). A phantom study reported an 
improved accuracy for the characterization of 
stones <3 mm using PCD-CT compared to tradi-
tional DECT [83].

 Evaluation of Bowel Disease

The utility of DECT, including multi-material 
decomposition (MMD) and VMI imaging, has 
been demonstrated for neoplastic, vascular, and 
inflammatory diseases of the bowel. Focal or 
segmental hyper- or hypoenhancement of the 
bowel wall in contrast-enhanced CT scans is a 
key finding in the majority of bowel diseases. 
Iodine maps and VMI at low-keV levels can 
improve the visualization of enhancement dif-
ferences between affected and normal bowel 
wall and therefore improve the conspicuity of 
pathologic conditions. Boellaard et  al. dem-
onstrated an increased accuracy for the detec-
tion of colorectal cancer in contrast-enhanced 

DECT if iodine maps were used in addition to 
conventional mixed images at 120 kV (96.7% 
vs. 90%) [85]. Interestingly, results were suf-
ficient even without bowel preparation or insuf-
flation prior to the DECT scan. Moreover, VNC 
and iodine maps have been shown to be useful 
in the differentiation between malignant neo-
plastic and benign neoplastic findings in sus-
pected colorectal cancer [86]. First steps have 
been taken to assess the potential of quantita-
tive DECT parameters to assess tumor differen-
tiation [87, 88].

Another potential application of DECT in 
bowel disease is the improvement of the detec-
tion of bowel ischemia. In an animal study, 
DECT with iodine maps and VMIs significantly 
improved the conspicuity of ischemic small 
bowel compared with conventional CT [89]. In a 
retrospective clinical study of patients with small 
bowel obstruction, VMI at 70  keV improved 
CNR and diagnostic confidence in the assessment 
of mural bowel wall enhancement [90]. Lourenco 
et al. demonstrated a substantial increase in sen-
sitivity for the detection of acute bowel ischemia 
(from 63.6% to 81.8%) if iodine maps and VMI 
at 40 keV were added to the assessment of con-
ventional images [91].

Not only do quantitative DECT parameters 
(e.g., iodine quantification) allow for improved 
visualization of hypoenhancing bowel wall 
in ischemia, they also enable the differentia-
tion of normal bowel wall from hyperenhanc-
ing wall in inflammatory diseases [92, 93]. In 
Crohn’s disease, the wall of inflamed bowel 
segments showed significantly higher iodine 
concentrations compared to normal segments. 
Nevertheless, a limitation of iodine quantifica-
tion of the bowel wall is the difficulty to define an 
appropriate region of interest in thin bowel walls. 
Lee et al. proposed the use of VMI at 40 keV in 
addition to conventional polychromatic images at 
120 kV to improve diagnostic accuracy for active 
Crohn’s disease [94]. However, considering the 
low  number of scientific publications to date, 
further prospective clinical studies are needed to 
validate the diagnostic accuracy of quantitative 
DECT parameters in bowel disease.
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 Quantification of Liver Fat

Multi-material decomposition algorithms of 
contrast- enhanced DECT scans offer the ability 
to generate hepatic fat volume fraction (FVF) 
images (Fig. 13.7). The reconstruction of FVF is 
a rather recent technology with only a few refer-
ences in the literature [95, 96]. In a prospective 
study, these images showed accurate and repro-
ducible quantification of hepatic fat compared 
to MR spectroscopy with liver biopsy as the 
reference standard [95]. Moreover, Cao et  al. 
demonstrated the potential of multi-material 
imaging and VMI to assess the heterogeneity 
of fat deposition in the liver in an animal study 
[96]. Further clinical studies are needed to vali-
date DECT as a reliable tool in the quantifica-
tion of liver fat.

 Oncologic Imaging

 Tumor Detection 
and Characterization

DECT offers some promising quantification tools 
that can be beneficial in the detection and char-
acterization of benign and malignant lesions in 
oncologic imaging.

DECT-based iodine quantification (DECT-IQ) 
and VMI are the two main applications that have 
been shown to improve lesion detection and con-
spicuity in different areas of the body. The com-
bined use of iodine material density images and 
VMI images at low energy levels (i.e., 52 keV) 
has been successfully demonstrated to improve 
lesion contrast and reader confidence of hypoat-
tenuating pancreatic adenocarcinomas [97, 98] 
as well as to improve the detection of hyper-
vascular pancreatic neoplasms [99]. Moreover, 
iodine material density images have shown 
promising results as an addition to conventional 
scans for the assessment of local recurrence in 
surgically treated pancreatic adenocarcinoma 
[100]. Improved conspicuity has also been 
reported using VMI at low energy levels in the 
assessment of liver lesions [101] (Figs.  13.8 
and 13.9). Moreover, DECT-IQ has been used 
to diagnose tumor thrombus in the portal vein 
in  hepatocellular carcinoma [102]. Marin et  al. 
demonstrated improved specificity for the charac-
terization of small renal lesions using DECT-IQ 
over traditional CT attenuation measurements 
[103]. The authors reported a threshold of 
1.9 mg iodine per mL (mgI/mL) to differentiate 
between benign (simple cyst, hemorrhagic cyst, 
oncocytoma, fat- poor angiomyolipoma) and 
malignant renal lesions (clear cell, papillary, and  

Fig. 13.7 Example of a fat map 
reconstructed from DECT. Increased fat 
content is color- coded in yellow to red. 
In this case, the liver parenchyma 
demonstrated normal fat distribution 
indicated by the blue/violet color
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chromophobe renal cell carcinoma) with a high 
specificity of 93% [103]. In that study malig-
nant lesions demonstrated iodine concentrations 
above this threshold (Fig. 13.10).

In thoracic imaging, DECT-IQ and spectral 
attenuation curves can be used to distinguish 
pulmonary cancer from inflammatory masses 
[104]. In a small clinical study, pulmonary sar-
comas were successfully differentiated from pul-
monary thromboembolism [105]. Additionally, 
DECT-IQ has been reported to distinguish 
benign from malignant mediastinal lesions [106]. 

Furthermore, DECT-IQ can be used to discrimi-
nate between metastatic and nonmetastatic lymph 
nodes in lung and gynecological malignancies 
[107, 108] (Fig. 13.11).

 Treatment Response Assessment

DECT-IQ demonstrated promising results as 
a predictive biomarker in oncologic imaging. 
This is of high importance in the assessment of 
tumor treatment response. Iodine quantification 

Fig. 13.8 Example of the benefit of DECT to improve 
the detection and conspicuity of a hyperenhancing liver 
lesion (LI-RADS 4). Images show (from left to right): 
a linearly blended DECT image simulating 120  kV, 
VMI images from 60 to 40 keV, iodine map, and VNC 

image. Note the increased CT attenuation of the lesion 
at low- keV VMI. The lesion is bright on the iodine map 
but disappears on VNC images indicating a strong 
iodine uptake (Courtesy of Fides R.  Schwartz, Duke 
University, USA)
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was demonstrated to be helpful in the predic-
tion of outcome for cervical cancer treated with 
radiochemotherapy [109]. In lung cancers treated 

with traditional radio- or chemoradiotherapy, 
DECT-IQ showed comparable response evalu-
ation compared to metabolism-based param-

Fig. 13.9 Improvement of CNR and conspicuity of a 
hypoattenuating liver metastasis in the liver dome using 
low-energy virtual monoenergetic images compared to 
conventional linearly blended images simulating 
120 kV. CT attenuation of the rim enhancement increases 
with decreasing energy level of VMI. This improvement is 

so high in the 40  keV image that the window settings 
would have to be adjusted during clinical image evalua-
tion to compensate for the overly bright hyperattenuation. 
As a trade-off, image noise is increased at low-energy 
VMIs. Images were acquired using a second-generation 
VMI algorithm on a single-source split-filter DECT
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eters in fluorine-18 fluorodeoxyglucose (FDG) 
positron emission tomography (PET) [110]. 
Moreover, iodine concentration in the arterial 
phase has been reported as a predictive biomarker 
for recurrence of lung cancer after stereotactic 
radiotherapy [111]. Lung cancers with low iodine 
concentrations demonstrated higher recurrence 
rates. It is postulated that these lower concentra-
tions represent hypoxic cell populations that are 
more resistant to radiotherapy.

DECT-IQ was also shown to be useful in the 
response assessments of tumors that are treated 
with antiangiogenic therapy. This oncologic ther-
apy attacks tumor neovascularization and there-
fore alters its iodine uptake which can be assessed 
by a volumetric quantification of the iodine con-
centration. Promising results have been reported 
in clinical studies for advanced non-small cell 
lung cancer (NSCLC) [112, 113] and metastatic 

renal cell carcinoma [114]. Moreover, DECT 
achieved improved prediction of tumor treatment 
response in advanced gastrointestinal stromal 
tumors treated with antiangiogenic therapy com-
pared to established response criteria (RECIST 
and CHOI) [115].

 Iodine Quantification as a Predictive 
Biomarker

Recent research investigated if DECT-IQ can 
reliably predict the invasiveness and potential 
of tumors to metastasize. One study success-
fully developed DECT-IQ-based nomograms to 
preoperatively predict lymph node metastases in 
gastric cancer [116]. Moreover, Shimamoto et al. 
reported that iodine volume measured using a 
VOI-tool on iodine maps was significantly asso-

a b

Fig. 13.10 Example of an incidental renal lesion with 
increased CT attenuation in contrast-enhanced portal- 
venous phase DECT (a). In SECT, further imaging would 
be required to differentiate between a hemorrhagic cyst 

and a malignant lesion. Iodine material density images 
demonstrated moderate iodine uptake of the lesion (b). 
The lesion was resected and proved to be a renal cell 
carcinoma

a b

Fig. 13.11 Mediastinal lymph node metastasis in a 
patient with adenosquamous lung cancer. Quantification 
of iodine concentration on iodine density maps can be 
helpful to differentiate metastatic (a) from benign (b) 

lymph node. In this example, the metastatic lymph node 
shows substantially higher iodine concentration compared 
to a benign lymph node
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ciated with the differentiation grade of non-small 
cell lung cancers [117]. Here, well-differentiated 
tumors showed higher iodine-related attenua-
tion compared to poorly differentiated tumors. 
Low iodine volume also correlated with greater 
invasiveness. A potential correlation of DECT-IQ 
and gene expression has been shown for the 
expression of vascular endothelial growth fac-
tor (VEGF), a biomarker for neo-angiogenesis 
[118]. Li et al. demonstrated that iodine concen-
tration, spectral HU curves, and CT attenuation at 
40 keV monoenergetic images correlate signifi-
cantly with VEGF expression in NSCLC.

 Musculoskeletal Imaging

 Detection of Bone Marrow Edema

MDCT serves as a primary tool in the assess-
ment of acute bone fractures in trauma patients, 
especially of the spine. However, single-energy 
CT has lacked the ability to assess the existence 

of bone marrow edema (BME) which serves as 
a major criterion to determine the acuity of a 
fracture. This is especially important in the esti-
mation of the age of compression fractures in 
osteoporotic patients. The detection of BME, 
traditionally performed with MRI, is an impor-
tant step to initiate patient treatment, e.g., bal-
loon kyphoplasty, which has been used in the 
treatment of acute compression fractures. Recent 
studies have shown that DECT can be used to 
detect BME in various body regions and has the 
potential to serve as a reasonable alternative if 
MRI is not immediately available or is contrain-
dicated [119–121] (Fig. 13.12). A three-material 
decomposition algorithm is applied to create 
so- called virtual non-calcium images. In con-
trast to the calculation of virtual non-contrast 
images, the algorithm uses calcium instead of 
iodine as the third material (alongside fat and 
water). Virtual non-calcium images can there-
fore be used to visualize increased water content 
which is present in BME. These images can be 
used for qualitative and quantitative assessment. 

Fig. 13.12 Eighty-three-year-old-patient with suspected 
traumatic compression fractures. Sagittal reformatted CT 
images: Unenhanced CT (left), virtual non-calcium image 
(middle), and sagittal STIR MR image (right). L1 and L4 
demonstrated morphological changes suggestive of com-
pression fractures. However, acute bone marrow edema 

was only confirmed in L1 (as hyperdensity on the virtual 
non-calcium image and hyperintensity on the STIR MR 
image). L4 did not show bone marrow edema, indicating 
an old compression fracture (© With permission from 
Springer: Bierry et al. [121])
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A recent meta-analysis reported a pooled sensi-
tivity of 85% and specificity of 97% of DECT 
for the detection of BME in the spine and appen-
dicular skeleton [122]. The meta-analysis also 
revealed that qualitative (visual) assessment was 
superior to quantitative assessment. However, 
another recent prospective study reported only 
a sensitivity of 73% and specificity of 70% for 
the detection of BME in osteoporotic compres-
sion fractures [123]. The authors also observed 
that a certain level of experience was needed for 
the correct interpretation of virtual non-calcium 
images [123]. This limitation was confirmed by 
the variation among readers reported by Kaup 
et  al. [124]. Another limitation is a decreased 
detection of edema in subcortical regions due to 
misregistration with the adjacent cortex [119].

 Detection of Gout

Gout is the most prevalent crystal arthropathy. In 
gout, monosodium urate crystal depositions are 
found in and around joints, especially in periar-
ticular soft tissues. The gold standard for mono-
sodium urate detection is joint aspiration and the 
utilization of polarization microscopy. However, 
this method is rather invasive and can fail in up 
to 25% of cases [125]. DECT has proven to be a 
noninvasive alternative in the early diagnosis and 
treatment monitoring of gout (Fig. 13.13) [126, 
127]. DECT can reliably distinguish between 
urate deposition and calcification. A meta- 
analysis reported a pooled sensitivity of 88% and 
specificity of 90% for the diagnostic accuracy 
of DECT in gout [128]. Furthermore, intra- and 
interobserver reproducibility was shown to be 
excellent for DECT [129]. However, radiologists 
have to be aware of the typical artifacts seen in 
color-coded urate maps. Typically, signal of urate 
exists artificially in the nails, nail bed, skin cal-
luses, arteries, and areas affected by degraded 
image quality due to motion or noise [130]. 
Therefore, color-coded urate maps should always 
be interpreted together with the conventional 
polychromatic reconstruction.

 Reduction of Metal Artifacts

Metal implants are known to cause relevant 
image artifacts due to beam hardening and pho-
ton starvation in conventional single-energy poly-
chromatic CT. Beam-hardening artifacts occur if 
low-energy photons are absorbed by metal, which 
leads to higher energies of the beam penetrating 
the implant. This leads to a shift of the x-ray 
spectrum toward higher energies. A reduced tis-
sue x-ray absorption of this “hardened” beam 
consequently results in dark streaks adjacent to 
the implant. Photon starvation artifacts occur if 
a large portion of photons are absorbed by the 
metal leading to very low signal at the detec-
tor. This results in fine dark and bright streaks. 
DECT offers the possibility to generate virtual 
monochromatic images (VMI) at energy levels 
between 40 and 200 keV by combining weighted 
low- and high-energy image information. VMI at 
high energy levels is particularly suitable to sup-
press beam-hardening artifacts while so-called 
projection-based metal artifact reduction algo-
rithms (MARs) are primarily able to compensate 
for photon starvation. Photon starvation is more 
prevalent in larger metallic implants or implants 
with high atomic numbers (in which case MARs 
prove to be superior over VMIs) [131]. In patients 
with total hip replacements, MARs demonstrated 
improved assessment of adjacent soft tissues and 
VMIs improved assessment of the bone structure 
[132] (Fig. 13.14).

The application of DECT-based metal arti-
fact reduction has been investigated for several 
metals used in different regions of the body. 
Optimal energy levels to reduce artifacts from 
metallic implants have been found between 
95 and 150  keV [133–135]. However, a recent 
 investigation of dental implants on a spectral 
detector CT reported optimal artifact reduction at 
higher energy levels of 130–160 keV [136]. The 
downside of VMI at high energy levels is reduced 
tissue contrast of the adjacent tissue, especially in 
contrast-enhanced scans [137, 138]. This points 
out that the energy level of monochromatic 
images has to be adjusted individually depending 
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Fig. 13.13 DECT in the detection and quantification of 
gout. Upper image shows a volumetric rendering (VRT) 
and axial linearly blended image of the right hand in a 
patient with symptomatic gout before treatment. Gout 

deposits (arrow) are color-coded in green on the 
VRT. DECT enables quantification of the volume of gout 
deposits and the assessment of treatment response: after 
treatment most of the gout deposits disappeared
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on the type of metal. Furthermore, VMIs can be 
combined with iterative metal artifact reduction 
algorithms (iMARs) to further improve image 
quality [139–141].

 Pitfalls in Dual-Energy Imaging

 Accuracy of Virtual Non-contrast 
Imaging

Radiologists have to be aware of the potential 
pitfalls and inaccuracies of DECT imaging to 
avoid misinterpretation of results in routine clini-
cal practice. Controversy exists in the literature 
in regards to the ability of VNC images to accu-
rately reflect CT attenuation values measured on 
TNC scans. Several studies reported differences 
between CT attenuation values measured on 

VNC and TNC (these were not statistically sig-
nificant for the liver) [50, 53, 54]. Borhani et al., 
however, observed a considerable percentage of 
cases in which the CT attenuation difference of 
various abdominal organs was >10 HU between 
VNC and TNC images in the same patient [142]. 
In addition, Durieux et  al. concluded that VNC 
should still not replace TNC on a third- generation 
DS-DECT based on their finding of substantial 
differences in the CT attenuation for fluid, fat, 
and renal tissue [143].

 Reliability and Reproducibility 
of DECT Parameters

Recently, investigation of the reliability and repro-
ducibility of DECT-based quantitative param-
eters has been of major interest for the research 

Fig. 13.14 Seventy-nine-year-old patient with a total hip 
replacement on the right. Axial CT image of (a) conven-
tional CT image, (b–e) VMIs at 70, 110, 150, and 200 keV, 

and (f) MAR. VMIs and MAR demonstrate strong artifact 
reduction (© With permission from Springer: Laukamp 
et al. [132])
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community. Multiple studies have revealed major 
differences in quantitative imaging parameters 
within (intra-conditional) and among different 
DECT approaches (inter- conditional). Obmann 
et al. demonstrated in a clinical study that the CT 
attenuation values of virtual non-contrast images 
(VNC) varied significantly between dual-source 
DECT and split-filter DECT [144]. Furthermore, 
the authors reported increased intrascanner vari-
ability for split-filter DECT compared to dual-
source DECT.  In a phantom study, Jacobsen 
et  al. compared the accuracy of iodine quan-
tification and virtual monoenergetic imaging 
among five different DECT approaches [145]. 
The authors concluded that both parameters vary 
among DECT systems with dual-source and fast 
kV-switching DECT providing the most accu-
rate results in a large phantom. Another phantom 
study reported that the minimum detectable dif-
ference in iodine concentration among different 
generations of single- source and dual-source 
DECT ranged from 0.4 to 1.5  mg iodine/mL 
[146]. This is of major concern if a patient is 
imaged repeatedly on different DECT scanners 
or with different scan parameters at the same or 
different radiologic departments during an onco-
logic follow-up.

 Artifacts in VNC and Iodine Imaging

Pitfalls occur particularly when imaging the lungs 
and the genitourinary system. Focal artificial 
iodine defects that can mimic perfusion defects 
were reported for color-coded iodine perfusion 
maps of the lung [147]. Beam-hardening artifacts 
caused by contrast medium in the superior vena 
cava, cardiac motion, and diaphragmatic motion 
are the most common causes for these artificial 
iodine defects. Another pitfall is that calcium 
appears hyperdense/bright on color- coded iodine 
maps that are based on three- material decompo-
sition algorithms [148]. This can lead to misinter-
pretation of iodine enhancement if a calcification 
is present in, e.g., a renal mass. Therefore, it is 
crucial to review these iodine maps in conjunc-
tion with the corresponding VNC images to dif-
ferentiate calcium (hyperdense on VNC) from 

iodine (not apparent on VNC). Based on the 
same principle that calcium is hyperdense on 
both iodine maps and VNC images, small urinary 
stones can be falsely subtracted and disappear 
from VNC images that are reconstructed from 
post-contrast DECT urography scans [149]. Very 
small (<3 mm) and less dense stones (<400 HU) 
are affected [150]. If VNC images are used to 
replace true non- contrast scans in DECT urogra-
phy, it is recommend to reconstruct these images 
from the nephrographic phase instead of the 
excretory phase [149, 151].
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Future Prospects of Spectral CT: 
Photon Counting

Taly Gilat Schmidt

 How Photon-Counting Detectors 
Differ from Conventional CT 
Detectors

 Conventional CT Detectors: Indirect 
Conversion and Energy Integration

The basic functionality of a conventional CT detec-
tor and a photon-counting detector is illustrated in 
Fig. 14.1. Conventional CT detectors detect pho-
tons by a two-step process known as an indirect 
conversion process. Photons are absorbed in a high-
attenuating, scintillating material that converts 
X-ray photons to light photons. Light photons dis-
perse throughout the scintillator and are randomly 
reflected until they are absorbed by the photodiode, 
where they are converted to an electrical voltage. 
Each photon creates a signal whose amplitude is 
theoretically proportional to its energy. However, 
there are many statistical uncertainties and inef-
ficiencies in the conversion from X-ray to light 
photons and from light photons to electrical signal. 
These inefficiencies and uncertainties introduce 
variations in the detected signal for a given photon 
energy, causing indirect- conversion detectors to 
have poor energy resolution [1]. The readout elec-

tronics in a conventional CT detector integrate the 
signal generated by the photodiode during the read-
out time, thereby combining the signals from the 
millions of photons detected during a measurement 
period. Conventional CT detectors are thus referred 
to as energy-integrating detectors. Information 
about the energy deposited by each detected pho-
ton is lost during this integration process. Pixels in 
conventional CT detectors are separated by reflect-
ing material to prevent the light from spreading 
between pixels. This reflective material constitutes 
dead space on the detector, causing a loss of dose 
efficiency.

 Photon-Counting CT (PCCT): Direct 
Conversion and Pulse-Height 
Analysis

Photon-counting detectors are made from 
a semiconductor material that converts the 
absorbed photon energy to electrical charge, 
known as direct-conversion detection. [1] A 
high-voltage bias is applied between electrodes 
across the semiconductor. The resulting electric 
field causes the charge carriers to be collected at 
the electrodes. The readout electronics consist of 
an amplifier, pulse shaper, and a series of com-
parator channels with digital counters. Ideally, 
the readout electronics generate a pulse for each 
absorbed photon, with pulse height proportional 
to the absorbed photon energy. The readout 
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 electronics of each pixel contain a set of com-
parator circuits each with a set threshold level. 
Each comparator channel increments a counter 
if the height of the pulse is above the set thresh-

old. At the end of the readout time, each channel 
measurement is the number of photons detected 
with energy above the set threshold level, as 
illustrated in Fig. 14.2.

Fig. 14.1 (Left) Illustration of the operation of a conven-
tional CT detector, where the absorbed photon energy is 
converted to light by the scintillator. Some of the light 
photons travel toward the photodiode, where they are con-
verted to electrical charge. (Right) Illustration of the oper-
ation of a photon-counting detector, where the absorbed 
photon energy is converted to charge carriers, which are 

steered toward the anode by the applied electric field. The 
readout electronics generate a pulse that is proportional to 
the deposited energy. The readout electronics contain a 
series of comparator channels, each with a set threshold 
level. Each channel increments a counter if the pulse 
height is above the channel threshold level

Fig. 14.2 Illustration of the spectral acquisition per-
formed by photon-counting detectors. (a) The portion of 
the spectra acquired by each channel, where each channel 
measures the number of photons counted above the chan-
nel’s set energy threshold level. (b) The counts measured 
by consecutive channels can be subtracted to calculate the 

number of photons counted with energy between the 
threshold levels of the two channels, forming an “energy- 
bin” measurement. (c) The four spectral measurements 
acquired by an ideal photon-counting detector with four 
comparator channels
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The number of photons detected between two 
energy thresholds, referred to as an energy bin 
in this chapter, can be calculated by subtract-
ing the counts detected in consecutive chan-
nels, as illustrated in Fig.  14.2. In this way, 
photon-counting detectors can simultaneously 
acquire multiple spectral measurements that ide-
ally correspond to separated energy bins. The 
number of energy-bin measurements acquired 
simultaneously is equal to the number of com-
parator channels per pixel. Because the photons 
are converted to charge directly, reflectors are 
not needed between pixels. Direct-conversion 
semiconductor detectors produce more signal 
carriers (electron-hole pairs) per photon than the 
signal carriers produced by indirect-conversion 
scintillating detectors [1]. The larger number of 
signal carriers reduces the variation in the pulse 
height generated for each detected photon, thus 
providing improved energy resolution compared 
to indirect-conversion detectors.

Cadmium zinc telluride (CZT) and cadmium 
telluride (CdTe) are examples of semiconductors 
with high atomic number used for PCCT [2–4]. The 
high atomic number provides high photon stop-
ping power, so that small thicknesses of the sensor 
can be used (2–3  mm). Silicon photon- counting 
detectors have also been developed for X-ray and 
CT imaging [5]. Silicon has low photon stopping 
power due to its low atomic number; therefore the 
pixel must have large depth (e.g., 3 cm).

The number of counts detected above the low-
est threshold setting can be reconstructed to form 
a nonspectral CT image that is very similar to a 
conventional CT image, as shown in Fig.  14.3. 

Throughout this chapter, this nonspectral image 
is referred to as the photon-counting image. 
The counts data acquired in each energy bin can 
be reconstructed separately to create energy-
bin images, as shown in Fig.  14.3. Figure  14.3 
demonstrates the higher contrast in the lower-
energy- bin images. The energy-bin data can be 
combined before or after reconstruction to create 
an improved nonspectral CT image or to perform 
material decomposition.

 Advantages of Photon-Counting CT 
Compared to Conventional Spectral 
CT Approaches

Photon-counting detectors provide several 
potential advantages for both conventional (non-
spectral) CT acquisition and for spectral CT 
acquisition.

Reduction of electronic noise Electronic noise, 
which is additive Gaussian noise introduced by the 
detector electronics, occurs in every X-ray detector 
measurement in addition to photon noise. 
Figure 14.4 demonstrates an example of the analog 
signal measured by a detector, with and without 
electronic noise (Fig. 14.4). In a conventional CT 
detector, all electronic noise contributes to the final 
measurement because the signal is integrated across 
the readout time. When the overall detected flux is 
low, for example, in low-dose acquisitions, acquisi-
tions of large patients, or with very small pixels, the 
impact of electronic noise on the final CT image can 
be significant [6]. Photon-counting detectors can 

Fig. 14.3 Images of a phantom reconstructed from a 
benchtop PCCT system with three comparator channels, 
displayed at the same window/level settings. The photon- 
counting image on the left is the result of reconstructing 
all counts detected above the lowest energy threshold, 

which is similar to a conventional CT image. The images 
reconstructed from each of the three energy bins are also 
displayed, demonstrating higher CT numbers and higher 
contrast in the lower energy bins
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reject much of the electronic noise by setting the 
lowest threshold level higher than the majority of 
electronic noise signal [7], as shown in Fig. 14.4. 
However, this low threshold also reduces the detec-
tor efficiency by rejecting real photon events that 
register below the threshold, either due to low pho-
ton energy or due to low-energy tailing effects to be 
described in section “Flux-Independent Spectral 
Degradations”. Electronic noise detected above the 
lowest photon- counting threshold causes uncer-
tainty in the pulse height generated by the photon, 
thereby impacting the energy resolution of the 
photon- counting detector.

Improved spatial resolution If pixel sizes are 
reduced to improve spatial resolution in conven-
tional CT detectors, the proportion of dead space 
due to reflectors increases, thus reducing the detec-
tive quantum efficiency (DQE). Since photon-
counting detectors do not have dead space due to 
reflectors, the pixel size can be decreased without 
this dose efficiency penalty. The electronic noise 
reduction property of photon- counting detectors 
further enables detectors with smaller pixels.

Improved detective quantum efficiency (DQE) The 
lack of dead space in photon- counting detectors is 
one reason for increased DQE compared to conven-
tional CT detectors. Reduced noise aliasing due to 
smaller pixel sizes provides an additional DQE 
improvement [8]. Improved weighting of the signal 
carried by the photons also increases DQE [9]. 
Conventional CT detectors integrate the energy of 

absorbed photons, thereby giving more weight to the 
higher-energy photons with less contrast informa-
tion and resulting in reduced DQE. Photon-counting 
detectors improve the DQE, as photons at all ener-
gies are weighted equally. Ideally, each photon 
would be weighted based on its information content, 
for example, giving more weight to the lower-energy 
photons [9], as illustrated in Fig.  14.5. Optimal 
methods for weighting the energy-bin data in PCCT 
have been developed and demonstrated to improve 
the contrast-to-noise ratio [9–11].

Perfect spatial registration of spectral measure-
ments In a photon-counting detector, the multiple 

Fig. 14.4 Generated signal (left) without and (right) with 
electronic noise, where each pulse corresponds to the 
energy deposited by a photon absorption event. Photon- 

counting detectors can reject most of the electronic noise by 
setting the lowest energy threshold above the expected elec-
tronic noise signal, as demonstrated by the red dashed line

Fig. 14.5 Illustration of how photons of different ener-
gies are weighted during detection. By integrating the 
detected signal, conventional CT detectors weight each 
photon by its energy. By counting all photons, photon- 
counting detectors weight photons at all energies equally. 
Optimal weighting of the photons gives the highest 
weight to the lower-energy photons, thereby improving 
DQE [9]
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spectral measurements for each ray are acquired at 
the same time and thus are perfectly registered. This 
advantage is also true for multilayer detector spectral 
CT systems, but is not true for dual-kV systems.

Spectral information acquired as part of con-
ventional CT protocol Photon-counting detec-
tors acquire the spectral energy-bin data while 
also acquiring a nonspectral CT image from the 
total number of counted photons. Because the 
energy bins are always acquired, the decision to 
use the spectral information can be determined 
after acquisition. This advantage is also true for 
multilayer detector spectral CT.

Acquisition of more than two spectral measure-
ments Photon-counting detectors can acquire more 
than two spectral measurements simultaneously, as 
compared to clinical spectral CT systems that use 
two tube voltage settings or a dual-layer spectral 
detector. The number of spectral measurements 
depends on the number of comparator channels per 
pixel. Some photon- counting detector designs 
acquire more spectral measurements than compara-
tor channels by varying the thresholds across sub-
pixels (e.g., checkerboard detectors [12]); however 
this incurs a substantial noise penalty [13].

Theoretically improved spectral separation The 
two spectra acquired by dual-kV or dual-layer 
spectral CT systems overlap in energy, although 
beam filtration has been used in dual-source 
spectral CT systems to reduce overlap [14]. 
Photon-counting detectors ideally acquire spec-
tral measurements in separated energy bins, as 
illustrated in Fig.  14.2. Since spectral overlap 
between measurements reduces the dose effi-
ciency of spectral CT systems [14], photon- 
counting detectors have the potential to improve 
dose efficiency. In practice, the pulse height gen-
erated by a photon-counting detector does not 
always correctly represent the true photon energy, 
thus introducing overlap between energy- bin 
spectra and limiting this potential benefit of 
PCCT, as will be discussed in section “Challenges 
and Limitations of Photon-Counting CT”.

Figure 14.6 demonstrates how improved spec-
tral separation and an increased number of spectral 

measurements can improve the dose efficiency of 
PCCT material decomposition compared to dual-
energy CT. The transmission of X-rays through 
30 cm of water was simulated for a dual-energy 
acquisition and an ideal photon- counting acquisi-
tion with two energy bins and three energy bins. 
Material decomposition into photoelectric and 
Compton basis functions was performed using a 
maximum likelihood estimator [15]. As seen in 
Fig. 14.6, the dual-kV and ideal photon-counting 
methods accurately estimate the mean material 
decomposition estimates. The ideal photon-count-
ing acquisition with two energy bins reduced the 
noise in the material decomposition estimates by 
40% compared to the dual-kV acquisition, due to 
improved spectral separation. Noise was reduced 
by an additional 10–15% when using three pho-
ton-counting spectral measurements.

Overall, the benefits of photon-counting detec-
tors can potentially improve the quality of con-
ventional (nonspectral) CT images, by providing 
images with reduced noise and/or dose, improved 
contrast-to-noise ratio, and improved spatial reso-
lution. PCCT can potentially provide material 
decomposition images with higher dose efficiency 
(less noise and/or less dose) than conventional 
spectral CT.  By acquiring more than two spec-

Fig. 14.6 Material decomposition coefficients for 30-cm 
thickness of water estimated from simulated dual-kV mea-
surements (80  kV and 140  kV without extra filtration), 
ideal photon-counting measurements with two energy bins 
([20–56], [56–120] keV), and ideal photon-counting mea-
surements with three energy bins ([20–50], [50–66], [66–
120] keV) all at equal dose. Each marker represents the 
basis coefficients estimated from one simulated trial. The 
photon-counting measurements estimate the same mean 
coefficients as dual-kV but with reduced noise
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tral measurements, PCCT can perform material 
decomposition to identify and quantify K-edge 
contrast agents, including differentiating multiple 
contrast agents. The potential and demonstrated 
impact of PCCT on clinical applications will be 
described in more detail and with examples in 
section “Overcoming the Challenges of PCCT”.

 Challenges and Limitations 
of Photon-Counting CT

Photon-counting detectors acquire spectral 
measurements in separated energy bins only 
if the pulse height of each detected photon 
represents the true photon energy and only 
if the pulses generated by different photons 
can be resolved in time. In practice, there are 
many nonideal effects that cause photons to 
be detected at incorrect energies or to not be 
detected at all. These nonideal effects can be 
categorized as spectral degradations that are 
independent of the flux and spectral degrada-
tions that are flux dependent.

 Flux-Independent Spectral 
Degradations

The detector spectral response functions can be 
represented as the probability of a photon with 
energy E being detected at energy E’. For an ideal 
detector, the response functions look like impulse 
functions (Fig.  14.7), because the probability of 

a photon being detected at its true energy is 1. 
Figure 14.7 illustrates the spectral response func-
tions of an example photon-counting detector with 
0.38 × 1.6 mm pixels and 3-mm sensor thickness 
[2] and an example photon-counting detector with 
1.0 × 1.4  mm pixels with 1-mm sensor thickness 
[16], where a photon has a relatively high proba-
bility of being detected as having incorrect energy.

When a photon is absorbed in the semicon-
ductor material, the number of generated charge 
carriers is stochastic. This effect, along with elec-
tronic noise, causes the spectral response func-
tions to have a Gaussian shape around the true 
photon energy as illustrated in Fig. 14.7.

If the photon absorption event occurs near the 
edge of a pixel, the charge cloud may spread across 
multiple pixels, as illustrated in Fig. 14.8. When 
charge sharing occurs, the photon is detected as 
multiple pulses in the true and  neighboring pix-
els, with each detected pulse having lower energy 
than the true photon absorption event [17]. Charge 
sharing causes many photons to be erroneously 
detected in low energy bins, resulting in the low-
energy tail in the spectral response functions 
(Fig. 14.7), while also introducing noise correla-
tions and blurring across pixels. Charge sharing 
effects increase as pixel size decreases and as sen-
sor thickness increases, which is demonstrated 
by the higher contribution of low-energy tails in 
Fig. 14.7b compared to Fig. 14.7c.

In photon-counting detectors made of semicon-
ductors with high atomic number, such as cadmium 
and telluride, photons are absorbed primarily by 
the photoelectric effect. The secondary fluorescent 

Fig. 14.7 Spectral response functions representing the 
probability of a photon being detected at different energies, 
plotted for photons with true energies of 30 keV, 45 keV, 
60 keV, and 75 keV. Response functions are plotted for (a) 
an ideal photon-counting detector, where each photon has 
a probability of one of being detected at its true energy, (b) 
an example photon-counting detector [2] with 

0.38 × 1.6 mm pixels and 3-mm sensor thickness, and (c) 
an example photon-counting detector [16] with 
1.0 × 1.4 mm pixels and 1-mm sensor thickness. Plots (b, 
c) demonstrate that in realistic photon-counting detectors, 
photons have a non-zero probability of being detected at an 
incorrect energy and that the low-energy tail due to charge 
sharing is greater for smaller pixels, as shown in (b)
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X-rays emitted during photoelectric absorption 
have sufficient energy to escape the pixel volume 
[18]. For silicon detectors, scattered photons pro-
duced by Compton interactions have sufficient 
energy to escape the pixel volume. Possible detec-
tion scenarios are illustrated in Fig. 14.8. Both fluo-
rescent and scattered photons may be reabsorbed in 
the correct pixel, in which case the photon energy is 
correctly detected. If fluorescent or scattered pho-
tons travel outside of the pixel, the original photon 
is detected as having an erroneously low energy. If 
the fluorescent or scattered photon is absorbed in 
a neighboring pixel, the neighboring pixel detects 
an erroneous count and has increased correlation to 
the neighboring pixel.

The net effect of the flux-independent spectral 
degradations is that photons are detected in the 
incorrect energy bins, typically with high-energy 
photons detected at lower energy bins. As shown in 
Fig. 14.9, the nonideal spectral response functions 
cause overlap between the spectra contributing to 
each energy bins, thus reducing dose efficiency.

Figure 14.10 demonstrates the effects of 
flux- independent spectral degradations on mate-
rial decomposition estimates for the simulated 

example first presented in Fig.  14.6. The noni-
deal photon- counting detector spectral response 
introduces a large bias in the material decom-
position estimates if the spectral response is not 
accounted for during material decomposition. 
Figure 14.10 also shows that accurate modeling 
of the detector spectral response removes the 

Fig. 14.8 Illustration of the flux-independent effects that 
degrade the spectral response of photon-counting detec-
tors. Pixel A detects the correct photon energy, as the 
charge cloud is contained in the pixel. Pixel B detects the 
correct photon energy because the secondary photon 
(characteristic K-escape photon for CdTe/CZT or 
Compton scattered photon for silicon) is reabsorbed in the 
pixel. Pixel C detects the photon at an erroneously low 

energy because the charge cloud spreads to pixel E. Pixel 
D detects the primary photon at an erroneously low energy 
because the secondary or scattered photon travels to Pixel 
E. Pixel E erroneously counts photons due to charge shar-
ing from Pixel C and absorption of a secondary or scat-
tered photon emitted from Pixel D.  Pixel F detects the 
photon at an erroneously low energy, because the emitted 
secondary or scattered photon leaves the detector

Fig. 14.9 The spectra of photons detected in a low (blue), 
medium (green), and high (red) energy bin of an ideal 
photon-counting detector (dashed lines) and for a photon- 
counting detector with example spectral response func-
tions shown in Fig. 14.7b (solid lines)
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bias in the material decomposition estimates. 
However, the spectral overlap caused by nonideal 
spectral response increases the noise compared to 
an ideal photon- counting detector. Figure 14.10b 
assumed a photon- counting detector with spec-
tral responses of Fig. 14.7b (smaller detector pix-
els), demonstrating slightly increased material 
decomposition noise compared to the dual-energy 
simulation. Figure  14.10c assumed the spectral 
responses of Fig.  14.7c (larger detector pixels), 
demonstrating decreased material decomposition 
noise compared to the dual-energy simulation.

In summary, flux-independent spectral deg-
radations cause overlap between the spectra of 
the energy bins, limiting the potential of photon- 
counting detectors to improve dose efficiency com-
pared to dual-energy systems. Flux- independent 
degradations increase as the pixel size decreases.

 Flux-Dependent Spectral 
Degradations (Pulse Pileup)

The detector dead time is defined as the mini-
mum time between two photon absorption events 
for which the detector will register the events as 
two separate photons. If two or more photons are 
absorbed in a pixel within this dead time, their 
pulses will combine, causing the multiple pulses 
to be detected as one event with energy repre-
sented by the total pulse height, as illustrated in 
Fig.  14.11. If the pulse of one photon overlaps 
with the tail of a pulse from a previous photon, 

both pulses may be detected as separate events 
but with errors in the height of the second pulse 
(Fig.  14.11). Pulse-pileup effects depend on the 
detector operating mode, detector dead time, 
detector pixel size, and the photon flux reach-
ing the detector [19]. When operating in non- 
paralyzable mode, the detector returns to its active 
counting state after the dead time, regardless of 
how many photons are detected during the dead 
time. In paralyzable mode, an additional dead 
time occurs for each detected photon. Pulse pileup 
causes a loss in the overall number of counted pho-
tons, also known as dead time loss, which reduces 
DQE and increases noise [20]. Dead time losses 

Fig. 14.10 Material decomposition coefficients for 
30-cm thickness of water estimated from simulated dual-
 kV measurements and photon-counting measurements 
assuming an ideal and an example spectral response. The 
nonideal spectral response was not accounted for during 
material decomposition in (a) but was properly modeled 
in (b). Nonideal spectral response can (a) introduce bias if 

not accurately modeled and (b) increase noise compared 
to an ideal photon-counting detector when accurately 
modeled. Plots (a, b) assumed the example photon- 
counting spectral response functions shown in Fig. 14.7b, 
while plot (c) assumed the example spectral response 
functions of Fig. 14.7c

Fig. 14.11 When photons hit the detector within a short 
time window, the pulses overlap, causing pulse pileup. 
Photon A is detected correctly. Photons B and C arrive 
within the detector dead time and thus are detected as a 
single event with erroneously high energy. Photons D and 
E may be detected as two separate events, depending on 
the detector dead time, but photon E would be detected at 
an erroneously high energy, because of the overlap with 
the tail of the pulse generated for photon D
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depend on the count-rate incident on the detec-
tor (Fig.  14.12). Since pileup varies with object 
attenuation, pileup can also introduce artifacts if 
dead time losses are not corrected. Pulse pileup 
decreases with decreasing pixel size. A shorter 
pulse shaping time can also reduce pileup effects; 
however the minimum shaping time is limited by 
the time needed to collect the charges generated 
by a photon absorption event [21].

 Overcoming the Challenges of PCCT

Numerous approaches have been developed and 
are under development to address the spectral 
limitations of photon-counting detectors, a selec-
tion of which is highlighted in this section.

 Detector Hardware Solutions: Charge 
Summing and Layered Detectors

Larger pixels reduce charge sharing but at the 
expense of pileup and spatial resolution. Charge 
summing circuitry is one example of an electronic 
solution to reduce the effects of charge sharing 
across pixels while maintaining spatial resolution 
[22]. Charges are summed in adjacent 2 × 2 pixels 
so that the pulse height more accurately repre-
sents the true photon energy. Coincidence logic 
assigns the photon to the pixel with the highest 

deposited charge. Charge summing improves 
the spectral response of small pixels but requires 
lower count rates than reading out the small pix-
els individually [22, 23].

A hardware solution to reduce pulse pileup is 
to divide the detector into multiple layers in the 
depth direction, with each layer having its own 
anode and readout electronics, as has been imple-
mented for silicon detectors [24]. Since detected 
photons are distributed across depth, the count- 
rate incident on each layer is reduced compared 
to the total count-rate incident on the pixel.

 CT System Solutions: Improved 
Beam-Shaping Filters and Interior 
PCCT Imaging

The count rate reaching the detector in a CT 
acquisition has a wide dynamic range [21]. 
Pulse- pileup effects will be greatest in regions 
where the beam attenuation is small, such as at 
toward the edge of the patient or when traveling 
through the lungs.

Dynamic, patient-specific beam-shaping filters 
are under development to improve the optimiza-
tion of flux across the range of patient anatomies 
[25, 26]. While the primary purpose of these 
dynamic beam filters is to reduce patient dose, 
successful implementation would also reduce 
pileup effects for photon-counting detectors in 
regions of low patient attenuation [27].

Since pulse-pileup effects are greater toward 
the periphery of patients, another approach is to 
acquire photon-counting data only in a central 
region of interest, by either using hybrid count-
ing/integrating systems [28–30] or by using inte-
rior reconstruction algorithms [31].

 Algorithmic Solutions: Detector 
Modeling and Empirical 
Decomposition

When considering the reconstruction of nonspec-
tral PCCT images, the loss of photons due to non-
ideal effects reduces dose efficiency and increases 
noise and may cause artifacts due to the depen-
dence of photon losses on object attenuation The 

Fig. 14.12 Detected count rate plotted against the count-rate 
incident on the detector, as measured on a benchtop PCCT 
system with maximum count rate of 1 million counts per sec-
ond per mm2, demonstrating dead time losses at higher flux
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deterministic effects of the losses can be corrected 
[32–34], but not the noise penalty [20].

The spectral distortion due nonideal detec-
tor effects can have a large impact on material 
decomposition (Fig. 14.10). Bias can be reduced 
by accurately modeling the nonideal detector 
effects during material decomposition. Numerous 
spectral models have been developed or are under 
development, including models based on syn-
chrotron or isotope measurements [2], Monte 
Carlo models [35], analytical models [19, 36], or 
models of effective energy-bin spectra [37].

An alternative approach is to create an empiri-
cal model of the relationship between the counts 
data and the basis material pathlengths, based on 
calibration methods rather than explicit modeling 
of detector effects. The relationship between the 
energy-bin data and basis material pathlengths 
has been modeled using polynomials [38, 39], 
a linearized maximum likelihood estimator with 
correction table [40], and neural networks [41].

Overall, algorithmic methods to model and 
compensate the nonideal spectral responses of pho-
ton-counting detectors can effectively reduce the 
bias introduced by the spectral distortion. However, 
these compensation methods cannot recover dose 
efficiency due to lost counts and spectral overlap.

 The Demonstrated and Future 
Impact of Photon-Counting CT

This section provides examples demonstrating 
the benefit of PCCT for conventional (nonspec-
tral) CT imaging and for material decomposition 

applications. Gantry-based PCCT prototypes that 
are under commercial development are summa-
rized in Table 14.1.

 Improved Conventional (Nonspectral) 
CT Images

Conventional (nonspectral) PCCT images can be 
reconstructed from all counts detected above the 
lowest threshold, by generating virtual monoen-
ergetic images after material decomposition 
(as in dual-energy CT) or by optimally weight-
ing the energy-bin images. Conventional PCCT 
images have improved image quality compared 
to images from conventional CT scanners, due to 
improved dose efficiency, higher spatial resolu-
tion, and improved energy weighting.

Figure 14.13 demonstrates the improved spa-
tial resolution of a full-body PCCT prototype 
scanner (Prismatic). Figure  14.14 demonstrates 
the improved spatial resolution and noise perfor-
mance of a full-body PCCT prototype (Siemens 
Healthineers) [44]. Improved DQE and reduced 
electronic noise are two benefits of PCCT that 
reduce noise. A study using a full-body PCCT 
prototype demonstrated ~33% reduction in noise 
for a PCCT acquisition at 120 effective mAs 
compared to a conventional CT system and a 
~40% reduction at 30 effective mAs, where elec-
tronic noise has a larger contribution, as shown 
in Fig. 14.15 [7]. Optimal energy weighting has 
demonstrated CNR improvements ranging from 
10% to 35% [18, 45], as well as reduced beam- 
hardening artifacts [11].

Table 14.1 Summary of gantry-based PCCT prototypes under development. Detector sizes are the physical detector 
sizes, not scaled to isocenter. The preclinical MARS Bioimaging system includes charge summing mode

Manufacturer
Detector 
material Pixel size Detector size

Energy 
bins

Siemens 
Healthineers [3]

CdTe 0.225 × 0.225 mm subpixels that can be grouped 
into high-resolution mode (0.45 × 0.45 mm) or 
macro mode (0.9 × 0.9 mm)

43.2 × 2.88 cm 2 per 
subpixel

Philips Medical 
Systems [4]

CZT 0.5 × 0.5 mm 30 × 0.45 cm 
(preclinical)

5

92.4 × 3.2 cm 
(planned clinical)

Prismatic 
Sensors [42]

Silicon 0.5 × 0.4 mm 90.0 × 0.1 cm 8

MARS 
Bioimaging [43]

CdTe 0.11 × 0.11 mm 1.408 × 1.408 (can 
be translated)

4
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a b

Fig. 14.13 Images of a skull phantom acquired by (a) 
conventional dual-energy CT scanner and (b) a full-body 
PCCT prototype (Prismatic Sensors), demonstrating the 

higher spatial resolution of the PCCT image. (Images 
courtesy of Mats Danielsson, KTH Royal Institute of 
Technology and Prismatic Sensors)

a b

Fig. 14.14 Images of a temporal bone specimen acquired 
by (a) clinical CT scanner (SOMATOM Definition 
FLASH, Siemens Healthineers) and (b) a full-body PCCT 
prototype (Siemens Healthineers) at equal dose. Higher 
spatial resolution can be seen in the PCCT image, includ-

ing improved depiction of the stapes superstructure. Noise 
standard deviation in the marked ROI is also shown, dem-
onstrating reduced noise standard deviation for the PCCT 
in addition to the higher spatial resolution and thinner 
slices. (Images reprinted with permission from [44])
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Clinical studies using full-body CT pro-
totypes have further quantified the image 
quality improvement of PCCT for brain [46], 
head/neck [47], lung [48], and abdominal 
[49] applications. These studies have demon-
strated equal or higher subjective image qual-
ity scores, reduced noise, and improved CNR 
for the nonspectral PCCT images compared 
to conventional CT images. For example, 
Fig. 14.16 demonstrates that PCCT increased 
iodine CNR and reduced beam hardening in 
the carotid artery compared to conventional 
CT [47].

 Improved Material Decomposition 
Imaging

Despite the additional spectral measurements 
provided by photon-counting detectors, PCCT 
cannot decompose more materials than dual- 
energy systems unless there is a contrast agent 
with detectable K-edge. The limitation of two 
basis materials (or three basis materials with 
prior information) occurs because there are two 
energy- dependent processes that dominate pho-
ton attenuation in the CT energy range. The 
examples presented in Figs. 14.6 and 14.10 dem-

a b

Fig. 14.15 Images of a shoulder phantom acquired by 
(a) clinical dual-source CT scanner (SOMATOM 
Definition FLASH, Siemens Healthineers) and (b) a full- 
body PCCT prototype (Siemens Healthineers) at an effec-

tive 30 mAs, demonstrating reduced noise in the PCCT 
images due to increased DQE and reduced electronic 
noise. (Images reprinted with permission from [7])

a b c

Fig. 14.16 Curved multiplanar reconstructions of the 
carotid artery acquired by (a) CT scanner (SOMATOM 
Definition FLASH, Siemens Healthineers) and (b) a full- 
body PCCT prototype (Siemens Healthineers). The CT 

numbers in different segments of the artery are plotted in 
c. The PCCT images demonstrated reduced beam- 
hardening artifacts and more consistent CT numbers 
across segments. (Reprinted with permission from [47])
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onstrate that PCCT can provide the same mate-
rial decomposition information as dual-energy 
CT, with the potential for reduced noise or dose.

Contrast agents, such as iodine, barium, and 
gadolinium, have K-absorption edges within 
CT energy range, as plotted in Fig. 14.17. These 
K-edges provide material-specific spectral sig-
natures that enable decomposing additional basis 
functions if there are more than two spectral mea-
surements [2, 15]. Typically, K-edge material 
decomposition is performed by estimating two- 
basis material images that represent tissues and 
by estimating an additional basis image for each 
K-edge contrast agent [2]. The number of spec-
tral measurements should be at least equal to the 
number of basis images to be estimated. Unlike 
dual-energy methods, the resulting K-edge basis 
material image depicts only the contrast agent with-
out contamination from tissues. Another advantage 
of K-edge material decomposition is that the recon-
structed basis image values are in units of concen-
tration, providing direct quantitative information.

PCCT also has the capability of decompos-
ing more than one contrast agent simultaneously, 
for example, an intravenous agent and a targeted 
agent, or different contrast agents for different 
phases of enhancement.

There are several challenges to K-edge mate-
rial decomposition. The noise in the material 
decomposition estimates, and therefore the noise 
in the basis images, increases with the number 
of estimated basis coefficients [50]. The K-edges 
of iodine (33  keV) and barium (37  keV) occur 

at relatively low energies, such that the K-edge 
signature for these contrast agents may be lost 
due to severe attenuation of low-energy photons 
when scanning humans.

Nanoparticle K-edge contrast agents, both 
targeted and intravenous agents, have been 
explored for PCCT applications. For example, 
gold nanoparticles targeted to atherosclerosis 
(Au-HDL) have been imaged simultaneously 
with an iodine blood-pool contrast agent in small 
animals, as shown in Fig.  14.18 [51]. Studies 
have demonstrated the feasibility of PCCT 
imaging of clots using bismuth and ytterbium 
nanoparticle contrast agents targeted to fibrin 
[52, 53]. Compared to other molecular imag-
ing modalities, PCCT has the advantage of high 
spatial resolution, high temporal resolution, and 
direct quantification of concentration. However, 
PCCT is challenged by its very low sensitivity, 
which is several orders of magnitude lower than 
other molecular imaging modalities [54].

Another potential dual-contrast agent applica-
tion enabled by PCCT is multiphase imaging at 
a single time point. An in vivo animal study with 

Fig. 14.17 X-ray mass attenuation coefficients of water, 
bone, and three materials with K-absorption edges in the 
CT energy range

Fig. 14.18 In vivo image of mouse model of atheroscle-
rosis reconstructed from a preclinical PCCT prototype. 
The gold overlay represents the distribution of targeted 
gold lipoprotein nanoparticles (gold basis map). The red 
overlay represents the distribution of the iodine blood 
contrast agent (iodine basis map). (Reprinted with permis-
sion from [51]
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a preclinical PCCT prototype demonstrated mul-
tiphase imaging of the kidney at a single time 
point, 20 s after injection of a gadolinium contrast 
agent and 60 s after injection of an iodine contrast 
agent. Material decomposition was performed 
into iodine, gadolinium, and water basis images. 
The gadolinium basis image depicts enhancement 
of the cortical phase, while the iodine map repre-
sents the urinary phase as seen in Fig. 14.19.

An in vivo animal study demonstrated a pro-
tocol of injecting a gadolinium contrast agent 
followed by an iodinated contrast agent [55]. 
Cardiac PCCT imaging was performed at single 
time point, followed by material decomposition 
to create iodine, gadolinium, and non-contrast 
images. The iodine images represent the first- 
pass enhancement, while the gadolinium images 
represent the late myocardial enhancement, dem-
onstrating dual-phase imaging from a single CT 
acquisition as shown in Fig. 14.20.

The potential benefits of these dual-contrast 
protocols include reduced dose, because imag-
ing is performed at only one time point, and the 
coregistration of the phases. A comparison of 
dose and image quality of dual-contrast agent/
single time point PCCT protocols to conventional 
single contrast agent/multi-time point protocol is 
required to quantify the improvement made pos-
sible by PCCT. Also, the medical and logistical 
issues of injecting two contrast agents require fur-
ther study.

An in vivo animal study demonstrated dynamic 
imaging of a gold nanoparticle contrast agent with 
long blood residence time and an iodinated con-
trast agent with rapid excretion [56]. PCCT imag-
ing was performed at multiple time points, with 
material decomposition into gold, iodine, and 
water basis images, enabling quantification of the 
dynamic enhancement of each contrast agent, as 
shown in Fig. 14.21.

Fig. 14.19 Example of dual-contrast multiphase kidney 
imaging at a single time point, acquired by a preclinical 
PCCT prototype (Philips Healthcare) as part of an in vivo 
animal study. CT acquisition was performed at a single time 
point 20 s after injection of a gadolinium contrast agent and 
60 s after injection of an iodine contrast agent. The conven-
tional CT image cannot discriminate the two contrast 

agents. The gadolinium basis image depicts the cortical 
phase, and the iodine basis image depicts the urinary phase. 
Material decomposition also produces a water basis image, 
corresponding to a virtual non-enhanced scan, onto which 
the cortical and urinary enhancement can be visualized 
with a color overlay. (Images courtesy of Philips Healthcare 
and Salim Si-Mohamed, Hospices Civils de Lyon)
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Fig. 14.20 Example of dual-contrast multiphase cardiac 
imaging at a single time point, acquired by a full-body 
PCCT prototype (Siemens Healthineers) as part of an 
in vivo animal study. Acquisition was performed 10 min 
after injection of a gadolinium blood-pool agent and 
immediately after injection of an iodine blood-pool agent. 
Material decomposition of the spectral PCCT data pro-

duced (a) gadolinium, (b) iodine, and (c) non-contrast 
basis images. The gadolinium image shows late enhance-
ment of the subendocardial scar (arrows in (b)), while the 
iodine image shows first-pass enhancement of the blood 
pool (asterisk in (a)). The (d) nonspectral PCCT image is 
compared to (e) a multicolor combination of the basis 
images. (Reprinted with permission from [55])

Fig. 14.21 Example of dual-contrast dynamic cardiac 
images, acquired by a preclinical PCCT prototype (Philips 
Healthcare) as part of an in vivo animal study. The non-
spectral (conventional), gold, and iodine images are 

shown on the left. Quantification of the gold and iodine 
concentrations at different time points and locations is 
displayed on the right. (Reprinted from [56] with permis-
sion from https://creativecommons.org/licenses/by/4.0/)
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Another potential application of dual-contrast 
CT imaging is using different K-edge materi-
als for oral and intravenous contrast. A phantom 
study on a preclinical PCCT prototype proposed 
using an iodine oral contrast for fecal tagging and 
gadolinium as the blood-pool agent [57]. Material 
decomposition of iodine and gadolinium images 
enabled visualization of the polyps from the feces.

 Summary

Photon-counting detectors use direct-conversion 
semiconductors, combined with pulse-height 
analysis electronics, to sort detected photons 
into energy bins. Photon-counting detectors can 
acquire more than two spectral measurements 
simultaneously, while also acquiring a nonspec-
tral CT image. In addition to the spectral acqui-
sition capabilities, photon-counting detectors 
have the additional benefits of higher resolution 
imaging with higher dose efficiency, compared 
to conventional CT detectors. However, photon-
counting detectors are challenged by numerous 
effects in the detector that degrade the spectral 
information and cause photons to be detected in 
the incorrect energy bins. Numerous efforts are 
underway to minimize and compensate for these 
nonideal effects, including detector hardware, 
system, and algorithmic approaches.

Overall, photon-counting detectors have 
potential to (1) produce nonspectral CT images 
with increased contrast, improved spatial reso-
lution, reduced beam-hardening artifacts, and 
reduced noise and/or dose, (2) improve the dose 
efficiency of two-material decomposition, and (3) 
quantify K-edge contrast agents, including multi-
contrast studies. Whole-body clinical PCCT pro-
totypes have been developed, with animal and 
clinical studies underway to evaluate the benefits 
and new applications made possible by PCCT.
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CT-Based Quantification

Ehsan Samei and Jocelyn Hoye

 Introduction

Quantitative imaging refers to the science, 
the technology, and the process of extracting 
quantitative values from medical images. The 
Radiological Society of North America defines 
quantitative imaging as “the extraction of quan-
tifiable features from medical images for the 
assessment of normal or the severity, degree of 
change, or status of a disease, injury, or chronic 
condition relative to normal” [1]. The key aspect 
of quantitative imaging is that it is not only 
the extraction of quantitative numbers  – it is 
also using those numbers to assess the patient. 
Examples of quantities that might be extracted 
from medical images include measured image 
intensity values in a region of interest, measured 
diameters and volumes of different structures, and 
mathematical descriptions of texture to quantify 

internal anatomical heterogeneity for regions of 
interest. These quantifications might be used, for 
example, to decide if a lung nodule is responding 
to a therapy, to determine if there is stenosis in 
a cardiac vessel and the degree of severity of a 
stenosis, or to determine the likelihood of malig-
nancy of a liver lesion. With first applications in 
oncology, cardiology, pulmonology, orthopedics, 
and neurology, quantitative imaging is a goal 
shared by many physicians and scientists across 
medical specialties with the end goal of improv-
ing patient care.

Historically, medical imaging was developed 
to allow physicians to see a visual representa-
tion of the internal structures of the human body. 
Medical images were valued for their ability to 
provide a noninvasive representation of internal 
anatomy that would allow for improved diagno-
sis and treatment of patients. For many years, 
medical images were used qualitatively by radi-
ologists and physicians who would describe their 
findings based on what they were able to see in 
the images. However, scientists and physicians 
have realized that images have the potential to 
provide also a wealth of quantitative informa-
tion toward the diagnosis and the treatment of 
the patient.

One goal of using medical images for quan-
tification is to improve patient care by making 
patient assessment and treatment decisions less 
susceptible to intra- and interobserver differences. 
The use of quantitative imaging can make patient 

E. Samei (*) 
Department of Radiology, Duke University, Durham, 
NC, USA
e-mail: ehsan.samei@duke.edu 

J. Hoye 
Carl E. Ravin Advanced Imaging Laboratories  
(RAI Labs) and Medical Physics Graduate Program, 
Department of Radiology, Duke University,  
Durham, NC, USA
e-mail: jocelyn.hoye@duke.edu

15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-26957-9_15&domain=pdf
mailto:ehsan.samei@duke.edu
mailto:jocelyn.hoye@duke.edu


290

care more consistent by extracting  numbers from 
patient images, with the idea being the numbers 
are less subjective and more consistent from one 
interpreter to another and for the same interpreter 
over time. Quantitative imaging also allows for 
the understanding of the degree of severity of a 
change in condition. For example, qualitative 
imaging allows a physician to see that a lung 
nodule increased in size between the first scan 
6 months ago and the scan of the patient today. 
However, quantitative imaging, in theory, allows 
the physician to say that the lung nodule increased 
in size by 30%, for example. Quantitative infor-
mation can help healthcare professionals ensure 
consistent care is delivered across patients and 
facilitates evidence-based decisions based on the 
significance of the findings.

Each imaging modality has its own unique 
image quantification applications and tech-
nical challenges, with some modalities hav-
ing more quantification potential. Computed 
Tomography (CT) offers such a potential as the 
intensity values in the image correspond with 
the fundamental physical properties of the tis-
sues. Even though the final image displayed is 
not in units of linear attenuation coefficient, 
the final image can be, to some extent, consid-
ered a normalized linear attenuation coefficient 
scaled with water set to a value of 0 Hounsfield 
Units (HU) and air set to −1000 HU. Generally, 
physicians know the expected HU for a given 
tissue at a given kV and can therefore use an 
average HU measurement to understand the 
extent of disease. In addition to HU measure-
ments, iodine concentration can be quantified 
using dual energy CT to create iodine material 
decomposition images. Iodine quantification 
can be used to infer the iodine contrast uptake 
in tissue. Other quantitative measurements in 
CT include measurements of distances, areas, 
and volumes of interest for differentiation of 
image features. Recently, an emerging field of 
radiomics has offered expanded quantitative 
measurements including intensity enhancement 
reflecting temporal properties of perfusion and 
diffusion in tissue, texture reflecting inter-
nal heterogeneity of tissue, and morphology 
reflecting the shape and geometry of a region 
of interest [2–4].

In CT, there are several challenges to quanti-
fication. While the fundamental measure of CT 
is linear attenuation coefficient, there are many 
factors that alter the final CT image properties. 
Quantitative measures from CT are likely suscep-
tible to the many “knobs” that can be manipulated 
in image acquisition and reconstruction, includ-
ing kV, mAs, pitch, reconstructed slice thick-
ness, reconstruction type, and reconstruction 
kernel. An example of an image “knob” which 
can impact quantification is the combination of 
kV, mAs, pitch, and average patient size which 
interact to determine the noise magnitude in the 
image. Images with greater noise magnitude may 
result in highly variable quantification of specific 
patient attributes. Further, manufacturers deploy 
different reconstruction kernels in the process of 
creating CT images which are not necessarily 
designed for quantitation. A CT image may be 
reconstructed using a reconstruction kernel that 
makes the images more appealing to be viewed by 
a radiologist; however, that does not necessarily 
make the image better for quantitation. Different 
kernels may alter the size and shape of an object 
and the gray levels of the final CT image. The 
processes of beam-hardening and scatter correc-
tion further impact the quantitative capability of 
the scanner. In CT, most manufacturers keep the 
details of reconstruction and correction methods 
as proprietary information, making it difficult 
to undo the effects. The precision of quantifica-
tion in CT must be addressed if one is to ensure 
that evidence-based decision- making is relevant 
to the patient and not simply a reflection of the 
imaging acquisition and reconstruction settings.

In principle, any imaging quantification, 
including that in CT, needs to meet four require-
ments to be most effective (Table  15.1). Those 
include:

 1. Clinical and biological relevance (ensuring 
the attribute of an image is worth 
quantifying)

 2. Objectivity (ensuring the quantification mea-
sures what we believe to be the truth of the 
object being measured)

 3. Robust quantification (ensuring the impreci-
sion in the quantification is understood and 
mitigated)
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 4. Clinical implementability (ensuring the 
quantification is possible to implement clin-
ically in a way that is usable by medical 
professionals)

The following sections of this chapter will give 
an in-depth description of the four main aspects 
of quantification and describe the requirements 
and challenges associated with each.

 Relevance

It is fundamental to CT-based quantitative imag-
ing that the quantification of an attribute has 
clinical and biological relevance to the patient. 
Relevance is ascribed to a quantification metric 
which can successfully quantify the usable bio-

logical or clinical outcome of a patient. A relevant 
metric would be correlated with an observable 
biological phenomenon. Relevance is the over-
all end goal of quantitative imaging; however, 
it is so integral and important to quantification 
that it must be addressed at the beginning. The 
end goal of quantification in CT, or in any other 
imaging modality, is to be able to make an assess-
ment or decision about patient disease status. If 
a quantification does not give information about 
a patient disease status, related to the biological 
truth of the patient, then the quantification is not 
relevant, and physicians and scientists should 
not continue to investigate the quantification. In 
another word, all quantifications must be relevant 
by being grounded in some clinical or biological 
understanding of the disease or disease process. 
Example biological and clinical phenomena in 
CT which have been quantified include tumor/
lesion size, tumor/lesion spiculation, and extent 
of cardiac stenosis, each of which is relevant 
attributes of a disease independent of imaging.

Tumor/lesion size is a known indicator of 
patient outcome, with the general trend that 
patients with larger tumors and lesions tend to 
have worse survival than patients with smaller 
lesions [5]. Tumor size is also used as an end-
point for clinical trials to indicate whether a 
patient is responding to a therapy [6]. Since this 
phenomenon has been observed and understood 
biologically, any quantification that seeks to 
measure tumor size and is successfully able to 
do so would be considered a relevant quantifica-
tion. In-plane diameter, area, and volume are all 
metrics which seek to quantify tumor size. While 
there may be debate about which of these met-
rics can be measured robustly and accurately in 
a clinical scenario (which we tackle as a third 
requirement below), all these metrics are consid-
ered relevant because they quantify the size of the 
tumor/lesion which has also been known to cor-
relate with patient outcome.

Degree of coronary artery stenosis is another 
example of an observable biological phenomenon 
which is predictive of patient outcome. A steno-
sis is defined as the narrowing of a blood vessel. 
When blood vessels are narrowed, the flow of 
blood through the region is restricted. Therefore, 
patients whose vessels have more stenosis are 

Table 15.1 Definitions of the four main aspects of quan-
titative metrics to ensure high-quality quantification in CT

Quantification 
requirement Definition Determination
Relevance Quantification 

that is 
associated with 
a useful 
biological or 
clinical outcome 
of a patient

Ascertaining the 
correlation of 
metrics with 
clinical 
outcomes or 
intermediary 
clinical 
outcomes (e.g., 
progression)

Objectivity Quantification 
that is 
associated with 
accurate and 
representative of 
the underlying 
truth of the 
patient or the 
disease

Ascertaining the 
bias or accuracy 
of metrics in 
comparison to 
known property 
of the tissue or 
object (i.e., gold 
standard)

Robustness Quantification 
that is 
associated with 
metrics which 
can be measured 
precisely

Ascertaining the 
variability of 
metrics in 
repeated 
measurements

Implementation Quantification 
that is 
associated with 
metrics which 
can be 
effectively 
implemented 
clinically

Ascertaining the 
needed tools and 
their usability in 
clinical settings
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more likely to have worse outcomes. The degree 
of stenosis might also indicate to a physician that 
a more extensive intervention may be needed for 
the patient. Since the degree of coronary artery 
stenosis is understood clinically and biologically, 
any metric that successfully quantifies the extent 
of stenosis is a relevant quantification. Coronary 
artery stenosis can be measured as a percentage 
of the normal size by measuring the area of the 
normal vessel and the area of the stenosed region 
and relating the two measurements in a ratio. 
While this quantification may not be robust and 
accurate across all cardiac CTs and all patient 
heart rates, the quantification is relevant because 
it seeks to quantify an observable trait which cor-
relates with a clinical outcome.

A final example of a biological and clinical 
disease process which has been quantified is 
lesion spiculation. In general, lesions which are 
more spiculated at the edges, rather than having 
well-defined smooth boarders, are more likely 
to be malignant [7]. Researchers in the field 
of radiomics have developed several metrics 
which seek to quantify the extent of spiculation 
of a lesion by calculating the variability of the 
distance from the perimeter to the center of the 
lesion [8]. Others have quantified spiculation by 
measuring the average gradient of the edge of the 
lesion to quantify the level of definition in the 
lesion margins [9]. Metrics that seek to quantify 
lesion spiculation are examples of biologically 
and clinically relevant metrics.

It is essential that quantification be grounded 
in patient outcomes and biology to ensure that 
the metrics are worth implementing clinically. 
Ensuring biological and clinical relevance will 
also give an understanding of the expected trends 
against which to check that the metrics are giving 
the results we expect. For example, a new metric 
to quantify lesion spiculation can be tested against 
images of lesions with a range of known spicula-
tions. If the metric is found not to be correlated with 
observable changes in spiculation level of lesions, 
the quantification is not relevant to the biological 
phenomenon aimed to be quantified. Ultimately, if 
quantitative metrics extracted from patient images 
are not biologically relevant, then the metrics will 
not be useful for improving patient care.

While it may seem obvious that quantitative 
metrics should be metrics which are relevant to 
biological and clinical outcomes, it can be easy to 
get caught up in quantification for quantification 
sake and lose sight of the overall goal and pur-
pose of image quantification. Along these lines, 
statistically, it is easy to find a quantification 
metric which seems relevant if enough candidate 
metrics are tested. For example, let’s say we have 
CT images of 200 patients, and we know how 
long the patients survived after being diagnosed 
with lung cancer, and we wanted to find a quan-
tification which correlates with patient survival. 
If we decide to skip the assessment of biologi-
cal relevance and simply test many quantification 
metrics, we may find a metric correlated with 
survival simply due to chance. If we do not take 
the time to (1) account for multiple hypothesis 
testing by either correcting for it or acquiring 
more patient cases or (2) determine scientifically 
how the mathematics of the quantification might 
relate to what we are able to see in the patient 
images, then we cannot be sure that the quanti-
fications are relevant to clinical outcomes and 
patient biology, rather than simply being due to 
random chance [10].

When the precise underlying biological pro-
cesses are unknown, the expertise of expert cli-
nicians can be harnessed to identify and create 
clinically meaningful quantifications. For exam-
ple, when radiologists read and interpret patient 
images containing lesions, they often subjec-
tively deploy image signatures associated with 
malignancy, such as qualities associated with 
borders or necrosis. Those attribute can be made 
into quantitative biomarkers. This method of 
creating quantitative features can create disease- 
targeted quantitation that takes advantage of 
radiologist expert information. Needless to say, 
having biomarkers founded on biological or 
clinical foundations, it would still be necessary 
to follow appropriate statistical methodology to 
ensure that any newly developed metric is statis-
tically predictive of patient outcomes.

In summary, quantitative metrics extracted 
from patient CT images must be biologically and 
clinically relevant. For metrics to be relevant, 
they must be correlated with observable changes 
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in patient anatomy and disease which are reflec-
tive of changes in biology and anatomy of the 
underlying ground truth of the patient. Examples 
of metrics which are based in biological rel-
evance are quantification of lesion size, cardiac 
plaque stenosis, and lesion spiculation. While 
not all metrics developed to quantify biological 
phenomena can be measured with adequate accu-
racy and precision, metrics which are relevant to 
biological and clinical ground truth are the only 
metrics worth studying for the improvement of 
patient care. Even if a metric were developed 
which could be measured accurately and pre-
cisely for every patient, if the metric did not give 
information to clinicians about the disease state 
and did not aid the clinicians in their decision- 
making process about patient care, then the met-
ric would not be relevant.

 Objectivity

Objective quantification metrics are ones which 
accurately assign a number to the observable 
expected phenotypic variation for normal patient 
anatomy and disease. In other words, objective 
quantifications are quantifications which are 
accurate and representative of the underlying 
ground truth of the patient. Objective quantifica-
tions are ones which are accurate and not biased 
depending on how the quantity is measured. An 
easy way to understand objective measurements 
is with the example of height. When a person 
asks how tall you are, you can give an objective 
measurement of your height if you used a tape 
measure. You know that your measurement is 
accurate because there is a reference standard 
object which represents 1  m against which all 
other methods were evaluated. The development 
of the reference standard meter stick allowed the 
measurements of distances to be objective and 
standardized.

In CT, objectivity is sometimes difficult to 
achieve because there is variation in the ways that 
CT images are presented depending on which 
settings were chosen to both acquire and recon-
struct the CT images. This is partially because 
CT was largely developed to obtain a qualitative 

image of internal anatomy rather than to obtain 
quantitative data points. As such, the many differ-
ent settings can lead to different quantifications 
depending on how the images were acquired 
and reconstructed. As a result, quantitative met-
rics measured from CT scans are not necessarily 
objective. As an example, if one seeks to quantify 
tumor volume, the objectivity is compromised if 
the value is dependent on the CT machine – such 
as if volume on one CT scanner is 500 mm3 and 
on another is 550 mm3.

While CT is not an inherently objective way 
to acquire data, the challenge of objectivity can 
be overcome if you can account for differences 
between CT scanners and methods. By account-
ing for any systematic bias, then we can make 
the quantification objective. If we return to the 
height example, a biased tape measure would be 
one that you know underestimates your height by 
5 in. Since you know that the tape measure under-
estimates by 5 in, you can correct for the bias by 
adding 5 in to your height as measured using that 
specific tool. Similarly, if you can determine that 
with scanner model A, all volumes are underes-
timated by 20%, then you can add 20% to what-
ever measure of volume you get from scanner 
model A. Underlying this discussion is the need 
to have a gold standard reference object which 
can be used to compare different CT scanner 
acquisition and reconstruction settings. To assess 
the objectivity of a quantification, it is necessary 
to have such a gold standard reference to ensure 
that the quantification is an objective measure of 
the ground truth of a patient, rather than an effect 
of the scanning or analysis process.

In CT, a gold standard can be supplied by a 
known object, which can be physical or compu-
tational. The object should be made with material 
and morphological realism. The object either can 
then be physically scanned by a CT scanner or 
can be virtually scanned by a simulated CT scan-
ner through so-called the virtual clinical trial pro-
cess [11]. The CT scanned versions of the object 
can be visually and quantitatively compared to 
the ground truth. The quantitative features from 
both the ground truth and the CT image can be 
compared to calculate any bias which was intro-
duced by the specific CT scanning acquisition 
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and reconstruction settings. This process can be 
repeated for multiple acquisition and reconstruc-
tion settings to determine the exact bias in any 
specific imaging settings. For example, a study 
was performed to calculate the bias in morphol-
ogy features of lung lesions across different 
protocols [12]. The results can be displayed in a 
heatmap with different protocols along one axis 
and different morphology features along another 
axis and the feature bias displayed in color as 
shown in Fig. 15.1.

The process of creating ground truth objects to 
be scanned by CT scanners to verify quantitative 
accuracy has been done for several applications. 
For example, ground truth objects which have 
internal heterogeneity have been developed to 
allow verification that texture features measured 

from CT scans are truly indicative of the ground 
truth of the object and are not merely unintended 
quantification of image noise or some other 
image feature [13, 14]. Figure  15.2 shows the 
process of computationally creating 3D printed 
texture lesion models. Another example is coro-
nary artery stenosis. When physicians measure 
percent stenosis from CT scans, they want to 
be sure that their measurement is reflective of 
the ground truth stenosis in the patient. Using a 
ground truth phantom with a known stenosis, the 
effects of different CT imaging acquisition set-
tings and different motion profiles of the mov-
ing vessels in the heart were tested [15]. A final 
example is related to metal artifacts in images. If 
a physician wants to measure the contrast of the 
aorta to determine the enhancement curve over 

Fig. 15.1 The percent relative bias of morphology fea-
tures is shown for lung nodules imaged by different imag-
ing protocols from multiple vendors using different 

kernels, doses, and slice thicknesses. The positive bias 
(overestimation) is shown in pink, and the negative bias 
(underestimation) is shown in green

Fig. 15.2 3D printed textured lesion models were cre-
ated by starting with a simple geometrical sphere. The 
sphere was updated to have anatomically informed mor-

phology, and texture before it was sent to the 3D printer to 
create a physical model
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time after administering IV contrast, and the aorta 
is affected by a metal artifact, it would be neces-
sary to quantify the extent that the metal artifact 
impacts the objectivity of the measurement. This 
was previously studied by creating an exact rep-
lica of a metal object using a nonmetal material 
[16]. Both the metal object and nonmetal replica 
were separately inserted into models of the aorta 
and imaged with a CT scanner. The difference in 
contrast was calculated for the metal and non-
metal cases for a variety of imaging acquisitions 
or reconstruction settings.

While it may sound simple to determine the 
objectivity of quantification, sometimes it can be 
quite difficult to determine if a metric is corre-
lated with underlying biological truth. To ensure 
independence of CT system influence, it is nec-
essary to have ground truth biological models 
which are (1) representative of patient anatomy 
and disease and (2) are made of materials which 
are anatomically realistic when imaged by 
CT. For simulated CT scans, biological material 
properties of the model need to be known so that 
the attenuation through the model can be simu-
lated. In terms of ground truth realism, it may 
be possible that the ground truth objects used to 
test imaging acquisition settings are not similar 
enough to the underlying ground truth anatomy 
of patients, and therefore the results would not 
give objective information about the patients.

Generation of realistic anatomic and disease 
models is challenging because it is incredibly 

difficult to ever know the ground truth anatomy 
of the patient, and therefore it is difficult to 
ensure that models are representative of patient 
anatomy and disease. Ground truth of the 
patient cannot be determined directly from CT 
scans because the patient anatomy as displayed 
by CT scans has already been affected by the 
imaging system. Ground truth anatomy cannot 
always be determined even by surgical means 
because the surgery itself changes the morpho-
logical and anatomical appearance of the area 
of interest. For example, lung tissue that has 
been removed from a patient and scanned by a 
micro-CT scanner does not retain its shape and 
morphology outside of the living and breath-
ing patient. Several solutions to the problem of 
creating anatomical models include (1) itera-
tively generating ground truth models which 
are blurred by the system MTF and injected 
with noise according to the system NPS and 
are then updated based on comparison with a 
CT representation of the anatomy [17, 18] and 
(2) using biomechanical and physiological the-
oretical models to create models grounded in 
biology [19, 20]. Example anatomical models 
with realism have included morphological lung 
and liver lesion models [21], internal hetero-
geneity liver models [17], internal heterogene-
ity lesion models (Fig. 15.3) [13], and cardiac 
plaque models [15].

Another challenging aspect of ascertaining 
objectivity is ensuring the fidelity of the ground 

Fig. 15.3 (Left) Examples of 3D printed textured lesion 
models of different sizes with anatomically informed tex-
ture and morphology. The lesion models are shown next to 

a quarter for size comparison. (Right) A cross section of a 
textured lesion model which was cut to show the internal 
heterogeneity of the two materials
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truth object. In cases of 3D printing, theoreti-
cally the ground truth object is a known quan-
tity because it is 3D printed, and therefore the 
size, shape, materials, etc. should be exactly 
known. These objects which are exactly known 
can be inserted into anthropomorphic phan-
toms and scanned with commercial CT scanners 
(Fig. 15.4). While 3D printing is incredibly pow-
erful, the 3D printing process itself is not always 
exact. The 3D prints themselves need to be vali-
dated and verified for their accuracy, both geo-
metrically [22] and in terms of material density; 
the current 3D printed materials have a limited 
range of radiodensity for soft tissue representa-
tion, making it difficult to represent realistic 
anatomical heterogeneity. Using computational 
models and simulation through so-called virtual 
clinical trials offer advantages that remedy these 
limitations.

In summary, quantification should be objec-
tive to give information about the ground truth 
anatomy of the patient. Any quantification should 
be reflective of the true state of the patient rather 
than the imaging technology used to obtain 
images. Objectivity can be assessed by quantify-
ing the bias between the ground truth and the CT 
representation of the ground truth. In creating a 
ground truth reference object, ether physical or 

computational, it is important to ensure that it is 
designed with materials and morphology which 
is representative of patients. It is also impor-
tant to verify that the objects created are exactly 
known and are not altered over time or during the 
creation process.

 Robustness

Once we have identified a relevant attribute of a 
patient to which we want to assign an objective 
quantification, what is the best way to quantify 
the attribute? For example, we know that lesion 
size is a relevant attribute of a lesion indicative 
of patient outcome, but how do we quantify it? 
Volume, area, and in-plane diameter are all dif-
ferent ways to assign a number to lesion size, 
but which is the best quantification that can be 
made most objective and most precise? There 
may even be a better metric that quantifies size. 
With all the different options for quantifying an 
attribute, it is challenging to determine which 
quantification will be the best one which will 
ensure objectivity but will also be able to be 
measured robustly.

Quantifications are considered robust when 
they can be done precisely with low amount 

Fig. 15.4 Example cross-sectional CT images (scanned with GE Revolution, FBP Standard Reconstruction) of heter-
ogenous and morphologically realistic 3D printed nodules imbedded within the anthropomorphic chest phantom
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of variability. Ensuring robustness is all about 
ascertaining the imprecision in any measure-
ment and identifying, and possibly mitigating, 
the sources of variability. Variability can be mea-
sured between different scanners, within the same 
scanner across different patients or even within 
the same scanner and same patient over time or 
on the same day, after a so-called coffee break. 
There are many sources of variability in the quan-
tification process including the quantification 
metric itself, the inherent noise properties of the 
scanner, the variability between different imag-
ing conditions, the variability in the ground truth 
of the patient day-to-day, the operator or segmen-
tation algorithm used to identify the object or 
region of interest in the image, the amount and 
type of contrast given, the background anatomy 
interfering with isolating the object, and the 
extent of motion in the patient. Figure 15.5 gives 
an example of how the same lesion may look dif-

ferent on a CT scan based on different resolution 
and noise properties alone.

The first variability which must be understood 
is that caused by image noise which is always 
present in CT imaging. Noise in CT images never 
presents in the same way from scan to scan and 
can significantly impact the robustness of certain 
quantifications. The variability due to image noise 
can be assessed by re-scanning the exact same 
object or patient under the exact same conditions 
consecutively in what is known as a test- retest or 
a “coffee break” study design. The consecutive 
images can be analyzed by extracting the same 
quantitative feature, such as volume, texture, or 
contrast. The two extracted measurements from 
the two consecutive images will never be the 
same due to the inherent noise in the image. If 
the same object were scanned 100 s of times in a 
row and the feature was measured every time, it 
would be possible to measure a standard devia-
tion for the quantification which is due strictly 

Fig. 15.5 The same lesion model presented with different noise and resolution properties of commercial CT scanners
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to the noise alone. This is the fundamental first 
level of variability which underlies the process 
of image quantification and is specific to each 
acquisition setting and noise level in the image.

The next level of variability is caused by the 
different settings which could be used to acquire 
CT scans. The variability due to different scan-
ning conditions can be assessed by scanning the 
same object multiple times using multiple differ-
ent scanning settings. The quantitative measure-
ment can then be extracted from the images. A 
standard deviation of the quantitative features 
can be calculated to describe the variability 
due to scanning conditions. This variability can 
potentially be considered a systematic effect that 
can be mitigated by calibrations or corrections, 
but when many clinical applications use imag-
ing generically without respect to this effect, it is 
important to understand it as a source of random 
variability in the quantitative feature measure-
ment. If this variability is large, then it may be 
necessary to define specific scanning protocols, 
such as specific slice thickness, image noise, and 
reconstruction method, which limit the variabil-
ity in the final quantification measurement. For 
example, texture measurements of lesions may 
be significantly affected by the image noise, 
slice thickness, and reconstruction settings [23]. 
To limit the variability in this space, it may be 
necessary to define specific protocols which ren-
der extracted features with a controlled level of 
variability.

Another level of variability which is important 
clinically is the variability in a feature due to dif-
ferent readers and segmentation algorithms [24, 
25]. To illustrate the importance of this variability, 
consider a patient with a lung lesion being treated 
and monitored over time to assess the effective-
ness of the therapy. If the patient is scanned and 
the volume of a lesion is measured by one radi-
ologist, and 6  months later, the patient returns 
to the clinic and is scanned again and the lesion 
volume is measured by a different radiologist, 
we want to be sure that the variability between 
different radiologists is low so that we can trust 
that the measurements are precise descriptions 
of the patient disease status. This interobserver 
variability can be assessed by  giving different 

observers the same sets of images for analysis 
[25]. Each observer is asked to process the rel-
evant anatomy and measure the quantitative fea-
ture. A standard deviation can then be calculated 
to quantify the variability due to different observ-
ers. The same methods can also be applied to 
different segmentation algorithms which can be 
manual, automatic, or semiautomatic. It is likely 
that some segmentation algorithms will be less 
variable than others, and therefore, the segmenta-
tion algorithms which are less variable should be 
used for quantitative purposes to ensure precision 
in quantification. However, it is always important 
to note that segmentation algorithms which are 
more precise might also be biased – and if so, the 
bias should be mitigated.

While sources of variability are naturally 
present in the process of quantification in CT, 
there are ways to determine the quantification of 
an attribute which is most robust across differ-
ent sources of variability. For example, the fea-
ture compactness is a metric that takes the ratio 
of volume to surface area to describe how simi-
lar or different an object is from a sphere. There 
are several equations used to measure compact-
ness, and some measures are less variable than 
others when applied to CT images which con-
tain voxelized depictions of objects. Voxelized 
objects have inherent variability at the edges 
due to partial volume averaging which leads 
to a variable determination at the edges of an 
object, i.e., whether a pixel should be included 
or excluded from the segmentation mask. The 
variability at the edges might be different if the 
object were scanned  differently or if the bound-
ary of the object was assessed by different peo-
ple. This variability can either be magnified or 
suppressed depending on how compactness is 
calculated.

One method, which magnifies the variabil-
ity in compactness, uses calculations of volume 
and surface area which are made directly from 
the voxelized segmentation mask. The voxelized 
surface area is very misleading, because the sur-
face area of a voxelized object is the sum of all 
the external faces of the cubes that make up the 
object. Since anatomy is not made up of cubic 
faces, the cubic calculation of surface area tends 
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to lead to an overestimation of the surface area 
and also to a more variable measure of surface 
area depending on which specific boundary vox-
els do or do not get included in the segmentation 
mask. Another method of calculating compact-
ness uses the volume and surface area of meshes 
which are fit to the voxelized object. This method 
is less variable than the previous method because 
the mesh fit takes out the systematic overesti-
mation of surface area and reduces some of the 
variability of included and excluded voxels at the 
edges of the object. Yet, another way to measure 
compactness is using the equation for discrete 
compactness [26] which calculates compactness 
on a voxelized object using a formula based on 
the number of voxels included in the segmenta-
tion mask. This discrete compactness method 
was shown to be less variable than other met-
rics in the case of voxelized objects [26]. This 
example illustrates that the method of quantifica-
tion of an attribute can affect the robustness of 
the measurement and that quantification methods 
should be chosen carefully to minimize sources 
of variability.

Variability in quantification can also be due 
to variations in the biology of a patient. For 
example, in the quantification of coronary ste-
nosis, patient heart rate can affect the stenosis 
quantification such that patients with higher heart 
rates have less precise quantification of stenosis 
than patients with lower heart rates [15]. Another 
example of biologic variability is the variability 
in lesion measures due to confluence of the fea-
tures of the lesion and the segmentation process. 
For instance, if the lung lesions have well-defined 
margins, they may be able to be segmented with 
less variability than lesions which are more 
spiculated and have unclear boundaries between 
cancerous tissue and healthy tissue. In this case, 
spiculated lesions may result in volume mea-
surements which are less robust and less precise 
than well circumscribed lesions. A third example 
of biologic variability is the degree of motion- 
induced blurring affecting the quantification of 
radiomics features [27]. A final example of bio-
logic variability is the case of metal in the patient. 
Patients with metal implants which are located 
near relevant anatomy may have more variable 

quantification of features because of variations in 
how the metal artifact presents itself in the image. 
The metal artifact induced variability also may 
be impacted by any metal artifact reduction algo-
rithms used.

Study designs for ascertaining measure-
ment robustness can be performed in patients, 
physical phantoms, computational, and hybrid 
datasets, each with their relative strengths and 
weaknesses. Test-retest studies in patients [28, 
29] are useful for providing realistic anatomic 
geometry and material properties; however, 
these studies lack ground truth, are expen-
sive, and subject patients to ionizing radiation. 
Studies of robustness in phantoms [30, 31] are 
useful for knowing the ground truth and over-
coming radiation exposure limitations; how-
ever, they have the added challenge of utilizing 
phantom geometry and materials which may 
not be realistic and complex compared with 
patients. In addition, physical phantom stud-
ies only allow for a finite number of different 
objects and scan repeats [32] due to resource 
constraints in creating different combinations 
of physical phantom characteristics and scans. 
Hybrid datasets [33], which are created by 
inserting computational models of lesions into 
patient data, can be created to ascertain robust-
ness. Hybrid datasets have been shown to yield 
similar conclusions to real CT datasets [34], 
with added benefit of knowing the ground truth 
of the inserted lesion. The downside of hybrid 
datasets, however, is that they are often limited 
to study imaging acquisition protocols which 
have been previously used to image patients. 
Finally, simulation studies of CT imaging sys-
tems through virtual clinical trials [11, 12, 32] 
can be useful for quantifying variability across 
a larger range of possible scenarios with known 
ground truth. While simulation studies are fast 
and cost- effective, they have the caveat that they 
need to be validated to ensure realism. Each 
study design has its relative strengths and weak-
nesses, ranging on a spectrum from controlled 
experimentation to clinical realism (Fig. 15.6). 
In the process of ascertaining the robustness of 
a quantitative feature, it may be necessary to use 
a combination of patient, phantom, hybrid, or 
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simulation studies to fully understand and vali-
date the expected degree of variability.

It is important to understand the degree of 
variability of a feature because it is important to 
be able to differentiate between real biological 
change in a quantitative feature over time and an 
artifactual change due to the quantification pro-
cess itself. For example, consider a case where a 
patient with a liver lesion is being monitored over 
time. At each time point, the liver lesion volume 
is measured. It is important to know the expected 
variability in liver lesion volume due to different 
acquisition settings, image noise, segmentations, 
etc. so that we can say with confidence either that 
the patient’s liver lesion is truly getting larger or 
that the change is likely due to inherent variabil-
ity in the imaging and quantification process. By 
knowing the variability, a minimum detectable 
change in liver lesion volume can be calculated 
with, for example, 95% confidence. The concept 
of minimum detectable difference, which has 
been previously applied to iodine concentration 
[35] and lung nodule volume estimation [36], can 
be a powerful tool to aid decision-making about 
when the differences in a quantification are real 
and when they are due to other imaging factors.

In summary, ideal CT-based quantification 
should be robust across different sources of vari-
ability present in CT. The fundamental underly-
ing variability in CT imaging is due to different 
instances of image noise. Other sources of vari-
ability come from differences in CT acquisition 
protocols and scanners, in observes and segmen-
tation algorithms, in methods of quantifying a 
given biological phenomena, and in the patient 
anatomy and biology. Variability can be assessed 
by imaging the same object across the different 
sources of variability. After variability has been 
assessed, it is necessary to ensure that the quanti-
fication process is done in the most robust way to 
limit the impact of variability. This may involve 
choosing specific CT imaging protocols and 
segmentation algorithms which minimize vari-
ability of a specific quantitative feature. It may 
also involve choosing the quantification method 
which is most precise and robust in the context 
of voxelized images of human anatomy. It will 
never be possible to eliminate variability entirely; 
however, if variability is known, then it can be 
used to give a lower limit on the ability to detect a 
change in quantitative features, i.e., a lower mini-
mum detectable change.

Clinical Realism

Clinical
Practice

Clinical
Trials

Hybrid
Datasets

Virtual Clinical
Trials

Anthropomorphic
Phantoms

Simple
Phantoms

Acquisition
Specifications

Controlled Experimentation

mAs, kV,
CTDIvol,
Rotation Time

MTF, NPS,
Contrast, d’, e’

Fig. 15.6 The range of possible studies to ascertain variability ranges from controlled experimentation to clinical real-
ism. Each type of study has its relative merits and drawbacks
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 Implementation

While it is essential that the extraction of quan-
titative measures from CT images be relevant to 
biology, objective, and robust, it is also essential 
that the process be implementable in a clinical 
workflow. Quantification will not ultimately 
improve patient care if it is too difficult to imple-
ment or if the process of calculating quantitative 
features takes too long compared with the clini-
cal demands. For example, if the time needed 
to compute a quantitative metric is too long, it 
may be impractical. If the quantification requires 
an in-depth interaction between a clinician and 
a quantification user interface, this may also be 
impractical. It is therefore necessary to integrate 
quantification into the clinical software and to 
make the process of quantification as automated 
and as intuitive as possible.

Integration and automation of quantification 
into clinical software has several potential ben-
efits for patient care. One benefit of automation is 
that it makes the process less dependent on spe-
cific members of the clinical care team to take 
time out of their schedules to initiate a quantifi-
cation workflow. Automation also has the benefit 
of being less prone to inter- and intra-observer 
differences and would therefore be more likely 
to be robust. For example, if the clinical imple-
mentation of a volume measurement requires a 
radiologist to manually segment multiple slices 
of a lesion, this may become too time-consuming 
for the clinical workflow and may also lead to a 
high degree of variability between different radi-
ologists. However, if the process of segmentation 
can be semiautomatic so that the radiologist just 
needs to do minimal manual segmentation in a 
single slice, this will save time.

There will of course be more time-saving by 
implementing automatic algorithms which seg-
ment the desired anatomy independent of human 
input. Automatic segmentation can further send 
the results to the electronic record; this would 
allow the radiologist to see quantitative results 
while reading the images. The challenge with 
automatic segmentation, however, is that it will 
be necessary to ensure that the segmentation 

worked in all cases the way it was intended. 
Some patients have conditions which make the 
automatic detection of their anatomy challeng-
ing. Examples include lung and spine segmenta-
tion in patients with collapsed lungs and severe 
scoliosis. In these cases, when the anatomy is 
significantly different from what is expected, 
the algorithm may fail to work as intended. 
Therefore, it may be necessary to have a user 
interface which can display the segmentation to 
a clinician to ensure proper quantification. It will 
also be ideal to design the interface such that it 
gives the clinicians the variability surrounding 
the extracted quantification so that they know 
the imprecision of any quantity that they may 
use to make clinical decisions. The advances in 
machine-learning and AI methods in image seg-
mentation and quantification can address some of 
the current limitations, but that will take time.

Some other key considerations for implemen-
tation include designing a quantification tool 
which is efficient without compromising patient 
care and designed to allow for the most efficient 
and intuitive interactions between caregivers and 
the technology. For example, if the quantification 
tool calculates quantitative features but displays 
them in a confusing way or makes the clinicians 
work to find the desired results, then the tech-
nology is likely to be under-utilized clinically. 
A well-designed user interface would be intui-
tive for clinicians to use, making it easy for them 
to find and interpret the quantitative results they 
need to make clinical decisions.

In summary, CT-based quantification should 
be implementable clinically. Clinically imple-
mentable quantification tools should operate with 
high speed and be integrated into the clinical 
workflow. Automation of segmentation in clini-
cal software will make quantification less prone to 
inter- and intra-observer differences and will save 
time that would have been spent by clinicians in 
segmenting and calculating features. One chal-
lenge with automation of segmentation and feature 
calculation is the need to validate the segmentation 
and calculation. If quantitative features are pre-
sented to radiologists while they are reading, the 
interface which displays the quantitative results 

15 CT-Based Quantification



302

should be intuitive to understand and to use. The 
machine-learning and AI methods can provide 
significant advantages in improving the robustness 
and implementability of quantitative CT.

 Interactions

While we present the relevance, objectivity, 
robustness, and implementation as four dis-
tinct aspects of quantification, these aspects 
are closely related and inform one another. For 
instance, it is uncertain if a metric is relevant until 
it is robust enough for this to be ascertained. As 
such, it is difficult to discern if it is better to start 
by identifying relevant metrics and then later test 
their objectivity and robustness or if it is better 
to identify robust and objective metrics and then 
later determine if they are relevant. For example, 
if we consider quantification of texture features, 
it may be possible that texture features derived 
from gray level co-occurrence and gray level 
run length matrices are relevant metrics which 
correlate with patient outcomes. However, until 
researchers and clinicians can identify a quantifi-
cation protocol which reduces the variability and 

bias, it may appear that the metrics are not cor-
related with patient outcomes. It may be the case 
that metrics which are not robust and objective 
are also less likely to be clinically relevant, and as 
a result, the attributes feed into and inform each 
other (Fig. 15.7).

 Conclusions

While CT-based quantification has not been the 
historical norm in radiology, its continued and 
expanded use allows for patient care to be more 
consistent and evidence-based. For CT-based 
quantification to be effective, it will be necessary 
to ensure that quantification is clinically and bio-
logically relevant, objective, robust, and finally 
implementable clinically. Biological and clinical 
relevance is the overall end goal of quantifica-
tion in CT because the metrics measured from 
CT scans must be useful clinically. Once metrics 
have been identified which are biologically and 
clinically relevant, then it is necessary to make 
sure that those measurements capture the physi-
cal quantity they are intended to measure and that 
they do so in a way that is objective and robust. 
Ideal quantifications are done with low variabil-
ity and with a high degree of accuracy. To verify 
the accuracy and variability, it is necessary to 
have biologically relevant reference ground truth. 
Finally, quantification must be implementable in 
a clinical workflow and therefore must have suf-
ficiently fast computation time and must be pre-
sented in a way which is intuitive for clinicians to 
understand and to use.

Not addressed in this chapter is the provision of 
approaching quantitative CT without the medium 
of radiomics biomarkers – taking advantages of 
machine-learning and AI methods operating on 
large datasets to ascertain the disease condition 
directly from the data. This is an exciting prospect 
with much potential. However, this development 
requires large amount of “clean” data, with estab-
lished ground truth, so the training process can be 
trusted. Further the results should ultimately be 
understood and related to the biological reality of 
the disease, provisioned through radiomics. And 
finally, many sources of variabilities noted above 

Implementation

Objectivity

Robustness

Relevance

Fig. 15.7 The aspects of relevance, objectivity, and 
robustness are at times interrelated and feed into each 
other. Implementation is shown on the outside because it 
can only be achieved effectively once the other three 
aspects have been established
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can limit the reach of radiomics-less methodolo-
gies as well. As such, we expect that in the decades 
to come, quantitative CT will be advanced along 
both the principle- driven/radiomics and data-
driven approaches. Ultimately, as in all medical 
developments, the goal is never the tool, but the 
good that it is expected to provide to advance 
human health.
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CT Material Identification

Federica Vernuccio and Daniele Marin

 Introduction

Material identification with conventional com-
puted tomography (CT) is based on x-ray atten-
uation as quantified in Hounsfield Units and 
displayed in shades of gray at different window 
levels. However, material identification with 
conventional CT is limited by the dependence 
of the linear attenuation coefficient μ – and sub-
sequently the CT number  – on mass density, 
material type (effective atomic number, Z), beam 
energy, and CT scanner. Above all, CT number 
only provides an estimated average of the x-ray 
attenuation of different materials at a given kVp 
within a selected voxel, and different materials 
with similar attenuation coefficients (e.g., cal-
cium and iodine) have similar CT numbers, even 
if they differ in mass attenuation coefficients and 
elemental compositions [1].

In contrast to a single-energy acquisition, dual-
energy CT (DECT) allows for the selective 
identification of materials in tissues. This has 

important clinical implications as precise material 
identification with DECT is nowadays a mainstay 
for detection and characterization of different dis-
eases, from head (e.g., differentiation of intracra-
nial hemorrhage from iodinated contrast material 
staining) to toe (e.g., characterization of monoso-
dium urate deposits in tophaceous gout) [2]. A 
more recent approach for material identification is 
represented by photon-counting computed tomog-
raphy (PCCT), which is currently under research 
and technological development, and is being 
translated into clinical studies.

 Material Identification: General 
Principles

The attenuation coefficient μ of any material can 
be described as the linear combination of two inde-
pendent functions – the photoelectric effect and 
the Compton (incoherent) scattering. Compton 
scattering is relatively similar across most mate-
rials; conversely, the likelihood of photoelectric 
absorption varies considerably, depending mainly 
on the material and on the x-ray energy. When 
an atom undergoes the photoelectric effect, the 
innermost shell (the k-shell) electron is ejected 
via the incident photon. Photoelectric absorption 
depends strongly on the unique binding energy 
of any k-shell electron for a particular material. 
The k-edge is the minimum energy required for 
the photoelectric event to occur with a k-shell 
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electron. The k-edge varies for each material and 
is higher with increasing atomic numbers (Z). 
The closer the x-ray energy level is to the k-edge 
of a material, the more the material attenuates. By 
analyzing photoelectric absorption properties of 
different materials at different x-ray energies, it 
is possible to identify materials with sufficiently 
different atomic numbers Z irrespective of their 
material density (Fig. 16.1) [3]. This basic prin-
ciple, known as material decomposition, can be 
exploited for material identification using either 
DECT or PCCT.

 Dual-Energy CT: Material 
Identification with Single- 
and Dual-Source Systems

DECT operates with low-energy (between 70 
kVp and 100 kVp depending on the dual energy 
platform) and high-energy (between 140 kVp 
and 150 kVp depending on the dual energy plat-
form) x-ray spectra, obtaining the relative attenu-
ation of voxels in the imaged volume at these 
two energies [2]. DECT technology includes 
simultaneous (i.e., dual-layer detector DECT) 
and near-simultaneous (i.e., single-source rapid 

KV-switching DECT [rsDECT] and dual-source 
DECT [dsDECT]) low- and high-energy acqui-
sition. The relative difference in attenuation at 
the two energies forms the basis for material 
decomposition with DECT. The ability of DECT 
to discriminate between two materials depends 
strongly on the difference between the character-
istic CT number ratio (or index) for each material 
defined as the low- to high-kVp CT number ratio 
of a given material (Fig. 16.2) [4].

Single-source DECT systems create material- 
specific images using a two-material decompo-
sition algorithm. Though any two materials can 
be selected for two-material decomposition, if 
the basis pair includes two materials with similar 
spectral properties the resulting information will 
be limited as the mass density images would be 
nearly identical. In clinical practice, the typical 
basis pair for two-material decomposition com-
prises water and iodine because of the large dif-
ference in the attenuation-energy curves between 
these two materials.

Dual-source DECT systems typically create 
material-specific images using a three-mate-
rial decomposition algorithm. Owing to the 
 assumption of volume and mass conservation, 
the  three- material decomposition algorithm 

Fig. 16.1 Graph of linear attenuation coefficients for 
iodine at two different densities (assuming ρ = 1 g/cm3) 
(white), calcium (assuming ρ = 1 g/cm3) (yellow), and soft 

tissue (assuming ρ = 0.1 g/cm3) (violet) as a function of 
energy (in kiloelectron volts). (Adapted from McCollough 
et al. [2])
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Fig. 16.2 (a) CT Number of iodine (yellow), calcium 
(green), and water (violet) at different x-ray energies (a). 
Each material has its own characteristic changing pattern 
at low and high kilovoltage: at a low kilovoltage, materials 
with a high molecular weight (mainly iodine) show 
greater x-ray absorption due to a greater likelihood of the 
photoelectric effect occurring. The change in measure-
ment of CT attenuation between low and high kilovoltage 
will enable differentiating iodine and calcium as demon-
strated in (b) and (c). Color-coded dual-energy post- 

processed axial CT scan (b) demonstrates the bone in red 
owing to the presence of calcium and the vessels in blue 
owing to the presence of iodine. In the left femoral artery, 
the color-coded images allow to easily recognize the pres-
ence of calcified parietal atherosclerosis in red. The pres-
ence of calcified parietal atherosclerosis shows a similar 
hyperattenuation as compared to the lumen of the vessel 
in the axial CT scan in the arterial phase (c), thus prevent-
ing from easy differentiation between calcium and iodine 
on conventional CT
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allows to estimate the concentration of three 
materials with known elemental compositions in 
a voxel. In the post-processing, the three-material  
decomposition algorithm allows the suppres-
sion or the enhancement of one of the materials, 
depending on the desired clinical application. In 
particular, by erasing iodine contrast material, it is 
possible to produce a virtual non-contrast (VNC) 
image; conversely, the enhancement of iodine con-
trast material will result in a color-coded iodine 
series. More recently, a multimaterial decomposi-
tion algorithm has been developed for fast kilovolt- 
peak- switching DECT and seems to be promising 
for fat quantification [5].

One of the main questions regarding VNC 
has been its clinical acceptability as a replace-

ment of true non-contrast images. It is impor-
tant to realize that the necessary assumption for 
accepting VNC in clinical practice is demon-
stration of an equivalence of these two image 
reconstructions. Previous studies have shown 
that VNC can provide reliable quantitative 
information regarding baseline tissue attenu-
ations in HU, suggesting that these images 
may obviate the need of a separate nonen-
hanced acquisition during multiphasic CT pro-
tocols with substantial radiation dose savings 
(Fig.  16.3) [6, 7]. However, DE-based iodine 
subtraction is not always perfect. In the assess-
ment of renal enhancement, lower attenuation 
values may be encountered in the dorsal por-
tion of the kidneys next to the spine, owing to 

a

c

b

d

Fig. 16.3 Post-processed virtual non-contrast axial CT 
images of a simple renal cyst (a) and of an hemorrhagic 
renal cyst (b) show almost the same density as compared 

to the respective true non-contrast images (c and d, 
respectively), thus allowing a confident diagnosis
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beam hardening affecting the low-kilovoltage 
images. Additional potential drawbacks of the 
VNC include erroneous subtraction of calcium 
(e.g., small renal calculi), as well as higher 
image noise.

Color-coded iodine images have several 
potential benefits. First, because these images 
are reconstructed from the same contrast-
enhanced dual-energy dataset, they are not 
prone to motion and/or breathing artifacts and 
eliminate any potential variability that can occur 
during two separate acquisitions with a single-
energy conventional multiphasic CT protocol. 
As such, quantitative information regarding the 
iodine uptake can be conveniently obtained from 
a single region of interest manually placed on the 
color-coded iodine map.

In addition, DECT allows for reconstruction 
of simulated monoenergetic images, which can 
be viewed through a broad range of energies, 
yielding increased consistency and precision of 
calculated CT numbers. Simulated monoener-
getic images are generated through basis mate-
rial decomposition, but the approach depends 
on the DECT platform – including an image-
based method for the dsDECT and a projec-
tion-based method for rsDECT platform [8]. 
The different DECT hardware implementations 
may lead to potential significant differences in 
virtual monochromatic CT numbers from the 
same lesion examined with these two different 
methods [8]. In clinical practice, 70–75  KeV 
has been validated for routine adoption in 
many clinical contexts [9]. The adjustment of 
window and level values of simulated monoen-
ergetic images may improve perceived conspi-
cuity of lesions and the perception of image 
quality [10].

Unfortunately, one of the main limitations 
of DECT for material identification is repre-
sented by a high degree of overlap between the 
x-ray energy spectra generated at low (from 70 
to 100 kVp) and high (140 or 150 kVp) peak 
tube potentials [11]. In addition, accuracy of 
material quantification may be significantly 
impacted by patient size and DECT parameters 
[12].

 Photon-Counting CT: An Emerging 
Approach for Material Identification

PCCT is an emerging technology based on the 
adoption of photon-counting detectors (PCDs) to 
directly count individual photon interactions [13]. 
While in energy-integrating detectors (EIDs) – cur-
rently used in clinical CT scanners – each detector 
element measures the total x-ray energy deposited 
in the detector during each measurement interval, 
PCDs directly convert individual x-ray photons into 
an electric pulse in the detector readout electronics, 
with the height of each pulse proportional to the 
individual photon energy. This improved PCCT 
technology potentially yields improved contrast-
to-noise ratio, dose reductions of x-ray radiation 
and contrast agents, improved spatial resolution, 
reduction of beam hardening artifacts, and, above 
all, an improved material identification owing to a 
more accurate K-edge imaging compared to DECT 
[14]. However, the clinical adoption of PCCT is 
limited by technical challenges (i.e., cross talk, 
pulse pileup, charge charging, K-escape x-rays, 
and charge trapping) resulting in a performance 
degradation of PCDs [13, 14].

 Clinical Applications of Material 
Identification with DECT

Post-processed images from DECT  – includ-
ing virtual monochromatic images, color-coded 
iodine overlay, and iodine-only images  – may 
improve the detection and characterization of dif-
fuse and focal diseases and contrast enhancement 
with a wide spectrum of potential benefits in dif-
ferent clinical settings.

 Material Identification with DECT: 
Hepatic Applications

DECT has proved its role in the identification and 
characterization of focal and diffuse liver diseases. 
The exact knowledge of the number of hepatic 
lesions may modify the therapeutical approach 
at diagnosis and at follow-up for both primary 
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and secondary tumors. Low-energy simulated 
monoenergetic and material density iodine DECT 
images outperform conventional single- energy CT 
yielding increased conspicuity and detection rates 
for both hypervascular and hypovascular hepatic 
lesions, including metastases and hepatocellular 
carcinoma [15–17]. 

The use of DECT iodine maps allows for 
improved diagnostic accuracy in the diagnosis of 
neoplastic portal vein thrombosis. According to 
one study, an iodine concentration of 0.9 mg/ml 
during the late hepatic arterial phase results results 
in a sensitivity of 100% and specificity of 95.2% in 
the diagnosis of neoplastic thrombosis in patients 
with hepatocellular carcinoma [18]. Owing to the 

possibility of quantifying iodine content in the 
iodine maps, DECT may be also used for the char-
acterization of small incidental hypoattenuating 
hepatic lesions deemed indeterminate with con-
ventional CT images [19]. In our experience, an 
iodine concentration of 1.2 mg I/mL may differen-
tiate benign from malignant indeterminate hypoat-
tenuating hepatic lesions between 5 and 20  mm 
with a sensitivity of 94% and a specificity of 93% 
(Fig. 16.4) [19]. Finally, iodine maps may help in 
the assessment of intratumoral vital tumor burden 
after different therapies for primary or secondary 
liver tumors (Fig. 16.5) [20, 21].

In addition to the detection and character-
ization of focal hepatic lesions, DECT material 

a b

Fig. 16.4 Iodine material attenuation map (a) shows 
absence of significant iodine uptake of a 0.9 cm hypoat-
tenuating lesion on contrast-enhanced CT on portal 
venous phase (b) deemed indeterminate 68-year-old male 

with history of previous malignancy. Based on the opti-
mized thresholds of 1.2 mg I/mL, the lesion is correctly 
diagnosed as benign

a b

Fig. 16.5 Post-processed contrast map (a) shows peripheral viable tissue (arrow) in a hypodense lesion in the left liver 
lobe, improving the detection of the peripheral enhancement compared to contrast-enhanced CT in the arterial phase (b)
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decomposition analysis may have a clinical role 
in the assessment of diffuse liver diseases such 
as steatosis, liver fibrosis, and hemochromatosis. 
Quantification of hepatic fat is becoming increas-
ingly important as it represents the reversible 
stage in nonalcoholic fatty liver disease before 
progression to fibrosis and cirrhosis. Owing to 
the decreased attenuation at lower energy lev-
els in presence of fat content, the spectral curve 
for hepatic steatosis shows an increase in the 
attenuation of fat with an increase in tube poten-
tial. An attenuation change greater than 10  HU 
between 80 and 140 kVp may be suggestive of at 
least 25% fatty infiltration. To date, unenhanced 
single-energy CT remains more accurate than 
unenhanced DECT for hepatic fat quantification, 
probably because of the small difference in the 
attenuation-energy curves between water and fat 
[22]. Nowadays, it is possible to generate the fat 
volume fraction (i.e., fat content in units of per-
centage volume) from the contrast- enhanced scan 
potentially eliminating the need for a separated 
non-contrast CT scan. The technical solutions for 
the fat volume fraction quantification include a 
three-material decomposition algorithm which 
assumes fat, soft tissue, and iodine as the main 
components [4] or a multimaterial decomposi-
tion algorithm using fast- kilovolt- peak switching 
DECT which allows to quantify fat with a convex 
constrained least- squares problem [5].

In addition to fat quantification, other biopsy- 
related indicators – including lobular inflamma-
tion, hepatocyte ballooning, and fibrosis  – are 
often necessary for proper diagnosis and man-
agement in patients with chronic liver disease. 
The increase in collagen deposition – which is 
typical in patients with chronic liver disease 
with progressing fibrosis – results in the expan-
sion of the extravascular extracellular space 
with a larger volume distribution for the con-
trast agent within the liver parenchyma. Using 
iodine maps, DECT may be used to estimate the 
increased distribution of the contrast agent in 
the extracellular space. During the equilibrium 
phase, the concentration of contrast agent within 
the intravascular space approximately equals 
that within the extravascular extracellular space. 
Iodine concentrations on the equilibrium phase 

images correlates with higher stages of fibrosis, 
and the iodine concentration (liver/aorta) ratio 
may be used for differentiating quantitatively 
healthy liver from cirrhotic liver and to estimate 
the severity of the disease [23, 24]. Estimated 
cutoff values that yield good accuracy for dis-
criminating METAVIR fibrosis stages in chronic 
liver disease are 0.260 for F1 stage (sensitivity 
71%, specificity 100%), 0.274 for F2 (sensitivity 
79%, specificity 77%), 0.286 for F3 (sensitivity 
76%, specificity 82%), and 0.299 for F4 (sensi-
tivity 90%, specificity 73%) [24].

The detection and quantification of hepatic 
iron overload in primary or secondary hemo-
chromatosis are clinically relevant because iron 
accumulation may cause oxidative hepatocellu-
lar injury, progressive fibrosis, and, ultimately, 
hepatocellular carcinoma. MR imaging based 
on the transverse relaxation rates (R2∗ = 1/T2∗) 
is routinely used to quantify liver and heart iron 
concentrations. Owing to the possibility of three-
material decomposition algorithm, DECT may 
identify hepatic iron overload over 3.2 mg of iron 
per gram or higher with a diagnostic performance 
comparable to R2∗, yielding 100% specificity at 
thresholds of 7.0 mg of iron per gram of dry tis-
sue or higher [25].

 Material Identification with DECT: 
Pancreatic Applications

Pancreatic cancer is the fourth leading cause of 
cancer death, with better survival in patients diag-
nosed at an early stage. Conventional CT has been 
considered for years the most accurate imaging 
modality for diagnosis and staging of pancreatic 
cancer, with a sensitivity for small tumors ranging 
from 63% to 85%. The adoption of a low-tube-
voltage (80  kVp) DECT technique and iodine-
specific images may increase the detection rate 
by improving tumor conspicuity and tumor-to-
parenchyma contrast and reducing streak artifacts 
caused by metal implants (Fig.  16.6) [26, 27]. 
Nonetheless, these improvements come at the 
cost of decreased perceived image quality owing 
to increased image noise [26]. DECT may also 
prove to be useful in differentiating an enhanc-
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ing pancreatic mass from a cystic lesion and in 
avoiding false-positive diagnosis of pancreatic 
mass in cases of pseudolesions, such as focal fatty 
change [28]. Finally, VNC images obtained from 
contrast-enhanced images can be used to iden-
tify calcifications and necrosis without additional 
unenhanced scans, thus reducing dose exposure in 
patients undergoing repetitive examinations.

 Material Identification with DECT: 
Genitourinary Applications

Material decomposition analysis for genitouri-
nary diseases represents a major area of oppor-
tunity of DECT. VNC images allow the detection 
of urinary calculi with a sensitivity of 53–87%, 
without the need for a true unenhanced phase [4, 
29]. However, the main benefit of DECT in the 
assessment of urinary calculi is the possibility of 
ascertain their mineral composition using the CT 
number ratio:

• A CT number ratio <1.13 guides for uric acid 
stones.

• A CT number ratio between 1.13 and 1.24 
guides for cystine stones.

• A CT number ratio >1.24 guides for calcium 
oxalates/phosphate stones.

Nonetheless the detection and characteriza-
tion of urinary calculi is limited by the size and 
attenuation of the calculi, with decreased accu-

racy for smaller (<3  mm) stones, and by noise 
and artifacts occurring in large patients [29].

DECT proves to be particularly useful in the 
characterization of indeterminate renal masses 
[30]. VNC images can be confidently used 
to appreciate baseline characteristics of the 
mass, and virtual monochromatic images at an 
optimal energy level can overcome renal cyst 
pseudoenhancement [31]. Color-coded iodine 
overlay images allow for qualitative and quan-
titative assessment of contrast enhancement. An 
iodine concentration >2  mg/mL for rsDECT 
and >0.5 mg/mL for dsDECT is defined as con-
trast enhancement. Color-coded iodine overlay 
images and iodine maps can be used not only for 
the differentiation of benign and malignant renal 
lesions (Fig. 16.7) but also for the differentiation 
between clear cell and papillary renal cell carci-
noma as well as for the assessment of response to 
treatment for metastatic renal cell carcinoma [29, 
32, 33]. However, optimal cutoffs to discriminate 
clear cell and papillary renal cell carcinoma dif-
fer among different DECT systems, thus render-
ing difficult their routine adoption.

 Material Identification with DECT: 
Other Abdominal Applications

Incidental adrenal nodules are detected in approx-
imately 4–5% of patients undergoing CT, with 
most of these nodules being benign adenomas. 
However, if the nodule has a density over 10 UH 

a b

Fig. 16.6 Iodine material attenuation map (a) post-pro-
cessed axial CT scan demonstrates a pancreatic head car-
cinoma (a) which corresponds to the hypoattenuating 

lesion in the contrast-enhanced axial CT scan in the portal 
venous phase (b)
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on unenhanced scan or a relative or absolute 
washout less than 40% and 60%, respectively, 
then the lesion is indeterminate, and further work-
up – including biopsy or MR – is needed. DECT 
may overcome the need for an true unenhanced 
scan for adrenal lesions and offers the great 
advantage of differentiating both lipid-rich and 
lipid-poor adenomas from nonadenomas using 
material density analysis with a 96% sensitivity 
and 100% specificity (Fig. 16.8) [34, 35].

DECT may be used as a further aid to evalu-
ate various bowel disorders [36]. The increased 
conspicuity of subtle enhancement differences 

on iodine maps, overlay images, or low-kiloelec-
tron volt imaging may allow for identification in 
patients with  inflammatory, ischemic, or neoplas-
tic bowel diseases  – allowing accurate differen-
tiation of tumor from stool – as well as depiction 
of active gastrointestinal bleeding as intralumi-
nal hyperattenuation that persists on the iodine 
map but disappears on VNC [37]. Owing to the 
increased detectability of parenchymal lesions, 
it is expected that DECT may also have a great 
potential to assist the interpreting radiologist in 
the detection of solid organ injuries [37]. Though 
there is scant literature on DECT detectability of 

a

c

b

Fig. 16.7 Blended 120-kVp (a), contrast map (b), and iodine material attenuation (c) CT images show a hypervascular 
lesion in the right kidney, with an iodine uptake of 1.4 mg I/ml, accurately classified as renal cell carcinoma
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traumatic abdominopelvic lesions, post- processed 
DECT images have also the potential to detect 
areas of altered bowel wall enhancement, as 
well as vascular injuries and active extravasation 
[37]. Iodine-selective, simulated monoenergetic, 
and VNC images may potentially improve the 
detection of the so-called posttraumatic “shock 
bowel” by differentiating intramural hemorrhage, 
mucosal hyperenhancement, and hyperattenu-
ating ingested content in the bowel lumen [37]. 
By analyzing VNC and iodine overlay images, 
active extravasation and its origin may also be 
confidently detected. However, further studies 
on applicability of DECT in bowel disorders and 
abdominopelvic injuries are still needed.

 Material Identification with DECT: 
Chest Applications

The main application of DECT in chest pathol-
ogies is pulmonary embolism. Though widely 
used for detection of pulmonary embolism, 

conventional CT pulmonary angiography has a 
limited sensitivity (83%) for pulmonary emboli 
[38], with major challenges for small segmen-
tal and subsegmental emboli. Compared to CT 
pulmonary angiography, DECT iodine maps 
show a small incremental benefit in sensitiv-
ity for the detection of occlusive small (i.e., 
segmental and subsegmental) pulmonary 
emboli [39]. The simultaneous detection of a 
clot in a pulmonary artery on pulmonary con-
ventional CT pulmonary angiography and of a 
corresponding wedge- shaped perfusion defect 
on DECT-based blood pool imaging indicates 
occlusive pulmonary embolism. However, 
other potential causes of perfusion defects 
on iodine maps  – including aberrant vascular 
supply, beam-hardening artifacts or motion 
artifacts, or parenchymal diseases  – must be 
kept in mind to avoid false-positive diagnosis 
of pulmonary embolism [40]. Iodine- selective 
and simulated monoenergetic images at low 
keV may also improve the detection of aor-
tic dissection, aortic endoleaks, arteriovenous 

a

c

b

Fig. 16.8 Virtual non-contrast (a), contrast-enhanced CT 
in the venous phase (b), and post-processed iodine map 
(c) show a spontaneously hyperattenuating right adrenal 

lesion without significant contrast enhancement or iodine 
uptake (0.1  mg I/mL), accurately diagnosed as adrenal 
hematoma
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malformations, and contrast uptakes in lung 
malignancies [39–41]. DECT has also huge 
potential for evaluating the hemodynamic sig-
nificance of coronary disease (i.e., myocardial 
perfusion) using myocardial iodine map as an 
addition to coronary artery assessment with 
plaque characterization as lipid-rich, fibrous-
rich, calcified, or noncalcified plaque.

 Material Identification with DECT: 
Musculoskeletal Applications

Though a comprehensive evaluation of CT in 
musculoskeletal applications goes beyond the 
purpose of this chapter, the application of the 
material decomposition algorithms for material 
identification is increasingly used for detection 
and characterization of musculoskeletal dis-
eases. Applications of DECT in musculoskeletal 
imaging include gout, bone marrow edema, ten-
dons, and ligaments and the use of monoener-
getic techniques to minimize metal prosthesis 
beam- attenuating artifacts. DECT provides good 
diagnostic accuracy for detection of monoso-
dium urate deposits in patients with gout, with 
a sensitivity of 90% [42]. False-negative diag-
nosis may occur in patients with recent-onset 
disease or on allopurinol with serum uric acid 
<6 mg/dl) [42]. To date, DECT may be indicated 
as second-line diagnostic technique in patients 
with possible gouty arthritis in whom polarizing 
microscopy of synovial fluid has failed to con-
firm a diagnosis.

More recently, DECT proved its clinical 
importance in traumatic patients. The detec-
tion of bone marrow edema (i.e., “bone bruise”) 
in traumatic patients is of utmost importance. 
Single-energy CT is limited by overlying tra-
becular bone, and MR imaging is considered the 
reference standard for the detection of bone mar-
row edema. However, thanks to the possibility 
of removing the confounding effect of trabecular 
bone, DECT provides a visual representation of 
the bone marrow composition with a sensitivity 
of 82% for bone marrow edema [28]. This has 
been shown to be particularly beneficial for non- 
displaced fractures, such as the knee and hip or 
spine [43, 44]. In order to preserve the anatomi-

cal information of the CT scan, the VNC image 
may also be presented as a color-coded map 
superimposed on the conventional CT image. 
Some limitations pertain to the DECT analysis 
of bone marrow edema including the difficul-
ties in demonstrating bone marrow lesions adja-
cent to cortical bone owing to “masking” of the 
nearby cortex or in significantly sclerotic verte-
bral bodies [44].

The huge possibility offered by DECT to 
reduce streak artifacts caused by metal implants 
is of fundamental importance in the study of bone 
and soft tissue diseases in patients with metallic 
implants  – i.e., in patients with knee or femo-
ral prosthesis  – yielding improved detection of 
lesions obscured by the metal artifacts [44].

Soft tissue characterization of collagenous 
structures  – including ligaments, tendons, and 
intervertebral disks – has generally been limited 
with conventional CT due to lack of attenua-
tion contrast and in some cases increased beam 
hardening artifacts obscuring fine details. Due 
to the presence of dense hydroxylysine and 
hydroxyproline side chains within the collagen 
molecules, DECT can be potentially used to dif-
ferentiate soft tissue collagenous structures (liga-
ments and tendons) due to their relatively high 
density. Once identified, they can be color- coded 
and combined with gray-scale CT images to 
help with anatomic localization and detection of 
pathologic conditions [44].

 Material Identification with DECT: 
Head and Neck Applications

Though the literature on DECT for neck imaging 
is still scanty, DECT seems to be promising also 
in the detection of cartilage invasion by laryngeal 
and hypopharyngeal squamous cell carcinoma, 
a fundamental information for determining the 
appropriate treatment strategies for laryngeal and 
hypopharyngeal cancer [45].

Promising applications of DECT in brain 
diseases include bone removal in CT angiog-
raphy of intracranial vessels and evaluation of 
vascular malformations, an accurate differen-
tiation of high attenuation areas after mechani-
cal revascularization in acute ischemic stroke, 
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which may be related to contrast staining or 
brain hemorrhage. High keV monoenergetic 
images are also advantageous during the evalu-
ation of brain aneurysms remnants after surgi-
cal clipping owing to the possibility of reducing 
metal artifacts.

 Clinical Applications of Material 
Identification with PCCT

PCCT scanners are not yet commercially avail-
able, because their clinical use is still limited 
by many intrinsic technical challenges above 
described. However, the gaining obtained with 
PCCT will likely allow for improved spatial 
resolution with already proven added value for 
breast CT and potential value for cardiac, lung, 
orthopedic, and vascular applications, reduced 
iodine concentrations  – which could be par-
ticularly important in patients with impaired 
renal function – and use of contrast agents other 
than iodine or barium, including gadolinium, 
gold, and platinum, which could be beneficial 
for patients with iodine allergies. Compared to 
conventional CT, PCCT offers lower noise with 
better contrast-to- noise resolution, reduction of 
beam-hardening and blooming artifacts allow-
ing for more accurate estimation of HU value 
and improved luminal vessel evaluation, and 
decrease of radiation doses by at least 30–40%. 
The potential possibility of simultaneous multi-
contrast agent imaging with PCCT could further 
reduce radiation doses and provide the possi-
bility to match perfectly images from different 
phases enabling the detection and characteriza-
tion of small lesions.

 Discussion and Conclusion

Material density analysis through DECT over-
comes ambiguity of HU measurements using 
single- energy CT.  Material-specific images 
obtained with DECT provide qualitative and 
quantitative information about tissue composition 
and contrast agent distribution. The main contri-
bution of DECT-based material  characterization 

comes from iodine-specific images, which yield 
increased tissue contrast facilitating discrimina-
tion between normal and abnormal tissues. This 
will ultimately result in increased sensitivity for 
lesion detection and better characterization of 
tissue composition compared to single-energy 
CT.  Several other materials, including calcium, 
fat, and uric acid, can be characterized using 
material decomposition techniques, which 
expands the clinical utility of DECT.  The abil-
ity of DECT to discriminate different tissues is 
largely dependent of the energy spectral separa-
tion of the two energies, as well as the patient 
body size. These limitations will likely be 
 mitigated with the potential introduction into 
clinical practice of PCCT systems.
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CT Texture Characterization

Samuel G. Armato III, Maryellen L. Giger, 
and Joseph J. Foy

 Introduction

The phrase “A picture is worth a thousand words” 
is not quite true for images from a computed 
tomography (CT) scan. Consider that a single 
image (or “slice” or “section”) acquired during a 
CT scan is a 512 × 512 matrix of pixels, each of 
which is allocated 2 bytes of computer memory 
to store the numeric value generated at that spa-
tial location by the CT scanner. A single CT sec-
tion, therefore, requires 512 × 512 × 2 = 524,288 
bytes of storage on the computer. If the average 
English word is 4.5 letters long (and each letter 
requires one byte of computer storage), then a 
single CT image is, in fact, equivalent to 120,953 
words—and a complete CT scan typically com-
prises hundreds of sections.

The purpose of this mathematical exercise is 
to illustrate that an image (specifically a CT 
scan) is nothing more than a two-dimensional 
array of numeric values (Fig. 17.1)—it is inher-
ently a quantitative construct. How those spe-
cific values came to exist at any specific element 
of the array is a complex interplay of the biology 

of the patient being imaged, the physics and 
engineering of the scanner, and the mathematics 
of the employed image reconstruction algo-
rithms. But given that an image (the specific 
array of numbers) has been generated within a 
CT scanner, the image itself now presents an 
opportunity for mathematical manipulation of its 
constituent numeric values—the data contained 
within the image.

Post-acquisition mathematical analysis of 
medical images can range from simple image 
processing to complex computer-aided diagno-
sis. The intent of such manipulation can range 
from the enhancement of aspects of the image 
for improved human visualization (e.g., “sharp-
ening” of edges within the image or reduction of 
image noise) to artificial intelligence (e.g., dis-
ease detection or assessment of cancer risk). 
The tools available for image analysis span the 
fields of mathematics, statistics, and computer 
science. This chapter explores the concepts and 
practical implementation of one specific form of 
mathematical manipulation of CT images: tex-
ture analysis. The quantification of image tex-
tures attempts to capture underlying (and often 
not visually discernible) relationships among 
the values and spatial distributions of pixels (the 
elements of the two-dimensional matrix of val-
ues that represents an image). Texture analysis 
has proven to be a powerful tool over a broad 
array of CT applications, several of which will 
be reviewed.
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 Image Texture

Texture refers to the local spatial variations in the 
pixel values (“brightness”) within an image. The 
values in the two-dimensional array that under-
lies an image may be depicted as elevation in a 
three-dimensional surface representation of that 
data. Texture, then, may be interpreted as the 
“roughness” of that surface.

In many cases roughness may be qualitatively 
described by a human observer from its perceived 
visual impression. Image texture may be 
described as “fine,” “coarse,” “grained,” or 
“smooth,” for example. An image region with 
“fine” texture would contain small texture ele-
ments with high spatial frequency, while an 
image region with “coarse” texture would con-
tain large texture elements with low spatial fre-
quency. Terms that may be found in the radiology 
reports of chest CT scans, such as “ground glass 
opacity,” “honeycombing,” and “mosaic attenua-
tion pattern,” convey subjective assessments of 
textures within the lung regions of the scan; these 
qualitative assessments of texture, when com-
bined with other imaging and nonimaging infor-
mation through the lens of a radiologist’s vast 
knowledge and experience, aid in the medical 
decision-making process. A more objective, 
quantitative approach to the characterization of 

texture can be achieved through mathematical 
texture analysis.

Texture as a mathematical entity possesses 
magnitude, spatial frequency content, and direc-
tion. The magnitude is the value of the specific 
texture quantity, while the spatial frequency con-
tent and directionality capture the spatial distri-
bution and orientation dependence associated 
with some texture quantities. Importantly, 
although texture is a single concept, texture is not 
characterized by a single mathematical construct. 
Instead, different families of equations exist to 
capture different elements of image texture. 
Some more commonly used classes of texture 
analysis are histogram analysis, co-occurrence 
matrices, Fourier analysis, Laws’ textures analy-
sis, and fractal analysis, each of which deserves a 
brief summary of the concepts on which they are 
based and the calculations required to extract 
quantitative information from images to which 
they are applied.

 Histogram Analysis

Histogram analysis (sometimes referred to as 
first-order texture analysis) is the most basic form 
of texture analysis. The basis for histogram analy-
sis is construction of a pixel-value histogram (i.e., 

Fig. 17.1 A medical image is a matrix of numeric values, with each pixel represented by a single value. The magnitude 
of this value is translated to the brightness of that pixel, and the spatial variations in these values give the image texture
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a frequency distribution of the numbers of pixels 
in the image with different values). The texture 
features computed from histogram analysis, then, 
are quantitative characteristics of that histogram: 
maximum and minimum pixel values, mean and 
standard deviation of the pixel values, percent 
threshold (the pixel value at which a specified per-
centage of the area under the histogram lies below 
that pixel value), balance, skewness, kurtosis, and 
other histogram moments. Each of these quantita-

tive descriptors can be used to describe the distri-
bution of pixel values within an image.

In a strict sense, histogram analysis does not 
actually capture “texture,” which was described 
previously as local spatial variations in the pixel 
values of an image, since the constructed histo-
gram ignores any information about spatial loca-
tion. Only the values of the pixels are used to 
generate a pixel-value histogram, as demon-
strated in Fig. 17.2, in which two images with the 
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Fig. 17.2 (a) A single section of a thoracic CT scan 
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reconstructed field of view randomly placed. Since histo-

gram analysis does not capture information regarding the 
spatial relationship among pixels, both images result in 
the same pixel-value histogram (c)
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same pixels (an original CT section and a corre-
sponding image created from the original pixels 
placed in random spatial positions) are shown to 
yield the same histogram and hence identical 
histogram-based features. Nevertheless, histo-
gram analysis has potential value for radiologic 
tasks such as distinguishing among mammo-
graphically dense, mixed, and fatty regions [1, 2], 
which tend to exhibit left- skewed, symmetric, 
and right-skewed histograms, respectively 
(Fig. 17.3).

 Gray-Level Co-occurrence Matrix

One of the most commonly used tools of texture 
analysis is the gray-level co-occurrence matrix 
(GLCM). This matrix is constructed based on 
the spatial relationships among pixels with dif-
ferent relative values. Essentially the GLCM is 
based on the repeated occurrence of certain 
gray- value configurations within the  texture of 

the image. Given an image of arbitrary size that 
contains G distinct gray levels, the GLCM speci-
fied by distance d and orientation ϕ will be a 
G×G matrix such that the value at matrix loca-
tion (row=i, column=j) is the number of times in 
the image that a pixel with gray level j exists d 
pixels away from a pixel with gray level i in 
direction ϕ.

An image does not yield a single GLCM, but 
rather a family of GLCMs may be generated 
from a single image by varying the distance (d) 
and orientation (ϕ) parameters. The choice of 
parameters will be task dependent. The GLCM is 
calculated from the pixels in an image, but the 
quantitative texture features used for texture 
analysis are derived from mathematical manipu-
lation of the GLCM itself. Texture features that 
may be obtained from the GLCM include energy, 
entropy, correlation, contrast, maximum proba-
bility, and inverse different moment [3], many of 
which describe the heterogeneity of the distribu-
tion of image pixel values.
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 Fourier Analysis

The Fourier transform decomposes a function into 
the sum of superimposed sine and cosine waves of 
varying amplitude, frequency, and phase. The 
Fourier transform of a two- dimensional function 
(e.g., an image) may be expressed as

 
F u v f x y e x yi ux vy, , d d( ) = ( )òò - +( )2p ,

 
where u and v are the spatial frequency dimen-
sions that correspond to the x and y spatial dimen-
sions (the columns and rows of the image), 
respectively. This equation effectively “trans-
forms” an image from the conventional spatial 
representation of data into a spatial frequency- 
based representation of that data. Images that 
contain fine structural details of objects will have 
a greater amount of high spatial frequency con-
tent. Information regarding spatial frequency, 
which contains both a magnitude and a direction, 

may be exploited through, for example, texture 
features based on the power spectrum of an image 
(|F(u,v)|2) such as the root mean square (RMS)
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and the first moment of the power spectrum 
(FMP)
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 1.4 Laws’ Textures Analysis

Laws’ filter features are designed to emphasize 
local region microstructure within an image such 
as regions exhibiting spot, wave, ripple, edge, or 
level surface patterns (Fig. 17.4). Mathematically, 
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these patterns are represented as vectors, where 
the length of the vector is dependent on the pat-
tern sought, and the outer product of these vec-
tors is calculated to generate a two-dimensional 
filter for each pairwise combination of these vec-
tors. Each filter is convolved with an input image 
to emphasize the patterns associated with the fil-
ter. Using the resulting filtered image, various 
first-order features can then be calculated to 
quantify these textural variations [4].

 Fractal Analysis

Fractal features describe the self-similarity of a 
region at different scales and relate to the com-
plexity of these regions. This self-similarity can 
typically be quantified using a single value called 
the fractal dimension, but the fractal dimension 
can be calculated in a number of ways including 
the box-counting method, the Brownian motion 
method, and the blanket method. Each of these 
methods aims to measure the same concept: if 
one were to break a figure into equal parts, at 
what scale would the parts have to be magnified 
to obtain the original figure, thus quantifying the 
self-similarity of the figure [5]? For example, a 
square may be broken into N2 self-similar pieces 
with each piece requiring a magnification factor 
of N.  The fractal dimension is then quantified 
using the equation

 

F =
( )log

log

Number of Self-Similar Pieces

Magnification Factorr( )
.
 

Substituting N2 and N for the corresponding 
terms in the above equation, the fractal dimen-
sion of a square is 2. Expanding on this logic, the 
fractal dimension of a cube is 3. For more com-
plicated figures, such as medical images charac-
terized by large variations in pixel values, more 
sophisticated methods (e.g., the Brownian 
method or box-counting method) can be used to 
quantify this self-similarity [5, 6], as can meth-
ods that incorporate morphological opening and 
closing operations (e.g., for descriptions of the 
parenchyma within mammograms or other radio-
graphic images [7, 8]).

 Practical Considerations

 Regions of Interest

A single image often is comprised of multiple tex-
tures, so that image texture is most useful when 
computed from within localized regions of inter-
est (ROIs), which may be a square neighborhood 
of pixels or a region defined to capture a specific 
structure (e.g., organ or abnormality) within the 
image. Quantitative differences among the local 
textures computed across the spatial extent of an 
image then can become a powerful signature of an 
abnormality.

 Image Acquisition

The data contained within an image is a represen-
tation of the physical object that underwent the 
imaging examination. The same anatomy imaged 
through a different imaging modality will appear 
different in the resulting image, and that image, 
furthermore, will contain different textures both 
qualitatively and quantitatively. The same is true 
of anatomy imaged through the same imaging 
modality but with different image acquisition 
parameters used to generate the image. CT has a 
number of parameters that may be modified to 
optimize the visualization of the anatomy or sus-
pected disease under consideration. These param-
eters include slice thickness, pixel size, mA, kV, 
and reconstruction algorithm. Moreover, engi-
neering differences among the scanners of differ-
ent CT manufacturers (e.g., detector dimension 
and composition, x-ray beam filtration, and elec-
tronic noise signature) further impact the appear-
ance and quality of the resulting images. These 
factors may all contribute to differences in image 
texture and must be carefully understood to 
ensure the accurate interpretation of the com-
puted textures and differences in texture across 
serial CT scans [9–17].

Any practical application of texture analysis 
algorithms, like statistical software, requires a 
user’s domain knowledge of the input data sets 
(i.e., images) in order to correctly understand the 
output of the software. Consequently, texture 
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analysis methods designed for images acquired 
from one modality, for one anatomic region, or 
for one disease state should not be assumed to 
transfer to any other modality, region, or disease 
without substantial modification and validation 
to accommodate the expected differences in tex-
ture. CT presents a further challenge in this 
regard, since a single CT scan typically contains 
multiple series with different image reconstruc-
tion implementations; therefore, texture is not 
computed on the “CT scan” but rather on a spe-
cific series within the scan, and this series must 
be specified for future reference and for consis-
tent comparisons across scans.

 Image Manipulation

Post-acquisition manipulation of images will 
almost certainly alter the textural composition of 
the images, with implications for computed tex-
ture features. Image rescaling to match a desired 
image pixel size, image interpolation along the 
axial (z) axis of a CT scan volume to generate 
images with a desired section spacing, and non-
linear image registration to compare anatomi-
cally matched regions across temporally 
sequential CT scans will all impact image tex-
ture. Cunliffe et al. [18] investigated texture fea-
tures that were robust to image registration across 
normal CT scans acquired at two time points and 
quantified the extent of textural change intro-

duced into images transformed by four different 
registration methods. Examples of the texture 
change introduced by two deformable registra-
tion methods are shown in Fig. 17.5. Further find-
ings suggested that anatomically matched regions 
across serial CT scans that will be subjected to 
texture analysis should be identified based on the 
vector deformation field generated by the image 
registration software rather than nonlinearly 
warping the images to achieve the same spatial 
coordinate system [19].

 Texture Software Packages

Aside from the impact of image acquisition on 
computed texture features, the actual algorithms 
used to compute texture features can vary across 
software packages so that the same input image 
could yield a range of output texture feature val-
ues from different packages. Common reasons 
for such variability include differences in the 
way images are preprocessed by the software 
prior to the mathematical computations, differ-
ences in the default settings of parameters for 
features that require defined parameters (and 
some packages may not even allow for user 
adjustment of these default settings), varying 
approaches to computational implementation 
within the coded algorithms, and different pack-
age-specific mathematical definitions for the 
same texture feature. Furthermore, some pack-

a b c

Fig. 17.5 Texture change of normal lung parenchyma in 
anatomically matched ROIs acquired at two time points. 
The baseline scan (a) was well matched with the follow-
 up scan when registered using demons deformable regis-

tration (b), but the texture was smoothed. When registered 
with B-splines deformable registration (c), texture was 
preserved, but the anatomy was not well matched. 
(Reprinted with permission from [18])
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ages accommodate the three-dimensional extrac-
tion of certain texture features, while other 
packages compute features only in two 
dimensions.

The fundamental reason for software differ-
ences is the basic notion that most texture pack-
ages were developed for a specific application 
(e.g., CT scans of the chest or natural scene 
images) and thus lack generalizability to images 
from other domains (or even from other modali-
ties within the medical imaging domain). A study 
by Foy et al. [10] investigated 4 texture analysis 
software packages (2 in-house packages and 2 
open-source packages) applied to 40 ROIs from 
distinct mammograms and 39 manually delin-
eated regions of interest from distinct head and 
neck CT scans. All first-order features computed 
from the mammography and CT regions (with the 
exception of one feature) were significantly dif-
ferent across all four packages due to package- 
specific systematic biases; all second-order 
 features were significantly different across all 
four packages due predominantly to differences in 
package-specific default GLCM parameters—dif-
ferences that likely would have remained undis-
covered if not the specific target of the study being 
conducted. Other observed differences in texture 
feature values were caused by varying approaches 
to image preprocessing, algorithm implementa-
tion, and feature naming conventions. The authors 
concluded that such large variations in computed 
feature values across software packages support 
the efforts of groups such as the Image Biomarker 
Standardisation Initiative (IBSI) seeking to stan-
dardize radiomics processes.

 Applications of Image Texture in CT 
Scans

The computation of image texture from struc-
tures (anatomic or pathologic) in CT scans is not 
interesting in itself. The power of image texture 
quantification lies in the potential for texture to 
differentiate between normal anatomy and dis-
ease, to capture a phenotypical distinction among 
tumors with different genetic variations, to serve 
as a prognostic marker, to provide early assess-

ment of response, or to generate a correlate with 
patient outcomes. Applications of CT texture 
analysis have been increasing in the literature and 
span topics such as segmentation, tumor hetero-
geneity, lesion classification, tumor response pre-
diction and prognosis, assessment of nonfocal 
lesions, content-based image retrieval, and image 
quality assessment [9, 20–28].

 Bladder Lesion Response

Texture-based analyses of lesions on CT com-
monly begin with some form of automated or 
semiautomated lesion segmentation. Pixels within 
the segmented tumor (and sometimes pixels in the 
peritumoral region) then become the basis for 
computations of image texture. Cha et  al. [29] 
computed the texture of bladder cancers to differ-
entiate between those with and without complete 
response to chemotherapy. The lesions were seg-
mented from paired CT scans (pre- and post-ther-
apy), and a random forest classifier was trained to 
distinguish between lesions that fully responded 
and those that did not based on shape, size, and 
texture features. The method achieved an area 
under the receiver operating characteristic (ROC) 
curve of 0.77  in this response-assessment task. 
This study is representative of many studies that 
combine texture analysis with the larger concept 
of radiomics, merging an array of image-based 
characteristics (beyond texture alone) through an 
automated classifier (or, more recently, through a 
deep learning-based convolutional neural net-
work) to perform a defined radiologic task.

 Lung Lesion Classification

The use of image texture to classify lung nodules 
on chest imaging examinations has been reported 
in the literature for over 20  years [25, 30, 31]. 
Choi et al. [32] developed a prediction model to 
improve the classification of lung nodules in low- 
dose CT scans. This study merged texture fea-
tures with other radiomics features to create a 
prediction model by using a support vector 
machine classifier (SVM) coupled with a least 
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absolute shrinkage and selection operator 
(LASSO). The model achieved an accuracy of 
84.6%, which was 12.4% higher than the corre-
sponding accuracy of the American College of 
Radiology’s Lung CT Screening Reporting and 
Data System (Lung-RADS).

Texture analysis may be applied on an even 
more local basis. For example, Suo et  al. [33] 
evaluated the image texture differences between 
the periphery and the core of lung lesions on CT 
for differentiation of malignant from inflamma-
tory lung nodules and masses (Fig. 17.6). When 
combined with lesion volume, the computed tex-
ture features achieved an area under the ROC 
curve of 0.86 in this task.

Lesion classification is not limited to deci-
sions regarding malignancy status. Other classifi-
cation decisions include predicting whether a 
specific patient will respond to a given therapy. 
Hunter et al. [34] developed a quantitative image 
feature model to predict the volume shrinkage of 
malignant lung nodules from the patient’s pre- 
radiotherapy CT scan. Principal component 
regression was used to create prediction models, 
the most optimal of which yielded strong correla-
tion between the observed and predicted tumor 
shrinkage (r = 0.81, mean squared error = 0.0086). 
The authors concluded that “quantitative image 
features extracted from existing pre-treatment 
CT images can successfully predict tumor shrink-
age and provide additional information for clini-
cal decisions regarding patient risk stratification, 
treatment, and prognosis.”

 Normal Tissue Complications

Quantitative assessment of disease on CT through 
texture analysis can provide powerful objective 
information regarding treatment response. 
Equally important, however, is the impact of a 
treatment regimen on surrounding normal tissue 
(the concept of “normal tissue complications”). 
Cunliffe et  al. [35] demonstrated correlation 
between radiologist-defined severity of normal 
tissue damage following radiation therapy for 
lung cancer and a set of CT texture features 
(along with change in the values of these texture 
features between pre- and post-therapy scans), 
thus establishing a relationship between the qual-
itative interpretation of a human observer and the 
quantitative computation of mathematical fea-
tures in this context.

This group later used these features to assess 
the relationship between radiation dose and tex-
ture feature change to determine the ability of 
texture analysis to identify patients who develop 
radiation pneumonitis as a side effect of radiation 
therapy. For all 20 features considered, a signifi-
cant change in value was observed within CT 
regions that received increasing radiation dose. 
Twelve of these features changed significantly 
for patients who had radiation pneumonitis. 
Combining various features through a classifier 
achieved areas under the ROC curve that ranged 
from 0.59 to 0.84  in the task of distinguishing 
patients with and without pneumonitis. The 
authors concluded that their study “demonstrated 

a b c

Fig. 17.6 A segmented lung nodule (a) was eroded and 
dilated (b) to obtain the edge and core regions (c). Texture 
features were calculated in both regions, and differences 

in certain features corresponded to malignancy status. 
(Reprinted with permission from [33])
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the ability of radiomics to provide a quantitative, 
individualized measurement of patient lung tis-
sue reaction to radiation therapy and assess radia-
tion pneumonitis development” based on CT 
scan texture [26].

 Conclusions

Texture refers to the magnitude, spatial orienta-
tion, and spatial frequency content of gray-level 
fluctuations within an image. Texture analysis 
mathematically captures various aspects of 
these fluctuations and provides a way to objec-
tively extract quantitative information from CT 
scans. The power of CT image texture quantifi-
cation lies in the potential for texture to differ-
entiate between normal anatomy and disease, to 
capture a phenotypical distinction among 
tumors with different genetic variations, to 
serve as a prognostic marker, to provide early 
assessment of response, or to generate a corre-
late with patient outcomes. Applications of CT 
texture analysis have been increasing in the lit-
erature and hold promise for a wide range of 
radiologic tasks in CT. An important caveat for 
the eventual clinical use of CT texture analysis 
is its dependence on CT image acquisition 
parameters, transformations to which an image 
might be subjected post- acquisition, and algo-
rithmic details of the texture software package 
employed. The expectation is that quantitative 
image texture features will augment the qualita-
tive interpretation of CT scans provided by 
radiologists to enhance patient care and further 
extend the role of imaging in the medical deci-
sion-making process.
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CT as a Functional Imaging 
Technique

Jonathan W. Revels and Achille Mileto

 Introduction

Development and clinical inception of CT have 
profoundly changed the contemporary practice of 
medicine. Since the first CT system fabricated in 
the 1970s by Sir Godfrey Hounsfield and branded 
by the Electric and Musical Industries (EMI CT 
scanner), CT equipment have dramatically 
changed and evolved into the multi-detector row 
CT technology capable of providing high spatial 
and temporal resolution, wide coverage, and iso-
tropic voxels with three-dimensional anatomic 
visualization abilities. These characteristics have 
enabled a better understanding and depiction of 
human diseases, including measurements of 
tumor morphology and staging or recognition of 
pathognomonic patterns of diseases in certain 
organs.

The profound paradigm shift in medical prac-
tice toward the need for individualized, precision 
medicine has spurred diagnostic imaging to pur-
sue new avenues for improved disease detection 
and characterization, with earlier diagnosis of 
pathologic processes and more precise pheno-

typical profiling of them. This change is particu-
larly affecting CT that has long been the 
work-horse modality in diagnostic imaging, rely-
ing upon visualization of merely morphological- 
structural or dimensional changes. Tremendous 
advances in multi-detector CT systems afforded 
by sophisticated hardware and software infra-
structures enabled engineering of novel CT tech-
niques such as PET/CT, texture analysis, 
perfusion CT, dual-energy CT and spectral imag-
ing techniques, and CT volumetry. These tech-
niques are marking the change in the way CT 
imaging is performed, transitioning from pris-
tinely morphologic/anatomical technique to a 
semi-functional technique. In this chapter, we 
provide the readership with an overview on main 
techniques best representing this paradigm shift 
in CT imaging toward a functional quantitative 
imaging technique.

 PET/CT

One of the more commonly known functional 
imaging modalities among medical specialties is 
positron emission tomography/computed tomog-
raphy (PET/CT). Until recently, the breadth of 
PET/CT in clinical use was based on glucose 
uptake, 18-fludeoxyglucose (18-FDG), which 
allowed a measurable metabolic activity of 
pathologic tissues. Patient motion and tissue of 
interest size are more common limitations of 
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PET/CT and should always be considered during 
the protocol process.

The concept of PET/CT was first envisioned 
in the 1990s by Townsend, Nutt, and colleagues 
as a means to provide anatomic information more 
familiar to surgeons and clinicians. The 
University of Pittsburgh Medical Center was the 
location of the first prototype PET/CT, becoming 
operational in 1998. The result of the combined 
anatomic and functional information improved 
imaging interpretation accuracy and confidence 
among interpreting radiologic and nuclear medi-
cine physicians and made way for the design of 
commercially available PET/CT scanners [1].

Until recent years, the use of PET/CT radio-
pharmaceuticals had been limited to 
18-FDG. Tumor cells tend to require a dispropor-
tionately increased amount of glucose to sustain 
growth, by comparison to normal tissues. This 
physiology is exploited through the use of 
18-FDG, which is analogous to glucose, and 
once 18-FDG is phosphorylated, it does not 
undergo further metabolism and remains trapped 
intracellularly allowing for localized positron 
emission and imaging detection [2]. The uptake 
of 18-FDG by tumors can then be measured and 
semiquantitated in terms of standardized uptake 
value (SUV). The SUV can be reflected as a min-
imum, mean, or maximum value. These SUV 

measurements can be compared to normal soft 
tissue, trended to determine tumor treatment 
response to systemic therapy or aid in the detec-
tion of viable tumor postoperatively [2].

A complete discussion of the newer PET 
agents and their mechanisms is beyond the scope 
of this text. Each of these newer radiopharmaceu-
ticals targets unique cellular types and/or path-
ways that improve radiologic diagnosis and 
provide similar trending abilities for posttreat-
ment exams as 18-FDG.  For example, choline 
radiopharmaceuticals can be radiolabeled with 
one of two positron-emitting isotopes (11C or 
18F) and become integrated into cellular mem-
branes. As cancer cells possess increased cellular 
membrane synthesis, there is a preferential local-
ization for radiolabeled choline [3]. Somatostatin 
receptors may be present in neuroendocrine 
tumors, which can be assessed with a somatosta-
tin analog, tyrosine type compound, such as 
DOTA-octreotide (DOTATATE) (Fig. 18.1).

 CT Texture Analysis

CT at baseline provides clinically relevant and 
validated objective information based on ana-
tomic findings such as size, as well as attenuation 
and enhancement. CT texture analysis (CTTA) is 

a b

Fig. 18.1 PET/CT.  DOTATATE PET/CT of a patient 
with suspected neuroendocrine tumor due to multiple 
endocrine neoplasia (MEN) type 1. Non-contrast CT at 
the level of the pancreas (arrow), without an obvious 

abnormality (a). Fused PET and CT image at the same 
level demonstrating radiotracer localization at the pancre-
atic tail (arrow head) that is indicative of a focal neuroen-
docrine tumor that contains somatostatin receptors (b)
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a post-processing analytical technique that 
assesses tissue heterogeneity through assessment 
of image voxel and pixel values/gray levels. The 
gray values can be graphed and measured in a 
statistics manner, as well as displaced visually to 
provide additional understanding of tissue homo- 
or heterogeneity. Though still under investiga-
tion, publications regarding CTTA show promise 
with regard to helping improve tumor assessment 
with regard to histopathologic diagnosis and 
treatment response [4].

CTTA is a post-processing technique, which 
requires specific software to perform. The advan-
tage of post-processing is that (1) processing is 
done retrospectively using the display images, 
which means it can be done on studies that may 
have not been performed in your institution, and 
(2) many software programs are vendor neutral. 
Processing can be performed either 2D or 3D, 
though there is no consensus as to which method 
is best and the published literature is quite heter-
ogenous [4, 5].

Once a region of interest is identified and 
marked, CTTA processes the levels of gray using 
various statistics methods that can provide infor-
mation on a first order, second order, or higher 
order. First-order CTTA provides a graphed dis-
play of the overall region of interest, such as mean 
gray level intensity, threshold, standard deviation, 
skewness, and kurtosis; however, first- order mod-
els do not provide spatial information with regard 
to where the pixels of higher intensity reside on 
the image. Second-order statistics begin to pro-
vide some spatial information, as well as expand 
upon features of first-order models. Higher-order 
statistics considers a voxel’s location and its rela-
tionship to adjacent voxels [4]. Through the use of 
filtration, image noise can be removed, and the 
pixel signal can be altered so as to emphasize the 
relevant data, such as enhancement.

 CT Perfusion in the Oncologic 
Setting

A universally understood requirement for cellu-
lar growth and organ sustainability is blood per-
fusion. In cellular growth and development, this 

is accomplished through angiogenesis, which is a 
complex pathway stimulated in part by vascular 
endothelial growth factor (VEGF). By targeting 
the vascular proliferation pathways, certain che-
motherapies aim to disrupt, and/or prevent, 
tumoral growth [6, 7]. Computed tomography 
perfusion imaging allows for qualitative and 
quantitative evaluation of regional blood flow 
that can be measured prior to and following treat-
ment initiation. Additionally, CT perfusion imag-
ing aids in assessment of organ hypoperfusion, 
such as myocardial infarction and cerebral vascu-
lar accidents, discussed later. In either case, the 
clinical applications of CT perfusion can signifi-
cantly aid in patient care by providing an objec-
tive means to assess tissue before and after 
treatment and yield information that goes beyond 
size measurement. As the oncologic applications 
are more broadly applicable, this is where the 
focus of this topic will begin.

With CT being a widely available modality 
already well engrained in the assessment of 
tumoral changes, implementation of CT perfu-
sion into the oncologic radiologist’s armamen-
tarium can greatly aid in patient care. The basic 
principle underscoring CT perfusion is the ability 
to temporally assess changes in tissue attenuation 
following in intravenous contrast administration 
beyond the traditional arterial, portal venous, and 
delayed time intervals. With dynamic acquisi-
tion, an understanding of how much and how 
quickly contrast flows to and through a region of 
interest can be calculated, as can the peak con-
centration of contrast. The calculated values 
reflect blood flow, blood volume, and tumoral 
vessel permeability. The features can be corre-
lated to understanding a tumor’s underlying 
structure (vascular organization, or order), as 
well as a tumor functionality (high permeability, 
or vascular shunting) [6].

Perfusion imaging begins with a baseline, 
non-contrast-enhanced image, followed by 
dynamic imaging at preestablished time inter-
vals. This allows for subtraction of baseline tis-
sue attenuation from a more precise 
determination of contrast enhancement, which 
is then graphically represented on a time-den-
sity curve. The protocols employed in CT 
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perfusion are dependent on the organ of inter-
est, the kinetic model used, and the CT scan-
ner’s configuration. High temporal resolution is 
a requirement of all  perfusion imaging (CT, 
MR, fluoroscopy, ultrasound, etc.). The initial 
phase, or first pass, of contrast is less than a 
minute in duration and reflects the amount of 
contrast within the intravascular space, and 
acquisitions are typically obtained at less than 
2  s intervals. This is followed by interstitial 
phase, which reflects the amount of contrast 
within the interstitium, and is related to vascu-
lar permeability. The second phase does not 
necessarily require as high an acquisition time, 
and the duration for this phase is based on the 
utilized kinetic model [6].

Two broadly categorized kinetic models 
include compartmental or deconvolution models. 
Each model can yield different functions and has 
its own set of advantages and disadvantages 
based on conceptual assumptions. A complete 
review of these models is beyond the scope of 
this text and will be discussed in broad senses. 
Compartmental analysis can be approached by 
two means: single or double compartment meth-
ods. The single compartmental method assumes 
both the intravascular and extravascular compart-
ments exist as one entity, which is ideal to deter-
mine blood flow, and yields a maximum value of 
attenuation that is directly related to the quantity 
of contrast present. However, the disadvantage 
comes by assuming that no venous outflow is 
occurring during the exam, which is a non- 
physiologic assumption, and in instance of high 
venous outflow may underestimate the true peak. 
The two-compartment method assumes that the 
vascular and extravascular compartments exist 
separately, and contrast passes between the two 
compartments at rate constants. The two- 
compartment method therefore allows calcula-
tion of how much blood volume (BV) is present 
in a tissue of interest as well as the rate of con-
trast extraction (Fig. 18.2). Deconvolution analy-
sis takes advantage of multiple data points 
acquired during the exam: arterial perfusion and 
contrast concentration. A disadvantage of decon-
volution is the assumption that there is no con-
trast diffusing into the extracellular space, i.e., 

the contrast is merely traveling from arteries, to 
capillaries, and then into veins [6].

Regardless of the kinetic model utilized, it is 
important to have a general understanding of the 
result parameters and their potential pathologic 
correlation. Microvascular density tends to 
increase within tumors as a result of angiogene-
sis, as discussed previously. Therefore, any 
changes in microvascular density will be reflected 
in blood volume and blood flow (Fig.  18.2), 
though blood volume tends to be better correlated 
as blood flow can be altered as a result of cardiac 
dysfunction. A decrease in mean transit time can 
reflect changes related to abnormal arterial 
venous shunting, which tumors tend to possess. 
The two-compartment models allow for charac-
terization of the extracellular space, and as tumor 
vessels tend to be malformed and “leaky,” an 
increased vascular permeability and contrast 
extraction rate can be calculated. Research vali-
dating the implications of perfusion changes and 
tumor viability remains ongoing but remains of 
high interest in the medical field.

CT perfusion becomes more complicated in 
the case of the liver. With a unique dual blood 
supply, arterial and portal venous, the analytic 
models used to assess the liver possess their own 
unique limitations and drawbacks, and various 
pathologies can alter which vessel functions as 
the dominant means of perfusion [7]. In cases of 
neoplasia, not all tumors within the liver utilize 
the same means of perfusion. For instance, in 
cases of hepatocellular carcinoma, the tumor 
generates arteries that are not associated with the 
hepatic sinusoids and communicate directly to 
the hepatic artery, and lack portal venous com-
munication to allow for portal venous perfusion. 
Whereas some hepatic metastases stimulate 
native hepatic arteries and portal veins to prolif-
erate, thereby still possess an association with the 
portal triad. These neovascular changes become 
even more complicated to interpret by perfusion 
imaging in the presence of cirrhosis, which 
results in an increased arterial perfusion of the 
liver and decreased portal venous perfusion.

While CT perfusion in the oncologic setting 
provides benefits of improved tumor detection 
and objective physiologic changes/tumor 
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Fig. 18.2 CT perfusion. Seventy-year-old patient with 
pancreatic head adenocarcinoma. The non-perfusion 
images demonstrate a 5 cm soft tissue mass (arrows) that 
minimally enhances when comparing non-contrast images 
(a) to the arterial (b) and portal venous (c) phases. Post- 

processing was performed to assess perfusion features, 
which confirm hypoperfusion on both blood volume (d) 
and blood flow (e) images (Case contributed by Dr. Ryan 
O’Malley, University of Washington, Department of 
Radiology, Seattle, Washington)
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response, it has drawbacks and limitation. First, 
CT perfusion has higher radiation exposure to the 
patient; some publications report doses for a sin-
gle exam as high as 30 mSv, and in clinical trial 
situations, the patient may require multiple 
 perfusion exam. Alterations to the CT acquisition 
technique can be applied to decrease radiation 
exposure (decreased kV and mA), but these come 
at the expense of increased image noise. Use of 
iterative reconstruction can assist in noise reduc-
tion and pixel variation without compromising 
spatial resolution. The practice of CT perfusion 
lacks a universal adopted standardization for per-
formance and reporting, which limits reproduc-
ibility across the medical community.

 CT Functional Assessment 
in Cardiac Imaging

Heart disease is a multifactorial disease and is 
one of the leading causes of death in the USA 
[8]. With continuous data demonstrating the 
health benefits of medical intervention in 
patients with heart disease, imaging is becom-
ing increasingly in demand to provide a nonin-
vasive means of screening those patients at risk 

for heart disease, as well as evaluating symp-
tomatic patients in both the acute and outpatient 
setting. Improvements in CT technology have 
allowed the radiologist to provide a service of 
noninvasive coronary artery evaluation in recent 
years. CT angiography of the coronary arteries 
is now a recommended modality in evaluation 
of acute chest pain in patients with low to inter-
mediate risk for acute coronary syndrome by 
multiple organizations [8]. Further improve-
ments in CT now allow for an even greater 
breath of myocardial information to be gained 
that previously required multimodality assess-
ment. With improvements in temporal resolu-
tion and electrocardiogram gating, CT is capable 
of assessing for regional wall motion abnormal-
ities, as well as myocardial perfusion differ-
ences (Fig. 18.3), all in a single exam [9]. The 
limitations of the noninvasive, non-CT modali-
ties are their inability to provide a simultaneous 
coronary artery anatomic assessment [10]. The 
following discussion is primarily directed 
toward the use of CT in the functional evalua-
tion of coronary artery disease. The functional 
assessment of myocardium is clinically impor-
tant as it provides clinical insight into the bur-

a b

Fig. 18.3 Cardiac CT. Gated cardiac CT obtained for an 
86-year-old male patient with chest pain that also has a 
history of aortic stenosis. The images are centered at the 

left ventricle mid-myocardial level in phases of diastole 
(a) and systole (b). Note the normal, uniform, circumfer-
ential contraction between diastole and systole
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den of myocardium affected by coronary artery 
disease and correlates with clinical outcomes.

Previously the evaluation of myocardial per-
fusion was dominated by nuclear scintigraphy, 
which has well-established degrees of sensitivity 
and specificity, and risk stratification models of 
clinical outcomes. However, through the mea-
surement of myocardial iodine concentration, 
one can similarly assess coronary artery perfu-
sion using CT methods. Myocardial iodine con-
centration can be evaluated both qualitatively and 
quantitatively, the latter through use of post- 
processing software. There are two primary 
means of acquiring CT data for myocardial per-
fusion assessment: static and dynamic. Static 
acquisition is performed during the contrast bolus 
first pass, which directly reflects the coronary 
arterial supply to the myocardium, and regions of 
hypoperfusion will be less enhancing, and can be 
performed using single energy or dual energy. 
Both static acquisition technique suffers from 
being mere “snapshots” of myocardial iodine dis-
tribution at a single time point that must assume 
uniformity in the image, i.e., all of the myocar-
dium must be in the exact same phase of the 
 cardiac cycle at the moment the data was 
acquired, as well as the assumption that imaging 
was performed at peak contrast enhancement. 
Static assessment allows for quantitative calcula-
tion of iodine concentration and has the benefit of 
simultaneous acquisition during routine coronary 
artery CT angiography. Dynamic acquisition dur-
ing the first pass allows for a truer assessment of 
myocardial perfusion because information is 
acquired through the cardiac cycle, as opposed to 
merely a single time point. As a result of the 
increased information obtained from dynamic 
perfusion imaging, blood flow can be calculated, 
in addition to quantitative assessment of myocar-
dial iodine concentration. The high degree of 
temporal resolution that is required for dynamic 
myocardial CT perfusion assessment requires 
very specific CT scanner technology, which lim-
its its widespread implementation. High-dose 
radiation exposure is another limitation to 
dynamic myocardial CT perfusion and is the 
result of the required increased imaging time 
intervals to obtain perfusion information and the 

additional scanning required for dedicated assess-
ment of the coronary arteries [11].

Coronary artery disease does not always 
involve a single site and can occur in tandem 
within the same vessel (single artery with multi-
ple sites of disease). Additionally, not all sites of 
disease result in a hemodynamic significant ste-
nosis that would warrant coronary intervention, 
such as angioplasty and/or stenting. Similarly, a 
site of stenosis that may be considered minimal 
or mildly stenotic on CT (<50%) may actually 
have hemodynamic significance [12]. To deter-
mine which stenosis requires treatment, cardiolo-
gists measure the fractional flow reserve. 
Fractional flow reserve measures the pressure 
gradient across a coronary lesion that may be 
“flow-limiting” based on differences in arterial 
pressures pre- and post-stenosis, obtained during 
maximum perfusion, and reflects maximum 
blood flow in a vessel as a ratio of measure com-
pared to expected. Fractional flow reserve values 
equal to or less than <0.80, less than 80% 
expected flow, are considered myocardial 
ischemic- inducing lesions, whereas those mea-
suring >0.80 are unlikely to be ischemia induc-
ing. Fractional flow reserve cutoff values may 
differ by institution [13]. The modern features of 
CT and post-processing now allow for fractional 
flow reserve calculation to be obtained noninva-
sively during routine coronary artery CT angiog-
raphy, even in cases not performed with 
pharmacologic stress agents. The mathematics 
and physics that underscore this significant 
advancement are far beyond the scope of this 
writing and range from fluid dynamics to com-
puter image-based modeling. Suffice it to say, 
when fractional flow reserve is coupled with CT 
coronary angiography there is a high diagnostic 
accuracy in determining clinically significant 
coronary artery disease [14].

 Volumetric CT Measurements

Accurate measurement of in  vivo soft tissue, 
whether an organ or a tumor, is paramount for 
noninvasive clinical assessments ranging from 
deciding who qualifies for organ donation to 
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determining if an oncologic treatment is effec-
tive. Understanding how tissue volume is calcu-
lated is a basic concept that radiologists should 
possess in order to best serve the referral popula-
tion and ensure accurate reporting.

Early CT scanner technology was hindered in 
its ability to provide accurate volume measure-
ments due to poor z-axis resolution related to 
motion, as well as limitations in detector size. 
However, continued improvements gave birth to 
helical CT, fast pitch technologies, and detectors 
capable of submillimeter resolution. From these 
advances came post-processing software and, 
moreover, research supporting the accuracy of 
radiologic assessment of tissue sizes.

With regard to oncology, tumors are usually 
measured in their greatest dimension, with or 
without an additional perpendicular measure-
ment obtained on the same image. This approach 
assumes that tumors change merely in two 
dimensions and has intrinsic limitations in dem-
onstrating change. The ability to provide a three- 
dimensional representation of a tumor can convey 
substantial differences in size across examina-
tions, as has been demonstrated in the evaluation 
of lung nodules. The Response Evaluation 
Criteria in Solid Tumors (RECIST) allows inter-
val size differences of 20–30% or less to be 
termed stable; however, in cases of small lung 
nodules, a size difference of 1 mm can result in a 
marked increase in tumor volume, i.e., a volume 
change of greater than 100%. In some studies, a 
volumetric measurement may more accurately 
detect tumor response to treatment than two-
dimensional measurements [15]. Tissue measure-
ments can be performed manually or using 
automated/semiautomated methods. Regardless 
of how the region of interest is measured, ensur-
ing accuracy of a lesion’s borders is key for mea-
surements. Voxels may be subject to partial 
volume effect related to the limitations of a CT 
scanner’s resolution, which can lead to over- or 
underestimation [16]. Factors that can contribute 
toward partial volume effect include slice thick-
ness and the reconstruction kernel. While thicker 
image slices reduce the overall number of images 
to review and improve workflow, it can lead to 
overestimating nodule volume [17]. Adjacent 

structures (vessel or airspace disease) can also 
affect accurate pulmonary nodule measurements 
due to obscuration of the nodule’s borders. Inter- 
and intra-variability studies have previously 
demonstrated the differences that exist among 
pulmonary nodule volume measurements, and it 
has been reported that a volume change of more 
than 55% would be needed to have a minimum 
95% confidence that a measured change were 
true and not the result of error [16]. Though vari-
ability remains in reporting of tumor volume 
measurements, ongoing research continues to 
demonstrate improvement in the fidelity of mea-
surements across multiple CT scanner and post-
processing platforms [18].

The application of volumetric measurements 
extends beyond oncologic applications and has 
also been applied in screening evaluation of 
organ transplants, examining correlation of 
organ volume changes and medical conditions 
(Fig.  18.4), as well as providing a means for 
research in less often considered medical ail-
ments. For instance, there is ongoing research in 
the use of CT for predication of diabetes melli-
tus, where lower pancreatic volumes have been 
reported in patients with diabetes compared to 
those without diabetes [19]. This decrease in 
volume loss may even occur prior to the clinical 
manifestations of diabetes. Volumetric CT has 
also been utilized in monitoring urinary stones; 
both in predicting stones that may become symp-
tomatic and providing a means to monitor 
changes in size during noninvasive medical 
treatment [20, 21].

 Material Decomposition

Not all tissue within an organ is necessarily com-
posed of the same materials, for example, a tumor 
compared to adjacent normal tissue. This differ-
ence, however, may prove difficult to visualize on 
single-energy CT if the two tissues have similar 
linear attenuation coefficients. One means of 
assessing tissue differences is through the use of 
intravenous contrast material and determines 
how a tissue of interest enhances when compared 
to normal tissue, which is the more traditional 
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approach to contrast-enhanced CT. However, the 
information gained in this more common practice 
is a mere fraction of what the current technology 
of CT can provide. Born from dual-energy CT, 
material decomposition is based in evaluation of 
material interaction with varying x-ray energies 
and exploiting differences in atoms as a result of 

the photoelectric effect which is dependent on a 
material’s k-edge [22, 23]. The more commonly 
used applications in clinical practice include 
improvement in visualization of iodine on 
contrast- enhanced images, characterization of 
renal stones, or uric acid assessment; however, 
with the continued research and development in 

a

c

b

Fig. 18.4 Lung density. Lung density assessment was 
performed in a 44-year-old male patient with history of 
bronchopulmonary dysplasia as a child that has been 
experiencing progressive shortness of breath. Axial CT 
image of the lung bases displayed on lung window setting 
demonstrates nonuniform attenuation of the lung paren-
chyma; the comparative low-density regions are denoted 
with an arrow (a). These low-density regions of concern 

denote a pathologic condition of either air trapping or 
absent vasculature that may have been injured as a child. 
Using post-processing software, a value of <−950 
Houndsfield units was chosen to be displayed as red, and 
values ≥−950 are displayed as blue (b). Additional pro-
cessing calculates the lung volumes and provides quanti-
tative results of low-density lung regions to total lung 
volume (c)
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targeted contrast agents, such as tissue-specific 
gold nanoparticles, CT material decomposition 
has the potential to improve clinical assessment 
of multiple tissues simultaneously with a previ-
ously dreamed specificity. Herein, the more com-
mon applications of dual-energy CT imaging 
techniques in functional imaging are material dif-
ferentiation and quantification.

The complete theoretical concept of material 
decomposition is beyond the scope of this chap-
ter. Rather, the focus of this section is on the cur-
rent applications and translational research 
underway to bring material decomposition to 
clinical practice and its use in providing func-
tional information. Briefly, to differentiate two 

materials using dual-energy CT, ideally the mate-
rials should be composed of atoms of largely dif-
ferent atomic numbers, such as iodine and 
calcium, so as to have greater differences in 
attenuation when the materials are exposed to 
x-rays of different keV [23, 24]. Measuring the 
change in attenuation then allows for mathemati-
cal calculation (decomposition) of a voxel into its 
elemental makeup (fat, iodine, soft tissue, etc.), 
and by applying the laws of conservation, the 
estimated sum of each material within the voxel 
can be determined (Fig. 18.5) [24].

The goal of any imaging contrast agent is to 
improve radiologic conspicuity of the target when 
compared to the background tissue. In the onco-

a b

c d

Fig. 18.5 Renal cyst iodine. Contrast-enhanced CT was 
performed in a 64-year-old man with large complex cystic 
right renal mass. 70 keV axial (a) and coronal reformat 
(b) show high density components within the renal lesion 

(arrows). Note that axial (c) and coronal (d) iodine maps 
allow for identifying solid enhancing components visual-
ized as foci of color-coded iodine uptake (arrows) within 
the mass, consistent with a Bosniak category 4
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logic field, the target would be a tumoral tissue, 
though the application is limitless. Computed 
tomography contrast agents can be broadly placed 
into one of two categories: general use and tar-
geted contrast agents. It is important to remember 
that no “targeted” contrast agents have been 
approved for CT imaging by the FDA [23]. In 
either category a consideration, and somewhat 
limitation, of CT is the elemental concentration 
requirement needed to function as a contrast agent, 
typically 2 mg/mL in single-energy CT, but can be 
decreased to near 1 mg/mL in dual- energy CT, or 
in terms of molarity, CT detection limits approach 
10−3  M compared to MRI 10−5  M and nuclear 
medicine 10−10 M [23, 25]. An example of general 
use contrast would be the currently available 
iodinated contrast agents. Increasing the elemental 
concentration within the chemical contrast agent 
can be achieved through modification of the poly-
meric backbone molecule to allow for greater ele-
mental binding or by packing larger quantities of 
elemental particles such as iodine within liposome 
and nanoparticle agents [26, 27]. Chemical modi-
fications not only allow for increased elemental 
concentration, but moiety modifications can also 
be made to improve tissue targeting specificity 
[28]. As mentioned previously, the FDA has yet to 
approve any targeted CT contrast agents; however, 
some are currently in clinical trial that could prove 
more sensitive in identifying tumors and monitor-
ing response to therapy through increased micro-
vascular permeability [26]. If the element used in 
the targeted contrast agent is not iodine, targeted 
agent exclusive radiologic images can be gener-
ated to increase target tissue conspicuity, which 
could improve volumetric assessment, as well as 
the potential to improve/expand upon other func-
tional imaging techniques.

With growing interest in cellular-based thera-
pies, such as stem cell therapies, comes the need 
for a means of determining whether the treatment 
cells (1) correctly implant at the organ of interest 
and (2) exert their intended effect (cancer treat-
ment or tissue regeneration). Cell tracking pro-
vides a noninvasive imaging approach of 
evaluating tissue changes after initiating cellular 
therapy. Cells can be labeled with CT contrast 
agents directly (incubate with contrast in vitro) or 

indirectly (such as genetic modification which 
allows for transfer of genetic material to future 
cell lines during in vivo replication) [25, 29, 30]. 
Nanoparticles can also function as a cage to 
house transplanted cells, and the contrast agent 
(iodine, gold, barium, etc.) can reside either with 
the cells or an outer core (“capsule-in-capsule) 
can be created to sequester the two from one 
another preventing any potential reaction the 
cells may have to the contrast [31]. Similar struc-
tures can be synthesized to attach to tumor cells 
allowing for earlier detection than what current 
CT imaging provides, as well as delivery of ther-
apeutic medications [25, 32].

While the potential of these future contrast 
agents and their role in functional CT imaging is 
alluring, they remain experimental. Given that 
current iodinated intravenous contrast agents 
have decades of clinical use, any new agents must 
demonstrate similar safety profiles. With regard 
to nanoparticle agents and cellular tracking, cur-
rent research has yet to correlate changes of 
in vivo CT attenuation with cellular viability and/
or function changes [25]. As mentioned previ-
ously, the use of dual-energy CT and material 
decomposition would allow simultaneous use of 
traditional and experimental contrast agents, 
which may prove helpful in overcoming some of 
the aforementioned limitations.

 Conclusion

State-of-the-art CT imaging hardware and soft-
ware solutions have enabled a paradigm transi-
tion in clinical imaging. Improved and more 
timely detection of diseases, assessment of tumor 
perfusion, and viability can render a better sub-
strate for clinicians’ decision-making algorithms 
(e.g., early identification of responders versus 
nonresponders). Coupling with metabolic tech-
niques, in vivo quantification of highly effective 
atomic number materials (e.g., iodine), texture 
analysis techniques, and utilization of novel con-
trast media can open up a new season for diag-
nostic CT imaging where disease can be precisely 
tagged and tracked. In the near future CT will 
likely be able to provide a wealth of quantitative, 
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minable data and features for routine and more 
robust application of machine learning/artificial 
intelligence techniques.
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CT Perfusion Techniques 
and Applications in Stroke 
and Cancer

Ting-Yim Lee, Dae Myoung Yang, Fiona Li, 
and Raanan Marants

 Introduction

Stroke is the second leading cause of death 
and third leading cause of disability worldwide 
according to the World Health Organization [1]. 
Overall, stroke mortality rates have declined over 
the last 30  years in the United States [2] and 
Canada [3], due to a decrease in the number of 
fatal strokes [4], rather than a decrease in stroke 
incidence, which is projected to more than double 
over the next 30 years, with most of the increase 
coming from people aged 75 years or older [5]. 
Approximately half the survivors of stroke are 
institutionalized or disabled within 5  years [6], 
and due to the aging population, the number of 
individuals living with disability resulting from 
stroke is projected to almost double in the next 
two decades [7]. Long-term care for these patients 
will further increase the socioeconomic burden 
of cerebrovascular disease [8]. CT perfusion 

(CTP) is a minimally invasive imaging technique 
that produces quantitative maps of hemodynamic 
parameters which are useful for assessing tis-
sue viability [9, 10]. CTP could improve stroke 
outcome by helping to select the optimal treat-
ment for individual patients. For example, among 
the five (ESCAPE, EXTEND-IA, MR CLEAN, 
REVASCAT, and SWIFT-PRIME [11–15]) suc-
cessful trials of treating large vessel occlusion 
within 6–8  h of symptom onset with mechani-
cal thrombectomy (MT), EXTEND-IA and 
SWIFT-PRIME, which used thresholds applied 
to parameter maps from CTP to exclude patients 
with large infarct volumes and/or small penum-
bra volumes [11, 13], had higher rates of good 
functional outcome in the MT group (53% to 
71%) than MR CLEAN and REVASCAT, which 
did not use CTP (33% to 44%) [14, 15]. The util-
ity of CTP to select patients for MT was further 
confirmed by DEFUSE 3 [16] which extended 
the treatment time window to 16 h. DEFUSE 3 
used threshold applied to CTP-derived CBF and 
Tmax map to estimate infarct core and penumbral 
volume. Patients were eligible for treatment if 
penumbra volume was 1.8 times larger than the 
infarct, infarct volume was <70 mL, and penum-
bra volume was >15 mL [16].

Application of CTP in cancer is to image 
tumor-associated angiogenesis [17] which has 
significant implications in the diagnosis and treat-
ment of various solid tumors [18] including lesion 
characterization and staging; response prediction 
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to chemotherapy, radiotherapy,  antiangiogenic 
therapy, and other newer targeted therapies (e.g., 
immunotherapy); evaluation of relapse; and 
resistance to treatment. For example, a recent 
multicenter Phase 3 trial [19] demonstrated that 
for advanced ovarian cancer patients who were 
treated with carboplatin/paclitaxel plus optional 
bevacizumab, blood flow increase was associated 
with shorter progression-free survival (HR 2.9, 
95% CI, 1.3–6.4, P = 0.008) and remained sig-
nificant after adjusting for age, change in tumor 
volume, and surgery status.

In this chapter we discuss the basic principles 
of CTP and application examples in stroke and 
cancer.

 Theory of Contrast Transport

There are two approaches in describing con-
trast transport in tissue. The model-independent 
approach relies on the conservation of mass (Fick 
principle) and the principle of superimposition, 
while the modeling approach explicitly models 
how contrast is transported in blood vessels and 
permeates the endothelial barrier between blood 
and tissue.

 Model-Independent Approach

If Ca(t) and Cv(t) are the arterial and venous con-
trast concentration, respectively, and Q(t) is the 
tissue contrast concentration, then by the conser-
vation of mass or Fick principle:

 
Q t F C u C u

t

a v( ) = ( ) - ( )éë ùûò
0

du
 

(19.1)

where F is the blood flow carrying contrast into 
and out of the tissue. If contrast transport is sta-
tionary (i.e., time invariant), then by the principle 
of superimposition,

 
C t C t h tv a( ) = ( ) ( )Ä

 
(19.2)

where ⊗ is the convolution operator, and h(t) is 
probability density function of contrast transit 

time through the tissue or transit time spectrum. 
Substituting Eq. (19.2) into Eq. (19.1) and sim-
plifying leads to:

Q t C t t C t R ta a F( ) = ( ) ( ) = ( ) ( )Ä ÄFR
 

(19.3)

where

 
R t h u du

t

( ) = - ( )ò1
0  

(19.4)

R(t) is the impulse residue function (IRF) of the 
tissue. IRF is the idealized tissue time-density 
(concentration) curve (TDC) measured by the 
scanner if a unit amount of contrast is injected 
as a sharp bolus into the arterial inlet of the tis-
sue. In a CTP study, both Q(t) and Ca(t) are mea-
sured, and then Eq. (19.3) suggests that FR(t) or 
the flow-scaled IRF, RF(t), can be calculated by 
deconvolving Ca(t) from Q(t). The tissue blood 
flow, F, and volume, V, are estimated as the max-
imum and area under the curve (AUC) of RF(t), 
respectively [20]. Then by the central volume 
principle [20], the mean transit time, MTT, is 
the ratio of V to F (or area over height of RF(t)). 
Contrast remains intravascular in the brain where 
the blood-brain barrier (BBB) is intact; however, 
in other organs as well as when the BBB is dis-
rupted as in intracerebral hemorrhage and brain 
tumor, contrast does leak into the extravascular 
interstitial space. Equations (19.1, 19.2, 19.3, and 
19.4) apply, and tissue blood flow (F) is always 
equal to the peak height of tissue blood flow (F) 
regardless of whether the contrast remains intra-
vascular or leaks out into the extravascular inter-
stitial space. When contrast is intravascular, the 
AUC of RF(t) is the vascular blood volume, Vb, 
and the ratio of AUC to maximum height of RF(t) 
is the vascular mean transit time (MTTv). When 
contrast leaks from blood vessels into tissue, the 
AUC of RF(t) is the total contrast distribution vol-
ume, VD, which includes Vb, while the area over 
height is the tissue mean transit time, MTTt [21]. 
When contrast is intravascular and if only tissue 
blood flow and volume and vascular mean tran-
sit time are required, then the model-independent 
approach is preferred because of its conceptual 
simplicity.
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For the time period before contrast exits 
from the tissue via the venous outlets, Eq. (19.1) 
 simplifies to:

 
Q t F C u

t

a( ) = ( )ò
0

du
 

differentiating to obtain:

 

dQ

dt
FC

t
ta

( )
= ( )

 
In particular, the maximum front slope of the 

tissue time-density curve, Q(t), is:

 

dQ

dt

t
F C ta

( )é

ë
ê

ù

û
ú = ( )éë ùû
max

max

 

and the tissue blood flow is equal to:

 

F

t

C ta

=

( )é

ë
ê

ù

û
ú

( )éë ùû

dQ

dt
max

max  

(19.5)

Equation (19.5) is the basis for the maximum 
front slope method for the measurement of tissue 
blood flow [22]. While simplicity is the appeal 
of this method, its validity is dependent on the 
no venous outflow of contrast assumption which 
may not hold in general, particularly for the brain 
where MTTv is typically less than 4–6  s; when 
the assumption is violated, this method will 
underestimate blood flow because of the washout 
of contrast from the tissue.

 Modeling Approaches

X-ray contrast is inert and extracellular mean-
ing after permeating the endothelial barrier at 
the blood-tissue interface, it neither binds to 
any target nor enters cells and distributes only 
in the interstitial space. As such, in all modeling 
approaches, the interstitial space is represented 
as a compartment, namely, contrast is uniformly 
distributed in the space, and its concentration is 
only dependent on time. The main distinguish-
ing feature among the modeling approaches is 

whether the blood vessels are treated as a com-
partment or not as discussed below.

 Blood Vessels as a Compartment: 
Two-Compartment Model
This approach is exemplified by the two- 
compartment model shown in Fig.  19.1. In this 
model, how contrast is delivered to the blood ves-
sels in the tissue voxel is not modeled. Contrast 
concentration in blood vessels is assumed to be a 
time function only, Ca(t), as measured in an artery. 
No contrast concentration gradient along blood 
vessels, as would be expected when contrast is 
leaking from the vessels, is modeled; instead the 
permeation of the blood vessels is lumped together 
as two model parameters: K1 (Ktrans) and k2 – the 
influx and efflux rate constant from bidirectional 
passive diffusion of inert contrast through the 
endothelial barrier. The governing equations of 
the two-compartment model in Fig. 19.1 are:

 

dQ

dt

t
K C t k C ta e

( )
= ( ) - ( )1 2

 

 
Q t V C t C tb a e( ) = ( ) + ( )  

Solving the above two equations together with 
the initial condition [Ce(t)]t = 0 = 0:

 

Q t V C t K C t e

C t V t K e
b a a

k t

a b
k t

( ) = ( ) + ( )Ä
= ( )Ä ( ) +éë ùû

-

-
1

1

2

2d
 

(19.6)

K1

k2

Blood Vessels
Ca(t); Vb

Interstitial
Space
Ce(t)

Endothelial Barrier

Tissue Voxel Q(t)

Fig. 19.1 Model of contrast distribution in tissue with 
both blood vessel and interstitial space treated as com-
partments. Ca(t), Ce(t), and Q(t) are the contrast concen-
tration in blood vessels, interstitial space, and tissue 
voxel, respectively. Vb is the blood volume
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where δ(t) is the delta function. Comparing Eqs. 
(19.3) and (19.6), we can identify the flow-scaled 
IRF of the two-compartment model as:

 
R t V t K eF

C
b

k t2
1

2( ) = ( ) + -d
 

(19.7)

In CT perfusion studies, Ca(t) is usually mea-
sured in a large blood vessel (to avoid partial 
volume averaging leading to underestimation of 
the true arterial concentration) upstream from the 
tissue; therefore there is a delay, To, in the arrival 
of contrast at the tissue relative to the artery. 
Equations (19.6) and (19.7) can be modified to 
account for this delay as follows:

Q t C t V t T K ea b o
k t To( ) = ( )Ä -( ) +é

ë
ù
û

- -( )d 1
2

 (19.6a)

R t V t T K eF
C

b o
k t To2

1
2( ) = -( ) + - -( )d

 
(19.7a)

Equation (19.6) suggests that deconvolv-
ing Ca(t) from Q(t) according to the two- 
compartment model in Fig.  19.1 would allow 
determination of the model parameters: Vb, K1, 
k2, and To. As expected, because blood flow 
delivery of contrast to the tissue is not mod-
eled in the two- compartment model, perfusion 
is not explicitly estimated in the deconvolution. 

However, as shown in the next section, K1 is 
related to blood flow.

 Plug (Non-dispersive) Flow in Blood 
Vessels: Johnson-Wilson-Lee Model
The simplest model to describe the blood flow 
delivery of contrast to the blood vessels and 
leakage into the interstitial space (treated as 
a compartment) is the Johnson-Wilson-Lee 
model as shown in Fig. 19.2. In this model, all 
blood vessels in the tissue region (voxel) are 
 “collapsed” into a single tube of volume Vb, the 
blood volume. Blood carrying contrast flows as 
a “plug” into and out of the vessels without dis-
persion (that is not laminar flow with parabolic 
flow profile) with transit time equal to W. During 
the initial transit of contrast through the vessels, 
contrast leaks into the interstitial space from 
vessels, so there is a contrast gradient from the 
venous exit to the arterial inlet (or the vessels are 
no longer treated as a compartment). After the 
passage of contrast, then the extravasated con-
trast in the interstitial space leaks back into the 
vessels. We introduced the adiabatic approxima-
tion [23] to derive a closed form solution for the 
flow-scaled impulse residue function of the JWL 
model, R tF

JWL ( ) , as follows:

V
es

se
ls

F·Ca(t)

F·CV(t)

K1

Interstitial
Space
Ce(t),Ve

k2

Tissue Voxel Q(t)

Vb

Fig. 19.2 The Johnson-Wilson-Lee (JWL) model for the 
distribution of contrast in a tissue region (voxel). Ca(t) and 
Cv(t) are the contrast concentration in arterial and venous 
blood entering and exiting the voxel via the vessels. K1 is 

the influx and efflux rate constant of contrast as in the two-
compartment model (Fig. 19.1). Ce(t) and Q(t) is the con-
trast concentration in the interstitial space and the voxel. Ve 
is the contrast distribution volume in the interstitial space
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(19.8)

In addition, we showed that [23]:
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K
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e
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11= = - =
-

FE
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; ;
 

(19.9)

where E is the extraction efficiency of contrast 
by the tissue [24] and PS is permeability surface 
area product of perfused vessels [17, 25]. Using 
Eqs. (19.3) and (19.8), the JWL model tissue 
(voxel) time-density curve is evaluated as:

Q t
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where D t C u
t
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0

du  and can be further sim-

plified to (noting Vb = FW):
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where 0 < θ < 1. Comparing Eq. (19.10) for the case 
of t ≥ To + W with Eq. (6a) allows the identifica-
tion that K1 and k2 for the 2-compartment and JWL 
model are the same. As defined in Eq. (19.9), the 
influx rate constant, K1, is the flow extraction effi-
ciency product. Since the two- compartment model 
estimates K1, it cannot be equated to F unless E = 1.0 
or the value of E is known a priori. The value for E 
is dependent on the relative magnitude of PS and 
F. When PS>>F (flow limited case of contrast dis-
tribution in tissue), E≈1.0 and K1≈F; when PS<<F 
(diffusion limited case, e.g., brain tumor), E ≈ 0.0 
and K1≈PS.This is the disadvantage of the two- 
compartment model where K1 can be F, PS, or FE 
depending on the value of E, whereas JWL model 
can always estimate F independent of E and can 

also estimate PS (or E) together with F. Figure 19.3 
compares R tF

C2 ( )  and R tF
JWL ( ) ; it is seen that:

 
lim
W F F

CR t R t
®

( ) = ( )
0

2JWL

 

In practical terms, when the sampling interval, 
Δt, of the time-density curves, Ca(t) and Q(t), is 
much larger than W, then R t R tF F

CJWL ( ) ® ( )2 . In 
other words, when Δt becomes larger than W, then 
the estimate of F approaches that of FE instead.

 No Contrast Efflux from Interstitial 
Space: Patlak Model
A special case arises for the two-compartment 
and JWL model when there is no efflux of con-
trast from the interstitial compartment back into 

a bFig. 19.3 Comparison 
of (a) R tF

C2 ( )  and 
R tF

JWL ( )
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the vessels (k2 = 0). From Eq. (19.10), under the 
condition of no efflux, we have for t ≥ To + W:

 
Q t V C t K C ub a

t

a( ) @ ( ) + ( )ò1
0

du
 

which can be rearranged as:

 

Q t

C t
V
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C ta
b

t

a

a

( )
( )

@ +
( )
( )

ò1 0

 

(19.11)

Eq. (19.11) is the basis of the Patlak model 

[26] where 
Q t

C ta

( )
( )  vs 

K C u
C t

t

a

a

1 0ò ( )
( )

du
 

for t ≥  To  +  W is a straight line with intercept 
equal to vascular volume (Vb), and the slope is 
the influx rate constant (K1). The advantage of 
this model is that the Patlak plot, Eq. (19.11), is 
simple to implement. One important limitation is 
the condition of no contrast efflux that may only 
be satisfied for a very brief time after  To  +  W. 
After that time, the Patlak plot deviates from 
linearity because of contrast efflux into blood 
vessels and clearance by blood flow leading to 
a decrease in Q(t). Note that as shown by Patlak 
[27], Eq. (19.11) is valid for more than one tissue 
compartment, in fact for many compartments in 
any arbitrary configuration, provided there is one 
compartment in which contrast accumulates and 
never leaves.

 Numerical Deconvolution 
Techniques

Here numerical methods/algorithms to solve for 
the flow-scaled IRF, RF(t), from Eq. (19.3) are 
discussed. Since the equation involves a convolu-
tion, the solution for RF(t) given measured Ca(t) 
and Q(t) is the inverse of convolution or decon-
volution. As in the theory of contrast distribu-
tion in tissue, the methods can be grouped into 
model- independent (black box) and model-based 
deconvolution.

 Model-Independent (Black Box) 
Deconvolution

A starting point is to write Eq. (19.3) explicitly 
in integral form:

 
Q T C T t R t

T

a F( ) = -( ) ( )ò
0

dt
 

Discretizing the above equation at time inter-
val, Δt, and if T  =  NΔt and Q(t) and Ca(t) are 
measured in the interval – [0,T]:
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where t  =  nΔt ∈  [0, T] and Ca(i) and RF(i) are 
the values of Ca(t) and Q(t) at t = iΔt. Equation 
(19.3a) can be rewritten as a matrix equation:
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Solution for RF  from Eq. (19.4) amounts 
to finding the inverse matrix, Ca



-1
of Ca
  as 

R C QF a=
-



1
. One popular matrix inversion 

method is singular value decomposition (SVD) 
[28] where Ca

  is decomposed into a product of 
orthogonal matrices U  and V and a  diagonal 
matrix, S , of singular values: C USVa

T� � � �= . 
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Noting that the inverse of an orthogonal matrix 
is its transpose,

 R C Q VS U QF a
T= =

- -� �� �1 1

 (19.14)

Since the diagonal elements of S -1  are recip-
rocals of the singular values of Ca

 , Eq. (19.14) 
shows that small singular values result in very 
unstable estimates of RF  [29, 30]. Small sin-
gular values arise when some rows of Ca

  can 
be approximated by linear combinations of other 
rows [28]. As can be seen from its definition in Eq. 
(19.13), each successive row of the artery matrix 
Ca
  is obtained by shifting the arterial time-den-
sity curve one element (time interval) to the right. 
The linear dependence condition for small singu-
lar values is invariably satisfied when the artery 
time-density curve is changing very slowly in 
time as would be the case following the first pass 
phase, and this condition is accentuated with the 
presence of noise. A simple method to stabilize 
deconvolution is to set a threshold value, and in 
the calculation of RF  according to Eq. (19.14), 
the reciprocals of singular values smaller than the 
threshold are set to zero [31]. This strategy has 
been widely adopted by investigators. However, 
the truncation of small singular values can only 
achieve partial success in stabilizing deconvo-
lution against noise as there are still residual 
oscillations in RF [32]. One method to reduce 
oscillations is to set a threshold on the norm of 
the second derivative of RF  (oscillations) and 
increase the threshold of small singular values to 
be discarded until this norm is not exceeded [33]. 
A more effective approach is to cast the decon-
volution as an augmented optimization problem 
(minimizing the sum of squared deviation of the 
fitted from the measured Q(t)) subject to a certain 
smoothness criterion (e.g., the second derivation 
of RF(t)) via the Lagrangian multiplier method 
[28]. Discussion of this approach is outside the 
scope of this chapter; interested reader is referred 
to [34].

Since Ca(t) = 0 for t < 0, Q(t) would always 
lag behind Ca(t), that is, Eq. [19.3] enforces 

time causality as would be expected of realiz-
able physiological conditions in tissue. In prac-
tice, especially in stroke, when Ca(t) is selected 
from the ischemic territory, then it may lag 
behind Q(t) from non-ischemic region. Under 
this condition, deconvolving Ca(t) from Q(t) 
would overestimate the peak height of RF(t) 
hence blood flow [35]. Discussion on the cir-
culant deconvolution method to deal with this 
special case is outside the scope of this chapter; 
the interested reader is referred to the work of 
Wu et al. [33]. However, there exists a simpler 
method than circulant SVD to deal with this 
case. We can shift the tissue curve until it lags 
the artery curve, and methods in the previous 
section that deals with lagging tissue curve can 
then be applied [36].

The practice of measuring the arterial time- 
density curve from a large vessel to minimize 
its underestimation from partial volume averag-
ing would result in the tissue time-density curve 
lagging behind the arterial curve by a finite 
time shift, To. This is especially true in stroke 
where the To for ischemic tissue relative to the 
arterial time-density curve measured in a large 
extra- or intra-cranial blood vessel on the unaf-
fected side can exceed 10 s . From Eq. (19.3a), 
RF = 0 for t ≤ To in this case. However, singular 
value deconvolution does not enforce this cau-
sality condition, and the estimated RF  could 
start before To leading to error in estimating the 
(peak) height of RF  or blood flow. Ibaraki et al. 
[37] proposed a pre-processing step whereby To 
is determined by fitting the front slope of tis-
sue curve and then shift the arterial curve by 
the determined To before performing the singu-
lar value deconvolution. The disadvantage with 
this method is that the separately determined To 
from fitting the front slope of the tissue curve 
may not be optimal in fitting the entire tissue 
curve. A method incorporating the estimation of 
To together with RF using SVD in the framework 
of constrained optimization of fitting to mea-
sured tissue curve is discussed in a US Patent 
[38]. Because of this problem, in the application 
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of CTP, it is important to use a delay insensitive 
deconvolution algorithm/method to calculate 
blood flow.

 Model-Based Deconvolution

Model-independent deconvolution is conceptu-
ally simpler than model-based one as it treats the 
tissue as a “black box” obviating the user from 
proposing an appropriate model to describe the 
transport of contrast in tissue. The disadvan-
tage is that only blood flow, blood volume, and 
vascular mean transit time (contrast remains 
intravascular) or distribution volume and tissue 
mean transit time (contrast extravasates) can be 
calculated as the peak height, area, and area over 
height of the estimated RF , respectively. On 
the other hand, with model (two-compartment 
or JWL model)-based deconvolution, param-
eters related to the function of the endothelial 
barrier  – E, FE, and PS  – can be derived from 
the estimated RF . These parameters are useful 
for predicting hemorrhage in stroke [39] and 
assessing cancer- associated angiogenesis and its 
response to treatment [18].

Estimation of model parameters in model- 
based deconvolution is an optimizing problem 
where the parameters are iteratively changed 
to minimize the sum of squared deviations 
(SSD) of the fitted from the measured tissue 
time-density curve according to the underly-
ing (two- compartment or JWL in the discussion 
here) model. As the flow-scaled IRF, RF

C2  and 
RF

JWL , involves exponential function of the con-
trast efflux rate constant, k2, the deconvolution

becomes a nonlinear optimization problem. 
There are many high-quality nonlinear optimiza-
tion software packages that can be used includ-
ing NAG Numerical Libraries, IMSL Numerical 
Libraries, and others. However, for rapid proto-
typing, the “fmincon” function in MATLAB can 
be used. An issue about nonlinear optimization 
is that the algorithm can be trapped in a local 
minimum, so the estimated model parameters are 
dependent on the initial values used. It is advis-
able to repeat the estimation with widely differ-

ent initial values and accept the set of estimated 
parameters that result in the smallest cost func-
tion (SSD of the fitted from the measured tissue 
curve).

 Comparison of Deconvolution 
Methods for CTP

To illustrate how the discussed deconvolution 
methods perform in CTP, a simulation study was 
carried out. An artery time-density curve was 
obtained from a CTP study of the brain (Fig. 19.4 
h inset). It is convolved with a “true” flow-scaled 
IRF (Fig.  19.4b) to generate the “true” tissue 
time-density curve to which Gaussian noise with 
a standard deviation of 5  HU to get the simu-
lated noisy tissue curve (Fig. 19.4a). The stan-
dard deviation of 5 HU was chosen so that the 
signal- to- noise of the simulated noisy tissue 
curve approximates that of the normal gray mat-
ter region curve of a brain CTP study. The “true” 
flow-scaled IRF had a delay with respect to the 
arterial curve, a maximum height (F), an area 
(Vb), and the area/height (MTTv) of 5 s, 50 mL/
min/100 g, 6.3 mL/100 g, and 7.6 s, respectively. 
Figure  19.4 shows the estimated flow-scaled 
IRF and the fitted curve for four deconvolution 
methods discussed above. Figure 19.4a, b shows 
results from singular value deconvolution with 
singular values smaller than 15% of maximum 
truncated. Figure 19.4c, d shows delay corrected 
singular value deconvolution. The noisy curve 
was shifted backward in time by 5  s (assum-
ing the pre-processing step [37] determined the 
true To) before singular value deconvolution. 
In Fig.  19.4c, the noisy and fitted tissue curve 
are displayed in their original time to facilitate 
comparison with results from other deconvolu-
tion methods. Figure  19.4e, f shows singular 
value deconvolution subject to non-negativity, 
monotonicity, and smoothness constraints as for-
mulated in [38]. Figure  19.4g, h shows decon-
volution based on the JWL model. Table  19.1 
compares the quantitative parameters derived 
from the estimated flow-scaled impulse residue 
function by the four deconvolution  methods. 
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In terms of matching the true values of F, Vb, 
and MTTv, the order of preference of the decon-
volution methods are constrained SVD, JWL 
model deconvolution, delay-corrected SVD, 
and SVD.  It is also instructive to examine the 
average SSD of the fitted and true from the 

noisy curve. All model-independent deconvolu-
tion methods (SVD, delay-corrected SVD, and 
constrained SVD) had an average SSD smaller 
than that of the true curve suggesting that these 
methods are overfitting to the noise even though 
truncation of singular values up to 15% of the 

Fig. 19.4 Comparison of four deconvolution methods. Details are provided in the text
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maximum had already made the shape of the 
estimated flow-scaled IRF too smooth (deviating 
severely from the true shape). The JWL model 
deconvolution has a larger average SSD than the 
true average SSD suggesting it is not overfitting 
the noise and this is corroborated by Fig. 19.4g 
where the fitted curve almost superimpose on 
the true tissue curve. Figure 19.4 emphasizes the 
unstable nature of deconvolution [29, 30], and 
the fact using SSD of fitted from measured curve 
as the sole criterion to overcome noise instability 
is insufficient. As shown in Fig. 19.4, there are 
many possible solutions for the true flow-scaled 
IRF; each of them would produce reasonably 
good fit to the tissue curve. Additional a priori 
criteria such as constraints of non-negativity, 
monotonicity, and smoothness [38] or a physi-
ological model, for example, the JWL model 
[23], are required to select the optimal flow-
scaled IRF from the set of infinitely many pos-
sible solutions.

The JWL model was introduced above to 
describe contrast that extravasates into the inter-

stitial space (Fig. 19.2). However, by adopting a 
different interpretation of the model parameters 
as discussed in [40], it can apply to CTP studies 
of stroke where contrast remains intravascular. 
In essence, To remains as the delay between the 
arrival of contrast at the artery and local tissue 
time-density curve; W, the width of initial plateau 
of R tF

JWL ( ) ,  is the minimum transit time through 
a tissue region; (1-E) is the fraction of contrast 
that has the transit time equal to the minimum 
transit time (W); and E is the fraction of tracer 
that has transit times longer than the minimum 
transit time as described by the “tail” of R tF

JWL ( )  
which is an exponential decay function with a 
rate constant of k2. The mean transit time of this 

(E) fraction of contrast is W k+ 1
2

. With this 

alternative interpretation of the JWL model for 
stroke studies, the plug (non-dispersive) flow in 
vessels is also relaxed. The parameters E and k2 
can be used to investigate heterogeneity in vascu-
lar transit time (MTTv) in neurodegeneration [41] 
and head trauma [42].
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Fig. 19.4 (continued)

Table 19.1 Comparison of quantitative parameters derived from flow-scaled IRF estimated by four deconvolution 
methods

True SVD Delay-corrected SVD Constrained SVD JWL model deconvolution
Height – F (mL/min/100 g) 50.0 47.4 54.1 51.9 44.1
Area – Vb (mL/100 g) 6.3 7.8 7.4 6.7 6.5
Area/height – MTTv (sec) 7.6 9.9 8.2 7.8 8.9
Delay – To (sec) 5.0 0 5 5 4.5
Average SSD 27.1 22.1 24.9 25.7 28.2
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 CTP Scanning Protocols, Effective 
Dose, and Image Reconstruction

Two important factors to be considered in the 
design of scanning protocols for CTP studies of 
stroke and cancer are image time interval and 
effective dose (kV, mAs, volume of tissue cov-
ered, and duration of acquisition). As discussed 
in §2.2.2, the image time interval, at least in 
the first (vascular) phase of the acquisition, has 
to be less than the minimum transit time, W, 
through the tissue such that F instead of FE is 
estimated. Based on this requirement, the image 
time interval for the vascular phase in most pro-
tocols has been set to 1–3 s to cover the vascular 
peak of the tissue curve, Q(t), typically 40–60 
s. Data in the interstitial phase beyond the first 
(vascular) phase is required for estimation of 
K1 (PS) and k2 (Ve) in tissues where contrast 
extravasation is expected to occur. This includes 
all organs except the brain, but even in the lat-
ter case, interstitial phase data is required for 
investigation of blood-brain barrier disruption. 
Unlike in the vascular phase, there is no theo-
retical requirement for the image time interval 
to be not longer than 3–4 s; most protocols use 
10–15  s. The acquisition duration in the inter-
stitial phase is usually set to be 90–120  s. To 
reduce effective dose for CTP study of AIS, 
there is a strong incentive to reduce the vascular 
phase acquisition time to as short as possible. 
However, the ischemic tissue time-density curve 
may be truncated with a short acquisition time 
leading to underestimation of blood volume; 
this could result in the paradoxical reversal of 
a very low blood volume defect (infarct) [43]. 
Since it is difficult to predict for individual AIS 
patients the optimum vascular phase acquisition 
time required, our recommendation is to add 
the interstitial phase to AIS CTP studies as dis-
cussed above. Besides avoiding the data trunca-
tion problem, this has the added advantage that 
it is possible then to investigate blood-barrier 
disruption which can be a marker for potential 
hemorrhagic transformation (see §5.1).

The effective dose of a CTP study is depen-
dent on the volume of tissue irradiated and num-

ber of times images of the volume are acquired, 
while the dose from image acquisition of a sin-
gle volume is dependent on kV and mAs used. 
The signal-to-noise of the arterial and tissue 
time- density curve determines the quality with 
which the flow-scaled IRF can be estimated 
with deconvolution in a CTP study. The signal 
is the arterial and tissue contrast enhancement 
detected by a CT scanner. Since all CT contrast 
agents are iodinated compounds, the main pro-
cess contributing to contrast enhancement is 
photoelectric absorption of X-ray photons at the 
energy of the K-edge of iodine or 33.2 keV. A 
low kV X-ray beam would increase signal 
(enhancement) and decrease effective dose but 
at the expense of noise. As demonstrated with 
a brain size phantom complete with a bone ring 
to simulate the skull, increasing kV from 80 to 
120 but keeping the mAs the same increases 
the signal-to-noise ratio by 11% but increases 
radiation dose by over 300% [44]. Thus, when 
signal-to-noise performance is normalized with 
respect to radiation dose, 80  kV is better than 
120  kV for CT perfusion studies. Essentially 
the same conclusion is reached in studies by 
Wintermark et  al. and Hirata et  al. [45, 46] in 
which patients were scanned at both 80 and 
120 kV and signal-to- noise as well as radiation 
dose were compared. Huda et  al. reached the 
same conclusion using a body-sized phantom 
signal-to-noise ratio increased by less than 1.2 
times, while radiation dose increased by over 
3 times when mAs was kept the same but kV 
increased from 80 to 120 kV [47]. Thus, 80 kV is 
the optimal kV to be used in CT tumor perfusion 
studies regardless of whether tumor is located in 
the brain or abdominal organs. Recently com-
mercial CT scanners have lowered their avail-
able kV to 70; Li et al. showed that compared 
to 80 kV, 70 kV reduced radiation dose without 
compromising quality of the perfusion maps in 
brain CTP studies [48]. Whether the same is true 
for body CTP studies is currently unknown.

For a fixed kV at either 70 or 80, the signal-to- 
noise of the artery and tissue time-density curve is 
determined by the mAs used in acquiring images. 
Noise insensitive deconvolution algorithms as 
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discussed in §3 can cope with signal-to- noise as 
low as that shown in Fig. 19.4 which is less than 
2:1 to produce reasonable estimates of blood flow 
and volume and mean transit time as shown in 
Table 19.1. In our experience, a mAs of 80–150 
mAs at 80 kV would produce tissue curves with 
a signal-to-noise of ~2:1 in both brain and body 
CTP studies.

Typical effective dose at our institution for 
a brain CTP study which covers a 10 cm vol-
ume of the brain using 80 kV and 80 mAs per 
volume and acquires 28 volumes over 150 s is 
2.8 mSv, while that for body CTP study using 
the same scan parameters except increasing the 
mAs from 80 to 120 is 11.6 mSv. The higher 
effective dose for a body CTP study is due 
to the increased mAs used to compensate for 
increased attenuation as well as the presence 
of more radiation sensitive tissues in the body. 
Newer iterative image reconstruction algo-
rithms from CT scanner vendors can reduce 
effective dose but maintain quality of conven-
tional high-resolution anatomical image [49]. 
One such algorithm (ASIR, GE Healthcare) 
has been investigated if effective dose can be 
reduced for brain CTP studies without affect-
ing quality of CTP maps [50]. This study on 
37 brain tumor patients showed that the mAs 
per image acquisition can be reduced from 100 
to 50, resulting in a 50% decrease in effective 
dose without affecting CTP measurements. 
The vendor- provided iterative image recon-
struction algorithms are optimized for high-
resolution anatomical imaging which requires 
~1000 projections for the reconstruction. 
CTP imaging is different where high spatial 
resolution can be traded for signal-to-noise to 
reduce radiation dose. One effective strategy 
is to reduce the number of projections (sparse 
view) for each image acquisition while keep-
ing the dose for each projection the same and 
compensate for viewing aliasing artifact with 
compressed sensing reconstruction [51, 52]. 
Enjilela et al. showed that for liver and cardiac 
CTP studies, the number of projections, hence 
radiation dose, can be reduced by three times 
[51, 52].

 Applications in Stroke and Cancer

 Hemorrhage Transformation 
in Stroke

Hemorrhagic transformation (HT) of acute 
ischemic stroke (AIS) is an undesirable com-
plication that occurs in 2.2%–44.0% of clinical 
cases [53, 54] and in up to 70% of pathology 
cases [55]. Among clinical parameters, baseline 
stroke severity [56], time to reperfusion [57], 
and tissue plasminogen activator (tPA) treat-
ment [58] are associated with HT.  These fac-
tors are even more critical now with the positive 
results from WAKE-UP and EXTEND trial on 
treating acute ischemic stroke with tPA more 
than 9 h after symptom onset [59, 60]. However, 
both trials showed that the rate of symptomatic 
hemorrhage in the treated (tPA) group was five 
to seven times higher than the control (placebo) 
[59, 60]. Disruption of the blood-brain barrier 
(BBB) integrity, considered focal to the devel-
opment of HT, has been demonstrated in animal 
models [61] as an increase in the permeabil-
ity–surface area product (PS). Furthermore in a 
pilot trial involving 41 AIS patients within 3 h 
of symptom onset, we showed that PS derived 
from admission CTP was able to predict HT at 
follow-up MRI or CT imaging with 77% sen-
sitivity and 94% specificity using a threshold 
of 0.23 mL/min/100 g [39]. Figure 19.5 shows 
the example of one patient study from [39]; all 
the maps were derived using JWL model decon-
volution. The CTP was acquired at 1.0 s image 
intervals for 45 s in the vascular phase and then 
at 15.0  s intervals for 90  s in the interstitial 
phase. The measured artery curve is shown in 
Fig. 19.5a together with the vein curve from the 
transverse sinus for partial volume correction of 
the former [34]. Figure 19.5b is the high signal-
to-noise average map obtained by averaging all 
the images of the same slice in the CTP study 
together; the gray and white matter are clearly 
differentiated. Figure 19.5c, d shows the blood 
flow and volume map in quantitative scale of 
0–100 mL/min/100 g and 0–10 mL/100 g. There 
was ischemia in the right middle cerebral artery 
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Fig. 19.5 CTP study of an acute ischemic stroke patient with blood-brain barrier disruption and hemorrhagic transfor-
mation at follow-up imaging. Details are provided in the text

19 CT Perfusion Techniques and Applications in Stroke and Cancer



360

territory, but blood volume was maintained at 
close to normal level (cf. the unaffected contra-
lateral (left) hemisphere) except for the basal 
ganglia. This is usually seen in AIS at early 
hours after symptom onset, when the ischemic 
tissue is able to mount autoregulation to rescue 
itself by dilating blood vessels (hence increase 
in blood volume) to maintain blood flow above 
infarction threshold [62]. Tmax in one defini-
tion is the time to maximum of the flow-scaled 
impulse residue function [63], but this ignores 
the delay (To) in contrast arrival at ischemic 
tissue via collateral pathways. To account for 
abnormal To in ischemic tissue, we proposed 
[40] a new definition: Tmax  =  To  +  0.5MTTv. 
Tmax thus defined will evaluate both collateral 
circulation and perfusion pressure (inversely 
proportional to MTTv [64] at the ischemic tis-
sue. Figure 19.5e is the Tmax map according to 

this alternative definition. Figure 19.5f is the PS 
map which shows blood- brain barrier disruption 
in the ischemic region.

 Segmentation of Penumbra 
and Infarct in Stroke

As discussed above, the DEFUSE 3 [16] and 
EXTEND trial [60] have established the use of 
CTP for selecting patients for thrombectomy 
of large vessel occlusion and thrombolysis 
in extended time window after AIS symptom 
onset. Based on admission CTP maps, both 
trials used blood flow <30% of the unaffected 
hemisphere to define infarct and a Tmax threshold 
>6 s to define ischemic tissue outside of infarct 
as penumbra. Figure 19.6 illustrates this method 
of segmentation for penumbra and infarct based 

a

c d e

b

Fig. 19.6 Segmentation of penumbra and infarct based on the CTP blood flow (a) and (b) Tmax map of an AIS patient. 
Details are provided in the text
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on blood flow (Fig. 19.6a) and Tmax (Fig. 19.6b) 
map calculated with JWL model deconvolution. 
Figure  19.6c shows the segmented penumbra 
(green) and infarct (red) using a blood flow 
threshold of 9 mL/min/10 g and a Tmax thresh-
old of 10  s. The blood flow and Tmax thresh-
old were obtained from a previous study [40]. 
Note that because the alternative definition to 
the DEFUSE 3 one was used in [40], the Tmax 
threshold was higher (10 vs 6 s).

In AIS caused by large vessel occlusion, the 
patient has to be transferred from primary stroke 
centers which lack the equipment and expertise 
to perform thrombectomy to comprehensive 
stroke centers for the procedure to be performed. 
During the transfer time, the infarct could grow 
at the expense of the penumbra so that the patient 
may no longer be suitable for thrombectomy 
according to the DEFUSE 3 criteria. The “futile” 
transfer would be wasteful on resources. We 
have determined the time-dependent blood flow 
threshold for infarction [40]. For 90–190 min after 
admission, the blood flow threshold increased to 
12 mL/min/100 g, and as shown in Fig. 19.6d, the 
infarct volume increased from 1.1 mL at admis-
sion (Fig. 19.6c) to 2.7 mL. For more than 3 h 
after admission, the blood flow threshold was 
15 mL/min/100 g, and the infarct volume further 
increased to 4.1 mL.

 Monitoring Response to Transarterial 
Chemoembolization of Liver Tumor

Hepatocellular carcinoma (HCC) is the fifth 
most common solid tumor in the world and 
accounts for ~500,000 deaths each year [65]. 
Although the most effective way of treating liver 
cancer is surgical resection, about two-thirds of 
liver cancer patients have non-resectable tumor 
at diagnosis either because of the size or location 
of the tumor or because the tumor has grown 
into the blood vessels. For these patients, trans-
arterial chemoembolization (TACE) [66] is one 
treatment option. However, relying on the con-
ventional RECIST criteria to assess the result of 
TACE may delay detection of treatment failure 

and deny patient the opportunity of alternative 
focal ablative therapy (e.g., radiofrequency 
ablation [67] or microwave ablation [68]) which 
may better succeed in tumor control than TACE. 
In normal liver parenchyma, approximately 
75% of the blood supply is via the portal vein; 
only 25% is via the hepatic artery [69]. In liver 
cancer, tumor- associated angiogenesis leads to 
a reversal; a greater proportion of blood sup-
ply is coming from the arterial than the (portal) 
venous route. Therefore, the TACE treatment is 
successful if arterial blood flow post treatment 
is significantly reduced compared to before 
treatment.

The dual blood supply of the liver requires 
the theory for the measurement of blood flow 
presented in §2 to be modified as discussed in 
[16]. The hepatic artery curve, Ch(t), can be 
approximated by the aortic curve, while the por-
tal vein curve, Cp(t), can be directly measured. 
If α is the fraction of total liver blood flow that 
arises from the hepatic artery, then Ca(t) in Eq. 
(19.3) can be expressed as the weighted sum of 
Ch(t) and Cp(t):

 
C t C t C ta h p( ) = ( ) + -( ) ( )a a1

 

With this modification of the artery (input) curve, 
deconvolution, in particular JWL model decon-
volution, can proceed as before to determine total 
liver blood flow (F) and arterial and portal blood 
flow as αF and (1-α)F.

Figure 19.7a, b shows the JWL model decon-
volution results for a responder and non- responder 
to TACE. For the responder (Fig.  19.7a), arte-
rial blood flow decreased significantly follow-
ing TACE and remained low out to 4-week post 
procedure. Portal blood flow remained largely 
unchanged from baseline at 2- and 4-week post 
TACE. For the non-responder (Fig. 19.7b), arte-
rial blood flow was reduced in posterior portion 
of the tumor at 2-week post TACE but started to 
be re-established by 4-week post. The anterior 
portion of the tumor remained unchanged from 
baseline at 2-week post but increased at 4-week 
post. Portal blood flow of the whole tumor 
remained largely unchanged.
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 Conclusion

Based on technical and numerical algorithm 
developments described above in the past two 
decades, CTP has become a useful clinical 
tool in the investigation of AIS and cancer. Its 
advantages include around-the-clock availabil-
ity in most hospitals throughout the world and 

short study time of a couple of minutes with-
out the need to ascertain the absence of metal-
lic objects in the patient’s body. For emergent 
situations, like AIS, the door-to-imaging time 
can be shortened to minutes, and with auto-
matic processing software, the result whether 
the patient is a candidate for thrombectomy or 
thrombolysis can be available within minutes 

a

b

Fig. 19.7 Liver CTP 
study before and at 
2-week and 4-week post 
TACE for (a) responder 
and (b) non-responder
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after the study is  completed. For ambulatory 
cancer cases, because CT is the “workhorse” 
in follow-up imaging of cancer patients and 
because CTP scanning protocol is easy to stan-
dardize and implement [19], its use in monitor-
ing treatment response will increase with time. 
However, if CTP is to continue being relevant 
in real world clinical situations into the future, 
it has to overcome two critical hurdles. The 
first being radiation dose, at the present dose 
level, CTP cannot be repeated as frequently as 
demanded by the clinical needs of monitoring 
treatment response of AIS and cancer. A tar-
get effective dose level would be ~1  mSv per 
CTP study of the whole organ. This can only 
be achieved by developing new iterative image 
reconstruction, such as sparse view described 
above [51, 52], and persuading CT scanner 
vendors, who for now are still only interested 
in high-resolution anatomical imaging, to adopt 
them so they can be used routinely in clinical 
environments rather than research settings. The 
second hurdle is standardization. Although it is 
possible to standardize CT scanning protocols 
on different scanner platforms [19], currently 
there are diverse models and methods in the 
post- processing of CTP studies to generate the 
different functional maps. There is urgent need 
for professional societies to convene harmoni-
zation workshops and conferences among stake-
holders to established uniform post-processing 
procedures so that equivalent CTP functional 
maps are routinely produced at all clinical sites 
around the world.
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CT Myocardial Perfusion Imaging

Aaron So

 Introduction

The use of dynamic contrast-enhanced (DCE) 
CT for assessment of tissue blood flow (perfu-
sion) was first demonstrated 40  years ago [1]. 
Perfusion imaging greatly enhances the capabil-
ity of computed tomography (CT) as a one-stop 
shop for anatomical and functional diagnosis of 
many diseases and tissue injuries including stroke 
[2–4], soft tissue cancers [5–8], and coronary 
artery disease (CAD) [9–12]. In particular, recent 
advances in CT technologies including larger 
acquisition coverage with more detector rows 
[13, 14] and higher image temporal resolution 
with faster gantry rotation speed [15] have made 
the application of CT Perfusion (CTP) more clin-
ical feasible for functional assessment of CAD 
through measurement of myocardial perfusion.

All the current CTP techniques developed for 
myocardial perfusion assessment require an 
intravenous injection of a bolus of iodine-based 
contrast agent followed by imaging of the heart at 
a single time or multiple times to monitor the 
temporal change(s) of signal intensity in the 
myocardium with respect to the supplying arter-
ies. Theoretically, multiple acquisitions after 
contrast administration provide us with more 
dynamic information regarding the kinetics of 

perfusion tracers in the myocardium, from which 
a more accurate functional assessment can be 
achieved. The first-pass perfusion analysis tech-
niques are based on one of the three theories: 
indicator-dilution, Fick principle, and deconvolu-
tion. This chapter reviews the fundamental basis 
of each of these theories. The technical consider-
ations for the implementation of CTP for myo-
cardial perfusion imaging are also discussed.

 Fundamental Physiological 
Parameters

For ease of discussion, let us first consider the 
schematic in Fig. 20.1a which represents a unit 
mass of myocardial tissue. The inlet and outlet 
orifices represent an input artery (arteriole) and a 
draining vein (venule) of the tissue. Blood flow 
(F) through the tissue, or perfusion, is defined as 
the volume of blood that is moving through the 
vasculature of the tissue per unit time. It is usu-
ally expressed in unit of mL·min−1·g−1. In CTP, 
tissue blood flow is usually modeled as a plug of 
fluid (plug flow) moving through the microvascu-
lature, in which the flow velocity profile across 
the cross-section of the vessels is constant. 
Additionally, blood volume (V) is defined as the 
volume of blood within the microvasculature of 
the tissue that is flowing (non-static). It is usually 
expressed in unit of mL·g−1. In reality, there are 
numerous small capillaries interconnecting with 
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each other rather than a single capillary tube in 
the tissue (Figs. 20.1b). Thus, upon arrival at the 
arterial inlet, contrast solutes can take different 
paths to reach the venous exit. As such, there 
exists a distribution of transit times, which can be 
described by a frequency or probability density 
function of transit time through a vascular bed, 

h(t), as shown in Fig. 20.2a. The integral of the 
probability density function, H(t), describes the 
fraction of contrast solutes that has left the tissue 
at time t (Fig. 20.2b). The total amount of con-
trast solutes that has left the tissue should increase 
with time and eventually reach the plateau at 
unity. This can be explained by the fact that all 
contrast solutes introduced into the tissue will 
eventually leave the tissue in due time, and the 
total amount of contrast leaving the tissue cannot 
exceed the amount that is introduced into the tis-
sue. It follows that the residual function, R(t), 
which describes the fraction of contrast solutes 
remains in the tissue at time t, is equal to 1 – H(t) 
(Fig. 20.2c), with the area under curve (AUC) of 
R(t) equals the mean transit time  – the average 
time required for the contrast solutes to travel 
from the arterial inlet to the venous outlet of the 
tissue (Fig. 20.2d) [16, 17].

During a single capillary transit, contrast 
materials can diffuse across the permeable endo-
thelium (consists of a single cell layer) to the 
interstitial (extravascular) space. One exception 
is the healthy brain tissue, where the blood-brain 
barrier, consisting of tight junctions between 
endothelial cells, surrounding basement mem-
brane and astrocytic foot processes, restricts most 
of the diffusions taking place [18]. The transport 
of contrast solutes from the intravascular to inter-
stitial space is driven entirely by passive diffu-
sion (concentration gradient between the two 
spaces). The extraction fraction, E, describes the 
fraction of contrast materials diffused from the 
intravascular to interstitial space during a single 
passage from the arterial inlet to venous outlet of 
the capillaries [19]. E can be represented by the 
following equation:

 E e F= −
−

1
PS

 (20.1)

where PS is permeability surface area product – 
the product of permeability and the total surface 
area of capillary endothelium in a unit mass of 
tissue and hence is the total diffusional flux 
across all capillaries [19]. It is measured in units 
of mL·min−1·g−1.

After the introduction of a bolus of iodinated 
contrast material, repeated rapid CT scanning are 

Direction of flow

Tissue region of interest

Arterial
inlet
Ca(t)

Venous
outlet
Cv(t)Q(t)

b

a

Fig. 20.1 (a) Contrast-enhanced CT image of a patient’s 
heart. A voxel of interest in the myocardium is repre-
sented by a small yellow box marked with the yellow 
arrow. (b) Schematic of the vasculature of a tissue within 
the voxel of interest in (a). The red arrow denotes the 
direction of blood flow through the capillaries from arteri-
ole (arterial inlet) to venule (venous outlet). A simple 
model representing the vasculature is overlaid for illustra-
tion. The relationship between the concentration of con-
trast medium in the input artery (Ca(t)) and draining vein 
(Cv(t)) and the mass of contrast in tissue (Q(t)) is gov-
erned by the Fick principle. The exchange of contrast 
between the intravascular and interstitial spaces is 
described by the tracer kinetic models shown in Figs. 20.5 
and 20.6
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acquired at the same location to allow determina-
tion of time-enhancement curves (TEC). 
Figure 20.3 illustrates the typical shape of arterial 
(Ca(t)) and tissue (Q(t)) TECs acquired from 
DCE CT scanning. Several methods that are 
commonly used for analyzing these TECs to 
derive perfusion values are reviewed in the fol-
lowing sections.

 Indicator-Dilution Method

Indicator-dilution method was initially proposed 
for measurement of blood flow (circulation time) 
and cardiac output [20]. It was later shown that 
this technique could also be used to measure tis-
sue blood flow (perfusion) [16, 21]. This tech-
nique is based on the fact that, after administration 
into the circulation, the degree of which tracer 
molecules (e.g., CT contrast medium) mixed 
with blood (i.e., dilution) is dependent on blood 
flow. The indicator- dilution method has since 

been modified to measure blood flow in tissue 
using dynamic CT scanning [1, 22]. The basis of 
the method is briefly reviewed here. If a voxel of 
interest in a CT image is devoid of major blood 
vessels, the concentration of contrast medium in 
the tissue in this voxel at time t, Ct(t), should be 
lower than that in the vascular space, Ca(t), by the 
fraction f:

 
C t f C tt a( ) = ( )⋅

 
(20.2)

where f is defined as:

 
f

V

V V V
b

b e

=
+ + cell  

(20.3)

with Vb, Ve, and Vcell being the distribution vol-
umes of contrast medium in the vascular space, 
interstitial space, and cell(s), respectively. 
Equations (20.2) and (20.3) suggest that f is 
essentially the blood volume in tissue which 
can be estimated by dividing the area under 

h(t)

Time

H(t)

Time

1

0

R(t)

Time
0

1

R(t)

R(t+Dt)

R(t)

Tm t t+Dt Time
0

a b

c d

Fig. 20.2 (a) The 
frequency function, h(t), 
describes the distribution 
of transit time through a 
vasculature bed in tissue 
after a bolus injection of 
contrast. (b) Integral of 
the frequency function 
in a, H(t), describes the 
fraction of contrast that 
has left the system as a 
function of time. (c) The 
total amount of contrast 
remains in the tissue as a 
function of time is given 
by 1 – H(t) or R(t). (d) 
Beyond the minimum 
transit time, Tm, the 
fraction of contrast that 
leaves the tissue 
between t and t + Δt is 
equal to the difference 
of R(t + Δt) and R(t) 
(yellow section). This 
fraction of contrast 
medium has a transit 
time of Δt. It follows 
that the total area under 
R(t) is equivalent to the 
mean transit time (MTT)
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curve (AUC) of the tissue TEC to the AUC of 
the arterial TEC:

 

V =
AUC

AUC
tissue

artery  

(20.4a)

 
AUC dttissue = ( )∫

0

T

tC t
 

(20.4b)

 
AUC dtartery = ( )∫

0

T

aC t
 

(20.4c)

Once the blood volume in tissue is determined, 
perfusion can be calculated as the ratio of V to the 
mean transit time (MTT) according to the central 
volume principle [16]:

 
F

V
=
MTT  

(20.5)

MTT cannot be measured directly but can be 
estimated from either deconvolution [23] or 

the center of gravity [22] of the arterial and 
tissue TECs:
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(20.6b)

where <tissue> and <artery> represent the cen-
ters of gravity of these two TECs and the center 
of gravity of each curve is calculated as the first 
moment of the curve (which can be viewed as a 
quantitative measure of the shape of the curve) as 
in Eq. (20.6b); C is a combined correction factor 
to account for the difference between large vessel 
(vein or artery) and small vessel (tissue) hema-
tocrit, the difference between contrast arrival 
times at the measured artery (true input artery to 
the ROI) and tissue, and the variations in transit 
times through the ROI to the difference in the first 
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Fig. 20.3 (a) DCE CT images of the same patient’s heart 
at different time points. Iodinated contrast medium circu-
lated in the heart chambers and aorta during the time of 

imaging. (b) The arterial and myocardial TEC measured 
from the same set of DCE CT images
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moments of tissue and artery TECs (<tissue>  – 
<artery>) [22]. Although the indicator- dilution 
method is mathematically more simple than the 
deconvolution method, this technique has a few 
major limitations. First, the method relies heav-
ily on the accuracy of blood volume estimate. For 
healthy brain tissue, contrast medium remains in 
the intravascular space throughout the capillary 
transit. However, in abnormal brain tissue where 
the blood-brain barrier is no longer intact [24, 25] 
and in other tissues such as the heart and liver 
[19], extravascular leakage of contrast may occur 
which will lead to overestimation of blood vol-
ume and hence blood flow. Second, the correction 
factor, C, assumes a certain geometry/topology of 
the vasculature (or transit time distribution) that 
makes the method model dependent after all.

 Maximum Slope Method

The relationship among tissue blood flow, mass 
of contrast medium in unit mass of tissue, and 
concentration of contrast medium in the feeding 
artery and draining vein can be described using 
the Fick principle. If we denote Ca(t) and Cv(t) as 
the contrast concentration at the arterial inlet and 
venous outlet of the tissue at time t, respectively, 
and F is the tissue blood flow (perfusion), the 
influx and efflux rates of contrast are given by 
F·Ca(t) and F·Cv(t), respectively. Under the 
assumption of conservation of mass, the follow-
ing relationship holds:

 

dQ

dt

t
F C t F C ta v

( )
= ( ) − ( )⋅ ⋅

 
(20.7)

where Q(t) is the mass of contrast in the tissue at 
time t. Equation (20.7) states that the time rate of 
change of the mass of contrast in the tissue is 
equal to the difference in the influx and efflux 
rates of contrast. Integrating Eq. (20.7) yields:

 
Q t F C t C t

T

a v( ) = ( ) − ( ) ∫⋅ ⋅
0

dt
 

(20.8)

Equation (20.8) states that the accumulated mass 
of contrast in the tissue over time (from t = 0 to 

t = T) is equal to the product of tissue blood flow 
and the time integral of the difference in the arte-
rial and venous concentration of contrast. One 
simplification that would make solving Eq. (20.8) 
easier is to assume no venous outflow of contrast 
in the tissue (i.e., Cv(t)  =  0) during the time of 
study. If the assumption of no venous outflow is 
valid, Eq. (20.8) can be then simplified to [26]:

 
Q t F C t dt

T

a( ) = ( )∫⋅ ⋅
0  

(20.9)

Taking the differentiation on both sides of Eq. 
(20.9) yields:

 

dQ t
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(20.10)

Equation (20.10) suggests that the rate of con-
trast accumulation in tissue is maximal when the 
arterial concentration of contrast reaches the 
maximum:
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It follows that F (tissue blood flow) can be esti-
mated by dividing the maximum time rate of change 
of Q by the maximum arterial concentration of con-
trast. In DCE CT, the maximum time rate of change 
of Q can be estimated by measuring the maximum 
upslope of myocardial TEC. As such, this approach 
is known as the maximum slope method. The slope 
of TEC has a unit of Hounsfield unit (HU)/second, 
which can be converted into (milligram of iodine)
(gram of tissue)−1/second with a conversion factor 
provided that the CT scanner is properly calibrated. 
Similarly, the maximum arterial concentration of 
contrast can be determined from the peak enhance-
ment in the supplying artery expressed in HU, 
which can be converted into (millimole of iodine)
(milliliter)−1. After converting millimole to milli-
gram of iodine with the molar mass of iodine, the 
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tissue blood flow (F) calculated from Eq. (20.11) 
has a unit of (mL·s−1) per gram of tissue.

The advantage of the maximum slope method 
is its computation simplicity. Additionally, as only 
the upslope of myocardial TEC is used for perfu-
sion analysis, acquisition of the entire myocardial 
TEC covering both the washin and washout phases 
of contrast is not required, which can reduce the 
patient radiation dose. However, the maximum 
slope method is based on the assumptions that 
there are no venous outflow of contrast and no 
contrast leakage from the intravascular to intersti-
tial spaces within the tissue during the imaging 
session. To properly sample the upslope of tissue 
curve and peak arterial enhancement, the acquisi-
tion should be long enough to cover from the non-
enhanced phase to peak-enhanced phase, which 
may take about 10 s or longer (Figure 20.7).

As such, the assumption could be violated in 
real-world clinical applications which may lead 
to significant underestimation of the true perfu-
sion value, as suggested by recent simulation and 

patient studies [27, 28]. Furthermore, signal fluc-
tuation in the myocardial TECs measured with 
DCE CT can result in over- or underestimation of 
the maximum upslope of the curves. To over-
come this limitation, using a model-based decon-
volution to smooth the measured myocardial 
curves first before applying the maximum slope 
method to estimate tissue blood flow is proposed. 
This approach is discussed in more detail in the 
next section.

 Deconvolution Method

The deconvolution method takes a different 
approach and handles the enhancement in the tis-
sue/organ of interest after contrast administration 
as a time-invariant linear system problem. For 
reference, let us first review the characteristics of 
such a system.

Figure 20.4 illustrates an output signal in 
response to an impulse signal presented to an 
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Fig. 20.4 (a) An 
impulse signal to a 
time-invariant linear 
system and (b) the 
corresponding IRF. (c) A 
second impulse signal 
with twice the 
magnitude as the first 
impulse introduced to 
the system at a later time 
and (d) the 
corresponding IRF to 
the second impulse. (e) 
An arterial TDC 
measured from DCE CT 
scanning can be 
interpreted as a 
superimposition of 
sequential impulses with 
different magnitudes at 
different times. (f) The 
corresponding tissue 
TDC can be viewed as a 
superimposition of the 
IRFs scaled by the 
magnitude and shifted in 
time to match those of 
the impulse signals
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ideal time-invariant linear system. Both the input 
and output signals are plotted as arbitrary signal 
intensity versus time. An impulse signal is instan-
taneous and transient and can be represented by a 
Dirac delta function, which is a generalized func-
tion with an area of unity (integral over the entire 
real line is equal to one)  (Fig. 20.4a). The output 
signal consists of a single step of finite width fol-
lowed by an exponential tail (Fig.  20.4b). The 
step has the same height as the impulse signal, 
providing there is no signal lost in the linear sys-
tem. Here, the width of the step corresponds to 
the minimum time required by the contrast to 
pass through the microvasculature in the tissue, 
whereas the exponential tail describes the grad-
ual decline of the signal over time from the wash-
out of contrast in the tissue region (for 
intravascular contrast it would be washout from 
the vasculature). When a second impulse with 
twice the magnitude as the first impulse is intro-
duced at a later time, the corresponding output 
signal would have a step that is twice as high as 
the first output signal and is delayed with respect 
to the first output signal by the time interval 
between the two input impulses (Fig. 20.4c, d).

The output signal of a system in response to an 
impulse input signal is called the impulse 
response function (IRF), which provides useful 
information about the characteristic of the system 
and allows one to infer how the system responds 
to different inputs. In CTP studies, an arterial 
TEC, Ca(t), acquired from DCE CT images can 
be viewed as a superimposition of sequential 
impulse input signals with different magnitudes 
(Fig. 20.4e). The corresponding tissue TEC, Q(t), 
is a superimposition of the IRFs (equivalent to 
R(t) defined in Fig. 20.2) scaled by the magnitude 
of corresponding impulse input signal and shift 
in time to match that of the impulse signal, both 
of these information are provided by the arterial 
TEC (Fig.  20.4f). The superimposition of the 
same IRF using information from the arterial 
TEC as described above is equivalent to the 
mathematical operation of convolution between 
the IRF and Ca(t). Thus, the concentration of con-
trast medium in tissue at a given time t is con-
trolled by three factors: local blood flow (F), 
concentration of contrast material in the input 

artery (Ca(t)), and the physiological properties of 
local vasculature (i.e., blood volume and perme-
ability) as encapsulated in the IRF. The mathe-
matical expression of this statement is [16]:
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(20.12)

where ⊗ is the convolution integral. Deconvolution 
is the opposite mathematical operation to convo-
lution and can be used to “remove” the effect of 
arterial concentration of contrast on the tissue 
TEC to arrive at the flow- scaled IRF, F·R(t), the 
height of which is equal to perfusion as R(t) has a 
height of unity by definition.

Deconvolution can be executed using a num-
ber of algorithms, one of which is singular value 
decomposition (SVD) [29, 30]. SVD formulates 
the convolution integrals in Eq. (20.12) in alge-
braic matrix notation:
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The first matrix on the left side of Eq. (20.13) 
represents the arterial concentration of contrast at 
different times (from t = 1 to n seconds); the second 
matrix on the left side of the equation represents 
the corresponding IRFs from t1 to tn; the matrix on 
the right side of the equation denotes the corre-
sponding contrast concentration in tissue from t1 to 
tn. Ca(t), and Ce(t) can be measured directly from 
the aorta and myocardium in DCE CT images of 
the heart, provided that a correct factor is used to 
convert Hounsfield unit into contrast concentration 
in milligram of iodine per milliliter (mg/mL). At 
100 kV tube voltage, every 1 mg/mL of iodine con-
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centration results in roughly 25 HU of enhance-
ment (increase in voxel intensity from baseline) in 
a CT image [31]. If we use A to represent the first 
matrix on the left side of Eq. (20.13), then the sin-
gular values of A can be derived from the square 
roots of the nonzero eigenvalues of AT·A, where AT 
is the transpose of A, and sequentially the least 
squares solution of R(t) can be computed from 
(AT·A)−1·AT, where (AT·A)−1 is the inverse of AT.

Deconvolution can be performed without prior 
assumption of the form of IRF.  However, the 
deconvolution process is unstable and highly sen-
sitive to signal fluctuation in the arterial and myo-
cardial TECs measured from DCE CT images [32, 
33], which could lead to inaccurate estimation of 
the IRF and perfusion in presence of excessive 
image noise. As such, it is recommended to per-
form a model-based deconvolution where the esti-
mated IRF is constrained to certain forms that 
have realistic physiological meaning, by using a 
proper tracer kinetic model to simulate the 
exchange of contrast medium between vascular 
and interstitial spaces within the tissue of interest.

In the next sections, the tracer kinetic models 
that are commonly used in model-based decon-
volution are briefly reviewed. The complexity of 
each model depends on the degree of assump-
tion made to facilitate the solving of the govern-
ing mathematical equations of the model. It 
should be noted that regardless of the choice of 
model, there is always a compromise between 
mathematical complexity of the model and the 
practical limits set by the data (i.e., limited tem-
poral and spatial resolution and signal-to-noise 
ratio).

 Tracer Kinetic Models

 Two-Compartment Exchange Model
As x-ray contrast agents are hydrophilic and meta-
bolically inert, they are excluded from the intracel-
lular space and not metabolized within the 
intravascular and interstitial spaces under normal 
condition. As such, a two-compartment exchange 
model can be used to describe the intravascular- 

interstitial exchange of contrast solutes through 
the permeable capillary endothelium [34–37]. 
This model assumes instantaneous mixing of con-
trast solutes upon arrival in the intravascular and 
interstitial spaces in the tissue. In other words, the 
contrast concentration within each compartment 
changes only temporally not spatially. The rate of 
change of the mass of contrast solutes in the inter-
stitial compartment can be described by the fol-
lowing equation:

V
t

k C t k C te
e

b e

dC

dt

( )
= ( ) − ( )1 2⋅ ⋅

 
(20.13a)

where Ve is the distribution volume of contrast sol-
utes in the interstitial space and Ce(t) and Cb(t) are 
the concentration of contrast solutes in the intersti-
tial and intravascular spaces, respectively. As con-
trast is assumed to be mixed instantaneously upon 
arrival, Cb(t) is essentially equal to Ca(t) as defined 
above. k1 is the forward transfer constant of con-
trast solutes from the intravascular to interstitial 
space and has a unit of min−1 and, similarly, k2 is 
the backward transfer constant in min−1 from the 
interstitial to intravascular space. Both k1 and k2 are 
equal to the product of flow and extraction fraction 
of the contrast solutes or F·E [38]. A schematic of 
this model is provided in Fig.  20.5. It should be 
emphasized that the intravascular space represents 
a combination of all capillaries, while the intersti-
tial space represents the total extravascular space 
outside the capillaries within a tissue. Equation 
(20.13a) can be rewritten as:
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The solution to Eq. (20.13b) is given by:
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Because the mass of contrast solutes in tissue 
Q(t) measured with DCE CT is contributed by 
both the contrast in the interstitial and intravascu-
lar spaces, therefore:
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where Vb is the distribution volume of contrast in 
the intravascular space. According to the defini-
tion of convolution, Eq. (20.15) can be rewritten 
as follows:
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where δ(t) is the Dirac delta function defined 
above. The convolution of Ca(t) with δ(t) yields 
Ca(t), as the integration of δ(t) is equal to unity. 
By comparing Eqs. (20.12) and (20.16), the flow- 
scaled IRF (F·R(t)) of the two-compartment 
model has the following form:
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(20.17a)

 = >
−

F E e tV
t

⋅ ⋅
⋅

FE
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Given the DCE CT measurements of Ca(t) and 
Q(t), the parameters F·E, Vb, and Ve can be esti-
mated using nonlinear regression methods [39]. 
The advantage of compartmental modeling is 
its mathematical simplicity. The main drawback 
of this approach is that F and E cannot be esti-
mated separately, as they are determined together 
as a transport constant (k1 and k2). By assuming 

both the intravascular and interstitial spaces are 
well- stirred compartments, all the information 
relating to the convective transport of contrast 
solutes along the capillaries is lost. To estimate 
F, a constant value of E has to be assumed. This 
is a limitation as E is likely to be different among 
different tissue types (e.g., normal vs. ischemic 
vs. infarcted).

 Patlak Model
The Patlak model or graphical analysis is based 
on the two-compartment exchange model with an 
additional assumption that the efflux of contrast 
solutes from the interstitial space back to the 
intravascular space is negligible [36, 37]. This 
assumption implies the contrast distribution vol-
ume in the interstitial space (Ve) is very large so 
that the ratio of F·E to Ve is close to zero and the 
exponential term in Eq. (20.16), e-FE/Ve, is roughly 
equal to unity. Under this assumption, the flow- 
scaled IRF, F·R(t), becomes:

 
F R t F E H t V tb⋅ ⋅ ⋅ ⋅( ) = ( ) + ( )δ

 
(20.18)

where H(t) is the Heaviside unit step function and 
is equal to zero at t ≤ 0 and unity at t > 0. The unit 
step function, which by definition is zero at t = 0, 
is added in this equation to ensure the diffusion 
process, as governed by the forward transfer rate 
constant (k1 = F·E), and does not start before the 
arrival of contrast solutes. Equation (20.15) then 
becomes:

Interstitial
space

Intravascular
space

Cb(t), Vb Ce(t), Ve

Endothelial
wall

Tissue region of interest

Fig. 20.5 Diagram of a two-compartment exchange 
model used to describe the tracer kinetics in a tissue. The 
model assumes instantaneous mixing of contrast solutes 
upon arrival in blood and interstitium. Therefore, the con-

centration of contrast in the blood, Cb, and interstitium, 
Ce, are dependent on time t only. The governing rate con-
stants of the forward and backward diffusion of contrast 
medium between these spaces are F · E
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By dividing both sides by Ca(t), Eq. 20.19 can be 
rewritten as:
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Equation (20.10) is a linear equation in the form 

of y = mx + b, where m and b are the slope and 

intercept, respectively. Thus, if 
Q t

C ta

( )
( )

 is plotted 

against 0

t

a

a

C u

C t

∫ ( )
( )

du
, a straight line is produced 

with its slope equals F·E and intercept equals Vb. 
This method is known as the Patlak graphical 
plot. This approach can be interpreted as a math-
ematical transformation to “stretch” the mea-
sured tissue TEC into a straight-line plot. 
Unfortunately, the limitation of the two- 
compartment exchange model also applies to the 
Patlak model, which is the fact that F and E can-
not be determined separately. Another problem 
with the Patlak graphical method is that the no 
backward diffusion assumption may not be appli-
cable in all situations.

 Tissue Homogeneity Model
Compared to the two-compartment exchange 
model, the tissue homogeneity model is a more 
realistic model to describe the kinetic behavior of 
contrast solutes in a single capillary transit. The 
tissue homogeneity model assumes a spatially 
nonuniform concentration gradient from the arte-
rial to venous ends in the intravascular space to 
account for the potential loss of contrast solutes in 
blood via diffusion through the capillary endothe-
lium [40]. Radial gradient of contrast concentra-
tion within the capillaries is assumed to be 
negligible because convective (blood flow) trans-
port of contrast in the axial direction (from arterial 
inlet to venous outlet) is much larger than radial 
diffusion. In contrast to the intravascular space, 
the surrounding interstitial space is considered as 
a compartment. This assumption is reasonable 

because capillaries in tissue are randomly ori-
ented; therefore contrast solutes essentially dif-
fuse from all directions into the interstitial space, 
which mimics a well-mixed interstitial compart-
ment. From conservation of the mass of tracers 
(contrast) in both the intravascular and interstitial 
spaces, the tissue homogeneity model leads to the 
following two equations describing the tracer 
transports during a single capillary transit:
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where r is the radius of the capillary; Cb(x,t) is the 
concentration of contrast material within the cap-
illary at time t and distance x relative to the arte-
rial inlet; Ce(t) is the concentration within the 
interstitial space at time t; v is the flow velocity of 
tracer; P is the permeability coefficient of the 
endothelial wall to the contrast; Ve is the distribu-
tion volume of contrast in the interstitial space; 
and l is the axial length of the capillary. A sche-
matic of the tissue homogeneity model is pro-
vided in Fig.  20.6. Equation (20.21a) describes 
the convective transport in the axial direction, 
while Eq. (20.21b) describes the diffusive trans-
port of the contrast solutes between capillaries 
(intravascular) and interstitial space. As the total 
diffusional flux of contrast solutes is best 
described using the product of permeability coef-
ficient (P) and the total surface area (S) of capil-
lary endothelium, the above equations can be 
rewritten as follows:
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Equations (20.22a) and (20.22b) are subject to 
the following initial and boundary conditions:
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The above initial and boundary conditions are 
justified by the fact that contrast concentration 
at t = 0 should be zero. Additionally, the concen-
tration of contrast at the arterial end of the capil-
lary is equal to the arterial concentration. Given 
the DCE CT measurements of Ca(t) and Q(t), 
Laplace transform can be used to determine the 
solution of these equations which satisfied the 
above boundary and initial conditions. As such, 
solutions to these differential equations only 
exist in the frequency domain which signifi-
cantly hampers the use of this tracer model [38]. 
It has been shown that a solution in the time 
domain can be derived by employing the adia-
batic approximation, which assumes a much 
slower rate of change of contrast concentration 
in the interstitial space (Ce(t)) relative to that in 
the intravascular space (Cb(x,t)) [38]. With this 
assumption, Ce(t) can be approximated by a 
sequence of discrete steps where Ce(t) is con-
stant within the duration of each step which is 
much shorter than the capillary transit time. 
Within each discrete of Ce(t), Cb(x,t) can be 
expressed in terms of the constant Ce(t) by solv-
ing Eq. (20.22a) [38]. The other details of the 
adiabatic approximation are outside the scope of 
this book chapter and are omitted here for brev-

ity. The F·R(t) derived from the adiabatic solu-
tion has the following form:
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where W is the vascular minimum transit time. 
According to this model, there exists a finite tran-
sit time for contrast solutes to travel from the 
arterial to venous ends of the capillaries. As such, 
all contrast solutes should remain in the tissue 
within the mean transit time and is reflected by 
the plateau of the flow-scaled residual function. 
At t = W, F·R(t) immediately drops to a value of 
F·E, as a portion (1–E) of contrast solutes begins 
to leave the tissue through the venous end, and 
the fraction (E) diffused into the interstitial space 
is what remains in the tissue. The extracted con-
trast in the tissue follows a mono-exponential 
decay for t  >  W, corresponding to the slower 
efflux from interstitial to vascular spaces and 
subsequent washout by blood flow [38].

 Model-Based Maximum Slope Analysis
The method of using the upslope of myocardial 
TEC for deriving myocardial blood flow is 
 discussed in section “Maximum Slope Method”. 
As the upslope of myocardial TEC can be largely 

Interstitial
spaceIntravascular

space

Cb(x,t), Vb Ce(t), Ve

Endothelial
wall

Tissue region of interest
r

L

x

F•Ca(t)

F•Cv(t)

Fig. 20.6 Diagram of a tissue homogeneity model used 
to describe the tracer kinetics in a tissue. According to the 
model, there is a concentration gradient of contrast 
medium in the capillaries along the net flow direction as a 
result of potential diffusion across the endothelium into 
the interstitial space. Thus, Cb(t) is a function of both the 

position in the capillaries (x) and time (t). Diffusion of 
contrast across the capillary endothelium is governed by 
PS. The interstitial space is still considered as a compart-
ment where contrast medium is instantaneously mixed 
within the compartment upon arrival
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distorted by the noise presented in DCE CT 
images, a model-based maximum slope analysis 
technique has been proposed. In this approach, 
each myocardial TEC acquired from DCE CT 
images is first “smoothed” with a model-based 
deconvolution analysis. The upslope of each 
“smoothed” myocardial TEC is then used to derive 
myocardial blood flow as described in section 
“Maximum Slope Method” (Figs. 20.7 and 20.8). 
While the model-based maximum slope analysis 
technique is theoretically more reliable than the 

analysis method described in section “Maximum 
Slope Method”, it has been demonstrated that the 
absolute myocardial blood flow value derived with 
this approach is still significantly underestimated. 
In this section, the adiabatic approximation of the 
tissue homogeneity model is used to illustrate how 
the maximum slope method leads to underestima-
tion of myocardial blood flow.

For soft tissue where contrast exchanges bidi-
rectionally between vascular and extravascular 
spaces, the blood flow-scaled impulse residue 
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Fig. 20.7 Schematic 
illustration of the 
maximum slope method. 
The section in the graph 
that is highlighted with 
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amount of dynamic data 
used for the maximum 
slope analysis.
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function, RF(t), is given by the adiabatic approxi-
mation of the tissue homogeneity model as:
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where F is the tissue blood flow; E is the tracer 
extraction efficiency in tissue; k is the transfer rate 
constant; and W is the minimum transit time of tracer 
in tissue. The tissue residual curve, Q(t), is given by:
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where Ca(t) is the arterial blood concentration of 
tracer and ∗ is the convolution operator. The 
Heaviside step function, H(t), is defined as:
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Using the Heaviside function, RF(t) in Eq. (20.25) 
can be expressed as:
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Taking derivative of (20.26) yields:
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Substitute (20.28) into (20.29), the derivative 
of RF(t) in the above equation can be expressed as:
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For time less than the minimum transit time or 
0 ≤ t < W:
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where δ(t) is the Dirac delta function. Substituting 
(20.31) into (20.29):
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For time equals or longer than the minimum tran-
sit time, or t ≥ W:
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Substituting (20.33) into (20.29):
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The first convolution term in equation (34) can be 
simplified to:
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The second convolution term in Eq. (20.34) can 
be simplified to:
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The integral term in (20.36) is rewritten by intro-
ducing the term v = u – W. Substitute (20.35) and 
(20.36) into (20.29) yields:
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Therefore, in tissue where contrast exchanges 
bidirectionally between blood vessels and inter-
stitial space:

for 0 ≤ t < W
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(20.38)

Equation (20.38) suggested that for time equal to 
or longer than the mean transit time, the parame-
ter estimated from the maximum slope method is 
not simply a product of F·E and rather a compli-
cated function of F and E.

 Practical Issues of Tracer Kinetic 
Modeling

In CTP studies, the measurement of arterial and 
tissue TECs may be affected by several factors. 
The potential effect of each factor on IRF model-
ing is reviewed in this section.

 Recirculation of Contrast Medium
Recirculation refers to the reentry of contrast 
material to the organ/tissue of interest after previ-
ously leaving it and passing through the system-
atic circulation. Recirculation can occur as soon 
as 20–25 s after a bolus injection of contrast at 
4 mL·s−1 (assuming 50 mL of contrast is admin-
istered and a normal resting heart rate and cardiac 
output of the patient). Thus, the effect of recircu-

lation should be addressed in most CT perfusion 
studies. Let us denote Ca(t)fp and Ca(t)r as the 
first-pass and recirculation components of an 
arterial TEC, respectively. Similarly, Q(t)fp and 
Q(t)r are the first-pass and recirculation compo-
nents of a tissue TEC, respectively. With the 
above definitions, Ca(t) and Q(t) are the summa-
tion of the two respective components:

 
C t C t C ta a

fp
a
r( ) = ( ) + ( )  

(20.39a)

 
Q t Q t Q tfp r( ) = ( ) + ( )  

(20.39b)

According to the convolution equation in 
(20.12):

 
Q t C t F R tfp

a
fp( ) = ( )⊗ ( ) ⋅

 
(20.40a)

 
Q t C t F R tr

a
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(20.40b)

Substituting Eqs. (20.40a) and (20.40b) into 
(20.39b), and according to the distributive prop-
erty of convolution, we have:
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=
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pp t C t F R ta
r( ) + ( )  ⊗ ⋅ ( )   

(20.41)

The above equation demonstrates that the 
F·R(t) can still be estimated from the measured 
arterial and tissue TECs, with both containing the 
first-pass and recirculation phases, using the 
deconvolution approach. Therefore, there is no 
need to correct for recirculation in the measured 
TECs. Although the above derivation can be eas-
ily generalized to include more than one recircu-
lation component, the effect of second or third 
recirculation component is expected to be negli-
gible compared to the first recirculation 
component.

 Dispersion in True Arterial TEC Relative 
to Measured Arterial TEC
Dispersion refers to the “spreading” of the arte-
rial TEC at the true input site to a tissue region 
relative to the measurement site. An arterial TEC 
is normally acquired at a distance upstream to the 
tissue region to avoid significant partial volume 
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effect owing to the small size of the local input 
artery (will be discussed in a later section). In the 
presence of dispersion, the true and measured 
arterial TEC satisfy the following relationship:

 
C t C t h ta a

m( ) = ( ) ( )⋅
 

(20.42)

where h(t), as introduced in section “Introduction”, 
is the probability function or transit time spec-
trum that describes the various times required by 
individual contrast solute to travel from the mea-
surement site to the actual arterial input site fol-
lowing a bolus injection. Substituting Eqs. 
(20.42) into (20.12), and based on the associative 
property of convolution, yields:

Q t C t h t F R t

C t h t F R t

a
m

a
m

( ) = ( )⊗ ( )  ⊗ ⋅ ( )
= ( )⊗ ( )⊗ ⋅ ( )   

(20.43)

Equation (20.43) states that deconvolution of 
the measured arterial and tissue TECs returns a 
flow-scaled residual function convolved with the 
arterial dispersion transit time spectrum. Previous 
phantom experiments suggested that the arterial 
TEC has negligible dispersion effect input curve 
if the measurement site is within 90  cm of the 
input site [38]. Thus, h(t) can be approximated by 
a Dirac delta function, and Eq. (20.43) is essen-
tially identical to (20.12). Hence, no dispersion 
correction is required for the arterial TEC as long 
as the measurement site is reasonably close to the 
true input site.

 Delay of Tissue TEC Relative 
to Measured Arterial TEC
Because an arterial TEC is measured at a distance 
from the actual input site to a tissue region, there 
is a slight time delay in the arrival of contrast in 
tissue relative to the measured arterial TEC. Such 
delay can be accounted for by making modifica-
tions to the equation for the IRF of each kinetics 
model. Let us denote C ta

m ( )  as the measured 
arterial TEC and To is the delay time relative to 
the measurement site.

 
C t C t Ta a

m
o( ) = −( )  

(20.44)

Note that (t – To) results in a positive time shift 
of the measured arterial TEC (as the true arterial 
TEC should lag behind the measured arterial 
TEC). Substituting Eq. (20.44) into (20.12) 
yields:
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(20.45)

Equation (20.45) confirms that if there is a time 
delay between the measured and true arterial 
input curve, the arrival of contrast in the tissue 
region will be delayed by the same amount of 
time. As such, the flow-scaled residual function 
for each of the above models can be modified 
accordingly to account for the delayed arrival of 
contrast in the tissue region relative to the mea-
sured arterial TEC.

For the two-compartment model, F·R(t) in Eq. 
(17) is modified to:
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For the Patlak model, F·R(t) in Eq. (20.18) is 
modified to:
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(20.47)

For the adiabatic approximation of the tissue 
homogeneity model, F·R(t) in Eq. (20.24) is 
changed to:
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 Implementations

An overview of the technical issues for the imple-
mentation of CTP for measurement of myocar-
dial perfusion is provided in this section.

 Contrast Administration

 Contrast Materials
Commonly used nonionic radiographic contrast 
agents for CTP imaging of the heart include 
iodixanol, iohexol, and isovue [41–43]. The 
molecular weight of these iodine-based contrast 
agents is about 760 g·mol−1 (Dalton). The osmo-
lality (solute concentration) of these contrast 
agents is considered to be low (290–
796  mOsm·kg−1). Iodine concentration is avail-
able in the range of 140–370  mg of iodine per 
milliliter, and ~320 mgI/mL is recommended for 
most cardiac CTP studies to ensure good image 
quality and contrast (see 2.1.3.). As the viscosity 
of these contrast agents is lower at higher tem-
peratures, it is recommended that these contrast 
agents should be warmed to match the patient 
body temperature (~37 °C) before injection.

 Contrast Injection Rate
Contrast agent is usually injected into an antecu-
bital vein with an automated injection pump 
through an 18-gauge cannula. At a fixed volume 
of contrast solution, a faster injection rate 
increases the rate of delivery which leads to a 
larger degree of accumulation of contrast mate-
rial and sequentially a higher peak enhancement 
in the region of interest [44]. A faster injection 
rate also shortens the time required to reach the 
peak enhancement. The typical bolus injection 
rate of contrast agent for CT perfusion is between 
4 and 7  mL·s−1 [10, 11, 45–47]. Injection rate 
greater than 10 mL·s−1 is not likely to improve the 
enhancement further owing to the inherent mix-
ing of contrast medium in the blood and retro-
grade reflux which restricts fast propagation of 
contrast to the target region [48, 49]. If a dual 
injector is used, saline flush can be applied imme-
diately after contrast injection to reduce the dis-
persion of contrast during the passage in 

vasculature and to improve the bolus geometry 
and level of contrast enhancement [50], [48, 51].

 Contrast Concentration
At a fixed contrast injection rate and volume, a 
higher iodine concentration results in a higher 
level of peak enhancement [44], which improves 
the signal-to-noise ratio of the arterial and myo-
cardial TECs. However, a higher iodine concen-
tration also leads to a larger beam-hardening 
effect, which particularly affects CT myocardial 
perfusion imaging due to the presence of sub-
stantial amount of contrast material in the heart 
chambers during the first-pass circulation. The 
root causes of beam hardening are the polychro-
matic nature of the x-rays used in clinical CT 
scanners and the energy dependence of x-ray 
attenuation in materials [52]. If not corrected, the 
beam-hardening effect can induce unpredictable 
shift in CT number, leading to tissue enhance-
ment that is unrelated to the perfusion level and 
sequentially misdiagnosis of myocardial isch-
emia [52]. Furthermore, a higher iodine concen-
tration may also lead to more intense streak 
artifacts emanating from the right heart chamber 
during the first pass of contrast material, which 
may distort the myocardial TECs in the interven-
tricular septal wall [53]. Iodine concentration of 
~320 mgI/mL is recommended for most cardiac 
CTP studies to ensure good image contrast with 
minimal artifacts that may affect the TEC mea-
surement in the myocardium.

 Contrast Volume
After intravenous injection, contrast agent is 
diluted by the blood on route to the targeted 
organ/tissue of interest. Such dilution occurs to a 
greater extent in patients with larger body sizes 
due to the proportionally larger blood volumes. 
Thus, the volume of contrast agent used in a CTP 
study should be tailored to the patient body 
weight to ensure the TECs sampled at the tar-
geted regions have good signal-to-noise ratio. 
The recommended contrast volume for each CTP 
acquisition is 0.7 mL·kg−1 up to a maximum of 
60–70 mL. For a rest and stress cardiac CTP pro-
tocol, the total contrast volume is between 120 
and 140 mL.
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 Acquisition Settings

The acquisition settings for DCE CT cardiac 
imaging should be carefully selected to achieve 
optimal balance between image quality and 
patient radiation dose. Some of the most impor-
tant settings are reviewed in this section.

 Tube Voltage
Generally speaking, DCE CT with iodine-based 
contrast agent should be performed at a lower 
tube voltage (such as 80 kilovolts or kV) so that 
the mean x-ray photon energy is closer to the 
K-edge of iodine (~33 kiloelectron volts or keV) 
to maximize the probability of photoelectric 
interactions [54] and the signal-to-noise ratio of 
arterial and tissue TECs. Thus, the standard 
acquisition protocol for neuro perfusion studies 
uses 80 kV as the tube voltage setting [55, 56]. 
For thoracic perfusion studies including the heart 
and liver, a higher tube voltage (100 or 120 kV) is 
recommended to compensate for the larger 
degree of x-ray attenuation by the patient body. 
This is because x-ray photons at lower energies 
are more preferentially absorbed by the patient 
body and unable to reach the detectors, which 
results in larger degree of signal fluctuation in the 
TECs measured from DCE CT images.

 Tube Current
While the tube voltage determines the x-ray pho-
ton energies, the tube current controls the x-ray 
photon flux. The setting of tube current (mea-
sured in milliampere or mA) or tube current- 
second (the product of tube current and exposure 
time, in mA·s) should be adjusted according to 
the patient body size and the radiosensitivity of 
the organ/tissue of interest. Compared to neuro 
perfusion imaging, a lower mA·s setting should 
be used for myocardial perfusion imaging due to 
the relatively higher radiosensitivity of the organs 
and tissues within the thoracic section of the 
body [57] (in some cardiac perfusion studies part 
of the abdominal section is also covered). While 
radiation dose decreases in proportion to mA·s, 
image noise increases by about 40% when the 
mA·s setting is reduced by halves (noise ∝ 

1

mA s⋅
) [58]. As such, the choice of mA·s 

should be carefully selected to achieve a good 
balance between diagnostic image quality and 
radiation dose. There is currently no consensus 
on the optimal mA·s setting for dynamic myocar-
dial perfusion imaging. Previous clinical 
 myocardial perfusion studies have used a wide 
range of mA·s settings from 30 to several hun-
dreds [10, 41–43, 59, 60]. Practically, the choice 
of mA·s is likely dependent on other factors 
including the number of acquisitions in a dynamic 
imaging session (ranges from ~15 to 30 acquisi-
tions over ~ 30 s) and the slice thickness (ranges 
from ~3 to 5 mm; image noise reduces with larger 
slice thickness) and, perhaps more importantly, 
the analytic algorithm applied for deriving myo-
cardial blood flow [27].

 Gantry Rotation Speed
The temporal resolution of a CT image is largely 
limited by the gantry rotation speed. CT myocar-
dial perfusion imaging requires excellent tempo-
ral resolution to minimize cardiac motion for 
accurate sampling of myocardial TECs. As such, 
DCE CT images of the heart should be acquired 
using the fastest gantry speed available (e.g., ~ 
250  ms per full rotation for single-source CT 
scanners).

 Total Acquisition Time
The total acquisition time determines the amount 
of dynamic data available for analysis and is 
dependent on the physiological processes to be 
modeled using the analytic techniques discussed 
above. Ideally, the acquisition time should be 
long enough to cover the first pass of contrast 
material in the myocardium if absolute myocar-
dial blood flow and blood volume are the only 
parameters to be estimated. With a contrast injec-
tion rate of 5–6  mL·s−1 and contrast volume of 
60–70 mL, the first pass of contrast material in 
the myocardium can be monitored in about 30 s 
under rest and stress conditions. The acquisition 
time may extend to several minutes if vascular 
permeability and other parameters such as the 
contrast distribution volume in infarcted myocar-
dium are studied. It is noteworthy to mention that 
the acquisition time of a single imaging session is 
limited by the patient’s ability of breath-holding 
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to minimize respiratory motion, and therefore 
multiple sessions of acquisition are required if 
vascular permeability or contrast distribution vol-
ume is studied.

 Sampling Frequency
The sampling frequency refers to the time delay 
between consecutive acquisitions in a single 
dynamic imaging session. In CT myocardial per-
fusion imaging, sampling frequency mainly 
depends on two factors: patient heart rate and axial 
coverage of the scanner. Most clinical CT scanners 
have the capability of performing dynamic myo-
cardial perfusion imaging with prospective ECG 
triggering, in which acquisitions are taken at a 
single phase (around mid-diastole) of every (or 
every other) heartbeat [61]. As such, the time inter-
val between successive acquisitions is dependent 
on the patient heart rate. For scanners with a 
smaller axial coverage (e.g., 4 or 5  cm), whole-
heart perfusion imaging can be performed with a 
table “goggling” or “shuttling” technique, in 
which the scanner table moves back and forth 
between two adjacent positions to double the axial 
coverage (Fig.  20.9). However, such approach 
results in suboptimal sampling in each table posi-
tion as the acquisition time interval at each table 
position could increase to a few seconds [62]. A 
larger time gap between successive acquisitions at 
each slice location increases the risk of missing the 
peak of TECs. It has been previously shown that 
cerebral blood flow was overestimated when the 
sampling interval exceeded 4 s [45, 63]. The sam-
pling interval should be shorter than the time sales 
of the physiological processes that are to be mod-
eled. As the vascular transit time of the contrast 
material during its single transit is in the order of 
few seconds, it is recommended that the sampling 
interval should be no more than 2 s to minimize 
errors in blood flow modeling, which is equivalent 
to sampling every one to two heartbeats at heart 
rates between 60 and 80 bpm.

 Image Reconstruction

Image reconstruction plays a crucial role in the 
diagnostic quality of CT images by which the 

accuracy of CT perfusion measurement is influ-
enced. This section discusses several aspects of 
image reconstruction that are relevant to the car-
diac application of CT perfusion.

CT myocardial perfusion imaging is chal-
lenged by several spectral artifacts arising from 
beam hardening, wide cone-beam geometry, and 
partial-scan reconstruction. These artifacts can 
significantly distort the linear relationship 
between signal intensity and mass of contrast 
material in each voxel, leading to inaccurate 
myocardial perfusion measurement with the ana-
lytic algorithms described in sections “Indicator- 
Dilution Method”, “Maximum Slope Method”, 
“Deconvolution Method”, and “Tracer Kinetic 
Models”. Beam hardening arises from the incon-
sistent x-ray attenuation among different path 
lengths through the patient body that leads to 
large differences in effective x-ray energy at dif-
ferent views. As the linear attenuation coeffi-
cients that are to be reconstructed along each path 
length from the projections at different views are 
dependent on x-ray energies, errors in image 
reconstruction occur that lead to unpredictable 
changes in CT number in image voxels [52].

Newer CT scanners are equipped with large 
detector panels that facilitate whole-heart cover-
age in a single gantry rotation. This feature is par-
ticularly useful for acquiring coronary CT 
angiography and CT myocardial perfusion imag-
ing with a single bolus contrast injection. 
However, the wide cone-beam geometry causes 
insufficient sampling in some regions within the 
scan field of view per circular trajectory for exact 
cone-beam reconstruction, leading to shading 
and streaking artifacts in CT images when stan-
dard image reconstruction techniques are used.

Cardiac CT images are reconstructed from a 
subset of projections acquired over 360° (partial- 
scan reconstruction) to optimize the image tem-
poral resolution needed for freezing cardiac 
motion [64, 65]. In dynamic CT myocardial per-
fusion imaging, multiple acquisitions of the heart 
are taken after contrast administration with each 
acquisition triggered based on the patient’s ECG 
signals. As such, the views spanned by each 
acquisition are likely different from others. 
Coupled with the rapid circulation of contrast 
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material in the heart chambers during the entire 
dynamic imaging session, the partial-scan recon-
struction can induce inconsistent shifts in CT 
number from one DCE heart image to another 
and sequentially large signal fluctuations in the 
arterial and myocardial TECs. Thus, DCE heart 
images acquired for myocardial perfusion imag-
ing have traditionally been reconstructed with 
full-scan (360°) projections which leads to insuf-

ficient temporal resolution to freeze cardiac 
motion at higher heart rates [64].

Advanced image reconstruction algorithms 
are implemented in newer CT systems, to 
tackle these spectral artifacts to facilitate 
whole-heart myocardial perfusion measure-
ment. Quality assurance testing with dedicated 
phantoms [31] should be regularly performed 
by the scanner users to ensure these spectral 

a b

c d

Fig. 20.9 (a) Contrast-enhanced cardiac CT image and 
(b) the corresponding arterial and myocardial time- 
enhancement curves acquired with a CT scanner with lim-
ited axial coverage (4 cm). The CTP study was performed 
with an axial shuttling technique where the sampling fre-
quency in each slice is about 2 s. (c) Contrast- enhanced 

cardiac CT image of another patient with similar heart 
rate to that shown in (a) acquired with a large-coverage 
CT scanner (12 cm). (d) The corresponding arterial and 
myocardial time-enhancement curves were sampled at a 
higher frequency (~1.2 s)
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artifacts are minimized for accurate and repro-
ducible perfusion assessment.

 Reconstruction Filter
Reconstruction kernel is the “filter” applied to the 
measured projections in the backprojection pro-
cess. The sharper (high-pass) filters that preserve 
higher spatial frequencies result in higher image 
noise compared to the smoother (low-pass) filters 
[66]. In CT myocardial perfusion imaging, the 
primary objective is to maximize low-contrast 
resolution in the soft tissue (myocardium), and 
therefore a sharp kernel is not recommended 
because high image noise deteriorates image 
contrast. Generally speaking, a “standard” or 
“soft” filter available on the scanner console can 
smooth away noises while preserving sharp 
edges, thus providing a fine balance between 
image contrast and resolution for CT myocardial 
perfusion measurement. It should be noticed that 
the cutoff frequency of the reconstruction kernel 
is also dependent on the field of view (FOV). 
When a small FOV is used (as in the case of tar-
geted reconstruction), the limiting factor is the 
CT system geometry such as the detector cell size 
and focal spot size. Conversely, the limiting fac-
tor is the image pixel size when a large FOV is 
used.

 Statistical-Based Iterative 
Reconstruction
Iterative image reconstruction algorithms are 
more computationally intensive than the conven-
tional filtered backprojection (FBP) algorithm, 
and therefore their applications in real-world 
clinical CT studies were limited in early years. 
With significant improvements in computer pro-
cessing speed and developments of GPU-based 
algorithms for image reconstruction [67–69], 
iterative reconstruction (IR) is increasingly used 
in the past decade for many low-dose CT applica-
tions including coronary angiography and myo-
cardial perfusion imaging. It has been shown in 
numerous studies that IR permits radiation dose 
reduction while retaining excellent diagnostic 
image quality. Compared to FBP, the merit of IR 
is that modeling of x-ray photon statistics can be 
incorporated into the reconstruction process to 

correct for the signal fluctuation in the projec-
tions arising from low-dose acquisition, from 
which image quality can be maintained. While 
modeling of the CT system optics and geometry 
can also be incorporated to improve image spatial 
resolution, the predominant use of IR in low-dose 
dynamic CT myocardial perfusion imaging is for 
image noise reduction. All major CT vendors 
have developed their own IR algorithms [70]. 
Although each of these algorithms is slightly dif-
ferent from the others, preliminary results have 
suggested that these algorithms are equally effec-
tive in reducing image noise. In order to address 
the fact that the “look” of IR images is different 
from that of conventional FBP images, stepwise 
implementation of IR that permits the blending 
of IR and FBP images may be considered. 
However, the main objective in quantitative CT 
myocardial perfusion measurement is to optimize 
low-contrast resolution in presence of noise, and 
therefore it is recommended to use the full 
strength (100%) of IR to generate the source 
images for perfusion analysis.

 Sparse-View Reconstruction
Besides IR, another attractive option for radia-
tion dose reduction in dynamic CT myocardial 
perfusion imaging is sparse-view image recon-
struction, which is currently not available on 
most clinical CT systems yet. Quantitative CT 
myocardial perfusion imaging requires multiple 
acquisitions over a short duration of time (~30 s) 
after contrast administration to monitor the first 
pass of contrast in the myocardium. In addition 
to the option of lowering the tube current setting 
for acquisition, one approach for radiation dose 
reduction is to decrease the number of projec-
tions acquired in each full gantry rotation, but 
the resulting aliasing artifacts in the images 
reconstructed with FBP could lead to large sig-
nal variation in the TECs and inaccurate myocar-
dial perfusion measurement. In recent years, 
compressed sensing (CS), a signal processing 
technique that was initially proposed for sparse 
signal recovery [71, 72] has been used to recon-
struct CT images from much fewer projections 
than what the Nyquist-Shannon theorem dictates 
for FBP [73, 74]. Preliminary results have 
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suggested that CS-based image reconstruction 
can minimize the artifacts in DCE CT heart 
images arising from projection undersampling, 
and myocardial perfusion measurement can be 
performed with at least 50% less projections 
than the full projection set without affecting the 
perfusion measurement [75, 76]. Current efforts 
have been devoted to investigate whether con-
comitant use of low tube current and sparse-view 
acquisition could potentially reduce the radia-
tion dose of whole-heart CT myocardial perfu-
sion study to sub-milli-Sieverts while preserving 
the diagnostic quality.

 Clinical Applications

Coronary CT angiography (CCTA) has become 
routinely used for anatomic assessment of coro-
nary artery disease (CAD) in symptomatic 
patients by direct visualization of stenosis similar 
to invasive coronary angiography but without the 
complications associated with catheterization [77, 
78]. Although numerous studies have demon-
strated the high sensitivity and negative predictive 
value of CCTA for detecting high-grade stenosis, 
identification of high-grade lesion with CCTA 
alone is not a reliable indicator of physiological 
ischemia. In clinical settings, cardiac CTP is pre-
dominantly used for functional assessment of 
CAD through measurement of myocardial blood 
flow downstream of epicardial coronary arteries. 
A recent meta-analysis has shown that dynamic 
cardiac CTP has a pooled sensitivity and specific-
ity of about 90% and 75%, respectively, for 
assessing functionally significant coronary artery 
lesions against different reference standards [79, 
80]. Previous studies have collectively suggested 
that dynamic CTP provides useful incremental 
value to CCTA to improve the overall diagnostic 

performance of cardiac computed tomography for 
comprehensive assessment of CAD.

Two examples of dynamic CTP for func-
tional assessment of coronary artery lesions are 
provided in Figs. 20.10 and 20.11 for illustra-
tion. In Fig. 20.10, the patient had a single-ves-
sel CAD, in which the obtuse marginal branch 
of the left circumflex artery (LCx) was occluded 
as revealed by invasive coronary angiography. 
The polar maps of the single-photon emission 
computed tomography (SPECT) perfusion 
maps acquired at rest and dipyridamole stress 
showed absence in uptake of perfusion tracers 
(technetium-99 m sestamibi) in the lateral myo-
cardium in different short-axis slices, indicat-
ing that the perfusion level in the myocardium 
supplied by the LCx was lower than that in the 
adjacent myocardium perfused by other non-
stenosed coronary arteries. The correspond-
ing CT myocardial perfusion maps acquired at 
dipyridamole stress in three short-axis slices are 
also shown in the figure. These maps were gen-
erated with a model-based deconvolution algo-
rithm using the adiabatic approximation to the 
tissue homogeneity model described in section 
“Deconvolution Method” and “Tracer Kinetic 
Models”. Ischemia in the lateral myocardium 
depicted in the stress CT myocardial perfu-
sion maps agreed with the finding of SPECT 
myocardial perfusion maps. The results of this 
study suggest that CTP is a good alternative 
tool to SPECT for myocardial perfusion assess-
ment in patients with CAD. Figure 20.11 shows 
another patient who had a single-vessel CAD, 
in which the left anterior descending artery 
(LAD) had a complex proximal calcified and 
non-calcified plaque followed by an implanted 
stent as revealed by CCTA.  The stented coro-
nary lumen could not be visualized clearly due 
to the blooming artifacts. The stress CT myo-
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cardial perfusion maps reveal functional isch-
emia in the downstream apical-septal wall that 
was perfused by the LAD, indicating that the 
LAD lesions was functionally significant (flow 
limiting).

While the current clinical applications of car-
diac CTP are largely focused on functional 
assessment of coronary artery lesions, CT mea-
surement of myocardial perfusion can also pro-
vide useful diagnostic information regarding the 

viability status of ischemic myocardium [81–
83]. Absence of increase in myocardial blood 
flow from rest during maximal vasodilatory 
stress indicates the presence of microvascular 
obstruction which is a hallmark of tissue infarc-
tion [84]. The superior spatial resolution of CTP 
allows accurate delineation of the myocardial 
infarct size, which is related to the short- and 
long-term mortality risk of acute myocardial 
infarction [85, 86].

0
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Fig. 20.10 (a–c) Stress CT myocardial perfusion maps 
in the apical, mid, and basal short-axis slices, respectively. 
The color scale of the CT perfusion maps ranges from 0 
(blue) to 6 (red) mL/min/g. (d) Invasive coronary angiog-
raphy revealed a totally occluded obtuse marginal branch 
of the left circumflex artery (black arrow). (e) The SPECT 

perfusion maps in the short-axis and polar view revealed a 
perfusion defect in the basal and mid-lateral wall (LCx 
territory). The CT stress perfusion maps in three short- 
axis slices (i–iii) also revealed ischemia in the lateral wall 
in the basal and mid-slices.
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 Conclusion

This chapter reviews the theoretical basis of 
dynamic CTP for quantitative myocardial per-
fusion measurement and the technical issues 
for clinical implementation of dynamic CTP 
for functional assessment of coronary artery 
disease.

References

 1. Axel L. Cerebral blood flow determination by rapid- 
sequence computed tomography: theoretical analysis. 
Radiology. 1980;137(3):679–86.

 2. Obach V, et al. Multimodal CT-assisted thrombolysis 
in patients with acute stroke: a cohort study. Stroke. 
2011;42(4):1129–31.

 3. Silvennoinen HM, et  al. CT perfusion identifies 
increased salvage of tissue in patients receiving 
intravenous recombinant tissue plasminogen acti-
vator within 3 hours of stroke onset. AJNR Am J 
Neuroradiol. 2008;29(6):1118–23.

 4. Aviv RI, et  al. Alberta stroke program early CT 
scoring of CT perfusion in early stroke visualiza-
tion and assessment. AJNR Am J Neuroradiol. 
2007;28(10):1975–80.

 5. Jain R, et  al. First-pass perfusion computed tomog-
raphy: initial experience in differentiating recurrent 
brain tumors from radiation effects and radiation 
necrosis. Neurosurgery. 2007;61(4):778–86; discus-
sion 786–7.

 6. Nakashige A, et  al. Quantitative measurement of 
hepatic portal perfusion by multidetector row CT with 
compensation for respiratory misregistration. Br J 
Radiol. 2004;77(921):728–34.

 7. Meijerink MR, et  al. The use of perfusion CT for 
the evaluation of therapy combining AZD2171 
with gefitinib in cancer patients. Eur Radiol. 
2007;17(7):1700–13.

a b c

d e

Fig. 20.11 (a) Reformatted view of the left anterior 
descending artery (LAD). (b, d) Contrast-enhanced CT 
images in two axial slice locations acquired during maxi-
mal pharmacological stress with adenosine infusion. (c, e) 

Corresponding stress myocardial perfusion maps. The 
color scale of these maps ranges from 0 to 3.5 mL/min/g. 
The stress CT perfusion maps revealed ischemia in the 
apical-lateral wall of the myocardium (yellow arrows)

A. So



391

 8. Jiang T, et al. Monitoring response to antiangiogenic 
treatment and predicting outcomes in advanced hepa-
tocellular carcinoma using image biomarkers, CT 
perfusion, tumor density, and tumor size (RECIST). 
Investig Radiol. 2012;47(1):11–7.

 9. George RT, et  al. Diagnostic performance of com-
bined noninvasive coronary angiography and myo-
cardial perfusion imaging using 320-MDCT: the CT 
angiography and perfusion methods of the CORE320 
multicenter multinational diagnostic study. AJR Am J 
Roentgenol. 2011;197(4):829–37.

 10. So A, et al. Non-invasive assessment of functionally 
relevant coronary artery stenoses with quantitative 
CT perfusion: preliminary clinical experiences. Eur 
Radiol. 2012;22(1):39–50.

 11. Bastarrika G, et  al. Adenosine-stress dynamic myo-
cardial CT perfusion imaging: initial clinical experi-
ence. Investig Radiol. 2010;45(6):306–13.

 12. Ho KT, et  al. Stress and rest dynamic myocardial 
perfusion imaging by evaluation of complete time- 
attenuation curves with dual-source CT.  JACC 
Cardiovasc Imaging. 2010;3(8):811–20.

 13. Prokop M.  New challenges in MDCT.  Eur Radiol. 
2005;15(Suppl 5):E35–45.

 14. Page M, et al. Comparison of 4 cm Z-axis and 16 cm 
Z-axis multidetector CT perfusion. Eur Radiol. 
2010;20(6):1508–14.

 15. Flohr TG, Raupach R, Bruder H.  Cardiac CT: how 
much can temporal resolution, spatial resolution, and 
volume coverage be improved? J Cardiovasc Comput 
Tomogr. 2009;3(3):143–52.

 16. Meier P, Zierler KL. On the theory of the indicator- 
dilution method for measurement of blood flow and 
volume. J Appl Physiol. 1954;6(12):731–44.

 17. Bassingthwaighte JB, Knopp TJ, Anderson DU. Flow 
estimation by indicator dilution (bolus injection). Circ 
Res. 1970;27(2):277–91.

 18. Pardridge WM, et  al. Blood-brain barrier: interface 
between internal medicine and the brain. Ann Intern 
Med. 1986;105(1):82–95.

 19. Crone C.  The permeability of capillaries in various 
organs as determined by use of the ‘indicator diffu-
sion’ method. Acta Physiol Scand. 1963;58:292–305.

 20. Hamilton WFM, Moore JW, Kinsman JM, Spurling 
RG.  Simultaneous determination of the pulmonary 
and systemic circulation times in man and of a figure 
related to cardiac output. Am J Phys. 1928;84:338–44.

 21. Stephenson JL.  Theory of the measurement of 
blood flow by the dilution of an indicator. Bull Math 
Biophys. 1948;10(3):117–21.

 22. Gobbel GT, Cann CE, Fike JR.  Measurement of 
regional cerebral blood flow using ultrafast com-
puted tomography. Theoretical aspects. Stroke. 
1991;22(6):768–71.

 23. Axel L. Tissue mean transit time from dynamic com-
puted tomography by a simple deconvolution tech-
nique. Invest Radiol. 1983;18(1):94–9.

 24. Yang Y, Rosenberg GA.  Blood-brain barrier break-
down in acute and chronic cerebrovascular disease. 
Stroke. 2011;42(11):3323–8.

 25. de Vries HE, et  al. The blood-brain barrier in 
neuroinflammatory diseases. Pharmacol Rev. 
1997;49(2):143–55.

 26. Mullani NA, Gould KL. First-pass measurements of 
regional blood flow with external detectors. J Nucl 
Med. 1983;24(7):577–81.

 27. Bindschadler M, et  al. Comparison of blood flow 
models and acquisitions for quantitative myocardial 
perfusion estimation from dynamic CT.  Phys Med 
Biol. 2014;59(7):1533–56.

 28. Ishida M, et al. Underestimation of myocardial blood 
flow by dynamic perfusion CT: explanations by two- 
compartment model analysis and limited tempo-
ral sampling of dynamic CT.  J Cardiovasc Comput 
Tomogr. 2016;10(3):207–14.

 29. Ostergaard L, et al. High resolution measurement of 
cerebral blood flow using intravascular tracer bolus 
passages. Part I: mathematical approach and statisti-
cal analysis. Magn Reson Med. 1996;36(5):715–25.

 30. Wintermark M, et  al. Simultaneous measurement of 
regional cerebral blood flow by perfusion CT and 
stable xenon CT: a validation study. AJNR Am J 
Neuroradiol. 2001;22(5):905–14.

 31. So A, et  al. Technical note: evaluation of a 
160-mm/256-row CT scanner for whole-heart quan-
titative myocardial perfusion imaging. Med Phys. 
2016;43(8):4821.

 32. Gamel J, et al. Pitfalls in digital computation of the 
impulse response of vascular beds from indicator- 
dilution curves. Circ Res. 1973;32(4):516–23.

 33. Ostergaard L, et  al. High resolution measure-
ment of cerebral blood flow using intravascular 
tracer bolus passages. Part II: experimental com-
parison and preliminary results. Magn Reson Med. 
1996;36(5):726–36.

 34. Groothuis DR, et al. A method to quantitatively mea-
sure transcapillary transport of iodinated compounds 
in canine brain tumors with computed tomography. J 
Cereb Blood Flow Metab. 1991;11(6):939–48.

 35. Groothuis DR, et  al. Quantitative measurements of 
capillary transport in human brain tumors by com-
puted tomography. Ann Neurol. 1991;30(4):581–8.

 36. Patlak CS, Blasberg RG, Fenstermacher JD. Graphical 
evaluation of blood-to-brain transfer constants from 
multiple-time uptake data. J Cereb Blood Flow Metab. 
1983;3(1):1–7.

 37. Patlak CS, Blasberg RG.  Graphical evaluation of 
blood-to-brain transfer constants from multiple-time 
uptake data. Generalizations. J Cereb Blood Flow 
Metab. 1985;5(4):584–90.

 38. St Lawrence KS, Lee TY. An adiabatic approximation 
to the tissue homogeneity model for water exchange 
in the brain: I. theoretical derivation. J Cereb Blood 
Flow Metab. 1998;18(12):1365–77.

 39. Gill PE, Murray W, Wright MH. Practical optimiza-
tion. London: Academic; 1981.

 40. Johnson JA, Wilson TA.  A model for capillary 
exchange. Am J Phys. 1966;210(6):1299–303.

 41. Ho KT, et al. Dynamic CT myocardial perfusion mea-
surements of resting and hyperaemic blood flow in 

20 CT Myocardial Perfusion Imaging



392

low-risk subjects with 128-slice dual-source CT. Eur 
Heart J Cardiovasc Imaging. 2015;16(3):300–6.

 42. Pontone G, et  al. Incremental diagnostic value of 
stress computed tomography myocardial perfusion 
with whole-heart coverage CT scanner in intermedi-
ate- to high-risk symptomatic patients suspected of 
coronary artery disease. JACC Cardiovasc Imaging. 
2019;12(2):338–49.

 43. George RT, et al. Computed tomography myocardial 
perfusion imaging with 320-row detector computed 
tomography accurately detects myocardial ischemia 
in patients with obstructive coronary artery disease. 
Circ Cardiovasc Imaging. 2012;5(3):333–40.

 44. Bae KT. Intravenous contrast medium administration 
and scan timing at CT: considerations and approaches. 
Radiology. 2010;256(1):32–61.

 45. Wintermark M, et  al. Dynamic perfusion CT: opti-
mizing the temporal resolution and contrast volume 
for calculation of perfusion CT parameters in stroke 
patients. AJNR Am J Neuroradiol. 2004;25(5):720–9.

 46. Sahani DV, et al. Advanced hepatocellular carcinoma: 
CT perfusion of liver and tumor tissue--initial experi-
ence. Radiology. 2007;243(3):736–43.

 47. Ippolito D, et  al. Hepatocellular carcinoma treated 
with transarterial chemoembolization: dynamic per-
fusion- CT in the assessment of residual tumor. World 
J Gastroenterol. 2010;16(47):5993–6000.

 48. Claussen CD, et  al. Bolus geometry and dynam-
ics after intravenous contrast medium injection. 
Radiology. 1984;153(2):365–8.

 49. Miles KA.  Perfusion CT for the assessment of 
tumour vascularity: which protocol? Br J Radiol. 
2003;76(Spec 1):S36–42.

 50. Schoellnast H, et  al. Aortoiliac enhancement during 
computed tomography angiography with reduced 
contrast material dose and saline solution flush: influ-
ence on magnitude and uniformity of the contrast col-
umn. Investig Radiol. 2004;39(1):20–6.

 51. Hopper KD, et al. Thoracic spiral CT: delivery of con-
trast material pushed with injectable saline solution in 
a power injector. Radiology. 1997;205(1):269–71.

 52. Brooks RA, Di Chiro G.  Beam hardening in 
x-ray reconstructive tomography. Phys Med Biol. 
1976;21(3):390–8.

 53. Haage P, et al. Reduction of contrast material dose and 
artifacts by a saline flush using a double power injec-
tor in helical CT of the thorax. AJR Am J Roentgenol. 
2000;174(4):1049–53.

 54. Coursey CA, et  al. Dual-energy multidetector CT: 
how does it work, what can it tell us, and when can 
we use it in abdominopelvic imaging? Radiographics. 
2010;30(4):1037–55.

 55. Wintermark M, et al. Using 80 kVp versus 120 kVp in 
perfusion CT measurement of regional cerebral blood 
flow. AJNR Am J Neuroradiol. 2000;21(10):1881–4.

 56. Shankar JJ, Lum C, Sharma M. Whole-brain perfu-
sion imaging with 320-MDCT scanner: reducing 
radiation dose by increasing sampling interval. AJR 
Am J Roentgenol. 2010;195(5):1183–6.

 57. McNitt-Gray MF.  AAPM/RSNA physics tuto-
rial for residents: topics in CT.  Radiation dose in 
CT. Radiographics. 2002;22(6):1541–53.

 58. McCollough CH, Zink FE.  Performance evalu-
ation of a multi-slice CT system. Med Phys. 
1999;26(11):2223–30.

 59. Bamberg F, et  al. Accuracy of dynamic computed 
tomography adenosine stress myocardial perfusion 
imaging in estimating myocardial blood flow at vari-
ous degrees of coronary artery stenosis using a por-
cine animal model. Investig Radiol. 2012;47(1):71–7.

 60. Greif M, et al. CT stress perfusion imaging for detec-
tion of haemodynamically relevant coronary stenosis 
as defined by FFR. Heart. 2013;99(14):1004–11.

 61. Lee TY, Chhem RK. Impact of new technologies on 
dose reduction in CT. Eur J Radiol. 2010;76(1):28–35.

 62. Roberts HC, et al. Multisection dynamic CT perfusion 
for acute cerebral ischemia: the “toggling-table” tech-
nique. AJNR Am J Neuroradiol. 2001;22(6):1077–80.

 63. Wiesmann M, et al. Dose reduction in dynamic per-
fusion CT of the brain: effects of the scan frequency 
on measurements of cerebral blood flow, cerebral 
blood volume, and mean transit time. Eur Radiol. 
2008;18(12):2967–74.

 64. Primak AN, et al. A technical solution to avoid par-
tial scan artifacts in cardiac MDCT.  Med Phys. 
2007;34(12):4726–37.

 65. Meinel JA, et  al. Reduction of half-scan shading 
artifact based on full-scan correction. Acad Radiol. 
2006;13(1):55–62.

 66. Eldevik K, Nordhoy W, Skretting A.  Relationship 
between sharpness and noise in CT images recon-
structed with different kernels. Radiat Prot Dosim. 
2010;139(1–3):430–3.

 67. Jia X, et al. GPU-based fast low-dose cone beam CT 
reconstruction via total variation. J Xray Sci Technol. 
2011;19(2):139–54.

 68. Chou CY, et al. A fast forward projection using mul-
tithreads for multirays on GPUs in medical image 
reconstruction. Med Phys. 2011;38(7):4052–65.

 69. Yan H, et al. Towards the clinical implementation of 
iterative low-dose cone-beam CT reconstruction in 
image-guided radiation therapy: cone/ring artifact 
correction and multiple GPU implementation. Med 
Phys. 2014;41(11):111912.

 70. Thibault JB, et  al. A three-dimensional statistical 
approach to improved image quality for multislice 
helical CT. Med Phys. 2007;34(11):4526–44.

 71. Candes EJ, Romberg J, Tao T.  Robust uncertainty 
principles: exact signal reconstruction from highly 
incomplete frequency information. Inform Theor 
IEEE Trans. 2006;52(2):489–509.

 72. Donoho DL.  Compressed sensing. Inform Theor 
IEEE Trans. 2006;52(4):1289–306.

 73. Lauzier PT, Tang J, Chen GH. Prior image constrained 
compressed sensing: implementation and perfor-
mance evaluation. Med Phys. 2012;39(1):66–80.

 74. LaRoque SJ, Sidky EY, Pan X. Accurate image recon-
struction from few-view and limited-angle data in dif-

A. So



393

fraction tomography. J Opt Soc Am A Opt Image Sci 
Vis. 2008;25(7):1772–82.

 75. Enjilela E, et al. Ultra-low dose quantitative CT myo-
cardial perfusion imaging with sparse-view dynamic 
acquisition and image reconstruction: a feasibility 
study. Int J Cardiol. 2018;254:272–81.

 76. Chen GH, Tang J, Leng S.  Prior image constrained 
compressed sensing (PICCS): a method to accu-
rately reconstruct dynamic CT images from highly 
undersampled projection data sets. Med Phys. 
2008;35(2):660–3.

 77. Budoff MJ, et  al. Diagnostic performance of 
64- multidetector row coronary computed tomo-
graphic angiography for evaluation of coronary artery 
stenosis in individuals without known coronary artery 
disease: results from the prospective multicenter 
ACCURACY (assessment by coronary computed 
tomographic angiography of individuals undergo-
ing invasive coronary angiography) trial. J Am Coll 
Cardiol. 2008;52(21):1724–32.

 78. Meijboom WB, et al. Diagnostic accuracy of 64-slice 
computed tomography coronary angiography: a pro-
spective, multicenter, multivendor study. J Am Coll 
Cardiol. 2008;52(25):2135–44.

 79. van Werkhoven JM, et  al. Prognostic value of mul-
tislice computed tomography and gated single-photon 
emission computed tomography in patients with sus-
pected coronary artery disease. J Am Coll Cardiol. 
2009;53(7):623–32.

 80. Gould KL.  Does coronary flow trump coronary 
anatomy? JACC Cardiovasc Imaging. 2009;2(8): 
1009–23.

 81. Hoffmann U, et  al. Acute myocardial infarction: 
contrast-enhanced multi-detector row CT in a porcine 
model. Radiology. 2004;231(3):697–701.

 82. Rogers IS, et  al. Comparison of postprocessing 
techniques for the detection of perfusion defects by 
cardiac computed tomography in patients present-
ing with acute ST-segment elevation myocardial 
infarction. J Cardiovasc Comput Tomogr. 2010;4(4): 
258–66.

 83. Camici PG, Rimoldi OE.  The clinical value of 
myocardial blood flow measurement. J Nucl Med. 
2009;50(7):1076–87.

 84. Orn S, et  al. Microvascular obstruction is a major 
determinant of infarct healing and subsequent left 
ventricular remodelling following primary per-
cutaneous coronary intervention. Eur Heart J. 
2009;30(16):1978–85.

 85. Miller TD, et  al. Infarct size after acute myocardial 
infarction measured by quantitative tomographic 
99mTc sestamibi imaging predicts subsequent mor-
tality. Circulation. 1995;92(3):334–41.

 86. Burns RJ, et  al. The relationships of left ventricu-
lar ejection fraction, end-systolic volume index and 
infarct size to six-month mortality after hospital dis-
charge following myocardial infarction treated by 
thrombolysis. J Am Coll Cardiol. 2002;39(1):30–6.

20 CT Myocardial Perfusion Imaging



Part VII

Special Purpose CT



397© Springer Nature Switzerland AG 2020 
E. Samei, N. J. Pelc (eds.), Computed Tomography, https://doi.org/10.1007/978-3-030-26957-9_21

CT in Musculoskeletal Applications

Wojciech B. Zbijewski

 Role of Radiography and CT 
in Musculoskeletal Radiology

Musculoskeletal (MSK) radiology is concerned 
with a wide variety of pathologies, including 
trauma, deformity and malalignment, and chronic 
disease, in particular osteoporosis and various 
forms of arthritis. The burden of musculoskeletal 
disease is significant, and likely to rise given the 
aging of the population and the increasing rates 
of obesity. For example, there are approximately 
5.6 million fractures per year in the USA, and as 
many as 10% of them show protracted healing 
[1], often requiring multiple surgeries and lead-
ing to prolonged disability. The prevalence of 
osteoporosis (OP) in the US population is esti-
mated at ~10 million cases [2], approximately 30 
million US adults are suffering from osteoarthri-
tis (OA), 1.5 million have rheumatoid arthritis 
(RA), and ~8 million are suffering from gout. 
Across the whole spectrum of MSK disease, 
there is still a need for new biomarkers for early 
detection and treatment monitoring. Improved 
imaging technologies are likely to be essential in 
the development of such new biomarkers, 
enhancing the already substantial role that radiol-
ogy plays in the current MSK standard of care.

MSK diagnosis involves all major imaging 
modalities, with conventional CT and MRI used 
predominately in more complex pathologies. 
Projectional x-ray radiography remains the main-
stay of MSK radiology, especially for first-order 
assessment [3]. The advantages of radiography in 
this setting include simplified logistics, high spa-
tial resolution (although limited by tissue super-
position), and the ability to image under 
weight-bearing and in stress positions. The latter 
two features are extremely valuable, considering 
that one of the primary roles of the MSK system 
is locomotion. Radiography thus provides an 
important functional imaging capability that is 
not readily available with conventional multi- 
detector CT (MDCT) or MRI.

The need to provide functional information, 
involving weight-bearing, stress, or even motion, 
is one of the unique considerations for develop-
ment of MSK imaging technologies. Another 
important aspect of MSK radiology is its quanti-
tative character. The measurements of interest 
extend from macroscopic metrics of bone and 
joint morphology to quantification of trabecular 
and cortical microstructure and bone composi-
tion. Examples of morphological measurements 
include a variety of anatomical metrics of the 
knee (e.g., tibial slopes, static alignment) and the 
foot (e.g., calcaneal inclination angle) [4]. Many 
of those metrics have originally been defined 
using radiographs but are now being translated to 
volumetric imaging due to the increasing access 
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to 3D modalities and the obvious benefit of 
avoiding anatomical overlap [5].

Among the microscopic and compositional 
measurements, bone mineral density (BMD) is 
well recognized in assessment of bone loss in, 
e.g., osteoporosis. BMD can be obtained either as 
aerial BMD, (aBMD) from projectional dual- 
energy x-ray absorptiometry, or as volumetric 
BMD (vBMD) from quantitative CT (qCT). Here 
again, the lack of anatomical overlap is a signifi-
cant advantage of CT, mitigating biases due to 
bone size (integrated thickness) and providing 
the capability to separately analyze the cortical 
and trabecular compartments [6]. The extent to 
which vBMD improves prediction of fractures 
compared to aBMD remains a subject of clinical 
studies, with current evidence pointing to supe-
rior performance in vertebral fractures, but poten-
tially no significant benefit in hip fractures [6]. 
Independent of whether aBMD or vBMD is used, 
it is estimated that only approximately 70% of 
variation in bone strength can be explained using 
those metrics [7]. The likely reason is that BMD 
is a cumulative measurement that combines bone 
quantity, i.e., the amount of mineralized tissue in 
a macroscopic region of interest (ROI), and bone 
quality. The latter term encompasses mineraliza-
tion and microstructure of the bone inside the 
ROI. However, direct in vivo evaluation of corti-
cal and trabecular microarchitecture is challeng-
ing because of the small size of the features of 
interest  – e.g., the average thickness of the tra-
beculae is approximately 100–150 μm [8], 2–3× 
smaller than the spatial resolution of conven-
tional CT.  A specialized investigational high- 
resolution peripheral quantitative CT (HR-pQCT) 
scanner (XtremeCT, Scanco Medical AG) has 
been developed to enable measurements of bone 
microarchitecture in humans [9]. By incorporat-
ing a similar imaging chain as in μCT (low-power 
microfocus x-ray source and a CCD detector), 
the newest generation of HR-pQCT achieves 
approximately 60 μm spatial resolution [10]. The 
primary drawback of this design is that the low- 
power tube and small detector pixels lead to noise 
considerations that limit size of the object that 
can be imaged. HR-pQCT is thus restricted to the 
peripheral skeleton.

The overview of MSK applications of x-ray 
imaging modalities points to complementary 
roles of radiography and MDCT. Advantages of 
radiography include low cost, easy access, and 
the capability for examination under weight- 
bearing. The first two benefits are not only valu-
able in prompt assessment of MSK trauma but 
also greatly simplify the logistics of longitudinal 
follow-up in, e.g., fracture healing. Weight- 
bearing imaging is routinely used in assessment 
of malalignment and in evaluation of joint space 
width in OA [11]. Slowing of radiographically 
determined joint space narrowing is an FDA- 
recommended structural outcome measure for 
clinical trials of OA treatments [12].

Conventional MDCT lacks the capability for 
weight-bearing imaging and is associated with 
higher cost and more complex logistics than radi-
ography. Benefits of CT include soft-tissue con-
trast and the lack of anatomical overlap. 
Volumetric imaging improves detection of subtle 
abnormalities, reduces the impact of patient posi-
tioning, and has the potential to yield more accu-
rate quantification of joint alignment, bone 
morphology, and bone quality, as discussed 
above.

Considering the important role of weight- 
bearing examination in MSK radiology, there is a 
compelling case for the development of a system 
that combines 3D assessment provided by CT 
with weight-bearing imaging. This objective has 
been realized with the introduction of a variety of 
musculoskeletal flat-panel detector (FPD) cone- 
beam CT (CBCT) scanners. As with dedicated 
CBCT for other diagnostic applications (dental, 
otolaryngology [13], breast [14]), the benefits of 
MSK CBCT extend beyond weight-bearing 
acquisitions and include relatively low-cost, 
small-footprint, and low-power requirements 
compatible with in-office use, as well as lower 
imaging dose and higher spatial resolution than 
current conventional CT. In the remainder of this 
chapter, we will discuss the design, imaging per-
formance, clinical applications, and new diag-
nostic capabilities provided by weight-bearing 
MSK CBCT. We will focus on CBCT scanners 
for extremity imaging, which have enjoyed a sig-
nificant growth over the past decade. For other 
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aspects of CBCT, see Chap. 2. The last subsec-
tion will provide an overview of other emerging 
technologies in MSK CT: CBCT for weight- 
bearing imaging of spine and hips and ultra-high 
resolution MDCT.

 Development of Specialized Cone- 
Beam CT for Musculoskeletal 
Extremities

Early efforts to reduce the effects of anatomical 
overlap in weight-bearing x-ray examinations of 
the extremities involved the application of tomo-
synthesis [15], followed by implementation of 
fully 3D imaging using appropriately adapted 
radiographic/fluoroscopic C-arms [16]. The latter 
line of research continues using robotic interven-
tional C-arms [17] and ceiling-mounted robotic 
x-ray systems [18]. In parallel with the work 
employing general purpose C-arms, CBCT sys-
tems designed specifically for weight-bearing 
extremity imaging were being introduced. 

Current reports of clinical applications of such 
extremity CBCT scanners are predominately 
based on three scanner configurations: Planmed 
Verity (Planmed Oy, Helsinki, Finland) [19, 20], 
Carestream OnSight3D (Fig.  21.1, Carestream 
Health, Rochester NY) [21, 22], and CurveBeam 
PedCat (CurveBeam, Hatfield PA) [23, 24]. 
Below, we review the major aspects of those 
three designs.

All three extremity CBCT systems utilize an 
FPD and a relatively compact gantry. The rela-
tively low weight (approximately 5  kg for a 
25 × 30 cm panel) and small form factor of FPD 
(thickness of 50–100  mm) were crucial in 
enabling imaging in a weight-bearing configura-
tion. The Planmed Verity and Carestream 
OnSight3D systems feature a tilting gantry that 
can be configured either in a horizontal orienta-
tion for upright imaging or in a vertical orienta-
tion for unloaded scans of lower and upper 
extremities. The OnSight gantry enables weight- 
bearing acquisitions in a natural standing stance 
(both feet on the ground, approximately 35  cm 

a b

Fig. 21.1 Extremity CBCT (Carestream OnSight3D) in a sitting configuration for imaging of non-weight-bearing 
upper and lower extremity (a) and in a standing configuration for weight-bearing scans (b)

21 CT in Musculoskeletal Applications



400

distance between the centers of the knees), 
whereas in the Verity system, the contralateral leg 
is resting on the gantry. The OnSight3D and 
Verity scanners can be applied to both the lower 
and upper extremities but permit only unilateral 
scans. In contrast, the PedCat was designed for 
bilateral acquisitions, but only of the feet 
(recently, CurveBeam has introduced a new sys-
tem with knee imaging capability). Despite all 
those differences, extremity CBCT systems share 
many common engineering solutions and deliver 
comparable image quality. The following discus-
sion of technical implementation of extremity 
CBCT will be based on the OnSight scanner 
(Fig. 21.1).

The imaging chain of OnSight extremity 
CBCT consists of a compact fixed-anode x-ray 
source with 0.5  mm nominal focal spot and a 
25 × 30 cm amorphous silicon (aSi) FPD with an 
approximately 600-μm-thick CsI scintillator. The 
native detector pixel size is 139  μm, but the 
acquisitions are typically performed in a 2 × 2 
binned mode for speed and x-ray detection effi-
ciency. Because a fixed-anode source is used, the 
x-ray power is limited to approximately 
1 kW. The tube is typically operated in a pulsed 
mode, synchronized with detector readout. The 
scanner geometry involved approximately 55 cm 
source-detector distance and magnification factor 
of approximately 1.3, resulting in almost equal 
balance between the effects of source and detec-
tor blur [21].

A sickle-shaped arm supports the source and 
detector. During the tomographic acquisition, the 
arm rotates on a mechanical track inside the scan-
ner bore. Patient setup is performed with the 
scanner arm positioned so that its opening coin-
cides with an opening in the bore, providing an 
entry into the gantry. After the patient inserts the 
extremity into the gantry, a door is closed to iso-
late the rotating parts during the scan. For a 
lower-extremity scan, the subject is thus strad-
dling the door while maintaining a natural 
weight-bearing stance. This scan setup is made 
possible by the relatively narrow envelope of the 
FPD, which allows it to slide between patient 
legs during the rotation of the arm. Conventional 
fixed-anode x-ray sources are typically too wide 

to fit in the same manner, and thus the rotation is 
limited to the short scan range of approximately 
220°. The scan time is approximately 20 s and the 
reconstructed field of view is on the order of 
20 × 20 × 20  cm3. Gantry covers are lined with 
lead to provide self-shielding, simplifying radia-
tion protection requirements for the scanner 
room.

The radiation dose delivered by extremity 
CBCT is typically lower than MDCT operating 
an extremity imaging protocol. This is partly due 
to the cone-beam geometry, permitting volumet-
ric coverage without beam overlap often present 
in helical MDCT.  In a series of comprehensive 
studies using MOSFET dosimeters embedded in 
anthropomorphic phantoms [25, 26], Koivisto 
et al. found effective doses of ~20 μSv for MDCT, 
6 μSv for Verity extremity CBCT, and approxi-
mately 1 μSv for radiography in foot and ankle 
imaging. For the knee, the results were 27–48 μSv 
for MDCT, 13  μSv for Verity CBCT, and also 
approximately 1  μSv for radiography. Even 
though the absolute dose values reported for vari-
ous extremity CBCT embodiments differ depend-
ing on the imaging technique and measurement 
protocols, the general trend toward 2–3× lower 
radiation exposure with CBCT is well established 
[20–22, 25, 27]. However, results of such com-
parative studies should be interpreted in caution. 
First, the imaging dose of MDCT protocols for 
extremity imaging can likely be decreased with 
further task-based optimization of x-ray tech-
niques and model-based reconstruction. Second, 
even in situations where higher dose might be 
desirable from the diagnostic perspective, CBCT 
is restricted by inherent limitations of the imag-
ing chain: the use of the low-power x-ray tubes 
and the compact system geometry that may lead 
to detector saturation at higher x-ray outputs. 
Third, the differences in beam shape, scan cover-
age (e.g., unilateral vs. bilateral imaging), and 
acquisition orbit (e.g., short vs. full rotation) 
between different models of extremity CBCT and 
between CBCT and MDCT make direct compari-
sons of various indices of imaging dose difficult. 
One example of challenges in achieving stan-
dardized CBCT dosimetry is the highly nonuni-
form, asymmetric dose distribution for the 220° 
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scanning arc of the OnSight system, with almost 
8× higher local dose at peripheral sites close to 
the midpoint of the orbit compared to locations 
near scanner door [22]. Finally, it needs to be 
noted that distal extremities are not considered 
highly radiosensitive, with an organ-specific 
weighting factor of 0.0005  mSv/mGy cm [28]. 
While any examination involving radiation must 
be performed in a manner that minimizes patient 
exposure to the lowest acceptable level for the 
diagnostic task, the relatively low radiosensitivity 
of the extremities might permit development of 
CBCT protocols with somewhat higher doses 
than those discussed above. This might be neces-
sary to support new applications of extremity 
CBCT, such as high-resolution imaging of bone 
microstructure.

Technical assessment of image quality in 
extremity CBCT revealed two general character-
istics of this technology: somewhat better spatial 
resolution than MDCT and somewhat worse (but 
still sufficient for diagnosis) contrast resolution. 
The improved spatial resolution is largely due to 
the use of an FPD with 100–250  μm pixels. 
Minimal resolvable line-pair frequency of 17 lp/
cm for the native detector pixel readout and 15 lp/
cm for 2 × 2 binned readout have been reported 
for the OnSight system [22]. Clinical imaging 
protocols typically employ 2 × 2 binning because 
of the approximately 2× faster scan time com-
pared to a full-resolution acquisition (40–60 s for 
a 1 × 1 scan compared to 20 s for a 2 × 2 scan).

The technical factors that affect contrast reso-
lution of extremity CBCT include the limited 
x-ray output of the compact, low-power sources 
typical in those systems, and the quantum effi-
ciency and electronic noise of the FPDs. 
Nevertheless, optimized x-ray techniques were 
found to deliver signal difference-to-noise ratios 
(SDNRs) of approximately three for differentia-
tion of water and adipose [22]. As discussed 
below, such optimized protocols also provide 
adequate visualization of tendons.

Observer studies of CBCT image quality in 
clinical tasks confirm the performance character-
istics discussed above. Extremity CBCT is gener-
ally found to deliver better bone visualization 
than MDCT, owing to the improved spatial reso-

lution. In soft-tissue imaging, CBCT is somewhat 
inferior to MDCT but still satisfactory for typical 
diagnostic tasks. An expert observer study with 
20 cadavers (10 hands and 10 knees) has been 
reported for the OnSight3D system [27]. 
Performance was evaluated for tendon, cartilage, 
muscle, and fat visualization (soft-tissue tasks) 
and for assessment of medullary bone, cortical 
bone, and fracture (bone tasks). MDCT and 
CBCT were compared using a five-point diag-
nostic satisfaction scale, obtained individually 
for each modality, and a five-point preference 
scale in side-by-side comparisons. In terms of 
diagnostic satisfaction, CBCT was rated “excel-
lent” for bone visualization and “good” to “ade-
quate” for soft tissues. MDCT satisfaction was 
“excellent” for both types of tasks. Preference 
tests indicated slight preference for MDCT in 
soft tissues and a tendency toward higher prefer-
ence for CBCT in the bone (although the median 
score across all tasks was “no preference” for 
either modality). As mentioned earlier, the 
slightly lower performance of CBCT in low- 
contrast tasks can be at least partly attributed to 
inherent dose limitations; MDCT was operated at 
2–3× higher dose than the power limit of CBCT. 
Similar findings were reported in a study of 50 
human subjects using the Verity extremity CBCT 
[20]. Two readers found CBCT to deliver greater 
bone detail than MDCT in the majority of exam-
ined cases. In one case, CBCT revealed a fracture 
line that was not visible in MDCT.  Soft-tissue 
image quality was somewhat better in MDCT, 
but the difference in low-contrast performance 
did not affect the diagnosis.

 Artifacts and Corrections 
in Extremity CBCT

Extremity CBCT is prone to the same imaging 
artifacts as other CBCT scanner configurations. 
Among the most deleterious factors is x-ray scat-
ter, which leads to loss of contrast and image 
nonuniformity in the form of cupping and streaks. 
Furthermore, scatter-induced artifacts affect 
quantitative accuracy of the reconstructed attenu-
ation values, which diminishes the feasibility of 
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using CBCT for BMD measurements. However, 
recent progress in scatter correction methods 
resulted in a variety of approaches that yield a 
robust and nearly complete removal of the arti-
facts and incur only modest costs in processing 
time.

Among the algorithmic methods that do not 
require any hardware modifications, application 
of accelerated Monte Carlo (MC) scatter correc-
tion to extremity CBCT has been reported [29, 
30]. Here, a scatter estimate is obtained from a 
MC simulation performed using a first-pass 
reconstruction. To reduce the computational bur-
den of MC, a GPU implementation with variance 
reduction techniques is used [31, 32]. 
Furthermore, scatter is estimated only for a sub-
set of projections (every 5–10°), and only a rela-
tively low number of photons (on the order of 
105) is tracked per projection. Since MC obeys 
Poisson statistics, the outcome of such a low- 
count simulation is noisy. Kernel denoising is 
thus applied to yield the final noiseless estimates 
which are interpolated for the missing projec-
tions. This approach has been shown to yield 
robust scatter correction in a variety of CBCT 
applications, with typical runtimes of 10 min or 
less per scan (for three iterations of MC estima-
tion), with further acceleration possible using 
multiple GPU configurations [33]. In extremity 
CBCT, the MC-based approach was shown to 
reduce shading artifacts and restore soft-tissue 
contrast to a level similar to a reference image 
obtained with thin collimation and thus mini-
mized scatter [30].

A number of other algorithmic scatter correc-
tion methods have been proposed for CBCT, 
including kernel-based estimation [34], fast ana-
lytical solvers of the Boltzmann transport equa-
tion [35], and the use of deep convolutional 
neural networks to predict scatter projections 
[36]. All those previously published and vali-
dated algorithms are likely applicable to extrem-
ity CBCT.  Overall, while scatter is still a 
significant image degradation factor, its effects 
can be managed fairly efficiently with recent 
advances in correction and mitigation strategies.

Considering other sources of artifacts, two 
effects deserve a more detailed discussion in the 

context of extremity CBCT: cone-beam artifacts 
and patient motion. Because of the incomplete-
ness of the circular CBCT scan orbit, the struc-
tures that are perpendicular to the axis of rotation 
and located off the central plane suffer from 
streaking and shading known as a cone-beam 
artifact. In extremity imaging, the articular sur-
faces are typically arranged in this unfavorable 
manner. This leads to degraded image quality 
around the joint spaces, which are often the pri-
mary target for examination using extremity 
CBCT [22]. In an effort to mitigate such artifacts, 
one of the commercially available scanners 
(OnSight3D) implements a custom-designed 
multi-source x-ray tube [37]. Three x-ray sources 
are arranged axially (along the longitudinal direc-
tion) with approximately 13 cm spacing between 
them. Each of the sources provides an axial 
region of adequate 3D sampling centered on its 
central ray (the ray that is perpendicular to the 
axis of rotation). By combining the data from the 
three x-ray beams, areas of poor sampling of one 
source are compensated by the improved sam-
pling of the same region provided by an adjacent 
beam [37]. This leads to appreciable reduction in 
streaking artifacts, improved visualization of the 
joint spaces, and extended axial field-of-view 
compared to a single-source design. Following 
up on our earlier discussion of CBCT dosimetry, 
it needs to be noted that the multi-source configu-
ration yields a fairly complex, nonuniform dose 
distribution, underscoring the need for develop-
ment of new dosimetric standards and indices for 
CBCT imaging.

Extremity CBCT is susceptible to motion arti-
facts because the data are acquired in a weight- 
bearing patient configuration, and the scan times 
are relatively slow (20–30  s) [20]. In clinical 
practice, cushions and other light immobilization 
are frequently deployed inside the scanner bore 
to minimize patient motion. This preventive 
approach is often adequate: we found moderate- 
to- severe motion artifacts in less than 10% of 
extremity CBCT scans out of a sample of almost 
300 weight-bearing and non-weight-bearing 
datasets [38]. When considering only weight- 
bearing acquisitions, the incidence of motion 
artifacts was 14%. However, in cases when 
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motion is present, the resulting degradation in 
image quality is often severe enough to warrant a 
re-scan. In such cases, algorithmic compensation 
strategies are desirable to avoid additional imag-
ing. Other scenarios that might benefit from 
motion compensation include extremity imaging 
on open-gantry C-arm systems, where immobili-
zation is more challenging than in closed-bore 
extremity CBCT, and in applications requiring 
very high spatial resolution, where even minor 
motions might be detrimental.

Motion compensation in extremity CBCT has 
been demonstrated using algorithms based on (a) 
skin fiducials [39, 40], (b) 3D-2D registration of 
a motion-free prior image [17], (c) Fourier con-
sistency conditions [41], and (d) autofocus meth-
ods [38, 42]. The latter approach involves using a 
metric of regional image sharpness as an objec-
tive function for motion estimation under the 
assumption that motion causes blur. All algo-
rithms described above were shown to be capable 
of achieving some degree of compensation in the 
setting of extremity imaging. However, only the 
Fourier consistency-based algorithm and the 
autofocus approach do not require any modifica-
tions to the workflow such as fiducials or prior 
scans. The autofocus method confers the advan-
tage of being directly applicable to regional cor-
rection, i.e., it can be used to compensate local 
motion in an ROI.  This capability is useful for 
cases involving joint flexion or extension, where 
global correction might require a complex 
deformable motion model. It is unclear whether 
Fourier consistency conditions can also be used 
for regional correction.

In summary, extremity CBCT images affected 
by motion can often be restored to diagnostic 
quality by means of a compensation algorithm. 
For example, in a study of motion-contaminated 
scans acquired on the OnSight scanner, we found 
that the fraction of cases scored better than “fair” 
on a diagnostic satisfaction scale increased from 
less than 10% prior to autofocus compensation to 
40–70% (depending on the visualization task) 
after the compensation [38].

Overall, recent developments in artifact cor-
rection algorithms have resulted in tremendous 
progress in CBCT image quality. Extremity 

CBCT has benefitted from those technical 
advances, which are now enabling a host of new 
clinical applications.

 Current and Emerging Clinical 
Applications of Extremity CBCT

Extremity CBCT is a new imaging modality that 
still requires careful clinical studies to establish 
its diagnostic performance in orthopedic medi-
cine. Recent years have seen a significant growth 
in such studies, in particular evaluating the bene-
fits of volumetric weight-bearing imaging for 
various conditions in the knee and foot and ankle. 
Increasing interest in this topic among the clini-
cal community led to the formation of the 
International Weight-Bearing CT Society [43].

Early clinical studies of extremity CBCT pro-
vided comparisons with radiography, which 
remains the mainstay of orthopedic radiology. 
The primary goal here was to understand the ben-
efits of 3D information in settings which tradi-
tionally relied on projectional imaging. The focus 
of those comparisons was in assessment of frac-
ture. CBCT was found to achieve 2× improved 
identification of complex fractures compared to 
radiography [44]. In another study, the Verity 
extremity CBCT system was deemed superior to 
radiography in 50% of hand fractures and 30% of 
ankle fractures, as well as in over 50% of frac-
tures with hardware (irrespective of the site) [20]. 
Improved diagnostic satisfaction in assessment 
of fracture healing in the presence of metal was 
also shown using the OnSight3D scanner and 
visual grading characteristics analysis [45].

In the recent years, there has been an increas-
ing number of studies investigating various appli-
cations of volumetric weight-bearing imaging 
enabled by extremity CBCT. Most of the activity 
is concentrated in diagnosis of the foot and ankle 
[46, 47]. Because extremity CBCT is a new 
modality, there is still a need for standardization 
of anatomical measurements used to evaluate 
joint alignment using volumetric weight-bearing 
data. Currently, most of the metrics are directly 
adapted from radiography, but 3D-specific mea-
surements are being proposed [48, 49]. Normal 
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and pathological ranges and reference values for 
the anatomical parameters need to be established 
[50, 51] before the metrics can be used diagnosti-
cally. Another active area of research involves 
identification of joint alignment parameters that 
show significant difference between weight- 
bearing and non-weight-bearing and investiga-
tion of whether those differences might correlate 
with disease. Such efforts have been reported 
both in the knee [52, 53] and in foot and ankle 
studies [54–58]. Other examples of potential 
value of weight-bearing include conditions were 
the difference in certain anatomical features 
between control and disease groups becomes 
more apparent under load than in non-weight- 
bearing, as in evaluation of hallux valgus [59] 
and meniscal extrusion in knee OA [60, 61]. In 
OA, extremity CBCT has also been shown to 
yield better sensitivity and specificity in detec-
tion of cysts and osteophytes compared to radiog-
raphy [62].

The clinical publications summarized above 
illustrate the breadth of activity associated with 
updating current diagnostic standards to utilize 
the newly available volumetric information pro-
vided by extremity CBCT.  This effort will 
surely continue in the years to come, since long-

term follow-up of large patient cohorts is often 
essential to establishing the clinical value of 
new metrics and procedures. We will now turn 
our attention to recent technical developments 
that aim to further expand the range of applica-
tions of extremity CBCT. The discussion below 
will focus on two areas: automated image analy-
sis to support orthopedic diagnosis and quanti-
tative imaging of bone microstructure and 
composition.

The three-dimensional information provided 
by extremity CBCT may enhance the accuracy of 
various anatomical measurements by removing 
the effects of tissue superposition associated with 
radiography. At the same time, analysis of CBCT 
images places additional burden on the operator, 
who must now contend with larger and much 
more complex search space when looking for 
features of interest. This might affect the inter- 
and intra-reader variability of anatomical met-
rics, which often rely on manually identified 
landmarks (see Fig. 21.2a) for an example of a 
landmark-based tibial slope measurement that 
was directly adapted from radiography to 3D 
imaging). Consequently, there is a need for auto-
matic systems to perform the measurements. One 
way to achieve this goal is to automatically local-

a b

Fig. 21.2 The emergence of specialized extremity CBCT 
systems motivates interest in development of anatomical 
measurements for quantitative assessment of joint align-
ment in 3D weight-bearing images. (a) A landmark- based 

measurement of tibial slope that was directly translated 
from 2D radiography. (b) A joint space map designed spe-
cifically to take advantage of the rich 3D information pro-
vided by musculoskeletal CBCT
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ize the landmarks required by the measurements. 
This can be done by using geometric feature 
detection [63, 64] or by employing an atlas set of 
training images that have been annotated by 
expert readers. The expert landmarks are then 
transferred from the atlas set onto the target 
image using image registration [65, 66]. In appli-
cation to extremity CBCT, high correlations with 
expert users were found for metrics of the tibio-
femoral joint using atlas-based automatic mea-
surements [66].

Another application of extremity CBCT that 
might benefit from application of advanced 
image analysis is assessment of joint space width 
in OA. As described earlier in the chapter, weight- 
bearing radiography is conventionally used to 
evaluate joint space narrowing. This approach is 
somewhat susceptible to biases due to tissue 
overlap that make identification of the corre-
sponding regions on the opposing articular sur-
faces difficult. Weight-bearing CBCT provides 
the opportunity to examine local variations in 
joint space width across the entire articular sur-
face. To fully benefit from this new 3D informa-
tion, it is desirable to develop solutions for 
statistical examination of spatial patterns of joint 
space narrowing (as opposed to reducing the 
complex 3D data to a few local or regional mea-
surements). To this end, maps of local distance 
between the articular surfaces need to be first cre-
ated. However, a variety of definitions of this 
local distance are possible. For example, Segal 
et al. created joint space maps (JSMs) of the knee 
from extremity CBCT data by finding the short-
est distance to the femur for each point on the 
surface of the tibia [67, 68]. Using this approach, 
they demonstrated that projectional measure-
ments systematically underestimate joint space 
width in any sagittal plane through the medial 
tibial plateau [67]. However, such closest point 
measurement is not necessarily unique (multiple 
points on the tibia might be mapped onto the 
same point on the femur) or symmetric (JSMs 
might depend on whether they were computed 
from tibia to femur or vice versa). To overcome 
such limitations, an algorithm based on an elec-
trostatic model of the joint was proposed [69]. 
Here, a unique and symmetric mapping is 

obtained by considering the two articular sur-
faces as two plates of a capacitor and measuring 
the length of the field lines between them (see 
Fig.  21.2b) for an example of an JSM created 
using this approach). By combining this approach 
with Principal Component Analysis of the result-
ing JSMs and a Support Vector Machines classi-
fier, improved detection of OA was achieved in 
extremity CBCT data compared to a simple point 
measurement (namely, the closest tibiofemoral 
distance in the medial joint compartment).

The applications discussed above were pri-
marily concerned with bone and joint macro-
structure. Along the same lines, in imaging of 
bone microstructure, extremity CBCT provides a 
compelling platform for development of new 
clinical capabilities. As discussed earlier in the 
chapter, such analysis is typically performed 
using specialized high-resolution peripheral CT 
systems developed specifically for research 
applications. Conventionally, the data obtained 
from such devices is first segmented (binarized) 
into bone voxels and surrounding tissue. The 
binary images of the bone are then subject to 
mathematical processing to obtain maps of local 
indices of microstructure, e.g., trabecular thick-
ness (Tb.Th), trabecular spacing (Tb.Sp), and 
bone volume/total volume fraction (BV/TV). The 
accuracy of such measurements depends on the 
quality of the initial binarization, which requires 
high spatial resolution. The improved resolution 
of FPDs compared to MDCT detectors spurred 
interest in examining the performance of extrem-
ity CBCT in imaging of bone microstructure. 
While absolute agreement with gold standard 
micro-CT (which delivers resolution on the order 
of 10 μm, but is only available for ex vivo sam-
ples and small animals) could not be achieved, 
correlations of 0.93 for BV/TV, 0.89 for Tb.Th, 
and 0.91 for Tb.Sp were reported using a CBCT 
binarization algorithm that combined local seg-
mentation and pre-thresholding [70].

To further advance spatial resolution of 
extremity CBCT and enable improved quantifi-
cation of bone microstructure, recent studies 
have proposed replacing the FPD with a CMOS 
detector. Due to the use of crystalline silicon and 
active pixel design with on-pixel amplification, 

21 CT in Musculoskeletal Applications



406

CMOS x-ray detectors provide 5×–10× lower 
electronic noise, approximately 4× faster read-
out speeds, and smaller pixels than FPDs. All 
those characteristics are beneficial for high-reso-
lution imaging. Recently, an extremity CBCT 
prototype equipped with a 30 × 30  cm CMOS 
detector with 100 μm pixels was reported [71]. 
The system was built on the OnSight3D gantry. 
The thickness of the CsI scintillator on the 
CMOS detector was optimized for high-resolu-
tion bone imaging tasks; the optimal thickness 
was found to be 400 μm compared to the stan-
dard 600  μm layer [72]. The CMOS-based 
CBCT (CMOS-CBCT) showed promising per-
formance in preliminary studies of bone imaging 
applications. Figure 21.3 illustrates the benefits 
of CMOS-CBCT in microstructural evaluation 
of the bone. In comparison with FPD-based 
CBCT, CMOS-CBCT achieved approximately 
15% improved correlation with micro-CT for the 
measurement of Tb.Th and 6% improvement for 
Tb.Sp [73]. CMOS-CBCT maintains similar 
soft-tissue imaging performance as FPD-CBCT, 
making it a promising platform for comprehen-
sive examination of micro- and macroscopic 
aspects of orthopedic health.

 New Directions in Musculoskeletal CT

Extremity CBCT is not the only recent develop-
ment in orthopedic applications of CT. Continuing 
the trend toward functional, weight-bearing imag-
ing, new devices enabling upright imaging of the 
entire skeleton have been proposed. For example, 
this capability can be implemented using a twin-
robotic x-ray system (Siemens Multitom RAX), 
where the source and detector are mounted on two 
robotic arms that enable flexible motion patterns 
around the patient [18, 74, 75]. Another area of 
interest is in applications of CT to quantify bone 
microstructure and assess fracture risk. While the 
resolution of current- generation CT is typically 
too low to reliably segment the trabeculae, some 
studies have shown prediction of osteoporotic 
fracture using apparent microstructural parame-
ters derived from conventional CT, even under 
low-dose conditions [76]. Finite element models 
derived from CT scans provide another promising 
avenue for fracture risk assessment [6]. Most 
importantly, recent advances in CT technology 
have resulted in new scanners, such as Siemens 
Somatom Force and Canon Aquilion Precision, 
with 1.5–2× improved spatial resolution com-

Fig. 21.3 The application of a CMOS detector in a proto-
type high-resolution extremity CBCT (center row) 
enhanced the visualization of cancellous bone compared to 
conventional CBCT with an FPD detector (bottom row). 
This enabled more accurate segmentation of the trabeculae 

(red overlays). Color maps of local bone volume fraction 
(BV/TV), trabecular thickness (Tb.Th), and spacing (Tb.
Sp) are compared for the three modalities in the right 
panel, illustrating the improved agreement in quantitative 
indices of bone microstructure obtained by CMOS-CBCT
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pared to earlier systems [77, 78]. The Precision 
system has been demonstrated to visualize details 
down to 150 μm size, potentially enabling more 
precise assessment of bone microstructure 
throughout the entire skeleton, in particular in the 
spine and hips. Extensive validation studies are 
needed to establish the benefits of such high-reso-
lution CT in bone imaging.
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Utility of CBCT in Neurovascular 
Diagnosis and Interventions

Charles M. Strother and Sebastian Schafer

 Introduction

Rotational angiographic acquisitions with 3D 
reconstructions originally were developed as a 
tool for improving the ability to characterize vas-
cular abnormalities [1]. It rapidly became appar-
ent; however, these images also improved the 
ability to better understand not only these com-
plex vascular pathologies but also their anatomi-
cal relationships to important adjacent structures. 
In contrast to MDCT detector arrays, flat panel 
detector pixel arrays have homogenous side 
length. The resulting ability to obtain multi- 
planar high spatial resolution images having true 
isotropic resolution is an inherent and significant 
advantage of flat panel CBCT [2, 3]. Having this 
capability in the angiography suite adds potential 
value in diagnosis, treatment planning, and guid-
ance and in the evaluation of treatment outcomes. 
In this chapter, we describe and illustrate the 
utilities of C-arm cone-beam CT (CBCT) tech-
nology for diagnosis, treatment planning, and 
intervention in diseases of the CNS.

 Treatment Planning and Guidance

The endovascular treatment of intracranial aneu-
rysms is now, for many aneurysms, the treatment 
of choice. The primary method of endovascular 
treatment of intracranial aneurysms is the use of a 
variety of techniques in which detachable coils 
are placed into the aneurysm lumen. Typically, 
3D-DSA is used along with 2D-DSA for treat-
ment planning, while fluoroscopy and 2D-DSA 
acquisitions are used to judge the degree of aneu-
rysm occlusion achieved by the treatment. This 
application for 3D-DSA is discussed later in the 
section on flat panel DSA. Because of the severe 
streaking artifacts, caused by the platinum alloy 
used to make the detachable coils, CBCT has 
been, until recently, not helpful in these cases. 
However, software is now available which signifi-
cantly reduces the severity of these artifacts [4].

Although the availability and utility of detach-
able coils revolutionized the treatment of intra-
cranial aneurysms, there were still many 
aneurysms that, because of their size or morphol-
ogy, could not be safely and effectively treated 
with these coils. To address this limitation, alter-
natives to detachable coils were developed. The 
first attempts involved the use of a balloon or 
stent to perform balloon or stent-assisted coiling. 
These techniques involved first placing one 
microcatheter through which coils could be 
delivered into an aneurysm. Then, another 
 microcatheter was used to place a balloon or stent 
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across the aneurysm’s ostium. Using these tech-
niques it was possible to treat an aneurysm with a 
neck (ostium) so large that, without the presence 
of a balloon or stent, coils would herniate out of 
the aneurysm and thereby compromise blood 
flow in the parent artery and/or adjacent branches. 
More recently, a type of stent designated as a 
flow diverter has become available. These flow 
diverters fall into two categories: (a) intra- 
saccular (placed into an aneurysm’s sac) and (b) 
intraluminal (placed into the parent artery lumen, 
across an aneurysm’s ostium). They are designed 
to hinder blood flow into and out of an aneurysm, 
thereby causing stagnation to a degree that 
thrombosis and thereby obliteration of the aneu-
rysm occur [5]. Because these new devices are 
made from nitinol alloys, the ability to visualize 
them fluoroscopically is very limited. Although 
their design includes radiopaque markers posi-
tioned so an operator can visualize their ends and 
relationship to a delivery catheter, this informa-
tion is not sufficient for one to accurately deter-
mine aspects such as the degree of vessel wall 
apposition or the completeness of device deploy-
ment, i.e., opening. These features are important 
because they may influence further treatment 

decisions, e.g., balloon dilation and posttreat-
ment anticoagulation. They are also important in 
predicting the likelihood of posttreatment aneu-
rysm occlusion [6, 7].

A CBCT done in conjunction with injection of 
contrast medium has proven to be extremely use-
ful in visualizing stents and flow diverters used for 
aneurysm treatment [8, 9] (Fig. 22.1). In theory, 
there could be value added to the safe and effec-
tive use of flow diverters by using a workflow in 
which multiple CBCTs were acquired at various 
stages of a procedure, e.g., at the time of position-
ing, after deployment, and just prior to final 
detachment. The radiation dose from such an 
exam, approximately twice that of a conventional 
MDCT scan of the head, is, however, prohibitive 
for use of this approach [10]. A variety of methods 
have previously been used trying to reduce this 
dose to acceptable levels. Until recently, however, 
none of these provided adequate image quality 
[11, 12]. A recent “volume- of- interest” technique 
in which the x-ray beam is collimated vertically 
and laterally to a ROI which provides an image 
field of view of either 12% or 28% results in both 
excellent image quality and a dramatic reduction 
in x-ray exposure [13] (Fig. 22.2).

Fig. 22.1 Two views from a CBCT done in conjunction 
with the intra-arterial injection of dilute contrast medium. 
A stent has been placed across the ostium (orange line) of 
a large internal carotid artery aneurysm (red As). A micro-

catheter is inside of the stent (solid line marks the micro-
catheter). The image shows that the ostium is covered by 
the stent, making it safe to position detachable coils into 
the aneurysm
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The availability of CBCT in the angiography 
suite greatly enhances the capacity to rapidly 
and effectively determine if there has been vessel 
or aneurysm perforation during an endovascular 
intervention. While most such hemorrhages will 
be manifest either by changes in a patient’s vital 
signs and/or evidence of contrast medium extrav-
asation, some small hemorrhages may be occult. 
These, while initially clinically occult, may have 
significant impact on posttreatment manage-
ment, i.e., anticoagulation. Because of this, in 
some practices, a non-contrast CBCT is acquired 
at the end of any case where there has been 

guide-wire and catheter manipulation in the 
intracranial vasculature.

Although the planning and monitoring of 
aneurysm treatment was the first area where 
CBCT became widely used in the neuroangio-
graphic suite, there are a variety of other CNS 
diseases where the use of CBCT has also been 
shown to add value in treatment planning and 
guidance. These include preoperative emboliza-
tion of highly vascular intracranial tumors, e.g., 
hemangioblastomas and meningiomas [14, 15], 
and, perhaps most importantly, acute ischemic 
stroke.

Fig. 22.2 Montage of views from a CBCT done in con-
junction with the intra-arterial injection of contrast 
medium. A flow diverter has been placed across the 

ostium of a dissecting aneurysm (red arrow) of the left 
vertebral artery. The device is fully open, and there is 
excellent wall apposition

22 Utility of CBCT in Neurovascular Diagnosis and Interventions
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While 2D-DSA can be used to obtain detailed 
images of a tumor’s blood supply, these images 
often do not provide clear definition of the relation-
ships of feeding arteries and draining veins to either 
the tumor itself or to adjacent parenchymal and 
osseous structures. A CBCT done in conjunction 
with the intra-arterial injection of contrast medium 
can clearly display these relationships (Fig. 22.3).

Often, during performance of a percutaneous or 
an interventional treatment, it is difficult to be cer-
tain of the precise relationship of a microcatheter or 
needle to the parenchyma and skull. In order to per-
form safe embolization, drug delivery, or ablation, it 
is essential for an operator to know what parenchy-
mal structures might be affected by an intervention. 
In such instances, the uncertainty can be resolved 

a

b

Fig. 22.3 (a) AP (left) and lateral (right) 2D-DSA pro-
jections of an external carotid artery arteriogram show-
ing the vasculature to a left frontal meningioma. The 
blood supply, derived from the middle meningeal artery 
(red arrow), is clearly seen as a series of tiny arteries 
radiating into the tumor. (b) Multi-planar [axial (left) 
and parasagittal (right)] reconstructions from a CBCT 

done in conjunction with contrast injection into the mid-
dle meningeal artery. On the axial view, the arterial sup-
ply is seen entering the base of the tumor at the point 
where the middle meningeal artery passes through the 
skull. On the parasagittal view, the middle meningeal 
artery is seen as it passes though the skull and into the 
tumor (black arrows)
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by acquiring a CBCT in conjunction with contrast 
injection though an upstream guiding catheter. 
Reconstructing the projections using a native kernel 
will show the parenchyma, the catheter, and the 
opacified vascular structures [16] (Fig. 22.4).

Finally, there is increasing interest in the use of 
stereotactic radiosurgery for the treatment of arte-
riovenous malformations (AVMs) involving the 
brain [17]. A key to achieving treatment success 

(AVM obliteration) as well as limiting adverse 
effects from stereotactic radiosurgery is accurate 
identification of the AVM nidus at the time of 
treatment planning. This allows avoidance of radi-
ation injury to parenchyma, feeding arteries, and 
draining veins that lie adjacent to the AVM nidus. 
The superior spatial resolution and good high-con-
trast resolution of CBCT makes it an ideal modal-
ity to use to define an AVM nidus. Use of CBCT 

Fig. 22.4 (a) A montage of un-subtracted (left) and sub-
tracted (right) 2D-DSA images of a selective ophthalmic 
artery injection. The patient had an acute ophthalmic 
artery occlusion. The goal of the intervention was to inject 
thrombolytic drug into the artery supplying the retina. The 
tip of the catheter is clearly seen because of a platinum tip 
marker (yellow circle). There is no blood supply to the 
retina seen. From these images it is not evident whether 

the catheter is proximal or distal to the origin the retinal 
blood supply. (b) Multi-planar axial (left) and sagittal 
(right) reconstructions of a CBCT done in conjunction 
with contrast injection into the ophthalmic artery. The 
blood supply to the retina originates as the artery passes 
over (superior) to the optic nerve (red arrow). The position 
of the contrast-filled catheter in relationship to the optic 
nerve and thus to the retina’s blood supply is clearly seen

22 Utility of CBCT in Neurovascular Diagnosis and Interventions
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for this task has been shown to result in alteration 
of the nidal definition as defined by MRA [18].

 Acute Ischemic Stroke

Rapidly accumulating evidence shows that many 
patients with acute ischemic stroke (AIS) benefit 
from treatment with a combination of IV thromboly-
sis and mechanical thrombectomy [19–21]. Critical 
to optimizing the likelihood of a good outcome in 
these patients is minimizing the time from stroke 
onset to revascularization [22]. Comprehensive 
Stroke Center (CSC) guidelines require that patients 
with AIS have CT imaging started within 15 min 
and image interpretation available in less than 
45  min from the time of hospital arrival [23]. 
Depending upon the views of the treating physician 
as well as the resources available, e.g., MRI, there is 
great variation in the imaging workflow for these 
patients. Although comprehensive imaging, i.e., 
non-contrast CT, CTA, and CTP, can be done 
quickly, there is often considerable delay between 
imaging and groin puncture, i.e., the picture-to-
puncture (p2p) time [24].

There is compelling evidence for a profound 
effect from shortening the time from hospital 
arrival to reperfusion on clinical outcomes; in the 
HERMES study, every 15-min improvement in 
this time resulted in less disability in 39 patients 
[25]. This observation combined with the tiny 
percentage of patients (4%), in which groin punc-
ture was achieved within 30 min of MDCT, sug-
gests that, for patients with clinical signs of an 
acute anterior circulation stroke and a large vessel 
occlusion (LVO), i.e., NIHSS ≥8, that, if feasible, 
it would save precious time if all pretreatment 
imaging was performed at the point of treatment, 
i.e., in the angiographic suite.

Motivated by the knowledge of the large 
potential benefit of shortening the interval 
between hospital arrival and reperfusion, efforts 
have been made to develop a “one-stop-shop” 
approach where, after initial clinical evaluation, 
AIS patients suspected of having a LVO would 
bypass conventional CT or MR imaging and, 
instead, be taken directly to the angiographic 
suite for triage imaging. For such a workflow to 
be feasible, three requirements must be provided 
by angiographic C-arm CBCT. First, the exclu-

sion of intracranial bleeding; second, determin-
ing the amount of tissue in the area of ischemia 
that is salvageable, i.e., penumbra, and the tissue 
that has been irreversibly injured, i.e., ischemic 
core; and third, assessing the presence and extent 
of collateral blood supply and thrombus burden.

Good evidence exists that, for supratentorial 
hemorrhages, a high-quality non-contrast CBCT 
has adequate sensitivity for the first task [26, 27]. 
Ongoing improvement in pre-and post- processing 
algorithms will, in the foreseeable future, further 
enhance this ability. Until quite recently, the low- 
contrast resolution of C-arm CBCT was not ade-
quate to adequately detect the early ischemic 
changes that are used for judging the extent and 
degree of ischemic injury. This limited the utility of 
C-arm CBCT for triage of AIS patients because 
visualization of these changes is the basis of the 
ASPECTS score, the principal CT method used to 
estimate penumbra and ischemic core [28]. Now, 
the latest generation angiography equipment is 
equipped with 16-bit flat panel detectors. This, 
combined with a series of new pre-and post-pro-
cessing algorithms, greatly increases the low-con-
trast resolution of new angiographic systems. 
Initial studies indicate that this advance has resulted 
in an ability to detect early ischemic changes with 
C-arm CBCT comparable to that of MDCT [29]. 
Penumbra may also be distinguished from isch-
emic core by perfusion imaging. Most often, this 
has been done using MDCT which provides 
dynamic maps of rCBV, rCBF, MTT, and TTP (or 
Tmax). The temporal resolution and temporal sam-
pling density of MDCT is 0.5 s. Acquiring dynamic 
perfusion maps with an angiographic C-arm 
requires a multi-rotational acquisition typically 
consisting of a ten back and forth movements. Each 
rotation takes 4.3 s, and there is a pause of just over 
1  s between rotations. The combination of this 
lower temporal resolution and temporal sampling 
compromises the ability to accurately follow a con-
trast bolus as it passes through the brain. To address 
this challenge, a variety of novel image reconstruc-
tion methods using model-based reconstructions, 
temporal under sampling, sub-scan reconstructions 
with undersampling artifact removal, and recon-
struction of differences between baseline and 
contrast- enhanced scans have resulted in the ability 
to derive, from a multi-rotational rotation CBCT 
acquisition, dynamic perfusion maps that are not 
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inferior to ones obtained using conventional 
MDCT [30–35] (Fig. 22.5).

The presence and robustness of collaterals is a 
critical determinant of the survival of downstream 
tissue after a large vessel occlusion. A series of 
collateral scores has been developed largely based 
on a comparison of the presence and distribution 
of opacified arteries in the normal and abnormal 
cerebral hemispheres as seen on a contrast-
enhanced CT scan. Uncertainty in bolus timing, 
abnormalities in cardiac output and the inability 
to determine whether filling is retrograde or ante-
grade have all hampered the ability to accurately 

determine collateral status using this approach. 
The use of contrast-enhanced multiphase MDCT 
studies has decreased but has not eliminated these 
problems [36]. Fully time- resolved CTAs can be 
derived from data contained in a multi-rotational 
CBCT perfusion acquisition. These have been 
shown to have accuracy in identifying the site of a 
LVO, in identifying collaterals, and in determin-
ing thrombus burden [37, 38] (Fig. 22.6).

Initial results indicate that, using a variety of 
imaging protocols, the one-stop-shop workflow 
can be used safely and effectively to shorten the 
interval between hospital arrival and revascular-

Fig. 22.5 CBCTP and MDCTP maps showing perfusion 
abnormalities due to occlusion of the M1 segment of the 
right middle cerebral artery. There is a mismatch between 

the CBF and CBV maps showing that there is a significant 
volume of potentially salvageable parenchyma. Note that 
the CBCTP are reconstructed in orthogonal planes

22 Utility of CBCT in Neurovascular Diagnosis and Interventions
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ization [39, 40]. Because a CBCT perfusion 
acquisition can be done at a very low radiation 
and contrast medium dose (4  mSv and 60  cc, 
respectively), acquiring dynamic perfusion 
maps before, during, and after an intervention 
could likely add value in patient selection, 
determining when to stop an intervention and in 
improving the ability to optimally manage AIS 
patients in the period immediately following an 
intervention [41].

 Flat Detector Digital Subtraction 
Angiography

Although multi-detector CT angiography (CTA) 
and magnetic resonance angiography (MRA) are 
adequate for many indications, DSA remains the 
technique offering the best spatial and temporal 
resolution [42, 43]. For these reasons, it is the 
technique most often chosen for treatment plan-
ning and procedure guidance involving complex 

vascular abnormalities. The intracranial vessels 
that are most germane to this topic range in size 
between 4 and 5 mm (internal carotid artery) to 
less than a millimeter (2nd division branches of 
the middle cerebral artery). They are also tortu-
ous and lie in such close proximity to one another 
that they often overlap in many viewing projec-
tions. Because of this, accurate depiction of 
pathologic changes using MR or MDCT methods 
is often quite challenging.

New biplane angiography systems allow 
simultaneous two-view high frame rate (15 fps) 
2D acquisitions. Single-plane rotational acqui-
sitions acquire high frame rate (30 fps or 60 fps) 
acquisitions with varying rotation times (2–20s) 
and image/degree increments (0.4–1.5°), as 
well as detector element binning (1 × 1 to 4 × 4). 
For both 2D and rotational acquisitions, the 
spatial resolution of the acquired images 
depends on the employed detector. The latest 
detector generations have pixel element side 
lengths of 0.154 mm.

Fig. 22.6 Time-resolved CBCTA images before (top 
row) and after endovascular treatment of an acute isch-
emic stroke. There is an occlusion of the basilar artery 

with slow filling of a dominant left vertebral artery (white 
ellipse). After treatment the basilar artery fills normally 
(white arrows)
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 Parametric Color-Coded 2D-DSA

The primary uses of DSA today are either the 
evaluation of vascular abnormalities, e.g., aneu-
rysms or arterial venous malformations (AVMs), 
or the monitoring and guidance of endovascular 
interventions. Because of the vasculature’s struc-
tural complexity and the rapid velocity of blood 
flow, it is often difficult or impossible using 
2D-DSA to clearly define the exact sequence of 
filling and emptying of some abnormalities.

The value of adding color to visual tasks 
requiring search (identification) and recognition 

(categorization) has been well established [44, 
45]. The application of a color- and intensity- 
coded algorithm to 2D images is one way that 
blood flow information can be displayed in a way 
that improves the ability to characterize flow 
dynamics [3]. This technique creates a single 
image which displays the full “history” of a con-
trast bolus as it passes through the vasculature. 
While this image contains no “new” information, 
it does contain information that is impossible to 
visualize without application of the algorithm, 
e.g., time to peak (TTP) or half time to wash out 
(HTWO) (Fig. 22.7).

Fig. 22.7 Right internal carotid AP and lateral DSA 
sequences (top and bottom rows) of an AVM. The color- 
coded composite images derived from these 2D sequences 

(middle row) allow easier determination of the pattern of 
nidal filling and venous drainage than dose the 2D-DSA 
sequence
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In a variety of disease states, the application 
of such an algorithm to a 2D-DSA sequence has 
been shown to add value in treatment planning, 
in judging the result of an intervention, and in 
 diagnosis [3] (Fig. 22.8). This has been shown to 

be true for both inexperienced and experienced 
observers [46]. Recently, there has been effort to 
derive further information from the underlying 
parenchyma, especially in the case of stroke. 
Commonly, a vessel suppression algorithm is 

Fig. 22.8 Composite colored-coded images before and 
after treatment of post subarachnoid hemorrhage. 
Vasospasm. The color-coded images make it much easier 

to see the change in blood flow than was possible on the 
2D images from which the composite were derived
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employed that allows the physician to better 
delineate the affected parenchyma pre- 
intervention and the treatment effect post- 
intervention [47].

 3D-DSA and Time-Resolved 3D-DSA 
(4D-DSA)

In 1997, Fahrig and colleagues showed the fea-
sibility of using the projections from a rota-
tional DSA acquisition (one rotation to acquire 
a mask followed by a second rotation done in 
conjunction with injection of contrast medium, 
i.e., fill rotation) to create a single 3D vascular 
volume [48, 49]. Rapidly, the utility of 3D-
DSA became evident, and 3D-DSA became a 
key component in the diagnosis and treatment 
planning of complex vascular abnormalities. 
The ability to view an abnormality from any 
desired angle combined with post-processing 
capabilities that allow display as either a sur-
face-rendered volume or as multi-planar 
images offers obvious advantages over two-
dimensional projections. 3D-DSA has been 
found to be particularly useful in imaging 
aneurysms and complex vascular abnormalities 
such as arteriovenous malformations (AVMs) 
[50–52]. Even with 3D-DSA, however, it is 

often difficult or impossible both to obtain 
unobstructed views of critical structures and 
determine the sequence of blood flow entering 
and leaving an abnormality (Fig.  22.9). 
Because of this most studies are now done 
using combinations of 2D and 3D acquisitions; 
for complex abnormalities it is not uncommon 
for a study to include one or more 3Ds and as 
many as 10–15 2D acquisitions.

Analogous to MDCT image reconstructions, a 
user can choose a 3D-DSA reconstruction kernel 
that will optimize the display of a particular ele-
ment of the data, e.g., vascular anatomy or 
Hounsfield units. Within these two subgroups, 
image characteristics can be selected ranging 
from smooth to sharp. For example, when the 
 primary purpose of the examination is diagnos-
ing vascular abnormalities, a vessel enhancement 
filter with a neutral image impression would be 
appropriate. This provides an image with sharp 
delineation of the vasculature through with a 
tradeoff between image noise and optimal spatial 
resolution. If a structure, such as a coil mass, or a 
device, such as a stent, is contained within the 
3D-DSA volume, a dual-volume reconstruction 
can be performed. For this application, a recon-
struction of only the vasculature is made along 
with a second reconstruction of the device (this is 
done using data from the mask acquisition); for 

Fig. 22.9 3D-DSA showing three views of an 
AVM. While the images clearly show the AVM, it is not 
possible to ascertain the sequence of filling and emptying, 

the detailed structure of the nidus, or details about the 
arterial supply or venous drainage
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this purpose, a sharp image impression and a 
Hounsfield unit kernel would be appropriate. 
Both datasets are fused in the image viewer, 
thereby allowing a viewer to see the relationship 
of the device to the opacified vasculature. These 
may be displayed surface rendered or multi- 
planar images.

In 2012, Davis and colleagues described a 
technique whereby a series of fully time-resolved 
vascular volumes can be obtained using the pro-
jections from a conventional 3D-DSA rotational 
acquisition [53]. Application of this algorithm to 
a rotational 3D-DSA acquisition generates a fully 
time-resolved 4D-DSA. A 4D-DSA volume can-
not only be viewed at any desired angle but may 
also be viewed at any desired time during a con-
trast bolus’ passage through the vasculature 
(Fig.  22.10). This is achieved using the same 
x-ray and contrast medium dose that is required 
to create a single 3D-DSA volume.

The steps in a 4D-DSA reconstruction can be 
described as follows: (a) C-arm rotational acqui-
sitions without (mask) and following contrast 
injection (fill) are performed. (b) A conventional 
3D-DSA volume is reconstructed and, through 
thresholding, is optimized for viewing. This vol-
ume is then used as a constraint volume, (c) for 
each projection image, the constraint volume is 
forward projected into the 2D domain and a ratio 
image is generated, and (d) the generated ratio 

image is then back projected, and each fore-
ground voxel within the constraint volume is cor-
rected by a function based on the ray-dependent 
ratio. This process generates “N” 3D-DSA vol-
umes, where N represents the number of projec-
tion images. Error sources in the process include 
in-plane vessel overlap. Different methods have 
been suggested for correction [54, 55].

3D-DSAs are used largely to evaluate anatom-
ical details and to make measurements of vascu-
lar dimensions. Optimal reconstruction of 
geometrical features requires a consistent distri-
bution of the contrast medium during a rotational 
acquisition. 4D-DSAs are intended to be used 
primarily to visualize the angioarchitecture of an 
abnormality, e.g., AVM nidus, the sequences of 
blood flow into and out of a vascular abnormality, 
and for blood flow quantification. For these tasks 
it is important to capture the inflow of the con-
trast medium during the fill acquisition. The con-
trast injection protocols for a 3D and a 4D 
acquisition are thus somewhat different. These 
differences are discussed in the section “Injection 
and Acquisition Protocols.”

Studies have shown the utility of 4D-DSA in 
the evaluation of AVMs and AVFs and in radiosur-
gical planning [56–59]. In each of these applica-
tions, the ability to visualize, at any desired view 
and any desired time in bolus passage, is added to 
the understanding of anatomy and flow dynamics. 

Fig. 22.10 4D-DSA showing an AVM. Four time frames 
surface rendered. The details of filling, nidal angioarchi-
tecture, and venous drainage are clearly displayed. These 

images may be viewed at any desired angle at any time of 
contrast bolus passage
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In theory, this combination of excellent spatial and 
temporal resolution and the ability to view at any 
angle and at any time means that the availability of 
a 4D-DSA could obviate the need to obtain both 
3D and 2D acquisitions. This would result in a 
reduction in radiation and contrast medium dose 
needed for many studies. Initial reports have 
shown that, in fact, the information content con-
tained in a 4D-DSA is largely equivalent to that of 
a combination of 2D- and 3D-DSAs [4, 5].

The temporal information contained in a 4D- 
DSA is sufficient to quantify blood flow velocity 
[6, 7]. This, combined with the ability to measure 
vessel lengths and diameters using a surface- 
rendered reconstruction, allows quantification of 
blood flow. Flow derivation in volume is based on 
identifying the contrast bolus movement captured 
within the 4D-DSA time frames. Each voxel con-
tains a time–concentration curve (TCC) that 
depicts the inflow of the bolus, a steady state, and 
the outflow of the bolus. As the bolus moves 
through the vasculature, with every cardiac cycle, 
there is an oscillation in the ratio of contrast 
medium to non-opacified blood. This is seen in the 
TCCs as quasi-sine wave pulsatility. Investigating 
the TCCs shows a position- dependent temporal 
shift between the contrast arrival time and the 
phase of the contained quasi- sine curve. Two 
methods have been suggested to exploit these phe-
nomena to delineate volumetric flow: shifting of 
the time curves in each vascular segment with 
respect to each other to delineate the temporal dif-
ference. and using the phase shift of the sine curve 
to delineate the temporal shift. Combining the 
temporal shift with distance and diameter mea-
surements allows flow derivation for a given vas-
cular segment. Both methods have shown good 
results for the proximal intracranial arteries [59, 
60]. Evaluation of these techniques in more distal 
arteries is ongoing.

 Acquisition and Contrast Injection 
Protocols

Depending on the imaging task, the optimal 
acquisition and injection protocols vary consider-
ably. For all 3D-/4D-DSAs and CBCT acquisi-

tions, it is recommended that contrast be injected 
by a power injector. Power injectors with dual 
syringes offer a real advantage over single syringe 
injectors as they allow both easy modifications of 
the contrast medium concentration and improved 
bolus integrity through use of a saline chase when 
IV injections are appropriate. While commonly 
available in most countries, dual-head power 
injectors were only introduced for the angio-
graphic market in the United States in 2018.

For most 3D-/4D-DSA studies, it is recom-
mended that 100% contrast be used with a volume 
and rate of injection appropriate for the vascula-
ture being studied. In cases where there is fast 
flow, e.g., AVMs, some increase in contrast vol-
ume and injection rate over that used when flow is 
normal is usually indicated. CBCT 3D acquisition 
protocols vary by vendor and system generation. 
The main technical factors impacting these proto-
cols are the maximal rotation speed of the C-arm 
and the flat panel detector read-out speed. In gen-
eral, shorter acquisitions require less contrast, and 
may be useful in minimizing patient motion; they 
are usually adequate when blood flow is normal 
or when there is an AVM or AVF. Longer acquisi-
tions allow a more complete reconstruction of the 
vasculature, i.e., arteries and veins, are more 
likely to capture vasculature in which flow is slow, 
and provide more temporal data for time-resolved 
3D-DSA (4D DSA) reconstructions. Volumetric 
reconstruction theory dictates complete sampling 
of the structures of interest across at least 180 
degrees plus the cone angle for CBCT. To satisfy 
this, angiographic 3D acquisitions make use of an 
x-ray delay (delayed start of image data acquisi-
tion) to allow enough time between the injection 
of contrast and the start of image acquisition for 
the vasculature to fill. The injection continues 
throughout the data acquisition. In instances when 
time-resolved 3D images are desired, i.e., 
4D-DSA, the contrast injection should either 
coincide with the start of the image data acquisi-
tion or to be certain that the inflow of the contrast 
is captured; a very short injection delay (~0.5 s) 
should be programed into the power injector. In 
order to satisfy the image reconstruction require-
ments, if a time resolved 3D is desired, the C-arm 
rotation arc is extended up to 260°.
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CBCT studies are usually done either as part 
of an intervention in order to allow simultaneous 
visualization of vasculature, parenchyma, and/or 
devices or to measure perfusion. For CBCT stud-
ies done in order to depict the relationships of 
vasculature, parenchyma, and devices, an intra- 
arterial injection is usually done. These studies 
are often viewed as multi-planar reconstructions. 
To reduce high-contrast streaking artifacts, con-
trast is diluted to, e.g., 50%; when the goal is also 
device visualization, the contrast dilution should 
be greater than, e.g., 20%, to avoid obscuring the 
device. Timing of the injection should be pro-
gramed so that there will be full opacification of 
the vasculature throughout the acquisition.

For perfusion measurements, an IV injection 
is used with injection of 100% contrast medium 
followed by a saline chase. Current multi- 
rotational acquisitions start the data acquisition 
simultaneously with the contrast injection. 
Because of time delay, as the bolus passes 
through the veins and lungs, data from the first 
two C-arm rotations will not contain contrast 
medium; these data can be used to reconstruct 
masks which can be used to create subtracted 
images from the subsequent rotations. In general, 
perfusion imaging uses a multi-rotational (10×) 
acquisition covering about 60 s. This time win-
dow allows the capture of the contrast bolus 
arrival, passage through the parenchyma, and 
venous washout.
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CT in Cardiac Applications

Arya Iranmanesh and Geoffrey D. Rubin

 The Heart

The mechanical action of the heart may be simpli-
fied to that of a pump having two discrete cham-
bers, the right and left heart. In the normal state, 
these chambers do not directly communicate; the 
right heart receives and pumps deoxygenated 
blood to the lungs (pulmonary circulation) where 
it is oxygenated and returned to the left heart and 
then pumped throughout the much larger network 
of blood vessels throughout the body (systemic 
circulation). Because it must deliver blood 
through the higher-pressure systemic circulation, 
the left heart forms much of the cardiac mass of 
the heart.

The muscular portions of the heart which are 
responsible for the propulsion of blood through 
the pulmonary and systemic circulations are 
referred to as the ventricles. These form two of 
the four major chambers of the heart. The remain-
ing two chambers are the atria and sit atop each 
ventricle and are significantly smaller in size and 
have thinner walls. The right and left atria serve 
as intermediary chambers that continuously 
receive blood flow back to the heart, subsequently 
“preloading” the ventricles with a small but 
forceful contraction prior to the end of diastole 

(which has been described as the “resting” or 
“filling” phase). The right atrium receives deoxy-
genated venous blood from the superior vena 
cava (SVC), which drains venous blood from the 
head and much of the thorax, and the inferior 
vena cava (IVC), which prior to coursing through 
the liver and into the heart, receives blood from 
the abdomen, pelvis, and lower extremity veins.

The mechanical action of the heart is governed 
by electrical signals which travel through the car-
diac conducting system resulting in a progressive 
wave of depolarization and associated myocar-
dial contraction. The normal rhythm of the heart 
is generated by the sinoatrial node, often referred 
to as the “pacemaker” of the heart. This rhythmic 
electrical signal originates from the right atrium 
and travels through the left atrium to the “atrio-
ventricular” node, which serves as a “gatekeeper” 
to regulate electrical activity reaching the ven-
tricular myocardium.

 Anatomy

The heart is a complex structure in both its nor-
mal and abnormal states. The following anatomic 
discussion is limited to anatomy relevant to com-
mon cardiac CT applications.

 Aorta and Coronary Artery Origins
The portion of the aorta that directly receives the 
left ventricular outflow is the “aortic root.” 
Although forming only a short segment of the 
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aorta, the aortic root is the site of significant 
pathology. It extends from the aortic annulus, 
formed by the basal attachment of the leaflets of 
the aortic valve, includes the entirety of the aor-
tic valve and the three sinuses of Valsalva, and 
terminates at the sinotubular junction, where the 
aortic profile transitions from the three bulging 
sinuses to a cylindrical form with circular cross 
sections [1]. The left and right main coronary 
arteries arise from two of three sinuses of 
Valsalva, referred to as left, right, and non- 
coronary sinuses. Although anatomic variations 
exist (some of which are pathologic), the right 
and left coronary arteries typically arise from the 
respectively named aortic sinus. The caliber of 
the ascending aorta subsequently narrows 
slightly at the sinotubular junction. The “tubu-
lar” ascending aorta forms the bulk of the 
ascending aorta and is so named due to both the 
morphologic appearance and lack of branch ves-
sels. The transverse aorta, also referred to as the 
aortic arch, gives rise to the great vessels, the 
first of which, the “innominate artery” (also 
referred to as the “brachiocephalic artery”), 
delineates the proximal boundary of the arch. 
Most commonly, three vessels arise from the 
arch, with the left common carotid and the left 
subclavian artery origins, respectively, following 
the innominate artery origin. At the distal aspect 
of the transverse aorta, approximately 2  cm 
beyond the origin of the left subclavian artery 
origin, the aorta narrows slightly at the aortic 
“isthmus”. The remainder of the thoracic aorta 
following the aortic isthmus is referred to as the 
“descending aorta.”

 Coronary Arteries
Similar to other arteries throughout the body, a 
normal coronary artery is composed of three dis-
tinct layers. The intima is a single layer of endo-
thelial cells which form the innermost layer of 
the vessel. The media forms the central layer and 
is primarily composed of smooth muscle cells, 
which relax and contract to regulate flow through 
altered luminal dimensions. Finally, the adventi-
tia, which provides a significant portion of the 
tensile strength of larger arteries, is composed 
largely of collagen to form the outermost layer.

Modern MDCT allows for visualization of the 
major coronary arteries and their second-order 
branches (with variable visualization of smaller 
branches). Arterial blood supply to the heart mus-
cle is via three major coronary arteries: the right 
(RCA), left anterior descending (LAD), and left 
circumflex (LCx) coronary arteries. Arising from 
the left sinus of Valsalva, the left coronary artery 
(referred to as the “left main” prior to bifurca-
tion) after a short, 1–15 mm distance gives rise to 
two of the three major coronaries: the left ante-
rior descending (LAD) artery and the left circum-
flex artery (LCx). In a significant minority of 
patients, a trifurcation of the left main is present, 
with a third “ramus intermedius” branch present 
in the middle.

The left main supplies much of the left ven-
tricle (LV) of the heart, colloquially named the 
“widow maker,” as occlusions are often fatal. The 
LAD courses anterolaterally in the interventricu-
lar sulcus obliquely toward the LV apex [2, 3]. 
The LAD gives rise to diagonal and septal 
branches. Commonly labeled D1, D2, etc., the 
diagonal branches follow a lateral course across 
the anterior LV myocardium to supply the ante-
rior portions of the LV free wall. Smaller “septal 
perforator” branches course medially to supply 
the mid and distal interventricular septum and, in 
conjunction with the right coronary artery, much 
of the basal septum as well [3].

The LCx is the second major branch of the left 
coronary artery, with proximal course in the left 
atrioventricular groove (coronary sulcus) with 
branch vessels termed “obtuse marginals” (OM1, 
OM2, etc.). The lateral LV free wall is supplied 
by the LCx and the OM branches [2].

The right coronary artery aptly arises from the 
right coronary sinus and, despite substantial vari-
ations in proximal branching patterns, serves to 
supply the right heart (both atrium and ventricle). 
Specifically, the distribution most commonly also 
supplies the interatrial septum, with resultant 
supply to both the sinoatrial (SA) and atrioven-
tricular (AV) nodes.

The coronary tree is defined as being either 
right dominant (90%), left dominant (5%), or co- 
dominant (5%), depending upon the source of 
blood supply to the inferior intraventricular 
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 septum and posterolateral wall of the left ventri-
cle via the posterior descending coronary and 
posterolateral coronary arteries, respectively.

 Coronary Veins
In contrast to the arterial system of the heart, the 
venous system of the heart is infrequently the site 
of significant pathology, but mapping of the coro-
nary venous system with CT has been used to 
guide placement of and assess ventricular pacing 
leads. The small veins of the heart often demon-
strate significant normal variability in course, 
with only the larger proximal epicardial portions 
identified by name in routine evaluation.

The cardiac veins can be anatomically sepa-
rated into the “greater” and “lesser” venous sys-
tems. The greater venous system is formed by the 
larger veins of the heart which course along the 
epicardial surface, the proximal portions of 
which are typically identifiable on cardiac 
CT.  The majority of these veins coalesce cen-
trally into the coronary sinus, a prominent (but 
short) venous channel which courses in the atrio-
ventricular (coronary) groove prior to draining 
into the right atrium. Drainage of the left ventri-
cle is almost exclusively through tributaries of 
the coronary sinus, the largest of which is the 
great coronary vein [4]. Coronary veins of the 
right ventricle, in contrast, are infrequently tribu-
taries of the coronary sinus, instead most com-
monly draining directly into the right atrium.

 Pericardium
The pericardium, composed of a fibrous parietal 
and a serous visceral layer, encases both the right 
and left cardiac chambers and the proximal por-
tion of their respective outflow tracts. The thin 
inner visceral layer, separated from the epicar-
dium by a variable amount of epicardial fat, 
appears as the lining of the heart on gross exami-
nation [5]. Pericardial layers are separated by a 
potential space containing a trace amount (15–
50 mL) of “lubricating” serous fluid derived from 
plasma. Formed by dense collagen fibers, the 
outer “parietal” pericardium serves to anchor and 
stabilize the heart through fibrotendinous attach-
ments to surrounding structures, including the 
sternum anteriorly and diaphragm inferiorly.

 Physiology

Unlike imaging of other organ systems, the 
dynamic nature of the heart necessitates compre-
hension not only of the target anatomy but also of 
the fundamentals of cardiac physiology – knowl-
edge of which allows for optimization of scanner 
design to both compensate and accommodate for 
the complexities of the cardiac cycle. The most 
obvious challenge in generating static images of 
the beating heart lies in effectively “freezing” 
myocardial motion to capture diagnostic images 
free of motion degradation. Such a task necessi-
tates recording of the electrical impulses result-
ing in cardiac contraction through an 
electrocardiogram acquired during scanning, 
allowing for “synchronization” of imaging with 
cardiac motion [6]. Furthermore, knowledge of 
normal cardiac rhythm and potential aberrations 
is necessary to attempt to mitigate potential pit-
falls which may result in nondiagnostic 
acquisitions.

 Cardiac Cycle
The cardiac cycle consists of coordinated electri-
cal and mechanical events which in the normal 
physiologic state result in sinus rhythm with 
atrial then ventricular contractions followed by 
refilling and a brief period of relaxation. The car-
diac cycle may be grossly simplified into two 
phases, systole and diastole. During systole, the 
ventricles contract with associated mechanical 
action rapidly decreasing the cavity size and 
forcefully ejecting blood into the pulmonary cir-
culation from the right ventricle and into the sys-
temic circulation from the left ventricle. During 
the subsequent diastolic phase, the ventricles are 
in a relaxed state to allow for filling. The right 
and left atria are the site of inflow into the heart, 
with the pulmonary veins carrying recently oxy-
genated blood draining into left atrium and sys-
temic veins (the inferior and superior vena cava) 
draining deoxygenated blood into the right 
atrium. During the latter portion of diastole, the 
atria contract (“atrial kick”) to contribute a final 
but significant (~20%) bolus of blood into the 
ventricles to assist in achieving maximal preload. 
At end of diastole, the ventricles are maximally 
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dilated. End diastolic volume is a common mea-
surement to evaluate for ventricular dilation in 
the pathologic state. At the onset of systole, rapid 
rises in intraventricular pressure result from coor-
dinated and near synchronous contraction of the 
right and left ventricular myocardium. This 
increased pressure, once above that of atrial pres-
sures, causes abrupt closure of the valves posi-
tioned between the ventricles and atria (mitral 
valve on the left and tricuspid valve on the right), 
preventing retrograde movement of blood flow.

The aorta serves as the outflow tract of the 
left ventricle and supplies oxygenated blood to 
the tissues of the body, while outflow of the 
right ventricle delivers deoxygenated blood into 
the pulmonary circulation via the main pulmo-
nary artery. Valves also separate the outflow 
tracts from the ventricles, with the valves named 
according to the respective outflow vessel (the 
aortic valve on the left and pulmonic valve on 
the right). These valves are closed in diastole. In 
early systole as intraventricular pressures rise to 
exceed the diastolic pressure in their outflow 
vessels, the outflow valves open to allow egress 
of blood into the pulmonary and systemic 
circulations.

In the normal state, the ventricles eject slightly 
more than half of the blood volume achieved at 
end systole. The percentage of blood ejected 
from each ventricle is termed the “ejection frac-
tion” (calculated as the difference between the 
end diastolic volume and end systolic volume 
divided by the end diastolic volume). The ejec-
tion fraction normally ranges from 55% to 65% 
and is the most commonly used value to deter-
mine ventricular health/function, with both 
decreased and increased values indicative of 
underlying pathology. At end systole, the ventri-
cles are in the most contracted state, with corre-
sponding maximal reduction in cavity size. With 
ventricular blood volume at the lowest point in 
the cardiac cycle, intracavitary pressures decline 
below those of the aorta and pulmonary arteries, 
closing the ventricular outflow valves and pre-
venting blood from regurgitating back into the 
ventricles. This marks the beginning of diastole. 
Relaxation of the ventricles causes their intra-
cavitary pressures to rapidly decline below that 

of the atria, resulting in reopening of the mitral 
and tricuspid valves and allowing the ventricles 
to refill.

The cardiac period is the duration of a single 
cardiac cycle and is determined as the sum of the 
durations of systole and diastole. The relative 
contribution of each varies significantly by heart 
rate with an approximately fivefold greater range 
in diastolic duration relative to systole (Fig. 23.1, 
adapted from [7, 8]). The mid portion of diastole, 
termed “diastasis”, is the time of least myocardial 
motion. Although the entirety of the diastolic 
phase is free of active ventricular contraction, the 
volume of the heart increases most quickly dur-
ing early diastole, the “rapid filling” phase, and 
increases again in late diastole following atrial 
contraction. Based on the premise that high- 
quality CT scanning necessitates imaging of the 
heart when it is most quiescent, the ideal time 
window corresponds to diastasis. However, dias-
tasis only occurs with heart rates less than 80 bpm 
(Fig. 23.2, adapted from [8]).

 The Electrocardiogram and Cardiac 
Rhythms
The coordinated rhythmic contraction of the 
heart is a result of propagation of depolarizing 

Fig. 23.1 Plot illustrates the substantial variation in 
duration of diastole as a function of heart rate, a >4-fold 
change from 45 to 120  bpm. Variation in systole is 
approximately 1/5th that of diastole. (Data from Bazan 
and Ortiz [74])
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electrical signals through a network of special-
ized conductive myocardial cells, the electrical 
signature of which is visualized on an electrocar-
diogram (ECG). In sinus rhythm, the electrical 
signal initiating the cascade of events culminat-
ing in a heartbeat originates in the sinoatrial 
(SA) node, self-excitatory cells located superi-
orly in the right atrium, near the superior 
cavoatrial junction. Through internodal path-
ways, the electrical signal is propagated through 
both the right and left atria, resulting in atrial 
depolarization and subsequent contraction. The 
electrical signal next reaches the atrioventricular 
node, located in the inferior portion of the right 
atrium. A brief physiologic delay of the electri-
cal signal at this node not only serves to regulate 
conduction of aberrant rapid signals to the ven-
tricles in the pathologic state, but in the normal 
state allows time for enhanced preload from the 
atrial kick. The electrical impulse is then trans-
mitted into the bundle of His, forking into the 
right and left bundle branches which course in 
parallel along the interventricular septum prior 
to further subdividing and ultimately the Purkinje 
fibers, which carry the depolarizing current 
through the ventricular myocardium resulting in 
ventricular contraction.

This propagating wave of depolarization is 
appreciated on the ECG as a series of distinct 
upward and downward deflections with direction 
of deflections indicating the vector of electrical 
activity with respect to the recording lead 
(Fig. 23.3). The first wave, a small upward deflec-
tion termed the “P”-wave, marks the atrial con-
traction occurring in late diastole, with the 
subsequent lack of visible electrical activity cor-
relating with the brief delay at the AV node. The 
most pronounced waveform in the EKG is formed 
by ventricular depolarization and is termed the 
qrs complex. Of particular importance in cardiac 
CT, the R-wave is a large discernible wave which 
corresponds to depolarization of the bulk of the 
left ventricular mass.

When functioning normally, the cardiac con-
duction system produces “normal sinus rhythm,” 
which is associated with a mostly steady heart 
rate, although beat-to-beat variability in the car-
diac cycle length is a normal physiological phe-
nomenon with many influences. Arrhythmia 
represents a variation from normal sinus rhythm 
and usually indicates an underlying cardiac 
abnormality. A comprehensive discussion of car-
diac arrhythmia and its influence on CT imaging 
is beyond the scope of this chapter. A brief intro-
duction of the most commonly encountered sta-
ble arrhythmias is presented herein.

Sinus tachycardia represents a sinus rhythm 
with an abnormally high rate of >100 beats per 
minute (bpm). Sinus tachycardia is best managed 

Fig. 23.2 Diastasis, the period when the heart is 
motionless in diastole, does not exist for heart rates greater 
than 80 bpm. In order to acquire a CT scan when the heart 
is completely motionless, the scan window should be less 
than or equal to the duration of diastasis. Lower heart rates 
provide a larger target for scanning when the heart is 
motion-free. (Derived from data in Chung et al. [8])

Fig. 23.3 Electrocardiogram (ECG) tracing. Time is 
indicated on the horizontal axis and voltage on the vertical 
axis. The labeled waves include (p) atrial depolarization, 
(qrs) ventricular depolarization, and (t) repolarization. 
Mechanical systole begins at the approximate moment of 
R-wave and lasts approximately 100 ms
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pharmacologically to lower heart rate into an 
acceptable range. Atrial fibrillation occurs due to 
a constant state of disorganized electrical activity 
in the atria resulting in intermittent initiation of 
ventricular depolarization at the AV node and is 
associated with an irregularly irregular heart rate. 
Uncontrolled heart rate in atrial fibrillation is 
often tachycardic. Among the more challenging 
arrhythmias to image with CT, rate control is 
needed to reduce the cardiac period to an accept-
able duration, and single-beat imaging (using a 
wide-area detector CT system) prevents inter-
beat misregistration that will occur with multi-
beat imaging. Premature atrial contractions and 
premature ventricular contractions (PACs and 
PVCs) originate from the atria or the ventricles, 
respectively. PACs are typically idiopathic iso-
lated phenomena, but also occur in association 
with caffeine use as well as certain medications. 
PVCs may also be idiopathic and benign, but 
when occuring frequently usually indicate under-
lying cardiac disease and may be isolated or 
repeating. When PVCs repeatedly occur between 
two normal beats, it is termed trigeminy, while 
when they occur on every other beat basis, they 
are termed bigeminy. All forms of premature 
contractions disrupt the regular cardiac rhythm 
and almost always result in misregistration of the 
cardiac volume when encompassed within a 
multi-beat CT acquisition. Increasing frequency 
or multifocality of PVCs is associated with insta-
bility, with a risk of degeneration into malignant 
cardiac rhythms.

 Evolution of Cardiac CT

Despite the prevalence and morbidity associated 
with heart disease, particularly atherosclerosis 
of the coronary arteries, CT has only recently 
become a clinically important tool in the set-
ting of suspected cardiac pathology. Beyond 
the use of stress scintigraphy in evaluating of 
possible ischemia in intermediate- to high-risk 
patients without known coronary disease [9], 
invasive coronary angiography has long been 
considered the only definitive means for coro-
nary artery evaluation. Furthermore, echocar-

diography, despite many known limitations, 
long represented the only readily available 
modality for dynamic evaluation of myocardial/
valvular morphology and function. CT and MRI, 
although both considered routine in the evalu-
ation of extracardiac pathology, were for many 
years limited by the unique challenge of evaluat-
ing the beating heart – due to limitations in both 
spatial and temporal resolution [10]. However, 
following the advent of spiral/helical technology 
and subsequently the introduction of multide-
tector CT scanners near the turn of the century, 
rapid increases in scanner speed and tempo-
ral resolution have allowed for CT to generate 
volumetric images of subcentimeter structures. 
These advances ultimately not only allowed for 
diagnostic imaging of the heart but also placed 
cardiac CTA in the unique position to provide 
a noninvasive alternative to conventional angi-
ography in the evaluation of coronary artery 
disease. Cardiac CT also has shown additional 
benefit with respect to potential simultaneous 
high- resolution dynamic cardiac imaging and 
three- dimensional anatomic delineation of both 
cardiac structures and adjacent extracardiac 
structures that is essentially unrivaled in other 
imaging modalities [11].

 Early Designs

Modern CT scanners utilize a continuously rotat-
ing X-ray tube with simultaneously rotating mul-
tirow detector systems to achieve what is referred 
to as a “spiral” or “helical” acquisition. This is in 
contrast to traditional sequential “step-and- 
shoot” techniques, which was imposed in the pre- 
slip ring era by the need to unwind cabling 
(necessary in communication of electrical signals 
and data between the stationary and the rotating 
portion of the gantry) following each rotation. 
With the widespread introduction of slip ring 
interfaces in the early 1990s [12], helical acquisi-
tion techniques were enabled, allowing for con-
tinuous gantry rotation. This technology, together 
with the subsequent introduction of multidetector 
row geometry revolutionized the application of 
CT to the arterial system [13].
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 Electron Beam CT
One noteworthy precursor to this technology 
development that in its day provided unparalleled 
volumetric cardiac imaging was electron beam 
computed tomography (EBCT). EBCT posi-
tioned an electron source at the head of the patient 
and electromagnetically steered its output uti-
lized onto four fixed 210-degree tungsten anode 
targets. In this historical design, only the electron 
beam moves, sweeping across the tungsten anode 
to generate a “fan beam” of X-ray which then 
passes through the patient to strike a fixed detec-
tor array [12]. Electrocardiographically gated 
thin section tomographic images were created 
with a temporal resolution of 50–100 ms, allow-
ing for quantification of coronary artery calcium 
and, following injection of intravenous contrast 
(Fig.  23.4), assessment for high-grade luminal 
stenosis [14, 15].

Early work with EBCT laid the foundation 
from which modern multidetector cardiac CT 
would ultimately flourish. The electron beam 
design overcame the temporal constraints of con-
ventional CT, providing the first clinically viable 
demonstration of CT for evaluating the coronary 
arteries [16]. Prior to quickly falling out of favor 
with the introduction of MDCT in the latter part 
of the twentieth century, advancements over sev-
eral iterations allowed for EBCT temporal reso-
lutions of as little as 33 ms [17], higher than that 
of even modern-day MDCT. Limitations in spa-
tial resolution, however, with section thickness of 
1.5 mm (compared to a 0.5–0.6 mm on modern 
MDCT), and limited ability to acquire volumetric 
3D datasets, ultimately led to abandonment of the 
technology in favor of multirow helical designs.

 Multidetector Row CT
Since the late 1990s, multidetector CT (MDCT) 
has become the dominant CT design and has 
evolved considerably in ways that greatly benefit 
imaging of the heart. A detailed description of 
MDCT geometries and characteristics is 
 presented in Chap. 1; however, we herein high-
light key characteristics that enable and refine the 
unique demands of cardiac imaging.

 Detector Width and Row Number
Electrocardiographically gated cardiac CT orig-
inated with electron beam CT in 1995 and then 
became broadly available with 4-row and 8-row 
MDCT in 1999 and 2000, respectively 
(Fig.  23.5). Improving with the successive 
development of wider detector arrays with a 
greater number of detector rows, it was not until 
the introduction of 64-slice CT where cardiac 

Fig. 23.4 Coronary EBCT scan acquired at Lucile 
Packard Children’s Hospital in May 1997. The configura-
tion of the scanner only allowed imaging of the proximal 
coronary arteries. Temporal resolution was 100  ms, but 
spatial resolution was limited, precluding evaluation of 
more distal, smaller, coronary branches

Fig. 23.5 Curved planar reformation through the right 
coronary artery using an eight-row MDCT scanner from 
2000. With a detector width of 10  mm, as many as 16 
heartbeats were required to image the entirety of the heart, 
resulting in misregistration through the longitudinal axis 
of the scan
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CT truly became a clinically viable modality for 
the assessment of the coronary arteries, which is 
the most common indication for cardiac CT 
scanning [18]. The benefit of greater detector 
widths is the ability to cover greater portion of 
the heart with each  gantry rotation. With a typi-
cal detector width of 0.5–0.6  mm, a 64-row 
MDCT scanner covers between 3.2 and 4.0 cm 
per rotation. Most hearts require between 12 and 
16  cm of longitudinal coverage for complete 
imaging; thus, for a contiguous nonhelical (con-
ventional) acquisition using 64-row MDCT, 
between 3 and 5 gantry rotations are required to 
image the entire heart.

Over the past 5  years, wider detector arrays 
have been introduced into clinical practice. 
Currently available configurations include 
128 × 0.6, 256 × 0.625, and 320 × 0.5 MDCT 
scanners with respective coverage of 80, 160, and 
160 mm per rotation, respectively. Consequently, 
the 256- and 320-row scanners are capable of 
imaging the entirety of the heart within a single 
rotation. Because conventional scanning of the 
heart using prospective ECG triggering results in 
one rotation during every other heartbeat (with 
movement of the patient through the gantry 
between beats), the composition of a volumetric 
image is typically composed of multiple heart-
beats. The exception to this occurs with 160 mm 
detector arrays where the heart can be imaged 
during a single beat. This is a substantial advan-
tage as there are many reasons why the heart may 
occupy a slightly different position within the 
scan volume on successive beats, which results in 
misregistration between serially acquired regions. 
The more beats required to image the heart, the 
more likely it is that misregistration will manifest 
within the acquired CT volume. The causes of 
beat- to- beat cardiac positional variability are dis-
cussed later in this chapter.

Another advantage of single-beat imaging is 
that the heart and associated phase of intrave-
nous contrast enhancement is imaged simulta-
neously, which has been used to determine of 
the physiologic impact of coronary lesions 
through analysis of intra-coronary enhancement 
gradients [19].

 Multiple Radiation Sources
Initially introduced in 2007, dual-source CT 
scanners utilize two X-ray tubes with each hav-
ing a corresponding detector array [20]. The 
tubes are offset approximately 90° relative to 
each other in the gantry assembly. Current imple-
mentations include a detector with a full field of 
view (often 50 cm), with the second detector hav-
ing a limited field of view (typically on the order 
of 30 cm due to physical size constraints of the 
gantry), with the effective field of view limited to 
overlap of the two projections [21]. The dual- 
source configuration offers a number of unique 
imaging approaches and advantages. Most appli-
cable to cardiac imaging is the fact that a dual- 
source gantry needs to rotate half the distance of 
a single-source gantry in order to acquire the pro-
jections necessary for a given reconstruction 
strategy, improving the temoral resolution by a 
factor of two, as will be discussed in greater 
detail later in the chapter.

 Gantry Rotation Time
Gantry rotation time is defined as the duration of 
time necessary (measured in milliseconds) for 
the gantry to perform a complete 360-degree 
rotation and thus acquire a complete set of radial 
projections. Since the late 1990s, gantry rotation 
times have fallen from 750  ms to as low as 
250 ms. The extent of motion degradation when 
imaging a moving object is inversely propor-
tional to the rotation time of the gantry (a critical 
factor in determining the temporal resolution of a 
scanner, discussed in detail in later sections). 
Somewhat analogous to the “speed” of photo-
graphic film, the gantry rotation time can be lik-
ened to the “exposure time” or “shutter speed” in 
photography. For instance, a scanner with a gan-
try rotation time of 350 ms acquiring a single sec-
tion reconstructed with full 360-degree 
interpolation will ultimately reconstruct an image 
which reflects a temporal average of the imaged 
structure over a period of 350 ms. In this exam-
ple, it should be evident that in the setting of 
rapid motion, the resultant image may suffer 
from substantial blurring and artifact formation 
resulting in a nondiagnostic study.
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 Cardiac-Specific Considerations 
for CT Acquisition 
and Reconstruction

 Spatial Resolution

The epicardial coronary arteries, representing 
the proximal portions of the coronary tree that 
sits on the surface of the myocardium, generally 
have diameters between 2 and 6 mm. The ability 
to resolve the margins of the coronary arteries 
and in particular the margins of atherosclerotic 
plaque within the coronary arteries places some 
of the highest and most consequential spatial 
resolution demands among all clinical CT appli-
cations. Because of their varying orientation to 
the acquisition planes, cardiac CT scanners 
need to be capable of near isotropic submillime-
ter spatial resolution, currently 0.5–0.625 mm. 
The determinants of transverse and longitudinal 
spatial resolution are distinct and have been 
detailed in prior chapters. In brief, transverse 
spatial resolution depends on factors related to 
the X-ray source (specifically focal spot size), 
the matrix size, detector size, and reconstruction 
kernel. Longitudinal spatial resolution is largely 
influenced by the detector width, scan pitch, 
helical interpolation algorithm, and section 
increment [22].

When compared to catheter angiography, 
which has a spatial resolution of 0.16 mm, even 
the most advanced CT scanners are incapable 
of providing comparatively precise measure-
ments of residual coronary arterial luminal 
dimensions, where even at a isotropic resolu-
tion of 0.5 mm, the lumen of a vessel which is 
<2  mm may be represented by four voxels or 
less [23]. It follows that both precise measure-
ment and characterization of submillimeter 
plaques are limited. Of particular clinical rele-
vance is the presence of calcium or metallic 
stents within or adjacent to the wall of the coro-
nary artery. Limitations in spatial resolution, 
manifesting through partial volume averaging, 
blur the margins of these high attenuation struc-
tures, potentially hindering evaluation of the 
adjacent residual lumen.

 Temporal Resolution

Among the many challenges of cardiac imaging, 
rapid motion of the target structures is perhaps the 
greatest challenge to acquiring consistently diag-
nostic images, free of significant motion artifact. 
While traditionally associated with individual 
reconstructions, temporal resolution can be consid-
ered from two perspectives, individual reconstruc-
tions and the entire cardiac volume. Within an 
individual transverse reconstruction, cardiac 
motion-based image degradation manifests as blur-
ring and streaking, when there is substantial dis-
placement of cardiac structures within the aquisition 
time, thereby comprising data collection for that 
transverse reconstruction. As previously discussed 
in the section on physiology, these effects are influ-
enced both by resting heart rate and by heart rate 
variability which occurs on a beat-to-beat basis. 
When considering the whole cardiac volume, image 
quality is additionally influenced by the number of 
heartbeats required to image the entire cardiac vol-
ume and, in particular, cardiac, respiratory, or bulk 
patient motion occurring that time interval.

 Contrast Considerations

While native CT imaging is utilized for coronary 
calcium scoring, which quantifies coronary calci-
fications for assessment of cardiac risk, cardiac 
imaging with CT otherwise is exclusively per-
formed following the administration of intrave-
nous iodinated contrast. Iodine, if properly 
administered, can result in high-contrast resolu-
tion between regions with high blood flow (such 
as the coronary arteries) and surrounding struc-
tures [23]. The degree of luminal enhancement 
following intravenous contrast material adminis-
tration is dependent on several factors, namely, 
timing of the contrast bolus (ensuring delivery to 
desired structures at the time of imaging, without 
inappropriate contrast washout), the amount of 
iodine administered per unit time (i.e., iodine 
flux – related to iodine concentration of injected 
contrast media and the rate of injection), and 
X-ray tube voltage (which if lowered closer to the 
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k-edge of iodine results in increased photoelec-
tric absorption and greater tissue contrast) [23]. 
Details of contrast material delivery strategies are 
beyond the scope of this chapter.

 Image Artifacts

The term “image quality” when used to describe 
the end product of a radiologic study, although 
grossly assessed with relative ease by even the 
most novice of imagers, reflects the result of a 
complex interaction of multiple factors related to 
both technical factors of the scanner and method 
of image acquisition. Additionally quality of 
imaging depends significantly upon characteris-
tics of the patient (both anatomic and physiologic) 

and, particularly in the setting of cardiac imaging, 
the anatomic region of interest [24]. Given that 
the coronary arteries not only are the most often 
evaluated cardiac structure on CT examination, 
but require both high spatial and temporal resolu-
tion, much of the discussion of commonly 
encountered artifacts will focus upon coronary 
CT angiography. However, the dominant contrib-
utors to image quality during coronary artery 
evaluation, although potentially of greater conse-
quence, are not unique to coronary imaging. In 
particular, Ghekiere et  al. in a 2017 review of 
coronary CT image quality generalized the multi-
tude of contributing quantitative and qualitative 
factors contributing to perceived quality into three 
broad categories: “noise, vascular enhancement, 
and motion” [24] (Fig.  23.6). Many of the arti-

Fig. 23.6 Prospectively triggered cardiac CT of a 398 lb. 
A 181  kg woman acquired with 120  kVp, 1525  mA, 
270 ms rotation (412 mAs). The ECG tracing (a) demon-
strates premature ventricular contractions (arrows). It is 
coincidental and fortunate that the scans (rectangular 

regions) occurred following sinus beats. The scout image 
(b) illustrates the distribution of chest wall tissues around 
the heart. Transverse (c) and curved coronal images reveal 
substantial background noise (largely due to quantum 
mottle) which blurs coronary artery margins (d)
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facts encountered at cardiac CT, most notably 
quantum mottle, beam hardening, and metal-
induced streak, have been discussed in prior chap-
ters. In addition to calcium or metallic cardiac 
implants or supportive devices, dense contrast in 
the ventricular cavity may also result in beam 
hardening not overcome by routine correction 
algorithms. Such artifacts not only complicate 
interpretation, rendering some regions nondiag-
nostic, but may manifest in a more subtle fashion, 
such as a low attenuation region in the post-con-
trast myocardium mimicking a perfusion defect 
characteristic of ischemia [25] or falsely low 
attenuation of regions of calcified plaque, simu-
lating higher-risk soft plaque or thrombus [26].

Beyond those universal CT artifacts, “motion- 
related artifacts,” while potentially influential on 
all CT scans, are particularly important for car-

diac CT owing to the unique challenge of rapid 
cardiac motion (with associated rhythmic move-
ment of the coronary arteries). Although image 
degradation resulting from motion may be readily 
apparent (Fig. 23.7), in some cases rendering an 
evaluation (or significant portion therein) nondi-
agnostic, the interpreting clinician must be aware 
of the more subtle manifestations of motion arti-
fact, which may be indistinguishable from under-
lying pathologic conditions. With distal coronary 
vessels tapering to submillimeter diameters, the 
entirety of the lumen of a vessel may be depicted 
by one or two pixels on the interpreted image. In 
such a case, undetected motion through such a 
vessel may result in apparent complete efface-
ment of the lumen, potentially resulting in unnec-
essary invasive testing (angiography) for further 
evaluation and/or attempted intervention.

Fig. 23.7 Prospectively triggered CT scan acquired dur-
ing three heartbeats demonstrates misregistration between 
the slabs corresponding to the three beats (arrows) on a 
volume rendering (a) and coronal MPR (b). The trans-
verse reconstruction in (c) is at the level of the lower 

arrow in (b) and demonstrates motion blurring of cardiac 
and adjacent pulmonary structures. (d) ECG tracing 
acquired during the scan with heart rate varying between 
70 and 75 bpm
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 Display Planes

Unlike other organ systems, which are most com-
monly evaluated exclusively in the acquired trans-
verse plane or using orthogonal reformations in 
the sagittal and coronal planes (irrespective of the 
true axis of the organ), owing to the influence of 
echocardiography which predates clinical cardiac 
CT by several decades, the heart is routinely 
imaged in cardiac-specific planes centered along 
anatomically defined cardiac axes (Fig. 23.8).

The routine acquisition of isotropic volumetric 
CT datasets provides the basis for reformatting 
the CT reconstruction into cardiac-specific planes.

In evaluating left ventricular anatomy and/or 
function, four standard views are used across 
imaging modalities, which may be simplified 

into two broad categories, “long-axis” and “short- 
axis.” The cardiac “short-axis” view most closely 
resembles the traditional axial plane, providing a 
cross-sectional view through the left ventricular 
myocardium, perpendicular to a plane extending 
from the mitral valve through the left ventricular 
apex. As with other axial acquisitions, diagnostic 
evaluation in the short axis requires a “stack” of 
representative images to provide adequate z-axis 
coverage. By convention, the left ventricle is 
evaluated in the short axis in three approximate 
locations: the base, mid myocardium, and apex. 
Evaluation in the short axis allows for detailed 
segmental analysis of myocardial anatomy, 
pathology, and motion (through use of gated ret-
rospective acquisitions). Additionally, three 
“long-axis” views are routinely obtained in car-

Fig. 23.8 Cardiac display planes, (a) four-chamber view. 
Similar in orientation to the standard axial plane, the four- 
chamber view is acquired such that the cross-sectional 
plane is oriented such that all four chambers of the heart 
are visible. (b) Two-chamber view: Useful in evaluating 
the mitral valve as well as the anterior and inferior walls 
of the left ventricle, the two-chamber view allows for 
visualization of the left ventricle and left atrium along 

their long axis (parallel to the LV septum). (c) Three- 
chamber view: A long-axis view oriented obliquely, the 
three-chamber view allows for visualization of both left 
ventricular inflow from the left atrium and outflow into 
through the aortic root and into the proximal tubular 
ascending aorta. The mitral and aortic valves are likewise 
well assessed
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diac imaging, which, unlike the short-axis view, 
evaluates the length of the ventricular myocar-
dium in a single representative view.

 Cardiac-Specific Strategies 
for Patient Preparation, CT 
Acquisition, and CT Reconstruction

Because the heart contracts, rotates, and trans-
lates with each beat, cardiac CT acquisition must 
accommodate to this motion in order to provide a 
coherent image of the whole heart volume during 
a defined portion of the cardiac period. Features 
implemented in cardiac CT scanners to effec-
tively freeze cardiac motion and allow multiple 
cardiac phases to be reconstructed include spe-
cific strategies for patient preparation, CT acqui-
sition, and image reconstruction.

 Managing Heart Rate for Improved 
Scan Quality

Although continued improvements in MDCT have 
made imaging across a range of heart rates possi-
ble, a regular rhythm less than 60–65 beats per 
minute remains optimal for consistently diagnostic 
coronary imaging. Although initially measured 
during the resting state, several alterations to rest-
ing physiology influence heart rate at the time of 
CT acquisition resulting in an increase on average 
of 5–10 bpm. Given the potential for positive varia-
tion at the time of imaging, a resting heart rate of 
<60, if attainable, is most often considered optimal. 
Pharmacologic means, typically beta- adrenergic 
blockade, are routinely employed to near this target 
heart rate and blunt physiologically induced beat-
to-beat variability. With modern scanners, use of 
beta-blockade to achieve a rate of 75 bpm or less at 
the time of imaging most often results in diagnostic 
imaging (although lower rates remain desirable to 
consistently prevent motion degradation).

 Potential Causes of Heart Rate 
Elevation or Lability
A large variety of drugs may cause potential 
abnormalities in rate and rhythm which can 

degrade the quality of cardiac CT acquisition. Of 
potentially interfering pharmaceuticals, stimu-
lants are not only the most commonly encoun-
tered, but also the class with the most potential 
for physiologic response resulting in image deg-
radation. Caffeine, being the most frequently 
encountered stimulant, increases both heart rate 
and contractile force. As a result, caffeine and 
other stimulants should be withheld for at least 
24 hours prior to cardiac CT scanning.

When the high-flow bolus of iodinated mate-
rial is administered intravenously, patients can 
often feel the injection as a cool sensation in his/
her arm and are often directly alerted to the injec-
tion by the nurse or technologist administering 
the contrast material. This can induce a transient 
increase in heart rate owing to activation of the 
sympathetic nervous system.

Nitroglycerine is commonly administered 
immediately preceding both invasive coronary 
angiography and coronary CT angiography as a 
means of dilating the coronary arteries, improv-
ing their visualization and accentuating regions 
of fixed stenosis due to atherosclerotic plaque. In 
the body, nitroglycerin is converted to nitric 
oxide which has a direct relaxation effect in vas-
cular smooth muscle resulting in rapid coronary 
artery and systemic vasodilation, with associated 
varying degrees of hypotension and tachycardia.

 Beta Blockade to Lower and Stabilize 
Heart Rate
Although continued improvements in temporal 
resolution may ultimately obviate the need for 
pharmacologic reduction of the heart rate, in the 
absence of contraindications, utilization of beta- 
blockers remains routine in most centers for 
patients with resting regular heart rates >60–65 
bpm with lower thresholds for those with irregu-
larities of rhythm [27, 28].

Oral or intravenous administration of beta-block-
ers may be utilized. Oral administration is substan-
tially more effective than intravenous administration, 
however oral dosing requires at least an hour (prefer-
ably several hours) for maximal effect. Depending on 
resting heart rate, patient size, and patient condition, 
an oral dose of metoprolol ranging from 25 to 200 mg 
(higher dose for higher heart rates and larger patients) 
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is given approximately 1 h prior to the study and may 
be repeated (either orally or intravenously) at the dis-
cretion of the physician overseeing the exam. While 
typically less effective, when expediency is needed, 
metoprolol may be administered intravenously in 
5–10  mg doses. Repeated intravenous doses (as 
appropriate based on current vital signs) may subse-
quently administered every 5 min for a maximum of 
15–30  mg IV.  Decreases in blood pressure, even 
when administered with nitroglycerin, are typically 
mild and transient. Expected reductions in heart rate 
range from 10 to 15 bpm [29], often with the addi-
tional benefit of mild improvement in rhythm regu-
larity. Because of the potential profound influence on 
cardiac physiology, beta-blocker administration 
should be administered by a nurse under physician 
guidance or by a physician directly. However, 
although precautions are necessary, beta-blockers are 
administered without significant adverse events in 
the vast majority of patients, with severe adverse 
events rarely encountered.

 Acquisition Modes for Cardiac CT

 Multi-beat Acquisition Modes

Depending upon the configuration of the CT 
scanner, cardiac CT scans are performed across 
multiple heartbeats or a single heartbeat, with the 
latter approach being preferable for reasons 

detailed subsequently. Because the majority of 
cardiac CT scans performed today use multi-beat 
lathes, they are presented first.

 Prospective Triggering
Prospective triggering utilizes the ECG signal to 
periodically initiate scanning during the desired 
phase of the cardiac cycle. Rather than utilizing 
helical acquisition, prospective acquisition is “step-
and-shoot” technique. Although the gantry remains 
in continuous rotation, the X-ray tube is active 
intermittently with the patient table stationary dur-
ing acquisition. The CT acquisition is initiated after 
either a fixed (millisecond) or relative (percent time 
to next R-wave) delay after the triggering R-wave. 
At a minimum, the duration of the acquisition is 
just long enough to acquire the projections neces-
sary to reconstruct a single cross section. Increases 
in the time that the radiation source is on result in 
“padding” which provides flexibility of reconstruc-
tion within an enlarged temporal window. Padding 
typically varies between 20% and 50% of the R-R 
interval. Once the first set of sections are acquired, 
during the subsequent heartbeat, the table is 
advanced to the next position a distance equal to 
one detector array width with the radiation source. 
This cycle repeats until the entire volume of inter-
est has been imaged (Fig. 23.9a–c).

Prospective triggering is most effective when 
the heart rate is slow and regular. Beat-to-beat 
variations in the cardiac period can result in mis-

Fig. 23.9 ECG compensated scan modes illustrated. 
ECG tracings represent time on the horizontal axis. All 
plots include the ECG tracing with scan acquisition indi-
cated by colored rectangles. The vertical axis encodes 
table position (z) for all parts of the figure except (e) 
where it denotes tube current. (a) Prospective triggered 
acquisition with a 4 cm detector requires four heartbeats 
to image the entirety of a 16-cm-long heart. Gantry rota-
tion period of 300 ms results in a 150 ms temporal resolu-
tion (rectangle width) when reconstructed with half-scan 
interpolation. (b) Same scan mode and detector width as 
in (a), except dual-source configuration results in higher 
temporal resolution (one quarter of the gantry rotation 
period) indicated by narrower rectangles. Note that whole 
temporal resolution of the reconstructed CT sections is 
much improved compared to (a), although the temporal 
resolution of the volume is the same, requiring seven beats 
to occur in order to acquire the full cardiac volume. (c) 
Same scan as in (b) with the addition of padding. The tem-
poral resolution is the same, but there is now flexibility for 

reconstruction at any time window within the rectangular 
regions. (d) Retrospective gating results in a continuous 
helical acquisition. While seven beats are also required for 
this scan, in contrast to prospective triggering (A–C), the 
X-ray source is on throughout the acquisition resulting in 
substantially greater radiation exposure but allowing 
reconstruction at any position within the cardiac period. 
Tube current modulation (e) maximizes exposure in mid 
diastole while reducing the dose by 80% during the rest of 
the cardiac cycle. (f) Prospective triggering with a wide 
(16 cm) detector allows the heart to be imaged with in a 
single heartbeat, while the table is stationary. (g) 
Prospectively triggered high-pitch helical scan using a 
dual-source CT scanner also images the entire heart dur-
ing a single beat. The high table speed associated with this 
acquisition results in relatively brief exposure to each 
region of the heart resulting in very low radiation dose. 
This acquisition mode precludes the use of padding, so it 
has the lowest tolerance of irregular or high heart rates
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registration between sections acquired during dif-
ferent heartbeats. Padding provides a basis for 
creating multiple volume reconstructions in an 
effort to create the most motion-free images. 
However, when heart rates and beat-to-beat vari-
ability are high, the utility of approaches utilizing 
padding becomes limited [30]. The heart rate 
threshold over which prospective triggering is 
considered ineffective for demanding applications 
(such as coronary angiography) is dependent upon 
the temporal resolution of the CT scanner and usu-
ally ranges between 65 and 75 beats per minute.

 Retrospective Gating
Retrospectively gated cardiac CT relies on a 
continuous helical acquisition with a relatively 
slow table speed resulting in a pitch of approxi-
mately 0.2–0.4 (Fig. 23.10). The low pitch value 
is necessary to assure that the entirety of the 
heart is imaged across the duration of the car-
diac cycle. Simultaneous recording of the ECG 
tracing allows for retrospective reconstruction 
of the heart at any point throughout the cardiac 
cycle and provides the data necessary for func-
tional evaluation of the myocardium and valves 
through generation of multiplanar cine 
sequences (Fig. 23.9d).

Continuous activation of the X-ray source 
during a low pitch scan can expose the patient to 
radiation doses that are substantially greater than 
essentially all other clinical scanning strategies 
regardless of body region (with the exception of 
the repeated CT acquisitions required to measure 
organ perfusion) [18]. These high exposure levels 
may be moderated by ECG-based tube current 
modulation, which reduces the X-ray tube output 
during portions of the cardiac cycle considered to 
be of less importance (or at least tolerant of 
greater levels of imaging noise) in diagnostic 
evaluation [31]. Such modulation almost always 
occurs during systole, when cardiac motion is 
greatest and optimal coronary arterial visualiza-
tion is least likely (Fig. 23.9 E). ECG-based tube 
current modulation reduces radiation exposure 
substantially. A commonly applied modulation 
protocol would lower the tube current to 20% of 
the output for 50% of the acquisition, while a 
relatively aggressive dose reduction protocol 
might lower the tube current to 4% of the output 
for 80% of the acquisition. These two strategies 
applied to a scan that would otherwise result in a 
dose of 15 mSv without modulation reduces the 
radiation dose 9.0 and 3.5 mSv respectively. Such 
extreme dose reductions come at the expense of 

Fig. 23.10 Retrospectively gated coronary CTA illustrated with volume rendering on the left and two curved planar 
reformations through the LAD on the right and center
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markedly reduced image quality with significant 
increases in noise due to quantum mottle. An 
additional limitation of this technique lies in the 
prospective nature of modulation, which is sub-
ject to failure in the setting of heart rate irregular-
ity. These challenges have led to development of 
advanced systems able to react to ectopy and rate 
variability through recognition of R-R interval 
variation.

If multi-segment reconstruction is combined 
with retrospective gating, artifacts encountered 
from incorporation of segments obtained at the 
incorrect portion of the cardiac cycle (as may 
occur in the setting of arrhythmia or premature 
contraction) may be corrected following comple-
tion of image acquisition. Because the radiologist 
has data from the entirety of the cardiac cycle at 
his/her disposal, the ECG may be reviewed with 
selective modifications of the timing of recon-
structed phases, potentially limiting significant 
artifacts without the need for re-scanning.

The relative advantages and disadvantages of 
prospective triggering and retrospective gating 
are summarized in Table 23.1.

 Single-Beat Acquisition Modes
Introduced earlier in this chapter, wide-area 
detectors support longitudinal scan coverage that 
can encompass the entirety of the heart in a single 
rotation, allowing the heart to be imaged during a 
single heartbeat and obviating the need for move-
ment of the CT table (Fig. 23.9f). The scan modes 

used for single-beat imaging with wide-area 
detectors are directly analogous to multi-beat 
imaging using prospective triggering with or 
without padding. Likewise, when functional 
imaging is indicated, then a mode analogous to 
retrospective gating (without table movement) 
provides for reconstruction of the heart during a 
single or multiple temporal windows positioned 
at any point within the cardiac cycle.

The unique geometry of dual-source CT scan-
ners allows for the use of a “high-pitch” spiral 
mode implemented at a pitch value of 3.2 without 
observable helical artifacts [32]. Using a current 
third-generation dual-source CT scanner, maxi-
mal table speed is 737  mm/s using this mode, 
which allows a 160 mm scan of the heart to be 
completed in 220  ms. ECG triggering can be 
combined with this mode to acquire a single-beat 
scan; however, padding is not possible, and thus 
this mode of acquisition is best applied to sub-
jects with particularly low heart rates (<55–
60  bpm) and regular rhythms (Figs.  23.9g and 
23.11).

Temporal Resolution of CT Sections
The temporal resolution of a CT section is largely 
a function of the gantry rotation time, with mod-
ern scanners having minimum rotation times of 
approximately 250 ms. While faster gantry rota-
tion speeds are possible, they are challenged by 
an associated need to engineer the assembly of 
CT gantry and its sophisticated components to 
withstand progressively higher G forces [23]. 
Unlike most clinical CT applications, cardiac CT 
reconstructions are not created from data acquired 
across the full 360° of gantry rotation. Instead, 
half-scan reconstruction is the main mode of 
reconstruction. Half-scan reconstruction requires 
data acquired from a 180° rotation which pro-
vides projectional data through 180° plus the fan 
angle of the X-ray beam or approximately 225°.

 Half-Scan Reconstruction
Although CT evaluation of most anatomic struc-
tures is performed using a full 360-degree rota-
tion of the gantry, temporal resolution may be 
increased by using partial-scan techniques. That 

Table 23.1 Relative advantages of prospective trigger-
ing and retrospective gating

Prospective triggering Retrospective gating
Radiation exposure 
lower by up to a factor 
of 3–5, when 
compared to 
retrospective gating

Provides functional 
information, including 
myocardial motion, valvular 
motion, and contrast 
material flow dynamics

Stationary table during 
acquisition precludes 
artifacts inherent to 
helical acquisitions

Greater reconstruction 
flexibility to mitigate 
misregistration and cardiac 
motion-induced artifacts
Multisector reconstruction 
provides higher effective 
temporal resolution when 
heart rates are high
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is, the full axial image may be reconstructed from 
only a partial (180°) rotation of the gantry given 
the knowledge that the second portion of the 
 gantry rotation creates X-ray projections mirror-
ing those generated during the first half of rota-
tion. Limiting the time of acquisition to one half 
of a scanner rotation results in theoretical 50% 
reduction in gantry rotation time and associated 
doubling of temporal resolution. In practice, data 
required for half-scan reconstruction is slightly 
greater than 180° due to the need to also image 
the fan angle of approximately 45°.

Limiting acquisition to projections obtained 
during partial rotation of the gantry requires the 
use of reconstruction algorithms which assume 
rotational symmetry [26]. Specifically, partial- 
scan techniques are possible due to the inherent 
redundancy of data acquired in a full 360-degree 
rotation. Accordingly, various artifacts (referred 
to generically as “partial-scan artifact”) arise 
from compromise of angular symmetry. Such 
artifacts may be minimized by attempts to 
improve symmetry of imaged anatomy by appro-
priately centering the heart and maintaining the 
body fully inside of the field of view (most 
importantly through raising of the arms) [26]. 

With half-scan reconstruction, a temporal resolu-
tion of 125 ms can be attained from a gantry rota-
tion period of 250 ms.

 Multi-segment Reconstruction
Beyond the use of half-scan reconstruction, 
which is applied to all cardiac CT scans, several 
other methods have been developed to further 
reduce temporal resolution. The first is multi- 
segment reconstruction, which collects the nec-
essary data for a half-scan reconstruction across 
multiple heartbeats. Using “segments” of data 
from sequential heartbeats, a linear reduction in 
temporal resolution may be achieved. The acqui-
sition is performed helically with retrospective 
ECG gating and a pitch sufficiently low such that 
the scanner is covering a single portion of the 
heart two or more times (once for each desired 
segment). The end effect is that the effective tem-
poral resolution becomes a fraction of the nomi-
nal value.

For example, a two-segment reconstruction 
collects data through 90° of rotation for two suc-
cessive heartbeats, and a three-segment recon-
struction collects data through 60° of rotation for 
three successive heartbeats, resulting in theoreti-

Fig. 23.11 (a, b) Single-beat high-pitch dual-source CT scan acquired in patient with heart rate of 57 bpm. Image 
quality is excellent and free from misregistration or motion blurring
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cal temporal resolution of 75 and 50 ms, respec-
tively, for a 300 ms gantry rotation period. While 
a common strategy for cardiac CT during the late 
1990s and early 2000s when gantry rotation peri-
ods were closer to 400–500 ms, at the time of this 
writing in 2019, multi-segment reconstruction is 
rarely used clinically owing to the limitation that 
even the slightest irregularities in R-R interval or 
beat-to-beat changes in cardiac position will 
result in image blurring, because each transverse 
reconstruction is composed of projections from 
multiple heartbeats. Another limitation of multi-
segment reconstruction is the necessity for sub-
stantially lower pitch values required to image 
each region of the heart through multiple heart-
beats, resulting in substantially greater radiation 
exposure to the patient.

 Dual-Source CT
One major advantage of the dual-source system 
is 180° of projectional data can be acquired with 
90° of gantry rotation. Consequently, a temporal 
resolution of 75 ms is achieved from a 250 ms 
gantry rotation without the use of multisegment 
reconstruction. By a substantial margin, this is 
the best temporal resolution achievable on any 
current clinical CT scanner where transverse 
reconstructions are composed of projectional 
data from one heartbeat (in contrast to multiseg-
ment reconstruction which utilizes data from sev-
eral cardiac cycles).

 Anatomically Directed Motion 
Correction
Yet another approach to motion compensation 
reconstructs a cross section using information 
regarding coronary artery and arterial segment 
trajectories acquired from adjacent cardiac phases 
within a single cardiac cycle, allowing correction 
of motion-related effects and essentially com-
pressing the temporal window for reconstruction 
[33, 34]. Because specialized hardware is not 
required for this technique, it theoretically could 
be retrofitted to existing scanners, particularly 
those with higher gantry rotation speeds, improv-
ing image quality and potentially reducing nondi-
agnostic scans (Fig. 23.12).

 Radiation Exposure

Increased use of medical diagnostic imaging 
utilizing ionizing radiation (with associated 
increased cumulative patient doses) has resulted 
in growing concern for the long-term effects of 
such exposure, particularly neoplasia. Because 
of potentially high doses (particularly using 
early CT technology with retrospective gating 
prior to the availability of ECG-based tube cur-
rent modulation was standard practice), cardiac 
CT was once targeted as an examination to be 
avoided [35]. While it is true that for particu-
larly vulnerable populations (such as infants, 
children, and adolescents where the risk of 
radiation are far greater than that of an adult 
[36]), technology has evolved to a point where 
radiation exposure from cardiac CT exams is 
similar to, or less than, that of other cardiac 
imaging tests - including radionuclide myocar-
dial perfusion imaging and invasive coronary 
angiography [37].

Dedicated evaluations of patient dose from 
cardiac CT have focused upon the specific 
application of coronary CT angiography 
(CCTA), the most common application of car-
diac CT. The Prospective Multicenter Study on 
Radiation Dose Estimates of Cardiac CT 
Angiography in Daily Practice I (PROTECTION 
I) evaluated 1965 patients undergoing predomi-
nantly 64-slice CCTA in 2007 at 50 interna-
tional sites to determine the radiation dose 
associated with routine coronary CT evaluation 
[31]. Although there was significant variability 
among study sites, the study revealed an esti-
mated median effective radiation dose of 
12 mSv (median DLP of 885 mGy x cm) [31]. 
Reporting on 4502 CCTAs from 61 hospitals in 
32 countries performed 10 years later in 2017, 
PROTECTION VI found a 78% reduction in 
radiation exposure from a median dose length 
product of 885 to 195  mGy•cm [38]. These 
approximate radiation dose levels of 18.1 and 
4.0 mSv, respectively, using ICRP 103 conver-
sion factor for the chest of 20.4 [39]. Major dif-
ferences in acquisition characteristics resulting 
in these significant dose reductions are 
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presented in Table 23.2. The specific impact of 
some of these strategies is articulated below.

 Low kV Imaging

Cardiac CTA has traditionally been performed 
with a fixed tube voltage of 120  kVp (and 
140  kVp or possibly higher in larger/obese 
patients), similar to standard body imaging. Two 
factors are most responsible for the transition to 

voltage levels <120  kVp: higher power sources 
and iterative reconstruction. The apparent para-
dox that more powerful X-ray tubes lead to lower 
dose scans is reconciled when recognizing that 
higher current is required to maintain the signal- 
to- noise ratio when tube voltage is reduced, 
resulting in overall lower radiation dose and 
higher contrast- to-noise for iodine-enhanced 
structures. Iterative reconstruction, by producing 
lower noise images when compared to filtered 
back projection, also contributes to allow for 

Fig. 23.12 Prospectively triggered coronary CTA using 
standard iterative reconstruction without motion correc-
tion (left) demonstrates blurring of the right coronary 

artery due to cardiac motion (arrows). Images from the 
same scan following motion correction (right) result in 
much sharper coronary artery margins
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lower tube voltage usage as well as lower tube 
current [40]. Lowering tube potential to 100 kVp 
from 120 kVp can result in average dose reduc-
tions of 29–53% without significantly impairing 
diagnostic quality in nonobese patients [18, 41]. 
Although increased image noise is inevitable at 
lower tube potential, this is partially offset by 
improved contrast resolution on angiography due 
to increased photoelectric interaction with iodine 
at lower energies [40, 42].

 Scan Mode

The use of prospective ECG-triggered scanning 
has been shown to reduce radiation exposure by 
at least 69% when compared to retrospective 
gating with comparable image quality [41, 43]. 
This data includes retrospectively gated scan-
ning using ECG-based tube current modulation 
and highlights the importance of achieving low 
heart rates (allowing for prospective gating) as 
means of reducing radiation exposure as well as 
assuring higher image quality.

Particularly noteworthy is the previously dis-
cussed high-pitch mode used with dual-source 
CT scanners. Although least tolerant of higher 
heart rates, when usable, prospectively triggered 
high-pitch dual-source scans provide some of the 
lowest radiation exposures reported. A recent 
study of 59 pairs of weight, height, sex, and heart 
rate-controlled subjects revealed an average 

effective dose of 1.2 mSv and 4.2 mSv for pro-
spectively triggered high-pitch and prospectively 
triggered conventional “step-and-shoot” scan-
ning, respectively [44].

 Iterative Reconstruction

The characteristics of iterative reconstruction 
versus filtered back projection and its impact on 
radiation dose reduction are discussed in a prior 
chapter. As shown in the PROTECTION VI data, 
the use of iterative reconstruction has become a 
key component of cardiac CT in 2017 when 
 compared to its complete absence in the 2007 
data from PROTECTION I (Table 23.2) [38].

 Clinical Applications

The spectrum of clinical applications for cardiac 
CT has been the basis for entire books. It is not 
possible to provide a comprehensive treatment of 
this topic within the context of a single chapter. 
Consequently, major applications as they relate 
to clinical practice on 2019 will be emphasized 
exclusively. Readers desiring greater depth and 
breadth of these topics are referred to [45].

 Coronary Arteries

The majority of cardiac CT is performed as a non-
invasive means of detecting and characterizing 
coronary artery disease. Coronary artery disease, 
defined by the presence of atherosclerotic plaque 
in the coronary tree supplying blood to the heart, 
represents not only a dominant cause of mortality 
and morbidity in developed countries but also a 
challenging disease to effectively treat in order to 
prevent future events. Although some patients 
with significant disease on imaging may be essen-
tially asymptomatic, others with relatively mild 
disease may suffer from angina (chest pain with 
exertion), develop ischemic cardiomyopathy 
(heart failure), or have sudden occlusion of a ves-
sel resulting in acute myocardial ischemia with 
subsequent infarction (“heart attack”) and death.

Table 23.2 Radiation dose reduction strategies for car-
diac CT 2007 versus 2017 [38]

2007 2017
Median DLP (mGy•cm) 885 195
CTDIvol (mGy) 54 14

Tube potential ≤100 kV, % 5 56

Tube potential <100 kV, % 0 14
Retrospectively ECG-gated helical scan 
protocol, %

94 11

Retrospectively ECG-gated with 
ECG-based tube current modulation, %

95 73

Prospectively ECG-triggered axial scan 
protocol, %

6 78

Prospectively ECG-triggered high-pitch 
helical scan protocol, %

0 11

Iterative image reconstruction, % 0 83
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CT plays a role in the assessment of coronary 
artery disease through risk stratification of 
asymptomatic individuals using unenhanced CT 
(coronary calcium “scoring”) and intravenous 
contrast material-enhanced coronary CT angiog-
raphy for direct visualization of the amount and 
extent of atherosclerotic plaque and associated 
narrowing of the coronary artery lumen.

 Coronary Calcium Measurement
Calcium is associated with atherosclerosis and 
is commonly observed in the coronary arteries 
(Fig.  23.13). The amount of coronary calcium 
has been utilized as a surrogate for overall extent 
of atherosclerotic burden, and its quantification 
has been the basis for the stratification of risk 
for future cardiovascular events in low to inter-
mediate risk asymptomatic adults [46]. A num-
ber of algorithms exist for quantification of 
coronary artery calcium burden into a reportable 
score, with the Agatston score among the most 
commonly used. To attempt to standardize 
results, a consensus standard was established 
for CT acquisition in preparation for Agatston 
scoring as follows [47]:

• Calcium in the coronary artery is defined as 
pixels with HU >130.

• MDCT scans should be performed at 120 kVp.
• 3 mm section thickness.
• Non-contrast technique.
• Prospective ECG triggering without padding 

at 80% of the R-R interval. (Retrospective 
ECG gating while recommended ion the refer-
enced publication is not appropriate with 
modern CT scanners)

• Sharp reconstruction kernel (B35f equivalent).

While authors have argued that thinner sections 
and a lower attenuation threshold would provide 
greater sensitivity and potentially reproducibility of 
calcium measurements, the basis of these parame-
ters relates to historical data collected using older-
generation CT scanners and the detailed 
population-based assessments of risk that were per-
formed based upon these standardized techniques. 
Moreover, although retrospective cardiac gating 
was recommended in these 2007 guidelines, pro-
spective triggering remains the dominant means for 
coronary calcium measurement (due to both its his-
torical origins with electron beam CT as well as the 
substantially lower radiation exposure). Radiation 
dose becomes a particularly important consider-
ation given that coronary calcium scoring most 
commonly is utilized in screening of asymptotic 
individuals. Despite an extensive evidence base that 
coronary calcium measurement is an independent 
predictor of cardiac events, its clinical utilization 
remains limited [48].

 Coronary CT Angiography
Today, the principal application for cardiac CT is 
the detection and characterization of obstructive 
atherosclerotic plaque by intravenous contrast 
material-enhanced coronary CT angiography. A 
major determinant in the diagnostic quality of car-
diac CT is the degree of contrast enhancement.

In order to sufficiently opacify the small cor-
onary artery branches, a high-flow injection of 
high-iodine concentration (370–400  mgI/ml) 
contrast material is injected into a peripheral 
vein. To assure that the brief injection results in 
homogeneously high coronary artery enhance-
ment, the start of the CT acquisition is timed 

Fig. 23.13 Unenhanced ECG-triggered CT scan demon-
strates calcium in the left anterior descending coronary 
artery (wide arrow). Pericardial calcium is incidentally 
noted as well (narrow arrow)
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using either a small preliminary test injection or 
a monitoring phase early during the contrast 
material injection to determine the timing of 
contrast arrival into the ascending aorta prior to 
triggering the volumetric angiographic acquisi-
tion. Contrast injection rates used during car-
diac CT average 6  mL/s (with rates as low as 
4  mL/s and as high as 8  mL/s), necessitating 
large bore intravenous access (typically 16 or 18 
gauge in the antecubital fossa).

Coronary CT angiography should be acquired 
and reconstructed to produce the narrowest (sub-
millimeter) section thickness available. 
Reconstruction of overlapping sections can further 
improve longitudinal resolution. Occasionally 
thicker (1  mm) sections may be required as a 
means of mitigating high noise images acquired in 
patients of particularly high body mass indices. 
Once appropriately selected contrast medium 
delivery and X-ray exposure parameters have been 
selected, the most  important determinant of image 
quality and a diagnostic examination is the mini-
mization of motion-related artifacts, as has been 
discussed earlier in this chapter.

The use of nitroglycerine is another important 
component of coronary CT angiography. Multiple 
studies have demonstrated improved image qual-
ity and diagnostic accuracy following nitroglycer-
ine administration, which has been reported to 
increase coronary artery luminal diameter 6–28% 
with greatest effect in smaller vessels [49]. 
Standard doses vary between 0.4 mg and 0.8 μg 
administered sublingually (with lower doses typi-
cally still providing adequate coronary vasodila-
tion with decreased frequency of undesirable 
effects such as tachycardia and hypotension). 
Peak effect is achieved within 3–5 min with dura-
tion of effects rapidly tapering following the sub-
sequent 5-min half-life following absorption. 
Undesirable decreases in blood pressure and 
increases in heart rate have been variably reported, 
although severe hypotension is uncommon. Male 
patients should be routinely screened for use of 
phosphodiesterase-5 inhibitor erectile dysfunc-
tion medications within 24  h for short- acting 
medications (Viagra, Levitra) or 48 h for longer-
acting drugs (Cialis)  – which when combined 
with nitrates can potentiate severe rapid decline in 

blood pressure. Additionally, patients with known 
severe aortic stenosis should not be administered 
nitrates because of the risk of severe hypotension 
(due to the effects of systemic vasodilation in the 
setting of fixed obstruction at the aortic valve).

Image Analysis
Anatomic evaluation of the coronary arteries is 
performed utilizing the axial dataset both to inter-
pret the extracardiac findings and to achieve an 
“overview” of the anatomy. Detailed evaluation 
and estimation of stenosis are performed using 3D 
post processing real-time workstation software 
packages, which allows dynamic multiplanar 
reformats of the heart as well as curved planar 
reformatting of the coronary arteries. Such soft-
ware allows a vessel to be viewed in a virtual 
plane sampled along a spline coursing through the 
center of the lumen [45]. Functional evaluation is 
also performed at the workstation, using software 
which allows retrospective datasets to play cor-
rectly as a “cine”. A system for reporting coronary 
artery lesions, CAD-RADS, has been published 
as a consensus statement of several professional 
societies focused on cardiac CT [50].

Application to Assessing Coronary Artery 
Disease
Using 64-slice MDCT angiography, the 2008 
ACCURACY trial confirmed the role of modern 
cardiac CTA as an effective noninvasive means 
for exclusion of obstructive coronary artery dis-
ease with a 99% negative predictive value, 95% 
sensitivity, and 83% specificity for determination 
of ≥70% stenosis compared invasive angiogra-
phy [51]. Cardiac CT provides the additional 
benefit of simultaneous high-resolution anatomic 
evaluation of the heart and surrounding structures 
and, if acquired with retrospective gating, func-
tional assessment of the myocardium and valves.

Fractional flow reserve (FFR), measured as the 
ratio of arterial pressure distal to a region of coro-
nary artery stenosis compared to arterial pressure 
within the aorta obtained during maximal blood 
flow following an intra-coronary injection of ade-
nosine, has proven efficacious during invasive 
coronary angiography as a means of predicting 
the likelihood of severe cardiac events/functional 
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significance of a particular lesion. Therefore, the 
need to revascularize a particular coronary seg-
ment with stent may be reflected by an FFR value 
of <0.8, with resvascularization of the segment 
potentially not providing clinical benefit if FFR 
value is ≥0.8 [52, 53]. Calculated using a catheter- 
mounted pressure-sensitive transducer during 
conventional coronary angiography to measure 
aortic pressure relative to coronary post-stenotic 
pressure during pharmacologically induced 
hyperemia, invasive FFR is now considered the 
reference standard for evaluation of functional 
significance of a coronary lesion [54].

Recently, mathematical techniques have been 
described and implemented which, using com-
puted Newtonian fluid dynamics on volumetric 
reconstructions of the coronary arteries derived 
from coronary CT angiography, approximate 
invasive FFR [55]. By combining anatomic CTA 
analysis of coronary luminal stenosis with com-
puted functional FFR-CT data, the need for 
potential revascularization is determined more 
accurately, with the potential of reducing unnec-
essary invasive coronary techniques [56–58] 
(Fig.  23.14). This is of particular importance 

given the known overestimation of luminal nar-
rowing when comparing CT angiography to ref-
erence invasive techniques (with positive 
predictive values reported between 48% and 64% 
despite negative predictive values of as high as 
99%) [51]. The likelihood of overestimating the 
significance of luminal narrowing when visually 
assessing CCTA scans is even higher when com-
pared to a reference standard of FFR [59].

Anomalous Coronary Artery Course
A form of congenital anomaly affecting the nor-
mal branch pattern of the coronary arteries, 
anomalous course of the coronary arteries is most 
often noted incidentally on routine imaging. 
Although many variations are considered benign, 
a “malignant” course of the coronary arteries fol-
lows an inter-arterial path between the aorta and 
pulmonary artery after arising from the coronary 
sinus contralateral to the expected normal ana-
tomic origin. Compression caused by the aber-
rant course can result in angina, syncope, and 
sudden death [60], with the least common, but 
most high-risk, variation that of the inter-arterial 
(“malignant”) left coronary artery [61]. Other 
potentially symptomatic courses include coro-
nary arteries which are partially covered by a 
portion of the  myocardium, called “myocardial 
bridging.” These anomalies, if suspected, are best 
evaluated with MDCT which depicts the origin 
and anatomic course of the vessels more clearly 
than even conventional angiography [60].

 Surgical Planning

Owing to the high-resolution three-dimensional 
maps available from cardiac CT, it is an invaluable 
tool for planning a variety of cardiac interventions, 
both transcatheter and through open surgery.

 Pulmonary Vein Evaluation
Atrial fibrillation is the most common cardiac 
arrhythmia. Its symptoms range from palpitations 
and fatigue to shortness of breath and syncope. 
Electrical isolation of the pulmonary veins form the 
left atrium via radiofrequency or cryoablation is a 
commonly performed procedure for treating atrial 

Fig. 23.14 Map of color-coded FFRCT values through-
out the coronary tree demonstrates a mid-LAD lesion that 
results in a flow-limiting stenosis with FFRCT of 0.67. 
Regions in red indicate FFRCT values <0.80
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fibrillation [62]. The procedure is guided using pre-
procedural mapping of the diameter, length, and 
position of origin of the pulmonary veins 
(Fig. 23.15). Also, cardiac CT may be performed 
following ablation to evaluate for complications 
such as posttreatment cardiac vein stenosis.

 Resynchronization
Biventricular pacing (i.e., “cardioresynchroniza-
tion therapy”), which utilizes a lead positioned 
within the coronary sinus to allow delivery of cur-
rent directly to the left ventricular myocardium 
for patients with heart failure and dyssynchronous 
contraction of the left ventricle. Most commonly, 
dyssynchrony is a result of left bundle branch 
block, which results in asymmetric progression of 
depolarization through the functional right bundle 
and resultant contraction of the septum prior to 
the lateral left ventricular wall [63]. Uncoordinated 
contraction disrupts normal dynamics, with 
potentially precipitous decline in left ventricular 
function. In contrast to the relatively uncompli-
cated access of the right heart required for place-
ment of other pacing systems, difficulties arise 
when attempting to place coronary sinus leads. 
Variations in normal venous anatomy may present 
the cardiologist with unfavorable anatomy poorly 

delineated using intra-procedural fluoroscopy. 
Complications in such situations range from 
increased patient discomfort and prolongation of 
otherwise uneventful procedures to perforation 
and dissection of the coronary veins, reported in 
up to 2 and 4% of series, respectively [64]. As a 
result, cardiac CT is routinely utilized prior to 
insertion or removal of cardiac pacing leads to 
detect anomalies and provide a map of coronary 
venous anatomy to guide the procedure.

 Transcatheter Valve Replacement
Aortic stenosis is associated with extremely poor 
survival rates if left untreated. Classic open surgical 
techniques for aortic stenosis are complicated by 
poor surgical candidacy of many patients, due to 
both the sequela of stenosis itself and age of many 
of the patients (with up 30% considered too high 
risk for open approaches to valve replacement [1]). 
Transcatheter aortic valve replacement (TAVR) has 
become a routine method of valvular replacement 
for patients, and has been shown to be non-inferior 
to traditional open approaches [65]. Moreover, 
TAVR can be performed using conscious sedation 
rather than more risky general anesthesia.

TAVR planning studies are performed as a CT 
angiogram of the chest, abdomen, and pelvis, 
with additional retrospectively gated cardiac 
acquisition, which is performed without tube cur-
rent modulation given the relatively low risk of 
radiation induced effects in this population (com-
pared to potentially serious complications which 
may arise from inadequate preprocedural assess-
ment). The most critical portion of the exam is 
evaluation of the aortic root - measurements from 
which are used to size the prosthesis. Due to the 
large caliber of the catheter utilized for deploy-
ment, and often advanced patient age with associ-
ated high likelihood of significant atherosclerosis, 
segmental measurements are performed on major 
arteries of both the lower and upper extremities to 
evaluate for luminal narrowing that may result in 
complications during device delivery and cather 
access/removal.

 Re-operative Cardiac Surgery
The potential need for re-operative cardiac sur-
gery, necessitating access into mediastinal 

Fig. 23.15 Volume rendering of the left atrium (a) and 
four pulmonary veins (V) viewed posteriorly. Images such 
as this are invaluable for illustrating the nuances of pul-
monary venous origin and branch pattern variation
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structures distorted by one or more prior sternot-
omies, presents unique challenges to the surgeon 
with multiple factors resulting in increased mor-
bidity and mortality when compared to primary 
intervention [66]. Particularly in the setting of 
prior coronary artery bypass grafting (CABG), 
variability in postsurgical vascular anatomy may 
potentially place graft vessels in close proximity 
to the sternum. Additionally, the surgeon may 
encounter dense adhesions tethering cardiac and 
mediastinal structures to the anterior chest well. 
Presurgical evaluation in patients with planned 
sternal reentry may reduce the incidence of com-
plication through identification of high-risk find-
ings [66].

 Structural Heart Disease

Structural heart disease in the broadest sense 
refers to non-coronary pathology of the cardiac 
system [67]. Although echocardiography and 
cardiac MRI serve as the dominant imaging 
modalities in evaluation of structural heart dis-
ease, cardiac CT has played an increasing role 
due to accessibility, speed, and high spatial 
 resolution. The volume and wall thickness of the 
cardiac chambers, particularly the left ventricle, 
are among the commonly evaluated structural 
aspects of the heart.

 Congenital Heart Disease
Congenital heart disease represents a vast array 
of malformations of the heart and great vessels. 
Depending on the complexity of the aberrations 
of anatomy, multistage surgical corrections 
may be necessary, with the child or adult likely 
requiring close follow-up and serial imaging 
surveillance. Although more common simple 
abnormalities (such as atrial septal defects) 
may be diagnosed and followed by echocar-
diography or MRI, the spatial resolution and 
anatomic delineation offered by CT are often 
used to evaluate complex pathology pre- and 
postoperatively - with MR reserved for routine 
surveillance to reduce cumulative radiation 
exposures.

 Tumors/Masses
Like all organ systems, the heart is susceptible to 
neoplasia, with both metastatic and primary car-
diac tumors encountered. Primary cardiac tumors 
are most commonly benign, with myxomas the 
most frequently encountered benign lesion. 
Because both thrombus and myxomas are often 
found in the left atrium and appear low attenua-
tion on CT with occasional calcification, the pre-
dilection of thrombus for the atrial appendage as 
well as the characteristic (but variably apprecia-
ble) heterogenous enhancement of myxomas can 
be used to differentiate these two common car-
diac masses. Lipomas are additionally encoun-
tered benign cardiac tumors, presenting as 
circumscribed fat- attenuation masses lacking 
appreciable enhancement. These circumscribed 
benign neoplasms are not to be confused with the 
similar, but distinct, appearance of lipomatous 
hypertrophy of the interatrial septum [68]. 
Malignant tumors account for 25% of primary 
cardiac masses, distinguishable from their benign 
counterparts by infiltrative behavior, irregular ill-
defined margins, and vascular narrowing from 
neoplastic encasement or invasion [68].

 Valves
Echocardiography remains the preferred modality 
for assessment of native and postoperative valvu-
lar disease due to the lack of ionizing radiation 
compared to CT and improved availability and 
relative speed of acquisition when compared to 
MRI. However, limitations of sonographic evalu-
ation can result in suboptimal evaluation, particu-
larly due to acoustic shadowing in the setting of 
prosthetic valves. Additionally, a number of con-
ditions provide an unfavorable acoustic window, 
namely obesity and obstructive lung disease [69]. 
In addition to providing rapid acquisition and 
avoiding potential implantable device-related 
complications of MRI, CT provides for a 3D vol-
umetric acquisition with high-resolution visual-
ization of leaflet morphology and mobility, with 
the benefit of multiplanar evaluation from a single 
rapidly acquired axial dataset (Fig. 23.16).

Because valvular evaluation requires “cine” 
reconstructions to view valve leaflet mobility, 
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data must be acquired throughout the cardiac 
cycle using retrospective gating. The presence of 
streak/beam hardening artifact may be dimin-
ished through the use of specialized reconstruc-
tion kernels, dual-energy imaging, or thicker 
reconstructions [69].

Complications following valve replacement 
include regurgitation, pseudoaneurysm, dehis-
cence, infection, vascular injury, and functional 
obstruction caused by valvular thrombus/pannus 
[69]. MDCT may be utilized either as a primary 

means of evaluation, or to further evaluate abnor-
malities detected on echocardiography due to the 
superior spatial resolution of CT.

Regurgitation following valve replacement can 
occur due to impeded valvular closure (Fig. 23.17), 
or within abnormal channels allowing flow around 
the prosthetic annulus [69]. Such complications 
may occur following both conventional open and 
minimally invasive transcatheter techniques, with 
potentially significant morbidity and mortality if 
not appropriately recognized and managed [70]. 

Fig. 23.16 Two of ten reconstructions from a retrospectively gated CT through a mechanical aortic valve prosthesis 
demonstrate normal function with the valve closed in diastole (a) and open in systole (b)

Fig. 23.17 Retrospectively gated CT from a patient with 
severe aortic vascular regurgitation following valve 
replacement surgery. A mechanical aortic valve opens 

fully in systole (a), but fails to close completely in diastole 
(b). Reoperation revealed panes growing into the valve 
opening, preventing closure of the left hemidisc
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Defects are appreciated as curvilinear regions of 
contrast opacification adjacent to the prosthetic 
valve ring which proximally communicate with 
the left ventricular outflow tract and distally with 
the supravalvular aorta (Fig.  23.18). Similarly, 
pseudoaneurysm, visualized as saccular dilation of 
the aorta, may occur as a result of dehiscence at 
anastomotic sites. In the setting of valvular 
obstruction, CT may assist in differentiating 
between thrombus (clot), pannus (fibrous tissue 
growth typically extending from the ventricular 
wall), and infective vegetation (small bacterial 
laden masses on the valvular surface) based on 
appearance, location, and attenuation.

 Emerging and Future Applications

Having demonstrated unparalleled clinical value 
in noninvasive rapid angiographic evaluation of 
the coronary arteries, cardiac imagers quickly 
began to explore the potential application of 
cardiac CT in a variety of non-coronary applica-
tions, many of which have been established in 
routine clinical cardiac MRI (cMRI). Cardiac 
MRI has essentially become the “gold standard” 
with respect to detailed characterization of the 
myocardium and its function, largely owing to 
its inherent ability to provide soft tissue contrast 

resolution far beyond that of other modalities, 
including CT.  However, despite increasing 
availability of cMRI, the essentially ubiquitous 
presence of CT with associated scan times now 
on the order of seconds (compared to 45–90 min 
for cMRI) as well as the absence of potential 
contraindications related to implanted devices 
 complicating cMRI evaluation, has fueled 
research into a variety of new clinical applica-
tions of cardiac CT.

 Infarction and Viability
An evaluation of myocardial “viability” is per-
formed in patients with known coronary disease 
and severely reduced left ventricular systolic 
function in an effort to determine if revascular-
ization may lead to recovery of some degree of 
myocardial function. Fundamentally, an imag-
ing modality is required which allows for accu-
rate determination of the extent of irreversibly 
scarred/infarcted myocardium, ideally also hav-
ing the capability of acquiring simultaneous 
functional gated imaging to assess for regional 
wall motion abnormality. The latter requirement 
of wall motion abnormality allows for assess-
ment of “hibernating” myocardium. Hibernating 
myocardium represents the sequelae of chronic 
ischemia, where diminished cellular metabo-
lism prevents cellular death, but manifests clini-

Fig. 23.18 Dehiscence of both a mechanical aortic valve 
prosthesis (a) and a mitral valve prosthesis (b) represents 
severe complications due to an extensive postoperative 
infection of the heart. Points of detachment of the valve 

rings are indicated by arrows with contrast opacification 
outside of the ring representing sources of regurgitation 
during diastole
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cally as significantly myocardial contractility in 
the setting of reduced myocardial perfusion.

“Delayed enhancement imaging” with cardiac 
MRI correlates with histologic infarction and 
serves as the reference standard for noninvasive 
determination of infarcted, non-recoverable myo-
cardium [71]. The delayed enhancement sequences 
utilized in cMRI revolutionized the assessment for 
cardiac viability. By imaging after 5–10 min, when 
administered contrast has largely cleared from 
normal myocardium, preferential accumulation of 
contrast media in the expanded extracellular 
spaces of infarcted myocardium may be appreci-
ated, allowing for accurate determination of myo-
cardial scar [72]. Similar techniques are now being 
evaluated with cardiac CT using iodinated contrast 
and multispectral techniques to accentuate the 
subtle myocardial enhancement resulting from 
delayed myocardial accumulation of iodine 
(Fig.  23.19). Early work comparing established 
cMRI delayed gadolinium enhancement sequences 
with dual-energy spectral CT with late iodine 
enhancement mapping and iodine quantification 

has shown promising results [73] with significant 
potential for clinical use as techniques mature.

 Myocardial Perfusion Imaging
Imaging of myocardial perfusion using either sin-
gle emission photon topography or positron emis-
sion tomography is an important means of 
assessing the myocardium and an emerging appli-
cation for CT scanning. This topic is addressed in 
a chapter specifically dedicated to the topic.

 Summary

Imaging the heart with CT presents unique chal-
lenges often extending CT capabilities to their 
limits in order to achieve diagnostic studies 
across a range of patients. Nevertheless, the tech-
nical developments that support cardiac scanning 
have been astounding, and cardiac CT techniques 
continue to improve resulting in a more reliable 
and safer diagnostic test for an ever-expanding 
range of clinical applications.

Fig. 23.19 (a) Delayed enhancement in a patient with 
nonischemic cardiomyopathy. Four-chamber MRI 
delayed enhancement post-contrast sequence demon-
strates increased signal from gadolinium contrast deposi-
tion into scarred myocardium. This particular sequence 
suppresses (nulls) the signal of normal myocardium, 
which appears near black. This patchy distribution not fol-
lowing coronary artery vascular territories suggests an 
infectious or inflammatory etiology rather than sequela of 
infarcts from coronary atherosclerotic disease. (b) 

Contrast enhancement in a patient with nonischemic car-
diomyopathy. Axial CT on the same patient with pattern 
of contrast enhancement similar to that of the MRI in (a). 
However, note that on this CT, regions correlating with 
scar on the MRI demonstrate impaired enhancement; 
whereas the intervening normal regions of myocardium 
demonstrate relatively homogenous enhancement. The 
appearance suggests that enhancement reflects perfu-
sion – acquired in an earlier phase than the MRI in (a)
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A
Adult female phantom, 66
Abdomen-pelvis CT, 191, 192
Abdominal imaging

adrenal nodules, 249, 250
bowel disease, 252
liver fat quantification, 253
quantitative DECT parameters, 252
radiation dose reduction with virtual non-contrast 

imaging, 249
urinary stones, characterization of, 250–252

Accelerated Monte Carlo (MC) scatter correction, 402
Acute bowel ischemia, 252
Acute ischemic stroke, 416, 417
Acute pulmonary embolism (PE), 246
Adrenal adenomas, 249, 250
AEC, see Automatic exposure control methods
Aerial BMD, (aBMD), 398
American Association of Physicist in Medicine (AAPM), 

150, 199
American College of Radiology (ACR), 150, 151, 157, 

183, 199
American College of Radiology Dose Index Registry 

(ACR DIR), 193
Analytical reconstruction methods, 45, 47, 55
Anatomically directed motion correction, 445, 446
Aortic arch, 428
Application program interfaces (APIs), 207
Arbitrary slice thicknesses, 130
Arteriovenous malformations (AVMs), 415
Artery time-density curve, 354
Artificial intelligence (AI), 58, 143
Artificial iodine defects, 261
As low as reasonably achievable (ALARA principle), 

183
ASPECTS score, 416
ATCM methods, 203
Atrial fibrillation, 432, 450
Attenuation coefficient μ, 305, 306
Autocovariance, 119, 120

definition, 118
post-log projection data, 117, 118

Autofocus method, 403
Automatic exposure control (AEC) methods, 153, 158, 

186, 189, 192

Automatic tube current modulation, 32
Automatic tube potential selection technique, 188
Automation, 301
Axial laser alignment, 128
Axial scan with large area detector, 28, 29
Axial slice thickness, 129, 130

B
Backprojection process, 99
Bang-for-the-buck criterion, 150
Beam hardening, 385

artifacts, 261
effect, 245

Beer-Lambert law, 87, 121
Biphasic/triphasic liver protocol, 186
Bi-plane angiography systems, 418
Biventricular pacing, 451
Blood flow, 367
Blood volume, 367
BodyTom, 21
Bone marrow edema (BME), 257, 258
Bone mineral density (BMD), 398
Bowel disease

acute bowel ischemia, 252
application, 252
focal/segmental hyper- or hypoenhancement, 252
VNC and iodine maps, 252

Bow-tie filter characterization, 131, 132
Brachiocephalic artery, 428
Brain-blood barrier (BBB), 243
Brainlab Airo, 21

C
Cadmium teluride (CdTe), 271
Cadmium zinc telluride (CZT), 271
Candidate x-ray energy spectrum, 68
Cardiac amyloidosis, 248
Cardiac arrhythmia, 431
Cardiac CT, 35, 54

acquisition modes
multiple, 440
prospective triggering, 440, 443
retrospective gating, 442, 443
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Cardiac CT (cont.)
single beat, 443

coronary artery disease, 447
coronary calcium measurement, 448
coronary CT angiography

anomalous coronary arteries course, 450
fractional flow reserve, 449
image analysis, 449
mathematical techniques, 450
motion-related artifacts, 449
myocardial bridging, 450
nitroglycerine, 449
obstructive atherosclerotic plaque, 448
reducing unnecessary invasive coronary 

techniques, 450
CT acquisition and reconstruction

display plane, 438
image degradation, 437
intravenous contrast image quality, 436
intravenous contrast material administration, 435
motion artifact, 437
noise, vascular enhancement, and motion, 436
spatial resolution, 435
temporal resolution, 435

delayed enhancement imaging, 455
electron beam computed tomography, 433
heart rate elevation/lability, 439
irreversibly scarred/infarcted myocardium, 454
managing heart rate for improved scan quality, 439
multidetector CT

detector widths, 434
dual source configuration, 434
gantry rotation time, 434
row number, 433, 434

multi-detector-row geometry revolution, 432
myocardial viability, 454
oral/intravenous administration, 439, 440
radiation exposure

dose reductions, 445, 447
iterative reconstruction, 447
low kV imaging, 446, 447
scan mode, 447

spiral/helical acquisition, 432
step-and-shoot techniques, 432
structural heart disease

congenital heart disease, 452
tumors/masses, 452
valves, 452–454

surgical planning
cardioresynchroniziation therapy, 451
pulmonary vein evaluation, 450, 451
re-operative cardiac surgery, 451, 452
transcatheter aortic valve replacement, 451

temporal resolution
anatomically directed motion correction, 445, 446
dual-source system, 445
gantry rotation time, 443
half-scan reconstruction, 443, 444
multi-segment reconstruction, 444, 445

Cardiac cycle, 429, 430

Cardiac gated exams, 169
Cardiac MRI, 454
Cardiac rhythm, 432
Cardioresynchroniziation therapy, 451
Cardiovascular imaging

DECT, 248
late gadolinium-enhanced (LGE) imaging, 248

Carestream OnSight3D, 399
C-arm Cone-beam CT (CBCT) technology

acquisition and injection protocols, 423, 424
acute ischemic stroke, 416, 417
flat detector digital subtraction angiography

bi-plane angiography systems, 418
4D-DSA, 422, 423
parametric color coded 2D-DSA, 419–421
3D-DSA, 421, 422

treatment planning and guidance
arteriovenous malformations, 415
flow diverter, 412
highly vascular intracranial tumors, 413
intracranial aneurysms, 411–413
“volume-of-interest” technique, 412

C-arms for 3D angiography, 12
Cartesian coordinate system, 120, 121
Contrast injectors, 181
Central nervous system (CNS)

acquisition and injection protocols, 423, 424
acute ischemic stroke, 416, 417
flat detector digital subtraction angiography

bi-plane angiography systems, 418
4D-DSA, 422, 423
parametric color coded 2D-DSA, 419–421
3D-DSA, 421, 422

treatment planning and guidance
arteriovenous malformations, 415
flow diverter, 412
highly vascular intracranial tumors, 413
intracranial aneurysms, 411–413
“volume-of-interest” technique, 412

Central volume principle, 348
Cerebral blood flow (CBF) map, 29, 30
Charge summing circuitry, 277
Chest-abdomen-pelvis CT scan, 82
Chest CT, 189–191
Clinical physics, 140
Clinical risk index, 145
CMOS-based CBCT (CMOS-CBCT), 406
CNR, see Contrast-to-noise ratio
Colorectal cancer, 252
Compartmental method, 336
Compton scattering, 223, 305
Computed tomography (CT) acquisition techniques

automatic selection of optimal tube potential, 32–34
axial scan with large area detector, 28, 29
axial scan without table motion, 27
axial step-and-shoot mode, 27
beam filter to optimize beam quality, 34, 35
dual-energy CT (DECT), 37, 38
dynamic bowtie filter, 39, 40
dynamic/perfusion scans shuttle mode, 29
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electrocardiogram (ECG) gated cardiac scan, 35, 36
helical fast pitch scan on dual-source scanners, 29–32
helical scan, 27, 30, 32
multi-energy CT (MECT), 37–39
organ-based tube current modulation, 32

Computed tomography dose index (CTDI), 130, 131
Cone-beam artifacts, 18, 402
Cone-beam CT (CBCT) systems

artifacts associated with detector, 18
artifacts associated with subjects, 19
artifacts associated with system geometry, 18
artifacts associated with X-ray beam, 18
clinical applications, 12, 19
contrast and noise, 17
detectors and readout modes, 14, 21
dosimetry, 19
field of view (FOV), 15
4D imaging, 16, 17
genesis, 13
image quality, 12
image reconstruction, 11, 12
imaging modes, 16
imaging platform and scan trajectory, 16
improved reconstruction algorithms, 21
new scanner platforms and applications, 21
novel x-ray sources, 20
physical configurations, 11
portability, 16
post-patient collimator/anti-scatter grid, 14, 15
power, 16
regulations and accreditation, 20
scan protocols, 21
scan speed, 15
spatial resolution, 17
system geometry, 13, 14, 20
table motion, 15
x-ray sources, 13, 14

Cone-beam effects, 53
Constrain protocol parameters, 178
Contrast administration

contrast concentration, 383
contrast injection rate, 383
contrast materials, 383
contrast volume, 383

Contrast-to-noise ratio (CNR), 5, 6, 147
Contrast transport

Johnson-Wilson-Lee model, 350, 351
model independent approach, 348, 349
Patlak model, 352
2-compartment model, 349, 350

Conventional CT detectors, 269
Conventional (non-spectral) PCCT images, 278, 280
Conventional filtered back projection techniques, 187
Coronary artery, 428
Coronary artery bypass grafting (CABG), 452
Coronary artery disease, 447, 448
Coronary artery stenosis, 291
Coronary calcium measurement, 447, 448
Coronary CT angiography

anomalous coronary arteries course, 450

fractional flow reserve, 449
image analysis, 449
mathematical techniques, 450
motion-related artifacts, 449
myocardial bridging, 450
nitroglycerine, 449
obstructive atherosclerotic plaque, 448
reducing unnecessary invasive coronary techniques, 

450
Coronary stenosis, 299
Coronary veins, 429
Crohn’s disease, 252
CT dose index volume (CTDIvol), 193
CT myocardial perfusion imaging (CT-MPI)

acquisition settings
gantry rotation speed, 384
sampling frequency, 385
total acquisition time, 384
tube current, 384
tube voltage, 384

clinical applications, 388, 389
contrast administration

contrast concentration, 383
contrast injection rate, 383
contrast materials, 383
contrast volume, 383

deconvolution method, 372–374
fundamental physiological parameters

blood flow, 367
blood volume, 367
extraction fraction, 368
mean transit time, 368
permeability surface area product, 368

image reconstruction
advanced image reconstruction algorithms, 386
beam hardening, 385
partial-scan reconstruction, 385
reconstruction kernel, 387
sparse-view image reconstruction, 387, 388
statistical-based iterative reconstruction (IR), 387
wide cone-beam geometry, 385

indicator-dilution method, 369–371
maximum slope method, 371, 372
tracer kinetic models

contrast medium, 381
delay of tissue and measured arterial TEC, 382
model-based maximum slope analysis, 378–381
Patlak model, 375, 376
tissue homogeneity model, 376, 377
true and measured arterial TEC, 382
two-compartment exchange model, 374–375

CT number ratio, 232
CT perfusion techniques

in oncologic setting
acquisition technique, 338
clinical applications, 335
compartmental method, 336
deconvolution analysis, 336
hepatocellular carcinoma, 336
iterative reconstruction, 338
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CT perfusion techniques (cont.)
limitations and drawbacks, 336
neo-vascular changes, 336
pancreatic head adenocarcinoma, 336, 337
phases, 336
regional blood flow, 335

in stroke and cancer
application, 347
contrast transport (see Contrast transport)
effective dose, 357, 358
hemorrhagic transformation, 358–360
image reconstruction, 357, 358
incidence, 347
mortality rates, 347
outcome, 347
penumbra and infarct segmentation, 360, 361
scanning protocols, 357
transarterial chemo-embolization, 361, 362

CT protocol management
auto reformat and auto send features, 169
clinical workflow components, 172–173
compliance components of, 170–171
DICOM supplement, 171
motivation for protocol uniformity, 167–168
protocol optimization team, 174, 175

applications specialist, 177
CT physicist, 176, 177
IT support, 177
lead CT radiologist, 176
lead CT technologist, 177
section lead CT radiologist, 176

solutions
protocol editing/disseminating/reviewing, 178, 

180, 181
protocol information, access to, 181, 182

technical acquisition components, 173–174
CT pulmonary angiography, 187
CT texture analysis (CTTA), 334, 335
CT texture characterization

applications
bladder lesions, 326
lung lesion classification, 327
normal tissue complications, 327, 328

numeric values, 319, 320
post-acquisition mathematical analysis, 319
practical considerations

image acquisition, 324–325
post-acquisition manipulation, 325
regions of interest, 324
texture software packages, 325–326

texture analysis, 319
Fourier analysis, 323
fractal analysis, 324
gray-level co-occurrence matrix (GLCM), 322
histogram analysis, 320–322
Laws’ textures analysis, 323–324

CurveBeam, 400
CurveBeam PedCat, 399

D
Data-fidelity term, 47
Data-matching term, 47
Deconvolution analysis, 336
Deconvolution method, 372–374
DECT-based iodine quantification (DECT-IQ), 253, 254, 

256
DECT-based pulmonary perfusion assessment, 246
DECT-derived iodine maps, 248
DECT-derived iodine quantification, 248
DECT pulmonary angiography, 246
Deep convolutional neural network (3D-Unet), 210
Detectability index (d’), 206
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