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‘Evidence-based management is another way of saying “we deal in facts, in 

reality”. The differentiating factor in Google’s people strategy was that we relied 

on evidence-based management to separate what we “hoped would be true” 

from reality. This superb book gives you the tools to build your own roadmap 

to excellence.’ Laszlo Bock, Ceo, Humu and former sVP, People operations, 
Google/alphabet

‘Evidence-based management seeks to improve the decision-making lessons 

taught in our business schools as well as the decision frameworks business 

managers and leaders use routinely. If Enron’s board, its risk management 

department, its accounting, finance and legal teams had adopted the principles 

and practices described in this book, Enron would be alive and well today.’ 

sherron Watkins, enron Whistleblower, time Person of the Year 2002

‘As we leave the age of intuition and enter the era of evidence, leaders need a 

guide for data-driven decision-making. This book is that guide: an accessible, 

immediately actionable manual from some of the great pioneers of evidence-

based management.’ adam Grant, new York times bestselling author of give 
and take and Originals, and co-author of Option B 

‘Evidence-based management addresses a vital need. By lucidly conveying 

the perspectives of both researchers and practitioners, it should help each 

community to do its job, protect each from simplistic accounts of one another’s 

work and facilitate collaboration between them.’ Baruch fischhoff, Howard 
Heinz University Professor, Department of engineering and Public Policy 
and institute for Politics and strategy, Carnegie Mellon University

‘One of the strengths of this book is that it considers evidence from academic 

research, from practitioners, from the organization itself and from stakeholders 

surrounding the organization. For each of these sources of evidence, the book 
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addresses how to acquire evidence and appraise its relevance and usefulness, 

as well as practical insights as to how to turn evidence into action. This work is 

truly the definitive text on how to develop and use an evidence-based approach 

to management.’ Jeffrey Pfeffer, Thomas Dee Professor, stanford, co-author 
of Hard Facts, dangerous Half-truths, and total nonsense: Profiting from 
Evidence-Based Management 
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foreWorD

The need for evidence-based management is stronger than ever. Although 
evidence-based practice and discussions of evidence-based management have 
increased over the last decade or more, and there are now organizations devoted 
to building evidence-based management activities in business management and 
the policy sciences, much remains to be done to make evidence-based manage-
ment more ubiquitous in managerial decision-making. This book marks an 
important step forward by providing scholars, teachers, policymakers and 
organizational leaders both the knowledge and the practical tools necessary 
to teach evidence-based management in classrooms so as to produce more 
evidence-based practitioners, and to apply evidence-based management in 
workplaces to produce more scientifically sound decisions and policies.

The case for evidence-based management rests on several truths. First, 
knowledgeable observers have noted that progress in management scholar-
ship and concomitant advances in theoretical understanding of social 
processes, and also the translation of that knowledge into action, are mostly 
notable by their absence.1 Accumulating important and relevant evidence 
is essential for making scientific progress, as medicine nicely illustrates. A 
new journal, Academy of Management Discoveries, was launched in part 
because its founding editorial board correctly believed that most journals 
overemphasized ‘new’ theory, and that there was insufficient attention to 
explicating interesting phenomena and data for their own sake. It is too soon 
to tell to what extent AMD will change the emphasis journals place on sound 
evidence as contrasted with the newness or cuteness of ideas. But many schol-
ars believe that the journal will help move management research away from 
an excessive preoccupation with theory2 and with novelty for its own sake, 
both practices that have retarded the development of replicable knowledge.3

There are other hopeful signs consistent with an emphasis on evidence-
based management. One is the founding of organizations consistent with 
bringing evidence-based management more to the fore. For instance, consider 
the Responsible Research in Business and Management initiative. That effort is 
‘dedicated to inspiring, encouraging and supporting credible and useful research 
in the business and management disciplines.’4 This virtual organization seeks 
to increase research on socially significant topics and to encourage replication 
and the development of knowledge that stands up to scrutiny – research that is 
both useful for formulating organizational and social policy and also credible.

xv
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What editors of many academic journals seem to have missed is that 
in the quest for novelty and ‘new’ theory, social science has mostly built a 
knowledge base on quicksand. We have lots of new ideas and findings that 
don’t stand up to scrutiny and can’t be replicated – precisely the opposite of 
what one would want to build an evidence-based science and practice upon. 
In that regard, recently the National Academies of Sciences, Engineering 
and Medicine empanelled an ad hoc committee to ‘assess research and data 
reproducibility and replicability issues’.5 The problem is enormous. In social 
psychology, a working group published results that showed that only about 
a third of social psychology results published in major, refereed journals 
were replicated, with effect sizes about half of those originally reported.6 
This result represents a sobering wake-up call for scholars and highlights the 
need for better, more rigorous evidence.

Other recently founded or expanded organizations are also helping 
build an evidence-based management agenda. Most directly, there is the 
Center for Evidence-Based Management, an independent non-profit provid-
ing resources to people interested in learning more about evidence-based 
management.7 The two authors of this book, Rousseau and Barends, are 
prominent in the Center, with Barends its director. The Center has built a 
network of practitioners, educators and researchers and is an important 
repository for teaching materials, articles, columns, blogs and research 
about evidence-based management.

The Behavioral Science and Policy Association (BSPA), which publishes a 
journal, Behavioral Science and Policy and also holds an annual conference, 
was founded to bring social science research – evidence and theory – into 
the realm of policy-making. ‘We believe a clear understanding of the power 
of behavioural science research and interventions can provide innovative 
solutions for addressing challenges faced by policymakers and other practi-
tioners.’8 Clearly, some people and organizations are lining up with the EBM 
agenda, but much more remains to be done.

Another argument for the importance of evidence-based management is 
that in many domains, extensively documented in the subject area of human 
resource management9 but in numerous other topics, too, managers don’t 
use the best – or maybe any – evidence in implementing policies and prac-
tices. By ignoring evidence, managers damage organizational performance 
and the people who depend on those organizations. For instance, mergers 
continue apace, notwithstanding evidence on their ineffectiveness in creating 
value.10 Downsizing persists, even though evidence suggests it mostly harms 
people while not benefiting companies.11 Work hours grow longer even as 
research shows that long hours adversely affect both people’s health and 
productivity.12 The list of topics where evidence seems notable by its absence 
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in organizational policies and practices is truly frightening. We would not 
tolerate such casual, non-fact based decision-making in fields such as medi-
cine or engineering, and we should stop excusing it in management, as well.

Third, fad-chasing and casual benchmarking remain all too common, 
particularly in management training and development where the use of 
‘happy-sheets’ that measure how much people enjoyed some session or 
material places an inevitable premium on entertainment and, worse than 
that, foments the goal of seeking to make people feel comfortable and not 
challenged so they will ‘like’ the presenter. Thus, in the important topic of 
leadership, evidence gives way to ‘inspiration’ and crowd-pleasing rheto-
ric. At a dinner in Australia, a senior human resources executive defended 
a speaker at a recent conference, notwithstanding this individual’s lack of 
substantive knowledge and the fact that the person behaves quite opposite to 
what he advocates for others. Her defence: noting the standing ovation this 
presenter received. Entertainment is not evidence, and if we are to choose 
our educators and sources of information based on whether or not they can 
get people on their feet, the Rolling Stones or Bruce Springsteen would put 
even the best leadership ‘guru’ to shame. The fact that an enormous leader-
ship industry rolls along, notwithstanding truly miserable levels of employee 
engagement, low levels of trust in leaders and numerous measures of abys-
mal leadership development performance, speaks to the ongoing need to 
confront myths and edutainment with evidence.13

Yet another reason the need for evidence-based management remains 
singularly crucial is the importance of the decisions made in and by 
organizations. Organizations have profound effects on their employees’ 
psychological and physical well-being, and thus indirectly on mortality, 
morbidity and healthcare costs.14 Organizations have reached vast scale. 
Product markets are increasingly concentrated, potentially harming consum-
ers.15 Monopsonistic power in labour markets affects employee wages, wage 
growth and income inequality.16 Organizational size and scale has enabled 
these entities to affect political outcomes, in turn permitting the organiza-
tions to become ever more profitable through their control of the political 
economy. Simply put, organizations are increasingly powerful, and it would 
be nice if that power was deployed more frequently using good evidence 
rather than ideology or managerial capriciousness. The case for evidence-
based management remains a strong one for numerous reasons.

Evidence comes in many ways, in many forms, and from many sources. 
One of the strengths of this book is that it considers evidence from academic 
research, from practitioners, from the organization itself and from stake-
holders surrounding the organization. For each of these sources of evidence, 
the book addresses how to acquire evidence and appraise its relevance and 
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usefulness, as well as practical insights as to how to turn evidence into 
action. This work is truly the definitive text on how to develop and use an 
evidence-based approach to management, and an important step forward 
from an earlier Handbook that, while obviously useful, was neither as inte-
grated nor as focused on implementation as this volume.17

In the end, actually implementing evidence-based management requires 
three things. First, it requires a reasonably comprehensive evidentiary base. 
While much progress has occurred through the ongoing publication of impor-
tant research in the social sciences, journals could do much to accelerate this 
evidence-development process by changing the criteria for publication to 
emphasize evidence and to change a review process that invariably requires 
multiple rounds of submissions that often bring astonishingly little gain for 
all the time and effort expended.

Second, it requires the tools and techniques that make implementing 
evidence-based management accessible to a wider audience. This book and 
the efforts of the BSPA, CEBMa, RRBM and other organizations offers 
substantial and substantive guidance and examples.

Third, and possibly most importantly, making evidence-based management 
more widespread and routine requires the motivation to apply knowledge 
and logical thought to organizational and public policy decision-making. As 
I write these words, the United States has no national science advisor, many 
of the cabinet departments lack scientific advisory commissions or senior 
scientific positions, and science seems to be on the defensive, elsewhere in 
the world as well. Evidence-based medicine increased in prominence not just 
from growing scientific knowledge. To get evidence-based medicine imple-
mented, it took health systems and insurance companies requiring compliance 
with scientifically determined standards of care and financial reimbursement 
coming to increasingly depend on the application of best practices. Unless and 
until similar pressures come to bear on businesses and governments, evidence-
based management will remain, as it mostly is today, a discretionary activity 
and optional method of managing. These facts suggest that evidence-based 
management, beyond knowledge and skill, requires a social movement and 
social pressure to truly deliver its potential for improving decision-making 
and, as a consequence, people’s lives and organizational performance.

One can only hope that the factors that would make evidence-based 
management more widespread arrive sooner rather than later. The work of 
Denise Rousseau and Eric Barends, as represented in this book and in so many 
other places, represents important steps on a long road to making evidence-
based management routine and its benefits universal.

Jeffrey Pfeffer, June 2018
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PrefaCe

We wrote this book for decision makers in organizations and for the faculty, 
coaches and management professionals who help them develop. It lays out 
essential concepts in evidence-based practice and guides the reader in taking 
an evidence-based approach to decisions related to management and organi-
zations. In doing so, we also hope to challenge and inform management 
professionals and scholars regarding an alternative, more effective approach 
to making decisions in an increasingly complex, dynamic environment. 
Albert Einstein said, ‘We cannot solve problems by the same kind of think-
ing we used when we created them’.1 Evidence-based management changes 
our thinking about decisions in organizations, and how we teach and coach 
others to deepen their professional competencies.

Evidence-based management is a career-long pursuit – not just a tool 
or a course. It challenges conventional wisdom, authority and tradition 
regarding the way decisions are made. It raises a seldom-discussed issue 
in contemporary organizations – the quality of the evidence we use. All 
evidence-based practice, from its initiation in medicine to its contemporary 
uptake in policy and management, has as a key focus the critical appraisal of 
evidence quality. In our age of alt-facts and ‘news and views’ and at least one 
government’s initiative to ban the term ‘evidence-based’(!),2 attention to the 
trustworthiness of our information and judgement is needed more than ever.

our journey into evidence-based 
management

Learning is essential to evidence-based management. This is also true for us 
as authors. Both of us have been on our own journey into evidence-based 
management, starting from two very different places.

Eric Barends is an artist-turned-manager-turned-educator, who first 
learned of evidence-based practice working with physicians. ‘People often 
ask what brought me to evidence-based management. Of course, my 
higher motive is “making the world a better place”, but 10 years ago the 
big reason was frustration. As a senior manager, I was frustrated with the 
way decisions are made. Regardless whether it’s a local hospital or a global 
banking firm, too many decisions are based on a single source, typically the 
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HIPPO – the highest paid person’s opinion. A pivotal moment in my career 
was when I oversaw a large organizational change programme and asked 
three senior directors how they thought the change should be managed. 
To my big surprise, they all recommended a different approach. But what 
worried me more was I could tell their recommendations were influenced 
by where they were trained and which management books they had read. 
When I discussed this with a group of physicians they advised me to take an 
evidence-based approach: People can make any recommendation they like, 
but have them rate on a scale the quality of evidence backing it. If a recom-
mendation is based on evidence from multiple, high-quality sources, such as 
a systematic review and controlled organizational data, it should be rated as 
high- quality evidence. If the evidence is a single case study or based only on 
their personal experience, the recommendation should still be entertained, 
but it should be rated as lower-quality evidence. Recommendations receive 
a weight consistent with their evidence quality. As you will see in this book, 
a true evidence-based approach is a bit more complicated, but at the time 
I thought that this approach was brilliant! This discussion in 2007 was a 
defining moment and marked my journey into evidence-based management. 
Fortunately, at that time, several other people were already promoting it, 
including Denise Rousseau, Jeffrey Pfeffer and Rob Briner. The problem was, 
however, that these people were all academics. They were promoting the idea 
of evidence-based management, but they did not explain how evidence-based 
management can be applied in daily practice. And to be honest, even though I 
was one of the few management practitioners in the movement, neither did I.

‘It took us several years to figure out how the evidence-based practice 
skills developed in medicine – such as systematically acquiring evidence, 
appraising its quality, and calculating a probability estimate – apply to the 
domain of management. This book takes a big step forward to the practice 
of evidence-based management. I wish I had this book 10 years ago, when I 
was struggling with well-meant but often misguided advice from colleagues, 
consultants and famous management thinkers. It would have made me a 
better manager.’

Denise Rousseau is a professor, an academic researcher concerned with 
worker well-being and positive organizational practices, and a professional 
educator teaching MBAs and other graduate students and executives, many 
of whom hope to be better managers than those they themselves have had. 
‘I became interested in evidence-based management about 20 years ago as I 
came to believe in what could be called a research-practice gap. This meant 
that what I believed to be scientific findings of practical value were seldom 
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used by managers or other practitioners. Naively, I thought it was a motiva-
tion issue, managers not being interested in research findings.

‘Over time I have come to understand the research-practice “gap” quite 
differently. First, I have learned that thoughtful practitioners tend to be 
interested in all sorts of information, including scientific evidence.3 (In 
all honesty, the best theorists I have met in my career have been highly 
successful, thoughtful senior executives, whose high need for cognition and 
understanding rivals professional academics.) However, scientific evidence is 
hard for managers to find, and often they don’t know where or how to look 
for it. Second, educators in professional schools of business and manage-
ment are very inconsistent regarding whether they base their teaching on 
the scientific evidence related to their subject. Professional schools do very 
little to prepare their graduates for seeking new evidence from science or 
other sources once out of school, and fail to prepare them for updating their 
knowledge as new evidence becomes available. Third, scholars in general do 
very little to make their research accessible to practitioners. For the most 
part, scholars create few if any evidence summaries that practitioners might 
find useful, instead writing vague Implications for Practitioner sections to 
their articles in order to get published – but not necessarily to put their find-
ings to use. Last but not least, evidence is not answers. Regardless of the 
array and quality of evidence available to a working manager, that person 
still needs to interpret and apply the evidence in hand, an application that 
can require considerable judgement, consultation and learning by doing. 
Educators pay little attention to helping managers figure out how best to 
apply evidence in real life. It became clear that a family of approaches is 
needed to build a better bridge over the research-practice gap.’

What we have learned

Together we have 20 years of experience teaching evidence-based manage-
ment. In truth, we began teaching it while we were still learning what it 
was or could be. We have needed to understand better what evidence-based 
management meant in daily practice. We came to appreciate the special 
skills and knowledge involved in interpreting science for practical use, the 
several kinds of evidence critical to organizational decisions (for example, 
organizational data, professional experience and stakeholder perspectives), 
and the different evidence-gathering processes needed for different kinds of 
decisions. We also came to realize the need to develop frameworks for criti-
cally appraising different kinds of evidence.
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We also offer some observations:

●● Asking good questions is a central skill in evidence-based practice, 
particularly the question ‘What do I need to know to make this decision?’

●● Obtaining evidence is a very different skill than merely searching the web. 
Because we can google doesn’t mean we know how to find the best avail-
able evidence.

●● Practitioners will sometimes gather new evidence and other times just 
apply the evidence they have in hand. They need to learn how to do both. 
This can mean priming the pump with preparatory reading and network-
ing with researchers and other professionals in order to have easy access 
to evidence – when a decision arises.

●● The biggest worry students express is not whether they have enough time 
or can get good evidence, it’s whether their boss will be open-minded 
enough to listen to the evidence.

●● And last, but not least, the perfect is the enemy of the good. The goal is 
better decisions, not perfect decisions. Effective evidence-based practi-
tioners are lifelong learners prepared to deal with uncertainty in making 
decisions and solving problems.

Happy reading,
Eric Barends and Denise Rousseau
Leiden, NL and Pittsburgh, USA

Notes and references

1 Einstein, there is some dispute regarding the origins of this quote. https://
en.wikiquote.org/wiki/Talk:Albert_Einstein, 11 February 2018

2 Kaplan, S and McNeil, DG (2017) Uproar over purported ban of words like 
‘fetus’, New York Times, 17 December

3 Barends, EG et al (2017) Managerial attitudes and perceived barriers regard-
ing evidence-based practice: An international survey, PloS One, 2017, 12 (10), 
e0184594



HoW To reaD  
(aND Use) THis BooK

Our advice could be simple: sit down in a comfortable chair, and start read-
ing from cover to cover. But we understand that you want something more 
elaborate. Here are some tips.

What background knowledge do i need?

Anyone who wants to know more about evidence-based management can 
read this book. Our target audience includes students, management profes-
sionals, consultants and teachers across a wide range of management 
disciplines (including but not limited to HR, strategy and change, healthcare 
management, public management, policy making, marketing and entrepre-
neurship) who want to learn how to make better decisions in organizations. 
No degree or technical knowledge is required. However, some experience 
with organizations, either as an employee or a manager, is helpful.

What is the structure of the book?

The chapters in this book follow the six steps of evidence-based manage-
ment: Ask, Acquire, Appraise, Aggregate, Apply and Assess. In addition, 
the chapters follow the four sources of evidence: Practitioners, Scientific 
literature, Organizations and Stakeholders. Together the chapters represent 
the evidence-based management skills framework that forms the structure 
of this book (see Table 0.1).

Must i read the book from cover to cover 
or can i read separate chapters?

If you want to practise evidence-based management, you should be able to 
apply all six steps and make use of all four sources. Thus, it makes sense 
to consecutively read all chapters. However, although the steps, skills and 

xxv



table 0.1 Evidence-based management skills framework

Practitioners 
(professional expertise)

Research literature 
(empirical studies)

Organization 
(internal data)

Stakeholders (values 
and concerns)

Ask
Translating a practical issue into 
an answerable question

Chapter 2

Acquire
Systematically searching for 
and retrieving the evidence

Chapter 3 Chapter 6 Chapter 8 Chapter 10

Appraise
Critically judging the 
trustworthiness of the evidence

Chapter 4 Chapter 7 Chapter 9 Chapter 11

Aggregate
Weighing and pulling together 
the evidence

Chapter 12

Apply
Incorporating the evidence into 
the decision-making process

Chapter 13

Assess
Evaluating the outcome of 
the decision taken

Chapter 14

xxvi
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sources are the same for all types of decisions, some may be more relevant 
than others – depending on the issue and organizational context at hand. 
In addition, your knowledge of some of the steps and sources may be more 
advanced whereas your understanding of others may be limited. For this 
reason, the chapters in this book can also be read separately – cherry pick-
ing is allowed. To ensure a thorough understanding when reading separate 
chapters, we have provided some overlap. Important core concepts such 
as PICOC, bias, confounders and methodological features are discussed 
in several chapters. In addition, a glossary is provided to help you when 
encountering unfamiliar terms or concepts.

Three chapters are not about the six steps 
or four sources, what is their purpose?

In addition to the 12 chapters that represent the evidence-based manage-
ment skills framework, we have provided three more chapters. Chapter 1 
provides a succinct and readable overview of the basic principles of 
evidence-based management: what is it, why do we need it, and common 
misconceptions. This chapter is a good introduction for those who are 
unfamiliar with evidence-based management. You might want to share 
it with your colleagues (a free downloadable copy can be retrieved from  
www.CEBMa.org). Chapter 5 provides a short introduction to science. It 
discusses basic scientific principles such as the scientific method, peer review 
and replication, and explains important concepts such as statistical signifi-
cance, bias, confounders and moderators and mediators. In Chapter 15 we 
discuss how you can build the capacity for evidence-based  management – 
not only in yourself, but also among your peers, bosses and the organization 
at large.

Why are there so many examples  
in this book?

Evidence-based management is not a philosophy or an abstract idea, it is 
something people do (or don’t do) to make better decisions in organizations. 
It is about following the six steps, applying the six corresponding skills and 
using the four sources of evidence day-to-day. To illustrate how this works 
we have used many practical examples.
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so, is this a textbook or a management 
book?

Both. The book can be used as a ‘textbook’ for universities, business schools 
and other educational institutions, as well as a ‘management book’ for 
managers, leaders, policymakers and consultants. But first and foremost, 
this is a ‘How to’ book. It is meant to be used not just to read. For this 
reason, we have incorporated checklists and flowcharts useful in daily prac-
tice. We hope this book gets a privileged spot on your desk or bookshelf to 
be consulted whenever an important decision is made.

What is on the companion website?

Two websites are available to help supplement this book and help continue 
your development as an evidence-based practitioner:

●● Carnegie Mellon’s Open Learning Initiative offers a set of training 
modules so you can learn about different aspects of evidence-based 
management and test your understanding of them: http://oli.cmu.edu/. 
Once you get to the opening page, sign up and then search for Evidence-
Based Management (open + free courses).

●● The Center for Evidence-Based Management (CEBMa) offers a vari-
ety of supports for practitioners, teachers and scholars, including 
articles, presentations and access to a network of EBMgt practitioners:  
https://www.cebma.org/
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evidence-based 
management: 
the basic principles

The fact that an opinion has been widely held is no evidence whatever that  
it is not utterly absurd.

bertrand russell

Consider this hypothetical situation. You pay a visit to a dietician after gain-
ing a bit of weight over the holiday season. The dietician advises you to 
try diet X. It’s very expensive and demands a radical change in lifestyle, 
but the prospect of having a slim and healthy body motivates you to stick 
to the diet. After a few weeks, however, you have gained five pounds and 
suffer serious side effects that require medical treatment. After searching the 
internet, you learn that most scientific studies find diet X to be ineffective 
and fraught with such side effects. When you confront the dietician with 
these findings, he replies, ‘Why should I pay attention to scientific studies? 
I have 20 years of experience. Besides, the diet was developed by a famous 
American nutritionist, whose book sold more than a million copies.’1

Does that sound like malpractice? It probably does. Unfortunately, in 
management, disregarding sound evidence and relying on personal expe-
rience or the popular ideas of management gurus is daily practice. Yet 
managerial decisions affect the working lives and well-being of people 
around the world. As Henry Mintzberg said: ‘No job is more vital to our 
society than that of a manager. It is the manager who determines whether 
our social institutions serve us well or whether they squander our talents 
and resources.’2

In this book we will explain what evidence-based management is and 
how it can help you and your organization make better decisions. Whether 
we work in a bank, hospital, large consulting firm or small startup, as prac-
titioners affecting the lives of so many, we have a moral obligation to use the 
best available evidence when making a decision. We can do this by learning 

01
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how to distinguish science from folklore, data from assertions, and evidence 
from beliefs, anecdotes or personal opinions.

1.1 What is evidence-based management?

The basic idea of evidence-based management is that good-quality deci-
sions require both critical thinking and use of the best available evidence. 
Of course, all practitioners use some kind of evidence in their decisions. But 
few pay attention to the quality of the evidence. The result is decisions that 
rely on unfounded beliefs, fads and fashions, and the unsupported though 
popular ideas of management gurus. The bottom line is bad decisions, poor 
outcomes and little understanding of why things go wrong. Evidence-based 
management seeks to improve the way decisions are made. It is an approach 
to decision-making and day-to-day work practice that helps practitioners 
to critically evaluate the extent to which they can trust the evidence they 
have at hand. It also helps practitioners identify, find and evaluate additional 
evidence relevant to their decisions.

In this book, we use the following definition of evidence-based manage-
ment.3 This definition not only provides a clear statement of what 
evidence-based management means, but also describes the main skills 
required to manage in an evidence-based way:

Evidence-based management is about making decisions 
through the conscientious, explicit and judicious use of the 

best available evidence from multiple sources by:

1 Asking: translating a practical issue or problem into an answerable 
question.

2 Acquiring: systematically searching for and retrieving the evidence.

3 Appraising: critically judging the trustworthiness and relevance of the 
evidence.

4 Aggregating: weighing and pulling together the evidence.

5 Applying: incorporating the evidence into the decision-making process.

6 Assessing: evaluating the outcome of the decision taken 

to increase the likelihood of a favourable outcome.
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1.2 What counts as evidence?

When we say ‘evidence’, we mean information, facts or data supporting (or 
contradicting) a claim, assumption or hypothesis. Evidence may come from 
scientific research suggesting some relatively generalizable facts about the 
world, people or organizational practices. Evidence may also come from 
local organizational or business indicators, such as company metrics, KPIs 
or observations of practice conditions. Even professional experience can be 
an important source of evidence, as in the case where an entrepreneur learns 
from having launched a variety of businesses that one particular approach 
seems more likely to pay off. Last, stakeholders, people who affect and/or 
are affected by a decision, can provide important information on potential 
consequences and interests related to the decision.

Think of it in legal terms. In a court of law, evidence from many  different 
sources is presented, including eyewitness testimony, forensic evidence, 
 security camera images and witness statements. All this evidence may help a 
judge or a jury to decide whether a person is innocent or guilty. The same is 
true for management decisions. Regardless of its source, all evidence may be 
included if it is judged to be trustworthy and relevant.

1.3  Why do we need evidence-based 
management?

Most management decisions are not based on the best available evidence. 
Instead, practitioners often prefer to base decisions solely on their judgement 
based on personal experience. However, personal judgement alone is not a 
very reliable source of evidence because it is highly susceptible to systematic 
errors  – we have cognitive and information processing limits that make us 
prone to biases that have negative effects on the quality of the decisions we 
make.4, 5, 6, 7

Even practitioners and industry experts with many years of  experience 
are very bad at making forecasts or calculating risks when relying solely 
on their personal judgement, whether it concerns the credit rating of 
bonds,8 the growth of the economy,9 political developments10 or medical 
 diagnoses.11 In Chapter 4 you will gain a better understanding of the nature 
of  professional expertise and learn how to detect common cognitive biases 
that can  negatively affect practitioner judgement.

Another heavily used source of evidence is what other organizations are 
doing. Through benchmarking and so-called ‘best practices’,  practitioners 
sometimes copy what other organizations are doing without critically 
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evaluating whether these practices are actually effective and, if so, whether 
they are also likely to work in a different context. Benchmarking can 
demonstrate alternative ways of doing things, but it is not necessarily a good 
indicator in itself of what would work elsewhere. Chapters 8 and 9 further 
explain how to gather and evaluate organizational evidence.

At the same time, there are many barriers to evidence-based management. 
Few management practitioners have been trained in the skills required to 
critically evaluate the trustworthiness and relevance of the information they 
use. In addition, important organizational information may be difficult to 
access and what is available can be of poor quality. Finally, practitioners 
are often unaware of the current scientific evidence available on key issues 
related to their decisions. For example, a survey of 950 US HR practitioners 
showed large discrepancies between what practitioners think is effective and 
what the current scientific research shows.12 This study has been repeated in 
other countries with similar findings.13 Such results suggest that most prac-
titioners pay little or no attention to scientific or organizational evidence. 
Instead, the typical practitioner seems to place too much trust in low- quality 
evidence such as personal judgement and experience, best practices and 
the beliefs of corporate leaders. As a result, billions of dollars are spent on 
management practices that are ineffective or even harmful to organizations, 
their members and the public.

For years, the US technology company Google believed that technical 
expertise was the most important capability for their managers. They 
thought that the best managers left their people alone as much as 
possible, focusing instead on helping them with technical problems when 
people got stuck. When the company examined what employees valued 
most in a manager, however, technical expertise ranked last among eight 
qualities. More crucial were attributes like asking good questions, taking 
time to meet and caring about employees’ careers and lives. Managers 
who did these things led top-performing teams and had the happiest 
employees and lowest turnover. These attributes of effective managers, 
however, also are well established in scientific studies, so Google’s 
improvement efforts could have started years earlier.

Example
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To give evidence-based management a shot at success, we need to increase 
the capacity of managers and organizations to prioritize quality evidence 
over unfounded personal opinion – and incorporate what the body of 
evidence indicates into their better-informed professional judgement. In 
Chapter 15, we will discuss how to build the capacity for evidence-based 
management – not only in yourself, but also among your peers, bosses and 
the larger organization.

1.4  What sources of evidence should 
be considered?

Before making an important decision, an evidence-based practitioner starts 
by asking, ‘What’s the available evidence?’ Instead of basing a decision on 
personal judgement alone, an evidence-based practitioner finds out what 
is known by looking for evidence from multiple sources. According to 
the principles of evidence-based management, evidence from four sources 
should be taken into account (Figure 1.1):

Ask
Acquire
Appraise

Aggregate
Apply
Assess

Practitioners
professional expertise

Scientific literature
empirical studies

Stakeholders
values and concerns

Organization
internal data

Figure 1.1 
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Practitioners: The professional experience and judgement of practitioners.

The scientific literature: Findings from empirical studies published in 
academic journals.

The organization: Data, facts and figures gathered from the organization.

Stakeholders: The values and concerns of people who may be affected by 
the decision.

Evidence from practitioners

The first source of evidence is the professional experience and judgement of 
managers, consultants, business leaders and other practitioners. Different 
from intuition, opinion or belief, professional experience is accumulated 
over time through reflection on the outcomes of similar actions taken in 
similar situations. This type of evidence is sometimes referred to as ‘tacit’ 
knowledge. Professional experience differs from intuition and personal 
opinion because it reflects the specialized knowledge acquired by repeated 
experience and practice of specialized activities such as playing the violin 
or making a cost estimate. Many practitioners take seriously the need to 
reflect critically on their experiences and distil the practical lessons. Their 
knowledge can be vital for determining whether a management issue really 
does require attention, if the available organizational data are trustworthy, 
whether research findings apply in a particular situation or how likely a 
proposed solution is to work in a particular context.

A Dutch university hospital has decided to implement personal 
development plans for all its nurses. These plans would include a 
statement of the nurse’s aspirations and career priorities. The HR director 
points out that according to Maslow’s hierarchy of needs, a well-known 
motivation theory, basic levels of needs (such as health and safety) 
must be met before an individual can focus on his or her higher-level 
needs (such as career and professional development). The nurses at the 
emergency department are increasingly exposed to serious safety hazards 
from offensive language to physical violence. The HR director therefore 
recommends excluding these nurses until the safety hazards are under 
control and significantly reduced.

Example
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In Chapter 3 we explain how to gather evidence from practitioners in a valid 
and reliable way, covering aspects such as what, who, and how to ask, the 
sample size needed, and how to develop appropriate questionnaires.

Evidence from the scientific research literature

The second source of evidence is scientific research published in academic 
journals. Over the past few decades the volume of management research has 
escalated hugely, with topics ranging from evaluating merger success and 
the effects of financial incentives on performance to improving employee 
commitment and recruitment.

There is also much relevant research from outside the management disci-
pline, since many of the typical problems that managers face, such as how 
to make better decisions, how to communicate more effectively and how 
to deal with conflict, are similar to those experienced in a wide range of 
contexts. Although many practitioners learn about research findings as 
students or on professional courses, new research is always being produced, 
which often changes our understanding. In order to include up-to-date 
evidence from the scientific literature in your decisions, it is essential to 
know how to search for studies and to be able to judge how trustworthy 
and relevant they are.

How did evidence from practitioners help?

Experienced managers and nurses were asked independently about their 
view on the director’s recommendation. Most of them failed to agree 
and indicated that their professional experience tells them that often the 
opposite is true: nurses who work in difficult circumstances tend to be 
strongly interested in professional development and self-improvement. 
In addition, a search was conducted in online scientific databases. This 
yielded a range of studies indicating that there is no empirical evidence 
available to support Maslow’s theory, therefore the managers’ and nurses’ 
experience is a better quality source of evidence.



Evidence-Based Management8

In Chapter 6 you will learn the skills necessary to successfully search for 
evidence from the scientific literature using online research databases such 
as ABI/INFORM Global, Business Source Premier and PsycINFO.

Evidence from the organization

A third source of evidence is the organization itself. Whether this is a busi-
ness, hospital or governmental agency, organizational evidence comes in 
many forms. It can be financial data such as cash flow or costs, or business 
measures such as return on investment or market share. It can come from 

The board of directors of a large Canadian law firm has plans for a merger 
with a smaller firm nearby. The merger’s objective is to integrate the 
back-office of the two firms (IT, finance, facilities, etc) in order to create 
economies of scale. The front offices and legal practices of the two firms 
will remain separate. The board has been told by the partners that the 
organizational cultures of the two firms differ widely, so the board wants 
to know whether this can create problems for the merger. Partners of both 
firms were asked independently about their professional experience with 
mergers. Those who had been involved in one or more mergers stated 
that cultural differences matter, and can cause serious culture clashes 
between professionals.

How did evidence from the scientific literature help?

A search was conducted in online scientific databases, which yielded 
a meta-analysis based on 46 studies with a combined sample size 
of 10,710 mergers and acquisitions. The meta-analysis confirms the 
partner’s judgement that there is a negative association between cultural 
differences and the effectiveness of the post-merger integration. However, 
the study also indicates that this is only the case when the intended level 
of integration is high. In mergers that require a low level of integration, 
cultural differences are found to be positively associated with integration 
benefits. In the case of the two law firms, the planned integration 
concerns only back office functions, making the likelihood of a positive 
outcome higher.

Example
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customers or clients in the form of customer satisfaction, repeat business or 
product returns statistics. It can also come from employees through infor-
mation about retention rates or levels of job satisfaction. Evidence from the 
organization can be ‘hard’ numbers such as staff turnover rates, medical 
errors or productivity levels, but it can also include ‘soft’ elements such as 
perceptions of the organization’s culture or attitudes towards senior manage-
ment. Evidence from the organization is essential to identifying problems 
that require managers’ attention. It is also essential to determining likely 
causes, plausible solutions and what is needed to implement these solutions.

The board of a large insurance company has plans to change its regional 
structure to a product-based structure. According to the board, the 
restructuring will secure the company’s market presence and drive greater 
customer focus. The company’s sales managers strongly disagree with 
this change, arguing that ditching the region-based structure will make it 
harder to build good relationships with customers and will therefore harm 
customer service.

How did evidence from the organization help?

Analysis of organizational data revealed that the company’s customer 
satisfaction is well above the industry average. Further data analysis 
showed a strong negative correlation between the account managers’ 
monthly travel expenses and the satisfaction of their customers, 
suggesting that sales managers who live close to their customers score 
higher on customer satisfaction.

Example

In Chapter 8 you will develop a better understanding of evidence from the 
organization and learn to acquire it in a valid and reliable way.

Evidence from stakeholders

A fourth source of evidence is stakeholder values and concerns. Stakeholders 
are any individuals or groups who may be affected by an organization’s 
decisions and their consequences. Internal stakeholders include employees, 
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managers and board members. Stakeholders outside the organization such 
as suppliers, customers, shareholders, the government and the public at large 
may also be affected. Stakeholder values and concerns reflect what stake-
holders believe to be important, which in turn affects how they tend to react 
to the possible consequences of the organization’s decisions. Stakeholders 
may place more or less importance on, for example, short-term gain or 
long-term sustainability, employee well-being or employee output, organi-
zational reputation or profitability, and participation in decision-making or 
top-down control. Organizations that serve or respond to different stake-
holders can reach very different decisions on the basis of the same evidence 
(compare ExxonMobil and Greenpeace, for example). Gathering evidence 
from stakeholders is not just important for ethical reasons. Understanding 
stakeholder values and concerns also provides a frame of reference from 
which to analyse evidence from other sources. It provides important infor-
mation about the way in which decisions will be received and whether the 
outcomes of those decisions are likely to be successful.

To assess employees’ satisfaction with their supervisors, a British telecom 
organization conducted a survey among its 12,500 employees. The survey 
contained some demographic questions such as postcode, date of birth 
and job title, and five questions on employee satisfaction with their 
immediate supervisor. The introductory letter by the CEO stated that all 
answers would remain anonymous. After the survey was sent out, only 
582 employees responded, a response rate of less than 5 per cent.

How did evidence from stakeholders help?

A focus group discussion with employees from different parts of the 
organization was conducted to find out why so many members did not 
participate in the survey. The employees in the focus group stated that 
they were concerned that the demographic data would make it possible 
to identify the person behind the answers. Given the sensitive nature of 
the survey’s topic they therefore decided not to participate. Based on 
this outcome the survey was modified by dropping the postcode and 
replacing the date of birth with an age range. The modified survey yielded 
a response rate of 67 per cent.

Example
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In Chapter 10 we explain how to identify a company’s most relevant stake-
holders. We also discuss methods for exploring stakeholder interests and 
concerns, and describe how paying attention to both practical and ethical 
aspects in the decision process can improve the quality of your decisions. 
Finally, in Chapter 12 we demonstrate how you can weigh and combine 
evidence from all four sources of evidence.

1.5  Why do we have to critically 
appraise evidence?

Evidence is never perfect and sometimes can be misleading. Evidence can 
be overstated such that a seemingly strong claim turns out to be based on a 
single and not particularly reliable piece of information. A colleague’s confi-
dent opinion regarding the effectiveness of a practice might turn out to be 
based on little more than an anecdote. An organization’s long-standing way 
of doing things may actually never have been evaluated to see whether it 
really works. All evidence should be critically appraised by carefully and 
systematically assessing its trustworthiness and relevance.

How a piece of evidence is evaluated can differ slightly depending on 
its source; however, critical appraisal always involves asking the same basic 
questions. Where and how is the evidence gathered? Is it the best available 
evidence? Is there enough evidence to reach a conclusion? Are there reasons 
why the evidence could be biased in a particular direction? So, for example, if 
we are critically appraising a colleague’s experiences with a particular prob-
lem, we may wonder how many times he or she has experienced that issue 
and whether the situations were comparable. For example, if a colleague 
proposes a solution to high levels of staff absenteeism, but his or her expe-
rience relates to only one previous instance, and that was among migrant 
workers picking fruit, then it would not have much to teach you about 
dealing with absenteeism of orthopaedic surgeons in a hospital. Similar 
questions need to be asked about evidence from the organization such as 
sales figures, error rates or cash flow. How were these figures calculated? Are 
they accurate? Are they reliable? In the case of evidence from the scientific 
literature we would ask questions about how the study was designed. How 
were the data collected? How was the outcome measured? To what extent 
are alternative explanations for the outcome found possible? Evidence-based 
management is about using the best available evidence, and critical appraisal 
plays an essential role in discerning and identifying such evidence.
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In Chapter 4 you will learn how to detect common cognitive biases that 
may negatively affect practitioner (and your own) judgement. Chapter 7 
will help you to critically appraise the trustworthiness of external evidence 
such as journal articles, business books, newspaper articles or textbooks 
based on scientific research. Chapter 9 will teach you the skills needed to 
critically appraise organizational evidence. Finally, Chapter 11 focuses on 
the critical appraisal of stakeholder evidence; that is, the perceptions and 
feelings of people who influence and/or are affected by a decision.

1.6  Why focus on the ‘best available’  
evidence?

In almost any situation it is possible to gather different types of evidence 
from different sources, and sometimes in really quite large quantities. But 
which evidence should we pay more attention to and why? A fundamental 
principle of evidence-based management is that the quality of our decisions 
is likely to improve the more we make use of trustworthy evidence – in 
other words, the best available evidence. This principle is apparent in every-
day decision-making, whether it is buying someone a birthday present or 
wondering where to go out for dinner. In most cases, we actively seek out 
information from multiple sources, such as our partner’s opinion, the expe-
riences of friends or the comments of a local food critic. Sometimes this 
information is so weak that it is hardly convincing at all, while at other 
times the information is so strong that no one doubts its correctness. It 
is therefore important to be able through critical appraisal to determine 
what evidence is the ‘best’ – that is, the most trustworthy – evidence. For 
instance, the most trustworthy evidence on which holiday destination has 
the least chance of rain in Ireland in early August will obviously come from 
statistics on the average rainfall per month, not from the personal experi-
ence of a colleague who only visited the country once. Exactly the same 
is true for management decisions. When making a decision about whether 
or not to use a quality management method such as Six Sigma to reduce 
medical errors in a British university hospital, information based on the 
findings from a study of 150 European university hospitals in which medical 
errors were measured before and after the introduction of Six Sigma is more 
trustworthy than the professional experience of a colleague who works at 
a small private hospital in Sydney. However, such a study may never have 
been done. Instead, the best ‘available’ evidence could be case studies of just 
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one or two hospitals. For some decisions, there may be no evidence from the 
scientific literature or the organization at all, thus we may have no option 
but to make a decision based on the professional experience of colleagues 
or to pilot test different approaches and see for ourselves what might work 
best. Given the principles of evidence-based management, even if we rely on 
the experience of colleagues, this limited-quality evidence can still lead to a 
better decision than not using it, as long as we are aware of its limitations 
when we act on it.

1.7  some common misconceptions  
of evidence-based management

Misconceptions about evidence-based management are a major barrier to 
its uptake and implementation. For this reason, it is important that miscon-
ceptions are challenged and corrected. In most cases, they reflect a narrow 
or limited understanding of the principles of evidence-based management.

Misconception 1: Evidence-based management ignores 
the practitioner’s professional experience

This misconception directly contradicts our definition of evidence-based 
management – that decisions should be made through the conscientious, 
explicit and judicious use of evidence from four sources, including evidence 
from practitioners. Evidence-based management does not mean that any 
one source of evidence is more valid than any other. Even the professional 
experience and judgement of practitioners can be an important source if 
it is appraised to be trustworthy and relevant. Evidence from practition-
ers is essential in appropriately interpreting and using evidence from other 
sources. If we are trying to identify effective ways of sharing information 
with colleagues, evidence from the organization may be informative but 
professional experience and judgement are needed to help to determine 
what practices make good sense if we are working with professionally 
trained colleagues or relatively low-skilled workers. Similarly, evidence from 
the scientific literature can help us to understand the extent to which our 
experience and judgement is trustworthy. Research indicates that years of 
experience in a technical speciality can lead to considerable expertise and 
tacit knowledge. On the other hand, an individual holding a series of unre-
lated jobs over the same number of years may have far less trustworthy 
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and reliable expertise. Evidence-based management is hence about using 
evidence from multiple sources, rather than merely relying on only one.

Misconception 2: Evidence-based management  
is all about numbers and statistics

Evidence-based management involves seeking out and using the best avail-
able evidence from multiple sources. It is not exclusively about numbers 
and quantitative data, although many practice decisions involve figures of 
some sort. You do not need to be a statistician to undertake evidence-based 
management, but understanding basic statistical concepts helps you to criti-
cally evaluate some types of evidence. The principles behind such concepts 
as sample size, statistical versus practical significance, confidence intervals 
and effect sizes, can be understood without mathematics. Evidence-based 
management is not about statistics, but statistical thinking is an important 
element.

Misconception 3: Managers need to make decisions 
fast and don’t have time for evidence-based 
management

Sometimes evidence-based management is about taking a moment to reflect 
on how well the evidence you have can be trusted. More often it is about 
preparing yourself (and your organization) in advance in order to make key 
decisions well. Evidence-based management involves identifying the best 
available evidence you need, preferably before you need it. Some manage-
ment decisions do need to be taken quickly, but even split-second decisions 
require trustworthy evidence. Making a good, fast decision about when to 
evacuate a leaking nuclear power plant or how to make an emergency land-
ing requires up-to-date knowledge of emergency procedures and reliable 
instruments providing trustworthy evidence about radiation levels or alti-
tude. When important decisions need to be made quickly, an evidence-based 
practitioner anticipates the kinds of evidence that quality decisions require. 
The need to make an immediate decision is generally the exception rather 
than the rule. The vast majority of management decisions are made over 
much longer time periods – sometimes weeks or even months – and often 
require consideration of legal, financial, strategic, logistic or other organi-
zational issues, which all take time. The inherent nature of organizational 
decisions, especially important ones, provides plenty of opportunity to collect 
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and critically evaluate evidence about the nature of the problem and, if there 
is a problem, the decision most likely to produce the desired outcome. For 
evidence-based management, time is not normally a deal breaker.

Misconception 4: Each organization is unique,  
so the usefulness of evidence from the scientific 
literature is limited

One objection practitioners have to using evidence from the scientific litera-
ture is the belief that their organization is unique, suggesting that research 
findings will simply not apply. Although it is true that organizations do 
differ, they also tend to face very similar issues, sometimes repeatedly, and 
often respond to them in similar ways. Peter Drucker, a seminal manage-
ment thinker, was perhaps the first to assert that most management issues 
are ‘repetitions of familiar problems cloaked in the guise of uniqueness’.14 
The truth of the matter is that it is commonplace for organizations to have 
myths and stories about their own uniqueness.15 In reality they tend to be 
neither exactly alike nor completely unique, but somewhere in between. 
Evidence-based practitioners need to be flexible enough to take such similar-
yet-different qualities into account. A thoughtful practitioner, for instance, 
might use individual financial incentives for independent salespeople but 
reward knowledge workers with opportunities for development or person-
ally interesting projects, knowing that financial incentives tend to lower 
performance for knowledge workers while increasing the performance of 
less-skilled workers.16, 17

Misconception 5: if you do not have high-quality 
evidence, you cannot do anything

Sometimes little or no quality evidence is available. This may be the case 
with a new management practice or the implementation of new technolo-
gies. In some areas the organizational context changes rapidly, which can 
limit the relevance and applicability of evidence derived from the past situ-
ations. In those cases, the evidence-based practitioner has no other option 
but to work with the limited evidence at hand and supplement it through 
learning by doing. This means pilot testing and treating any course of action 
as a prototype, that is, systematically assess the outcome of decisions made 
using a process of constant experimentation, punctuated by critical reflec-
tion about which things work and which things do not.18, 19
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Misconception 6: good-quality evidence gives  
you the answer to the problem

Evidence is not an answer. It does not speak for itself. To make sense of 
evidence, we need an understanding of the context and a critical mindset. 
You might take a test and find out you scored 10 points, but if you don’t 
know the average or total possible score it’s hard to determine whether 
you did well. You may also want to know what doing well on the test 
actually means. Does it indicate or predict anything important to you and 
in your context? And why? Your score in the test is meaningless without 
this additional information. At the same time, evidence is never conclu-
sive. It does not prove things, which means that no piece of evidence can 
be viewed as a universal or timeless truth. In most cases evidence comes 
with a large measure of uncertainty. Evidence-based practitioners typically 
make decisions not based on conclusive, solid, up-to-date information, but 
on probabilities, indications and tentative conclusions. Evidence does not 
tell you what to decide, but it does help you to make a better-informed 
decision.

1.8  What is the evidence for evidence-based 
management?

Sometimes people ask whether there is evidence that an evidence-based 
approach is more effective than the way managers already typically make 
decisions. This is, of course, a very important question. To measure the 
effect of evidence-based management would require an evaluation of a 
large number of situations and contexts where evidence-based management 
was applied, and the measurement of a wide range of outcomes, prefer-
ably by means of a double blind, randomized controlled study. Such a study 
might well be too difficult to carry out. However, there is plenty of scientific 
research that suggests that taking an evidence-based approach to decisions 
is more likely to be effective. We noted earlier in this chapter that the human 
mind is susceptible to systematic errors – we have cognitive limits and 
are prone to biases that impair the quality of the decisions we make. The 
fundamental questions to ask include: How can we make decisions without 
falling prey to our biases? Are there decision practices or processes that can 
improve decision quality? Fortunately, there are a large number of studies 
that indicate the following:
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●● Forecasts or risk assessments based on the aggregated (averaged) profes-
sional experience of many people are more accurate than forecasts based 
on one person’s personal experience (provided that the forecasts are 
made independently before being combined).20, 21, 22, 23, 24

●● Professional judgements informed by hard data or statistical models are 
more accurate than judgements based solely on individual experience.25, 26, 27

●● Knowledge derived from scientific research is more accurate than the 
opinions of experts.28

●● A decision based on the combination of critically appraised evidence 
from multiple sources yields better outcomes than a decision based on a 
single source of evidence.29, 30

●● Evaluating the outcome of a decision has been found to improve both 
organizational learning and performance, especially in novel and non-
routine situations.31, 32, 33
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asK: Critical 
questions about 
assumed problems 
and preferred 
solutions

The important thing is to never stop questioning

albert einstein

At the outset of a decision, it is critical to figure out the problem you need 
to solve, or the opportunity you are trying to address. A good start begins 
with asking questions – lots of them. Doing this kicks off the process of 
deliberate search for evidence and understanding – gathering intelligence to 
get a full grasp of the need, the opportunity or crisis. Asking questions to 
identify uncertainties – and thus the need for evidence – is therefore the first 
step of evidence-based management. In fact, asking questions and framing 
diagnoses and problems properly may be the most important step in the 
evidence-based process.

Indeed, this first step of evidence-based management is not so much 
about critical thinking or logical reasoning, but first and foremost about 
your capacity for asking the right questions – as illustrated by the US astro-
physicist Neil deGrasse Tyson:

If someone comes up to you and says, ‘I have these crystals. If you rub them 

together, it will heal all your illnesses. I’m happy to sell them to you for 100 

dollars.’ What would your response be? Would it be: ‘Oh, great. Wow! Here’s 

the money.’ Or would it be: ‘Oh, that’s rubbish. That will never work.’ Each 

of those responses is equally scientifically lazy. In the first case, you say it’s 

definitely true; in the second case, you say that it couldn’t ever be true. But each 
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of those responses – the acceptance and the rejection – requires no thought. So, 

extreme gullibility and extreme scepticism are two equal ways of not having 

to think much at all. It’s harder to ask good questions. For example, ‘Where 

did you get the crystals? What are the crystals made of? What kind of diseases 

do you say they cure? How do you know it works? By what mechanism does 

it work? What evidence do you have that it would work on me? Can you 

demonstrate?’ By the time you’ve finished, the person will probably have 

walked away.1

Dismissing something as nonsense or embracing something as the truth 
before you have fully considered the evidence – even when it is the result of 
critical thinking or logical reasoning – is risky. Often when we assume we 
are thinking critically or logically, that is, when we think we have a sound 
reason for our judgement, our decision-making may be tainted by cognitive 
biases and systematic errors. You can read more about this in Chapter 4. 
A better approach is to ask questions to determine whether strong evidence 
exists to support a claim, hypothesis or assumption regarding a problem 
or solution. Therefore, asking questions is the first step of evidence-based 
management. Is the claim a person makes based on trustworthy evidence? 
Evidence-based professionals always try to maintain an open mind and a 
healthy dose of scepticism. They always (respectfully) question the informa-
tion they are given, whether it is from their superior, a consultant or a highly 
esteemed professor. In this chapter, you will learn how to ask questions to 
identify uncertainties and the need for evidence.

2.1 identifying underlying assumptions

The main function of asking questions is to identify assumptions. An 
assumption is a claim, assertion or hypothesis that we believe (or accept) 
to be true, even though there is no evidence available (yet). In daily life 
and in the context of organizations we make assumptions all the time. We 
assume that our car will be in the same spot we parked it in yesterday. 
We assume that our company did not burn down during the night. We 
assume that we will receive our pay cheque at the end of the month. Some 
assumptions turn out to be based on solid evidence, while others may have 
no supporting evidence, and some may even be false. In daily life, this is 
not necessarily a problem. After all, most of the assumptions we make are 
rather harmless and won’t have serious consequences if they turn out to 
be incorrect. In the realm of management and organizations, however, an 
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assumption underlying an important business decision that turns out to be 
based on fiction rather than solid evidence can have a devastating impact. 
It may affect the company’s business results and damage the working lives 
of employees. It is therefore important to identify assumptions underlying 
important managerial decisions and to check whether they are based on 
evidence. 

A key problem with assumptions is that they are sometimes hidden. For 
example, consider the following assertion: ‘Teenagers nowadays spend hours 
sitting at their computer. So, their school performance will suffer.’ On closer 
inspection, you will notice there are two hidden assumptions underlying 
this assertion. ‘Teenagers nowadays spend hours sitting at their computer. 
They don’t use the computer to do their homework, but to play games. 
Because they play games they don’t have time left to do their homework. 
So, their school performance will suffer.’ The same applies to the following 
claim: ‘Most organizations with an HR department have a low absenteeism 
rate, so all organizations should have an HR department.’ Here the hidden 
assumption is that an organization’s low absenteeism rate is thanks to the 
HR department – excluding all other possible explanations. The question 
is whether these (hidden) assumptions are correct, that is whether they are 
supported by trustworthy evidence. For this reason, it is important not only 
that you identify explicit assumptions, but also to check for assumptions 
that are hidden.

As mentioned above, people make assumptions all the time, and the same 
is true for managers, policymakers and business leaders. Documents such as 
policy papers, project proposals, strategy documents and change plans are 
often rife with (both hidden and explicit) assumptions. Obviously, it would 
not make sense – nor would it be feasible – to check the evidence for each 
assumption that is made, as most assumptions are rather trivial. However, 
the opposite is true for ‘critical’ assumptions. As mentioned earlier, when 
a critical assumption turns out to be false, the policy plan or decision may 
have severe negative consequences. Thus, the purpose of asking questions in 
the first stage of the evidence-based process is: 1) to identify critical assump-
tions, and 2) to check whether there is sufficient evidence to support these 
assumptions.
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While you may already have a strong opinion on the wisdom of the CEO’s 
decision to eliminate all work-from-home arrangements, the first step in the 
evidence-based process is to identify the most critical assumption(s) underly-
ing this decision. In this case, there are several critical assumptions that if 
found to be incorrect (or overstated) may have a severe negative impact on 
the company. For example, in the memo it is stated that ‘some of the best deci-
sions and insights come from hallway and cafeteria discussions and meeting 
new people’. The same counts for the assertion that ‘speed and quality are 
often sacrificed when we work from home’. If these two critical assumptions 
turn out to be incorrect, the CEO’s decision may not only have a negative 
impact on the job satisfaction and commitment of the employees in question, 
but also on the creativity and performance of the company’s workforce as a 
whole. So, after identifying these statements as being critical assumptions, the 
obvious next question would be ‘What is the evidence for this?’

2.2  starting point: What is the problem  
to solve or opportunity to address?

In evidence-based management the starting point for asking questions is the 
assumed problem or opportunity, rather than the preferred solution. Often we 
dedicate a significant amount of time to determining what exactly the prob-
lem or opportunity might be. You may ask yourself why this is important. 

On February 2013 Marissa Mayer, CEO of Yahoo, sent a memo to all 
her 12,000 employees. In this memo, she stated that it is critical that all 
employees are present in their offices. ‘Some of the best decisions and 
insights come from hallway and cafeteria discussions, meeting new 
people, and impromptu team meetings. Speed and quality are often 
sacrificed when we work from home. We need to be one Yahoo, and that 
starts with physically being together.’ She therefore cancelled all work-
from-home arrangements and instructed all employees to work in the 
Yahoo offices. ‘Being a Yahoo isn’t just about your day-to-day job, it is about 
the interactions and experiences that are only possible in our offices.’

Example



Evidence-Based Management 24

In medicine, there are strong indications that wrong diagnoses account for 
the most severe cases of patient harm – in fact, the leader of a recent study 
on misdiagnosis stated that ‘there’s a lot more harm associated with diag-
nostic errors than we ever imagined’.2 You may wonder if this is also true 
for management. When managers or business leaders decide to take action 
to address an assumed problem or opportunity, how accurate and reliable is 
their diagnosis? After all, if the definition of the problem is incorrect, you will 
not be able to address it well, even if you take an evidence-based approach. 
We therefore sympathize with this famous quote by Albert Einstein: ‘If I were 
given one hour to save the world, I would spend 59 minutes defining the prob-
lem and one minute solving it.’ In fact, our experience is that, in some cases, 
there is not even a problem to be solved. For example, an organization may 
learn about a new, interesting solution (for example, ‘Talent Management’), 
assume that the company somehow will benefit from this, and thus decide 
to implement this new  solution. However, implementing a solution when 
there is no evident problem or real opportunity makes little sense and can be 
a serious waste of time and resources. In the Yahoo example, the preferred 
solution is clear (eliminating all work-from-home arrangements), but the 
assumed problem is less apparent. Is it poor performance, lack of creativity 
and innovation, or low product quality? And what is the evidence that these 
problems really exist? For this reason, an evidence-based approach always 
starts with the following question, ‘What is the problem you are trying to 
solve, and what is the evidence for this problem?’

2.3 PiCoC

When asking questions, it is important to make explicit the professional 
or organizational context that you should take into account. This is espe-
cially important when you ask questions to people outside the organization, 
or consult external sources such as the research literature. For example, a 
question such as ‘Does team-building work?’ may make sense in the context 
of your organization, but when consulting external sources the question is 
obviously too vague. After all, you may be interested to know whether team-
building in the form of an outdoor survival game improves the performance 
of a team of newly hired call centre workers. Or whether team building in the 
form of working with a coach may improve the collaboration among a group 
of surgeons who have a very poor relationship with each other. To make 
your question more context-specific, it helps to formulate what’s called a 
PICOC. A PICOC is a conceptual tool to help you find evidence that takes 
into account your professional context. The PICOC acronym stands for:
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In the Yahoo example above, we could formulate the PICOC as follows:

P = IT workers, knowledge workers

I = work-from-home arrangements

C = traditional work arrangements

O = task performance, creative performance

C = a multinational technology company

The underlying thought is that all five elements are relevant to your ques-
tions, and that each change in the P, I, C, O, or C may lead to a different 
answer. Thus, a general question such as ‘Are work-from-home arrange-
ments effective?’ yields answers of limited practical value because only the 
I (work-from-home arrangements) is addressed in the question, without 
taking account of:

●● the P: the effect may be different for blue collar workers than for knowl-
edge workers;

●● the C: the effect may be different for agile working than for traditional 
working;

●● the O: the effect on performance is possibly different from the effect on 
employee satisfaction;

●● the C: the effect may be different for a tech company than for an academic 
hospital.

In short: Your PICOC will help you to determine whether evidence from 
external sources (for example, the findings of a scientific study) will be genera-
lizable and applicable to your organizational context. For this reason de fining 
your PICOC is an important element of evidence-based management.

table 2.1 

Population Who?
Type of employee, people who 
may be affected by the outcome

Intervention What or how?
Management technique/method, 
factor, independent variable

Comparison Compared to what?
Alternative intervention, factor, 
variable

Outcome
What are you trying to 
accomplish/improve/
change?

Objective, purpose, goal, 
dependent variable

Context
In what kind of organization/
circumstances?

Type of organization, sector, 
relevant contextual factors
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2.4  step 1: What is the assumed problem  
to be solved?

As explained in the previous sections, our first question is ‘What is the 
problem to be solved?’ In most organizations, an assumed problem is often 
composed of several underlying assumptions. Thus, ‘chunking’ or breaking 
the problem down – decomposing it into smaller, more specific, problems – 
is often useful, in particular when you find the problem overwhelming or 
daunting. For instance, in the Yahoo example above the problem may be that 
the company’s performance is below the average in the sector, but a smaller, 
more specific underlying problem is that speed and quality are sacrificed 
when people work from home. If the organization struggles with multiple 
problems at the same time, it is advisable to start with the most serious and 
urgent one (see question 3). When you have a satisfying answer to what the 
most important problem is, you can ask five follow-up questions.

How clearly defined is the problem?

Having a clear description of the assumed problem is the best first step to 
solving it. After all, if you do not clearly define the problem you probably 
cannot solve it. A good problem description entails at least four elements:

In the next sections, we provide an overview of questions you can 
ask to determine whether there is evidence to support (or contradict) 
an assumed problem/opportunity or a preferred solution. In most 
organizations decisions are not made by one person, but rather by a group 
of people, such as a board of directors, a committee or a project team. In 
those situations, you would ideally take the role as ‘Chief Evidence Officer’, 
monitoring and safeguarding the quality of the decision-making process 
by asking the questions provided below. In the situation where you are the 
sole decision maker, however, it will be hard to question yourself. In that 
case you should ask another person to take the role of critical enquirer to 
identify the underlying assumptions – and thus the need for evidence – in 
your reasoning. As we go forward we will talk about both problems and 
opportunities under the label of ‘problems to be solved’.

Note
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1 The problem itself, stated clearly and concisely. (What? Who? Where? 
When?)

2 Its (potential) organizational consequences (see question 2).

3 Its major cause (see question 4).

4 The PICOC.

is it clear what the organizational consequences  
of the problem are?

A problem is only a problem when it has (potential) organizational conse-
quences. For example, a low level of job satisfaction may only be a problem 
if it negatively affects a company’s business objectives (for example, patient 
outcomes, innovation or net profit margin) or the interests of its stake-
holders (for example, employee well-being, share price or demands for 
community services). It is therefore critical that you clearly state how the 
problem (potentially) affects important aims and outcomes.

is it clear how serious and urgent the problem is?

Note that there is a difference between ‘serious’ and ‘urgent’. Serious problems 
have a potentially sizeable impact on the organization’s aim and outcomes. 
Urgent problems are time-sensitive, demanding immediate attention, but their 
consequences may not necessarily impact significant aims and outcomes. 
Often, what we assume to be serious (important) problems are really just 
urgent ones, and not very serious or consequential at all. When we know 
which problems are both serious and urgent, we can move from firefighting – 
solving urgent but unimportant problems – to solving ‘real’ problems.3

is it clear what the major cause(s)  
of the problem could be?

The key to a good definition of a problem is ensuring that you deal with the 
real problem – not its symptoms. What we often refer to as causes may actually 
instead be symptoms or indicators of deeper root causes. For example, a low 
level of job satisfaction is not the cause of a high employee-turnover rate, but 
the symptom of an underlying cause, for example underpayment or limited 
career opportunities. Problem symptoms and problem causes can look very 
much alike. It is therefore important that you differentiate symptoms from 
causes, for example by continually asking ‘Why is this occurring?’ to each 
explanation and subsequent explanations, until you identify the root cause.
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is it clear what the ‘logic model’ is?

A logic model spells out the process by which an underlying cause leads to 
a problem and produces certain organizational consequences. It is a short 
narrative that explains why or when the problem occurs (= cause), and how 
this leads to a particular outcome (= effect). In the Yahoo example above 
we might describe the logic model as follows: People who work at home are 
often distracted by all kinds of domestic and family issues > thus the speed 
and quality of their work are often sacrificed > Yahoo has many employees 
with a work-from-home arrangement > this negatively affects the perfor-
mance of these employees > the company as a whole therefore performs 
below the average in the sector.

sub-conclusion 1

Based on the answers to these five questions you should be able to conclude 
whether the problem is sufficiently clearly described. When the answers 
suggest the problem is unclear, there is no point proceeding with the next 
step. After all, when a problem is unclear – or possibly non-existent – you 
cannot solve it, even when you take an evidence-based approach. When the 
problem is sufficiently clear, you should describe what the problem is, its 
organizational consequences, its major cause(s) and the PICOC. Use this 
description as input for step 2: determining whether the problem and under-
lying cause is supported by the evidence.

Due to the rapid expansion of our company people have come into 
management positions for which they were poorly trained. As a result 
many front-office workers feel they receive too little support from 
their manager, so their job satisfaction has dropped, which in turn has 
increased the employee turnover rate by 10 per cent.

P = hotel desk clerks; I = lack of management support; C = good 
management support; O = job satisfaction, staff turnover; C = fast-growing 
Canadian hotel chain.

Example
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Flowchart 2.2
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– Assumed major cause(s)?
– Assumed logic model?
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2.5  step 2: What is the evidence  
for the problem?

In the previous section we explicitly used the term ‘assumed problem’. 
This is because we don’t know (yet) what the evidence is in support of this 
problem. Thus, the second step is to ask questions to acquire evidence from 
multiple sources. How to acquire evidence from practitioners, the scientific 
literature, the organization and the most relevant stakeholders is described 
in detail in chapters 3, 6, 8 and 10. In this chapter we focus on what ques-
tions you can ask.

The professional judgement of experienced practitioners is an essential 
component for determining whether an assumed problem is indeed a 
serious problem, whether the assumed cause is indeed the primary or 
root cause, or whether alternative causes are more plausible. Important 
questions to ask are:

1 Do you agree with the description of the problem?

2 Do you see plausible alternative causes of the problem?

3 Do you agree that the problem is both serious and urgent?

Professional expertise

Evidence from practitioners

Organizational data can be ‘hard’ or quantitative indicators such as staff 
turnover, error rates or productivity levels, but they can also include 
‘soft’ elements such as job satisfaction or attitudes towards senior 
management. This includes data from governments, international bodies 

Organizational data

Evidence from the organization
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Evidence from the scientific literature

When referring to ‘scientific literature’ we mean empirical studies 
published in peer-reviewed academic journals. In recent decades, a large 
amount of research has been published on a wide range of managerial 
issues such as absenteeism, job satisfaction, improving performance, 
preventing errors and motivating employees. Many of these studies also 
provide insight into the most common causes of these issues. Thus, when 
it comes to tackling these issues in practice, it is important to consult 
scientific studies. Important questions to ask are:

1 Does the scientific literature confirm the assumed major cause of the 
problem?

2 Does the literature confirm the logic model? (Is there a correlation 
between the cause of the problem and its organizational 
consequences?)

3 Is the evidence generally applicable in the context of the organization 
(PICOC)?

Scientific literature

and industry bodies. Organizational data are essential to identify relevant 
problems and determine possible causes. Important questions to ask are:

1 Do the organizational data confirm the assumed problem?

2 Is there a trend? (Do the data suggest the problem will increase when 
nothing is done?) Note that three data points are considered the 
minimum necessary to determine a trend!

3 Do the data confirm the logic model? Is there a correlation between 
the assumed cause, the perceived problem, and its organizational 
consequences?



ASK: Critical Questions 33

Evidence from stakeholders

sub-conclusion 2

Based on the answers to the questions above you should be able to 
conclude whether the evidence supports the description of the problem. 
When the answers suggest that the problem is not supported (or even 
contradicted) by the evidence, the probability that any solution will effec-
tively address the problem is low, and there is no point proceeding to step 
3: the preferred solution.

Before you ask questions to determine whether the solution is clearly 
described, it is important to determine whether you have considered 
more than one solution. The reason for this is that the scientific literature 
suggests that considering multiple solutions tends to lead to better 
decisions than fixating on ‘yes/no’ or ‘either/or’ choices. When we 

Note

Stakeholders are individuals or groups who may be affected by an 
organization’s decisions or practices. Internal stakeholders include 
employees, managers and board members. However, stakeholders 
outside the organization such as suppliers, customers, shareholders, 
the government or the public at large may also be affected. As with 
evidence from experienced practitioners, evidence from stakeholders 
is an essential component in determining whether a perceived problem 
is indeed a serious problem. Stakeholders are also important to 
understanding whose support may be needed in solving the problem. 
Important questions to ask are:

1 Do you agree with the description of the problem?

2 Do you see plausible alternative causes of the problem?

3 Do you agree that the problem is both serious and urgent?

Stakeholders’ view
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2.6 step 3: What is the preferred solution?

How clearly defined is the preferred solution?

Having a clear description of the preferred solution is a prerequisite to solv-
ing the problem. After all, if you don’t have a clear idea of what the solution 
entails and how it is assumed to solve the problem, you cannot implement 
it. A good description entails at least four elements:

1 The solution itself, stated clearly and concisely. (What? Who? Where? 
When?)

2 Its (potential) effect on the problem and underlying cause/s (see question 2).

3 Its costs and benefits (see question 3).

4 The PICOC.

is it clear how the solution would solve the problem?

As explained, a logic model spells out the process by which a solution 
is assumed to solve the underlying cause that leads to a problem and its 
unwanted organizational consequences. It is a short narrative that explains 
how the solution would solve the problem. For example, it is possible to claim 
that centralization of administrative functions leads to an efficiency gain of 
X per cent, but to have confidence in this solution you should know HOW 
centralization would lead to this efficiency gain. In this case, the logic model 
could be that centralization of administrative tasks enables > standardization 
of processes > which eliminates replication of tasks > which reduces costs on 
labour for duplication of work. In the Yahoo example above, the assumed 
logic model is that flexible working arrangements lower performance > thus 
eliminating all work-from-home arrangements within the company will 
increase performance > which will give the company a competitive edge in 
the market. Note that in this example it is essential that we first establish 
that sufficient trustworthy evidence is available to support the assumption 
that work-from-home arrangements indeed negatively affect performance 
(evidence from the scientific literature indicates that this is not likely).4

consider only one solution, we tend to ignore evidence contradicting its 
expected results. Conversely, considering two or more options leads us to 
gathering more information regarding expected differences in results, and 
thus leads to a more informed (evidence-based) decision.
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How clearly defined are the costs and benefits of each 
solution?

Even the ‘best’ solution may come with considerable costs, so a thorough 
assessment of the expected costs and benefits is a prerequisite to evidence-
based decision-making. There are several analytic tools and templates you 
can use. Some well-designed tools convert the costs and benefits of each 
solution into a common unit of measurement (usually money) and they then 
analyse which solution is the most cost efficient. Many analysis tools focused 
on analysing costs and benefits, however, do a poor job of identifying indi-
rect and intangible costs (for example, a decrease in customer satisfaction or 
drop in employee morale). Thus, when conducting a costs-benefits analysis, 
it is important that you consult multiple sources of evidence (organizational 
data, professionals and stakeholders). In addition, most analyses fail to 
attach a degree of uncertainty to the estimated costs and benefits. Without 
having an indication of how certain or uncertain the costs or benefits will 
be, the outcome of your analysis will be misleading. Thus, a good analysis 
should explicitly factor in the quality of evidence regarding each cost and 
benefit and attach an estimate of the degree of uncertainty.

is it clear what the ‘best’ and/or ‘most feasible’ 
solution is?

Based on the logic model and costs-benefits analyses of each solution your 
organization should have a clear idea of what the ‘best’ and/or ‘most feasi-
ble’ solution would be.

sub-conclusion 3

Based on the answers to these questions you should be able to conclude 
whether the preferred solution is sufficiently clearly described. Again, when 
the answers suggest that the preferred solution or its logic model is unclear, 
there is no point proceeding with the next step. When the solution is suffi-
ciently clear, you should describe in detail what the preferred solution is, its 
logic model and the PICOC. Use this description as input for the next step: 
determining whether the preferred solution is supported by the evidence.
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Flowchart 2.4
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2.7  step 4: What is the evidence  
for the preferred solution?

As was the case with the assumed problem, the next step is to ask questions 
to determine whether the evidence supports the assumed effectiveness of the 
preferred solution. Again, how to acquire evidence is described in chapters 
3, 6, 8 and 10 – this section focuses on what questions you can ask.

The professional judgement of experienced practitioners inside and 
outside the organization is an essential component in determining how 
likely a proposed solution is to work in a particular context. In addition, 
experienced professionals are often in a good position to rate the solution 
in terms of implementation costs and other feasibility/risk issues. Finally, 
experienced professionals may think of alternative solutions that you 
haven’t considered. Important questions to ask are:

1 Do you agree on which solution is the ‘best’ and/or ‘most feasible’?

2 Do you see downsides to or unintended negative consequences of the 
preferred solution?

3 Do you see alternative solutions to the problem that may work better?

Professional expertise

Evidence from the organization

Ideally you would have organizational data available that could help 
determine which of the solutions has the highest likelihood of solving the 
problem. If this is the case, an important question to ask is:

1 Can organizational data be used to monitor the future effectiveness of 
the preferred solution?

Organizational data

Evidence from practitioners
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Evidence from the scientific literature

As explained earlier, a lot of research has been published on a 
wide range of managerial issues such as improving performance, 
preventing errors and motivating employees. Many of these studies also 
provide insight into which variables or management interventions may 
have a positive impact. Thus, when it comes to tackling these issues in 
practice, it is important to consult these studies. Important questions 
to ask are:

1 What does the scientific literature suggest regarding the effectiveness 
of the preferred solution?

2 Does the literature suggest other solutions to the problem that may 
work better?

3 Is the evidence generalizable to the organizational context (PICOC)? 

Scientific literature

Evidence from stakeholders

Even the best solution can fail upon implementation if the stakeholders 
see serious downsides or when they feel an alternative solution may 
work better. Gathering evidence from stakeholders is therefore an 
essential component in determining how likely a proposed solution is 
to work in a particular context. In addition, stakeholders are often in a 
good position to judge the preferred solution in terms of implementation 
costs and other feasibility/risk issues. Finally, stakeholders may 
see alternative solutions that you haven’t considered yet. Important 
questions to ask are:

Stakeholders’ view
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Final conclusion

Based on the answers to the questions above you should be able to 
conclude whether the evidence supports the decision as to which solu-
tion is the ‘best’ and/or ‘most feasible’. Again, when the answers suggest 
that the preferred solution is not supported (or even contradicted) by 
the evidence, the likelihood that the solution will effectively address the 
problem is low. In that case we are left with only one option: to go back 
to the drawing board. In addition, when you conclude that the avail-
able evidence is too limited, you should acquire additional evidence. Only 
when sufficient (trustworthy) evidence supports the potential effective-
ness of the preferred solution we would regard the decision to implement 
an evidence-based decision.

1 Do you agree on which solution is the ‘best’ and/or ‘most feasible’?

2 Do you see downsides to or unintended negative consequences of the 
preferred solution?

3 Do you see alternative solutions for the problem that may work better?

4 Are stakeholders supportive of these solutions? How critical is their 
support for effective solution implementation?

Drawing conclusions about whether the evidence supports (or 
contradicts) the assumed problem and/or preferred solution requires 
additional evidence-based management skills such as acquiring, critically 
appraising and aggregating evidence. In the next chapters we will discuss 
these skills in more detail. The questions formulated in the sections above 
will thereby serve as a starting point.

Note
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2.8  Developing your capacity to ask 
questions

As stated at the beginning of this chapter, asking questions kicks off the 
deliberate search for evidence. In fact, stopping the search process too soon 
often leads to solving the wrong problem, or settling on a solution before 
really understanding its possible (side) effects. In a rush to ‘get things done’, 
the phase of asking questions, the first step of evidence-based manage-
ment, can be suppressed and uncertainty glossed over. The resultant lack 
of evidence and insight leads to solving the wrong problem or pursuing a 
questionable solution with limited results. Unfortunately, there is no short-
cut to a thoughtful start to the evidence-based process, regardless of urgency 
or the resources poured into a problem. Spending more time assessing the 
problem means less time required to solve it. This means asking questions – 
lots of them – to check assumptions, particularly where someone (including 
ourselves) asserts a belief as a certainty. This habit-forming approach can 
inform your conversations and deliberations. You will begin to ask yourself 
and others, ‘What’s the evidence for that?’, as impressions, beliefs and atti-
tudes appear in your conversations about the organization, its practices and 
the decisions being made. This approach has turned many of our students 
and course members into the ‘evidence squad’, and they learn to use it over 
time in a manner that promotes asking critical questions about evidence 
without necessarily criticizing. Concern for the evidence behind decisions 
translates into active questioning and healthy scepticism. Evidence-focused 
questioning of claims, statements or assertions changes both the conversa-
tions and deliberations of emergent evidence-based managers. A must here 
is for practitioners to learn ways to raise these questions in socially effective 
ways (read: civil and persuasive). To be effective, evidence-based managers 
need to avoid being dismissed as mere naysayers. Raising questions can be 
anxiety-provoking for would-be EB managers who fear making waves. This 
questioning extends to assertions made by professors, consultants and other 
‘experts’. And, yes, we expect you to question us by critically considering 
our arguments, reviewing our sources and contacting us, as needs be. Once 
practised at it, evidence-based managers become comfortable at asking, ‘Is 
this your personal opinion based on your own professional experience, or 
is there any evidence in support of it?’ You may be surprised to learn how 
much uncertainty really exists regarding the practices your organization 
uses.
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Very 
clear

Fairly 
clear

Somewhat 
unclear

Very 
unclear

Step 1  Determine whether the assumed problem is clearly defined

1  How clearly defined is the problem? 
(What? Who? When? Where?)

2  Is it clear what the organizational 
consequences of the problem are?

3  Is it clear how serious and urgent 
the problem is?

4  Is it clear what the major cause(s) 
of the problem is (are)?

5  Is it clearly defined what the logic 
model is?

6 Is it clear what the PICOC is?

table 2.2

2.9 Checklists
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All/
most of 
them

Some of 
them

Few/
none of 
them

Step 2  Determine whether the problem is supported by the evidence

Step 2a: Evidence from practitioners

1  Do experienced professionals agree with the 
problem definition?

2  Do they see plausible alternative causes for 
the problem?

3  Do they agree the problem is both serious 
and urgent?

Step 2b: Evidence from stakeholders

4  Do the most important stakeholders agree 
with the problem definition?

5  Do they see plausible alternative causes for 
the problem?

6  Do they agree that the problem is both 
serious and urgent?

table 2.3
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Yes Somewhat No

Step 2c: Evidence from the organization

  7 Do the organizational data confirm the problem?

  8  Is there a trend (do the data suggest the 
problem will increase if nothing is done)?

  9  Do the data confirm the logic model: is there 
a correlation between the cause, the problem 
and its organizational consequences?

Step 2d: Evidence from the scientific literature

10  Does the scientific literature confirm the 
assumed major cause of the problem?

11  Does the literature confirm the logic model: 
is there a correlation between the cause, the 
problem and its organizational consequences?

12  Is the evidence generalizable to the 
organizational context (PICOC)?

table 2.4
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Very 
clear

Fairly 
clear

Somewhat 
unclear

Very 
unclear

Step 3 Determine whether the preferred solution is clearly defined

1  How clearly defined is each 
solution? (What? Who? When? 
Where?)

2  Is it clear how each solution 
would solve the problem? Is the 
logic model clear?

3  How clearly defined are the 
costs and benefits of each 
solution?

4  Is it clear what the ‘best’ and/or 
‘most feasible’ solution is (and 
why)?

5 Is it clear what the PICOC is?

table 2.5
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All/
most of 
them

Some of 
them

Few/
none of 
them

Step 4  Determine whether the preferred solution is supported by the evidence

Step 4a: Evidence from practitioners

1  Do experienced practitioners agree as to 
which solution is the ‘best’ and/or ‘most 
feasible’?

2  Do they see downsides to or unintended 
negative consequences of the preferred 
solution?

3  Do they see alternative solutions to the 
problem that may work better?

Step 4b: Evidence from stakeholders

4  Do the most important stakeholders 
agree with the problem definition?

5  Do they see plausible alternative causes 
for the problem?

6  Do they agree that the problem is serious 
and urgent?

table 2.6
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Notes and references

1 Science Weekly Podcast (2016) The Guardian, Neil deGrasse Tyson in an inter-
view with Nicola Davis, 7 December

2 Adapted from Saber Tehrani et al, 2013

3 Note: well-managed organizations seek to solve serious problems even when 
they are not urgent. And, an organization with a lot of serious and urgent prob-
lems may not be very well-managed.

4 De Menezes, LM and Kelliher, C (2011) Flexible working and performance: A 
systematic review of the evidence for a business case, International Journal of 

Management Reviews, 13 (4), pp 452–74

table 2.7

Yes Somewhat No

Step 4c: Evidence from the organization

 7   Can organizational data be used to monitor the 
future effectiveness of the preferred solution?

Step 4d: Evidence from the scientific literature

 8   What does the scientific literature suggest 
regarding the effectiveness of the preferred 
solution?

 9   Does the literature suggest other solutions to 
the problem that may work better?

10   Is the evidence generalizable to the 
organizational context (PICOC)?
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aCQUire:  
evidence from 
practitioners

What can be asserted without evidence, can be dismissed without evidence

christopher hitchens

In organizations, evidence from practitioners is an important source of 
information. In fact, it may well be the most-used source of information 
in decision-making processes. In many organizations leadership teams ask 
employees for their input, managers for their opinion, consultants for their 
experience, and managers often base their decision on this type of evidence. 
The quality of decisions will significantly improve when you consider all 
sources of evidence, including professional expertise, as it can connect exter-
nal evidence such as scientific research findings to the specific organizational 
context.

There are many ways in which you can acquire evidence from practition-
ers. Numerous books and websites are available that can inform you about 
how to gather evidence in a valid and reliable way, covering important 
aspects such as sampling procedures, research designs and questionnaire 
development. This chapter therefore does not aim to give a comprehensive 
and detailed overview of all methods in which you can acquire evidence 
from practitioners, but rather a quick summary of key aspects that you 
should take into account.

3.1 What to ask?

Acquiring evidence from practitioners is not a fishing expedition – it starts 
with an assumed problem, a preferred solution or a deemed opportunity. 
Before reaching out to practitioners to ask about their take on the matter it 
is therefore important that you first clearly describe the (assumed) problem 
that needs to be solved or the opportunity that needs to be addressed. As 

03
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discussed in Chapter 2, a good definition of the problem entails at least four 
elements:

1 The problem itself, stated clearly and concisely (What? Who? Where? 
When?).

2 Its (potential) organizational consequences.

3 Its assumed major cause(s).

4 The PICOC (Population, Intervention, Comparison, Outcome, Context).

The professional judgement of experienced practitioners inside and outside 
the organization is an essential component in determining whether the 
assumed problem is indeed a serious problem and in identifying possible 
causes. Thus, important questions to ask are:

1 Do you agree with the description of the problem?

2 Do you see plausible alternative causes of the problem?

3 Do you agree that the problem is serious and urgent?

In addition, when you need to make a decision that involves whether to 
implement a proposed solution, having a clear description of that solution 
is a prerequisite before you consult practitioners. Again, a good description 
entails at least four elements:

1 The solution itself, stated clearly and concisely (What? Who? Where? 
When?).

2 Its (potential) effect on the problem and underlying cause/s.

3 Its costs and benefits.

4 The PICOC.

As explained, evidence from practitioners is also an essential component 
in determining how likely a proposed solution is to work in a particular 
organizational context. In addition, experienced professionals are often in 
a good position to rate the preferred solution in terms of implementation 
costs and other feasibility/risk issues. Finally, experienced professionals may 
think of alternative solutions that you haven’t considered. Thus, important 
questions to ask are:

1 Do you agree on which solution is the ‘best’ and/or ‘most feasible’?

2 Do you see downsides to or unintended negative consequences of the 
preferred solution?

3 Do you see alternative solutions to the problem that may work better?
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3.2 Whom to ask?

The first step in gathering evidence from practitioners is determining the 
target audience. Which practitioners in the organization are, given the ques-
tion or issue at hand, most likely to provide a valid and reliable judgement? 
Obviously, we want practitioners whose professional judgement is based on 
a high level of expertise. Expertise refers to skill and knowledge acquired 
through training and education coupled with prolonged practice in a specific 
domain, combined with frequent and direct feedback. So, for example, if 
the question concerns a proposed solution for high levels of staff absentee-
ism among lawyers in an international accounting firm, then a practitioner 
who has only a one-time experience with migrant workers picking fruit 
should obviously not be the first one to invite to give his/her professional 
judgement. The quality or trustworthiness of practitioner expertise and 
judgement depends on the relevance of the practitioner’s training, education 
and experience, which we discuss in Chapter 4.

3.3 How many practitioners should i ask?

sample size

In most cases, it is impossible to ask all practitioners in the organization 
to give their judgement, so we need a sample – a selection of practitioners 
chosen in such a way that they represent the total population. But, how many 
practitioners should your sample consist of? Should you ask 1 per cent, 5 
per cent, 10 per cent or even 50 per cent of the practitioners in the organiza-
tion? This depends largely on how accurate you want your evidence to be. 
Most researchers use a sample size calculator to decide on the sample size.1 
The required sample size, however, also depends on practical factors such as 
time, budget and availability. In addition, qualitative methods (for example, 
focus groups) involve a substantial smaller sample size than quantitative 
methods (for example, surveys) because for these methods representative-
ness is often more important than accuracy.

selection bias

Another major concern is selection bias. Selection bias, also referred to 
as sampling bias, occurs when your selection of practitioners leads to an 
outcome that is different from what you would have obtained if you had 
enrolled the entire target audience.
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You can prevent selection bias by taking a random sample of the popula-
tion. However, to get a truly random sample you should not only consider 
who to ask, but also when to ask. For example, administering a survey on 
a Monday morning at 9 am to the first 200 employees to start their work-
ing day is not random, certainly not when the survey aims to understand 
the employees’ satisfaction with the company’s flexible working hours. 
Employees who start their working day on Monday at 9 am may differ from 
employees who start their working day at 10 am or even later. In addition, 

In 1936, Democrat Franklin Roosevelt and Republican Alf Landon were 
running for president. Before the election, the magazine Literary Digest 
sent a survey to 10 million US voters to determine how they would vote. 
More than 2 million people responded to the poll; 60 per cent supported 
Landon (Figure 3.1). The magazine published the findings and predicted 
that Landon would win the election. However, Roosevelt defeated Landon 
in one of the largest landslide presidential elections ever. What happened?

Figure 3.1 

The magazine used a biased sampling plan. They selected the sample 
using magazine subscriptions, lists of registered car owners and telephone 
directories. But that sample was not representative of the US public. In the 
1930s, Democrats were much less likely to own a car or have a telephone. 
The sample therefore systematically underrepresented Democrats, and 
the result was a whopping error of 19 per cent, the largest ever in a major 
public opinion poll.2

Example
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some employees with a part-time contract may have a regular day off on 
Monday. The survey will therefore most likely yield a sample that is not 
representative for all employees.

3.4 How to ask?

Walking around and asking

The quickest and easiest way to gather evidence from practitioners is by 
walking around and asking. Of course, this method is prone to bias, but 
sometimes wandering around – in an unstructured manner – through 
the workplace and asking people – randomly – their judgement about an 
assumed problem or preferred solution, is a good way to start.

conducting a survey

A survey is a quick and efficient way to ask a large group of people a question 
(or a series of questions) to gather evidence about their opinion, judgement 
or attitude towards an assumed problem or preferred solution. Participants 
in a survey are usually selected in a way that the results are generalizable 
to a larger population. Most surveys are quantitative in nature, meaning 
that they place more emphasis on numerical than on narrative data, and are 
therefore intentionally narrow and specific. For this reason, they typically 
use questionnaires with closed questions that provide a list of predeter-
mined responses from which the participants can choose their answer. One 
of the most common formats used in survey questions is the ‘agree-disagree’ 
format. In this type of question, respondents are asked whether they agree 
or disagree with a particular statement. A better practice, however, is to use 
Likert scales. An example of a close-ended survey question using a Likert 
scale would be, ‘Please rate how strongly you agree or disagree with the 
following statement: “I receive too many emails.” Do you strongly agree, 
somewhat agree, neither agree nor disagree, somewhat disagree, or strongly 
disagree?’ An example of an open-ended question would be, ‘What do you 
think is the most important cause(s) for the high level of absenteeism among 
the lawyers in our firm?’

When surveying practitioners, it is important to inform them in advance 
about why you need their input. You also need to set clear expectations 
regarding anonymity, confidentiality and how information will be used, 
as this increases the likelihood of honesty. You can administer surveys in 
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several ways, such as through (e)mail, by telephone or face-to-face. In addi-
tion, there are several (free) online survey tools available, of which Survey 
Monkey is probably the best known.

the delphi Method

The Delphi Method is a qualitative, interactive method, involving a group 
of experts or professionals who anonymously reply to a questionnaire or a 
set of statements and subsequently receive feedback in the form of a ‘group 
response’, after which the process repeats itself. The method is based on the 
principle that judgements from a group of individuals are more accurate 
than those from a single person or an unstructured group, provided that 
the judgements are made independently before being combined.3, 4, 5, 6 The 
method is meticulously structured and typically involves the following steps:

1 The facilitator develops a questionnaire.

2 The participants independently and anonymously answer the questionnaire.

3 The facilitator summarizes the responses and develops a feedback report.

4 The participants evaluate the feedback report and revise (any) earlier 
answers in light of the replies of other participants.

5 The process is stopped after a predefined criterion (for example, number 
of rounds, consensus, stability of answers).

6 Organizers develop a final summary.

The goal of this method is to reduce the range of responses and converge 
towards expert/professional consensus. The Delphi Method has been widely 
adopted and is used by a wide range of organizations across industries, 
including public policy-making.

group decision Room

A Group Decision Room, also known as Acceleration Chamber or Brainbox, 
is the electronic version of a focus group or the Delphi Method. Participants 
gather in a meeting room with electronic tools (computer, laptop or tablet) 
or connect remotely through the internet. Under the guidance of an experi-
enced moderator participants can anonymously respond to questions and/
or statements, vote on issues or react to topics discussed. The responses are 
visible (in real time) for all participants, so the outcome can be discussed 
immediately.
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Mobile voting and audience response systems

Mobile voting systems or audio response systems are developed to create 
live interaction between a presenter/moderator and his or her audience. 
In educational settings, such systems are often called ‘student response 
systems’. Participants in a management meeting can anonymously vote, 
answer questions (open ended as well as multiple choice) or give their judge-
ment with any smartphone, tablet or laptop. Results are instantly tabulated 
and presented on screen in real time for analysis or discussion. Results can 
also be imported into a database for further evaluation or comparison with 
other sessions. There are several mobile voting systems available, such as 
Socrative or VoxVote.

3.5 Developing questions

Perhaps the most important part of gathering evidence from practitioners is 
the development of questions that accurately measure their opinion, experi-
ence or judgement. Irrespective of the data collection method we use, the 
outcome is useless if the evidence gathered results from ambiguous or lead-
ing questions. Formulating questions is a process that requires attention 
to many details. The choice of words in a question is critical to express its 
meaning and intent – even small wording differences can substantially affect 
the answers people give. This section provides a number of tips to reduce 
measurement and comprehension error as a result of the question wording.7

3.6  eight tips for asking valid and effective 
questions

1 Keep it simple

Although you may feel tempted to build beautiful phrases, questions that 
are short and use simple and concrete wording are more easily understood. 
You should avoid academic language (for example, cerebrovascular accident 
instead of stroke) and unfamiliar abbreviations or jargon (for example, ROI 
instead of Return on Investment) that can result in respondent confusion. 
The same counts for complex sentences. For example, the question ‘Do you 
agree or disagree that, controlling for inflation, your income has grown in 
the last year, where income means your gross household income calculated 
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as the total financial receipts of all adults living in your household’ is far too 
complex to answer.

2 avoid double-barrelled questions

Make sure you ask only one question at a time. Questions that ask respondents 
to evaluate more than one concept are often referred to as double-barrelled 
questions. An example is ‘How organized and interesting was the meeting?’ 
If someone answers ‘moderately’ to this question, what does that mean? 
Moderately organized AND moderately interesting? Extremely interesting 
but only slightly organized?8 An obvious remedy to this confusion is simply 
writing two questions instead of one. For example: 1) ‘How organized was 
the meeting?’ and 2) ‘How interesting was the meeting?’

3  avoid negative, especially double negative 
questions

For example, ‘Do you agree that it is not a good idea not to implement the 
new IT system?’ will probably confuse respondents what to answer. The 
use of the double negative causes this confusion. The same may count for 
a negatively worded question. For instance, how would you interpret an 
answer to the question ‘Should the HR Director not be directly responsible 
to the CEO?’

4 avoid vague or ambiguous terms

You should avoid words such as ‘often’, ‘regularly’, ‘sometimes’, ‘normal’, 
‘substantial’, ‘might’, ‘could’, ‘probably’, and so on. For example, instead of 
‘Do you agree that within the Finance and Accounting Department, errors 
are often being made?’ you should ask ‘How many times per week…?’ 
Don’t leave anything to interpretation by respondents. The same counts for 
abstract terms such as ‘moral’, ‘decent’, ‘appropriate’, because such terms can 
mean different things to different people. Instead of asking ‘Do you agree 
or disagree that moral values are an important issue in our organization?’ 
you should define the term ‘moral’, for instance by asking about a number 
of specific issues that fall within the ‘moral values’ umbrella. For example: 
‘Many issues that involve moral values are prominent in our organization 
today. Below we have a list of these issues. For each issue, please tell us how 
important you think it is…’
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5 define terms very specifically

For example, in the question ‘What was your income last year?’, the term 
‘income’ is vague. Does it mean personal income or household income? 
Does it mean income before or after tax? The term income therefore needs 
more specification. For example, ‘What was your total household income 
before tax in the past year?’

6 avoid loaded, leading or emotional language

For example, the question ‘Do you agree that the organization should imme-
diately stop the failing implementation of the poorly designed IT system?’ 
contains biasing language – immediately stop, failing implementation and 
poorly designed. These terms can bias respondents towards a certain point 
of view. These terms should therefore be omitted or replaced with more 
balanced language.

7 Prevent social desirability bias

Another challenge in developing questions is what is called ‘social desir-
ability bias’. Respondents have a natural tendency to want to be accepted 
and liked, and this may lead respondents to provide ‘socially desirable’ 
answers, especially to questions that deal with sensitive subjects such as 
leadership style, accountability and ethical issues. Research indicates that 
social desirability bias is more likely to occur when an interviewer is present 
(for example, during a face-to-face meeting or telephone surveys) than when 
respondents answer the questions when they are on their own (for example, 
paper and web surveys). The best option is, of course, to enable respondents 
to answer the questions anonymously.

8 always pilot test your questionnaire

Finally, it is important to test your questions before using them to acquire 
evidence. Pilot testing your questionnaire using a small sample of people 
from the target population helps you identify ambiguities or questions that 
are unclear. In addition, you get feedback and an estimate of how much time 
it will take people to respond to your questions.
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It ain’t what you don’t know that gets you into trouble.

It’s what you know for sure that just ain’t so.

josh billings

Consider these three real-life examples:

Cisco, a Silicon Valley firm, was once the darling of the new economy. 
Business analysts praised its customer service, perfect strategy, unique corpo-
rate culture and charismatic CEO. In March 2000, it was the most valuable 
company in the world. When Cisco’s stocks plummeted 80 per cent the 
following year, the analysts reached a different conclusion: poor customer 
service, a vague strategy, a lame corporate culture and a weak CEO. However, 
neither the strategy nor the CEO had changed. What had changed was the 
demand for Cisco’s products – and that was through no fault of the firm.1

For decades, physicians believed that a stomach ulcer was caused by lifestyle 
factors, such as severe stress. This was because physicians noticed that men 
and women with a lot of occupational or personal stress were more likely to 
develop a stomach ulcer (assuming that stress would lead to more stomach 
acid, which in turn would damage the stomach’s lining). Accordingly, treat-
ment was on neutralizing the secretion of acid, special diets or learning how 
to deal with stress. However, in the early 1980s it was found that a stomach 
ulcer was caused by a bacterial infection that could easily be treated with an 
antibiotic.2 This meant that the causal relation that physicians have seen for 
decades turned out to be non-existent.

In 1998, McKinsey – the United States’ largest and most prestigious consult-
ing firm – wanted to examine how the top-performing companies differed 
from other firms. For this purpose, they surveyed and interviewed thousands 
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of managers across the country. When the three consultants who headed 
the project sifted through the results, they noticed a pattern. To win in busi-
ness, they concluded, companies must find and hire as many top performers 
as possible, and then promote their most talented people aggressively. In 
2001 the consultants published their insights in a book entitled The War 
for Talent, in which 27 companies were presented as best practices in the 
industry. Within five years, however, most of these best practices had either 
disappeared or reported disastrous profitability and investment returns. One 
of these companies was Enron, considered by McKinsey to be the ultimate 
‘talent’ company. It came to light that Enron’s top executives had lied about 
its profits and had used very clever-seeming but illegal practices to increase 
revenues. As a result, the company’s shares plummeted in value, and, in 
December 2001, a few months after the publication of McKinsey’s book, 
Enron filed the largest bankruptcy in US history, leaving tens of thousands 
unemployed and with worthless stock in their pensions.3

In organizations, evidence from practitioners is an important source of infor-
mation. Unfortunately, of the available sources of evidence, professional 
judgement and expertise are most prone to bias. Therefore, the process of 
appraising professional expertise and judgement requires explicit assess-
ment as to what extent this evidence may be biased. In this chapter, you 
will develop a better understanding of the nature of professional expertise 
and detect common cognitive biases that may negatively affect practitioners’ 
(and your) judgement.

4.1  How to tell whether a practitioner 
has professional expertise

In general, we would regard business analysts, medical specialists and strat-
egy consultants as highly educated and experienced professionals. However, 
sometimes even highly educated and experienced professionals hold erroneous 
beliefs, not because they are ignorant or stupid, but because their judgement is 
shaped by misreadings of their own personal experience. This leaves us with 
some fundamental questions: How trustworthy is the judgement of experienced 
professionals? What constitutes valid and reliable evidence from practitioners?

Professional expertise is the experience and judgement of managers, 
consultants, business leaders and other practitioners. It is an essential compo-
nent for determining whether a management issue really requires attention, if 
the available organizational data are trustworthy, whether research findings 
apply, or how likely a proposed solution is to work in a particular context. 
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Professional expertise differs from intuition and personal opinion because it 
reflects the specialized knowledge acquired by the repeated experience and 
practice of specialized activities. However, accumulated experience alone 
does not necessarily result in expertise – we could be doing the wrong thing 
over and over again.4 In fact, only under three specific circumstances can 
professional expertise be considered valid and reliable:5, 6

1 When there are numerous opportunities to practise.

2 When practice leads to direct, objective feedback.

3 Within a regular, predictable work environment.

Let’s look at a practical example. Within each person’s own field, over a 
five-year period, whose professional expertise would you judge to be more 
valid and reliable?

●● A management consultant specializing in the merger and acquisition of 
hospitals.

●● An orthopaedic surgeon specializing in knee surgery.

●● A baker specialized in making sourdough bread.

Given the three conditions for developing expertise, we would argue that 
the surgeon and baker developed more valid and reliable expertise than the 
management consultant. After all, the surgeon works in a highly controlled 
environment (an operating theatre), where the results of his/her actions can 
be readily determined, and direct feedback is obtained when the surgeon sees 
the patient the next day and during a follow-up consultation several weeks 
later. In addition, it tends to be clear whether the surgery was a success: 
relevant outcome measures such as increased mobility and pain can be 
measured in a valid and reliable manner. Finally, most orthopaedic surgeons 
perform a specific surgical procedure several times a week. A baker’s profes-
sional expertise can also be considered valid and reliable: a baker works 
in a bakery, which can be regarded as a very regular and predictable work 
environment. In addition, the baker bakes many loaves of bread each day, so 
there is lots of opportunity to practise and receive direct feedback. Finally, it 
is very clear whether the baker was successful: it is self-evident whether the 
bread baked was a success, and otherwise the customers would certainly be 
able to tell the baker.

The opposite is true for a management consultant specializing in mergers 
and acquisitions. Firstly, the consultant is involved in a merger or acquisi-
tion only a few times per year. As a result, there are not many opportunities 
to practise. Secondly, it is often not immediately clear whether a merger has 
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been a success or a failure: results may be difficult to determine and what 
is regarded as a success by one person may be seen as a failure by another. 
Finally, the consultant does not typically operate in a regular and predict-
able environment: the outcome of a merger is often influenced by numerous 
contextual factors such as organizational differences, power struggles 
and the economic situation, which make it hard to determine whether the 
outcome was the direct result of the consultant’s actions or the indirect 
outcome of contextual factors.

4.2  Why is it so hard to develop valid 
and reliable professional expertise?

As explained, the management domain is often not favourable to developing 
valid and reliable professional expertise.7 There are, of course, exceptions. 
One good example is a sales agent. In general, sales agents work within a 
relatively steady and predictable work environment, they give their sales 
pitch several times a week (or even daily), and they receive frequent, direct 
and objective feedback: the deal is accepted or not. But even having many 
opportunities in which to practise, the receipt of direct and objective feed-
back and a controlled, predictable environment are no guarantee that our 
experience is valid and our judgement sound.8

It was long believed that human beings base their judgement on expe-
rience, knowledge acquired through education or other sources of 
information. However, in the past 50 years an abundance of research has 
repeatedly demonstrated that our judgement is highly susceptible to system-
atic errors – cognitive and information-processing limits make us prone to 
biases that have negative effects on the quality of the decisions we make.9 
Notably, there were four Nobel Prizes awarded to researchers whose scien-
tific work demonstrates that human judgement systematically deviates from 
rationality (Herbert Simon, Daniel Kahneman, Robert Shiller and Richard 
Thaler). These systematic errors are the result of the way our brain is wired: 
we are predisposed to see order and causal relations in the world, we are 
overly optimistic, we are overly confident, and we process information in a 
way that confirms our existing beliefs, expectations and assumptions. As a 
result, cognitive biases are more influential than you think, and they are the 
secret authors of many professional judgements.10
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4.3 Two modes of thinking

We make judgements every day – whether we can trust a person, if we 
should do something (or not), which route to take, how to respond to some-
one’s question – the list is endless. If we carefully considered and analysed 
every possible outcome of these judgements, we would never get anything 
done! Thankfully, our mind makes things easier by using efficient thinking 
strategies known as heuristics.

Heuristics

A heuristic is a mental shortcut that helps us make judgements quickly with-
out having to spend a lot of time researching and analysing information. 
They allow unconscious mental processes to make up for the lack of infor-
mation and lead us to ‘routine’ decisions that are often correct. Most of the 
time this happens below the radar of our conscious awareness and so we 
are often oblivious to the impact of heuristics on our judgements. They are 
learned or hard wired in our brain by evolutionary processes.

●● Authority heuristic: ‘This man has a degree from Harvard in botany, so 
if he says this flower is not a dandelion but a salsify, I better trust his 
judgement.’

●● Wisdom of the crowd: ‘If this many positive reviews have been written 
about the hotel, and if this many people recommend it, then it must be 
good.’

●● Representativeness heuristic: ‘This woman loves to listen to New Age 
music and faithfully reads her horoscope each day. So, she’s more likely 
to be a yoga teacher than a bank cashier.’

●● Halo effect: ‘This candidate looks very professional – he wears a nice 
Italian suit and has a warm, confident smile, so he’s probably a great 
manager.’

●● Educated guess: ‘This house has a garden, so I guess it’s more 
expensive than the one with only a balcony.’

●● Familiarity heuristic: ‘When I’m on vacation and I have to buy some 
groceries, I always buy products from a brand I recognize.’

Example
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However, this does not mean that we always form our judgement or make 
decisions by using heuristics. Sometimes we take the time to make deliberate, 
mindful decisions based on a careful weighing of all the information avail-
able. In his book Thinking, Fast and Slow, Nobel Prize winning psychologist 
Daniel Kahneman refers to these two modes of processing as ‘System 1’ and 
‘System 2’ thinking.

system 1 and system 2 thinking

System 2 is slow, effortful, deliberate and rational. It is the slow, effortful 
reasoning system that draws heavily on our cognitive resources and requires 
attention and concentration. In fact, all thinking that demands mental effort 
tends to be classified as System 2. In contrast, System 1 is fast, intuitive, 
associative and emotional. It is the fast, effortless thinking system that oper-
ates automatically with little voluntary control and that uses intuition or 
heuristics to make decisions fast. In daily life System 1 is our dominant 
mode of thinking, because this way of information processing is necessary 
for survival. When driving a car System 1 automatically makes us hit the 
brakes when the brake light of the car in front comes on – we don’t have 
time for System 2 to process all information and figure out whether the 
other driver foresees a real dangerous situation or is just an extremely nerv-
ous person with limited driving experience. In addition, when a number 
of students suddenly jump up and leave the room, System 1 triggers other 
students to follow suit. From an evolutionary point of view this makes 
perfect sense: there could be a dangerous situation, such as a fire, that made 
the students decide to leave the room. After carefully processing, weighing 
and judging all information System 2 may come to the conclusion that their 
decision was wrong (there is no fire – it’s just the air conditioning leaking a 
foul-smelling water vapour), but in life-and-death situations there is often 
no time for careful judgement. However, while System 1 with its heuristics 
can speed up our judgement and decision-making process, it can introduce 
serious cognitive biases that impair the quality of the decisions we make.

A consultant gives a presentation that looks very professional: the slides 
and graphics are very well designed and the model he recommends has 
a logical structure and appears to make sense. The organization’s senior 
managers therefore decide to hire the consultant and adopt the model.

Example
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It is the interaction between System 1 and System 2 that defines how we 
think. However, we rely on System 2 much less than we think we do. Often 
when we presume we are thinking rationally and systematically – when we 
think we have a sound reason for our judgement – in effect our judgement 
is tainted by the heuristics and biases that are dictated by our System 1. So, 
why don’t we use System 2 more? According to Daniel Kahneman this is 
because using System 2 is hard work. ‘The law of least effort applies. People 
are reluctant – some more than others, there are large individual differences. 
But thinking is hard, and it’s also slow. And because System 1 thinking is 
usually so efficient, and usually so successful, we have very little reason to 
work very hard mentally.’11

In this example, it appears that the senior managers have fallen prey 
to the halo effect heuristic: the presentation looks professional and the 
proposed model is taken at face value rather than critically evaluated. This 
suggests that their decision to hire the consultant and adopt the model 
was based on System 1 rather than System 2 thinking.

A large academic hospital loses revenues because patients don’t show 
up for their scheduled appointment. The IT director therefore suggests 
implementing a text-messaging system that sends a reminder to patients 
24 hours before their appointment. Most physicians think this is a great 
idea that will certainly reduce the number of no shows. The hospital’s 
administrator, however, decides to first find out what the experiences are 
of hospitals that have already implemented the system.

The administrator could have fallen prey to the wisdom of the crowd 
heuristic: if most physicians think the new system is a good idea it will 
probably work. It is unknown, however, whether the physicians have any 
experience with the system or that their judgement is based on only an 
assumption. The administrator’s decision to find out what the experiences 
are of other hospitals is therefore an example of System 2 thinking.

Example
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4.4 Cognitive biases

Cognitive biases are errors in thinking that affect how we make decisions. 
They directly stem from our System 1. There are many different types of 
cognitive biases. For example, Wikipedia provides a page that lists more 
than 100 different biases, some of them labelled with exotic names such as 
the ‘Cheerleader Effect’ and the ‘Gambler’s Fallacy’. Some cognitive biases, 
however, are more relevant for the domain of management than others, 
three of which we describe on the following pages along with other cogni-
tive biases.

Patternicity and illusion of causality

Our System 1 is predisposed to see order, pattern and causal relations in the 
world. As a result, we tend to see meaningful patterns, some of which are 
meaningful and others are but meaningless noise. This cognitive bias is often 
referred to as ‘patternicity’ or ‘illusion of causality’. We seek patterns and 
assume causal relations by connecting the dots: A appears connected to B, 
so we assume there is a causal link. Our System 1 is also very good in recog-
nizing images of animals, faces or objects in blurry pictures. However, our 
System 1 can easily be fooled: it also recognizes images when they are not 
there. That’s why we sometimes see images of animals or UFOs in clouds, or 
the face of Jesus on the surface of a grilled cheese sandwich.

Sometimes A is really connected to B, but sometimes it is not. For 
instance, when someone eats a poisonous berry (A) and then gets sick (B), he 
assumes it was the berry that made him sick. However, the baseball player 
who forgets to shave before the game (A) and hits his first home run (B) may 
falsely assume that not shaving before the game made him hit a home run. 
This is how people become superstitious. When a pattern or association is 
real, we learn something valuable from the environment, so we can make 
predictions that help us to survive. This process is also known as associa-
tion learning and is fundamental to all human behaviour. Unfortunately, our 
System 1 is not very good in distinguishing false and real patterns and causal 
relations. In fact, human brains are inclined to believe that a perceived causal 
relation is real until proven otherwise.
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confirmation bias

Due to the dominance of our System 1 thinking, we are predisposed to 
confirm our existing beliefs. By selectively searching for and interpreting 
information in a supporting fashion while ignoring information to the 
contrary we reinforce our existing beliefs. In other words, we ‘see what we 
want to see’. This phenomenon is known as confirmation bias and is one of 
the most important biases.

An insurance company introduces a decentralized organization structure 
where autonomous business units make their operational decisions and 
are fully responsible for their own profit and loss. However, after two years 
it turns out that the company’s overhead is too high and the profit margin 
cut in half. The company’s executive board jumps on the idea that a recent 
change is at fault: autonomous business units were introduced two years 
before and now profit margins have declined. They therefore decide to 
establish a new financial control system and reduce the autonomy of the 
business units.

Example

Traditionally, women have been underrepresented in major symphony 
orchestras. Even renowned conductors claimed for a long time that 
female musicians have ‘smaller techniques’ and are ‘more temperamental’ 
and are thus unsuitable for orchestras. As a result, orchestral selection 
committees tended not to hire women, because their members were 
convinced (and thus heard during the audition) that men were better 
musicians. In fact, some orchestras did not hire women at all. Confirmation 
bias, however, is hard to prove. But in 1997 a landmark study confirmed 
the existence of biased hiring by major orchestras and illustrated 
the value of blind auditions, which have been adopted by most major 

Example
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In his book You Are Not So Smart, David McRaney explains that decades 
of research have placed confirmation bias at the top of all cognitive biases 
and among the most important mental pitfalls.13 For this reason, journalists 
who want to tell an objective story must actively search for evidence contra-
dicting their initial beliefs. Without confirmation bias, conspiracy theories 
would fall apart. Did the United States really put a man on the moon? 
McRaney argues that if you are looking for evidence they didn’t, you will 
find it. In this age of the internet, people are bombarded with information. 
However, our System 1 tends to filter out information that does not confirm 
our existing beliefs. In making an evidence-based judgement, we therefore 
need to actively search for evidence that challenges our judgement.

orchestras.12 Using data from audition records, the researchers found that 
blind auditions increased the likelihood of a female musician being hired 
sevenfold. As a result, blind auditions have had a significant impact on the 
face of symphony orchestras. About 10 per cent of orchestra members 
were female around 1970, compared with about 35 per cent in the mid-
1990s.

If you believe that techniques such as Six Sigma are likely to make 
business processes more efficient, it won’t be difficult to find evidence 
confirming your belief. A wide range of companies claim to have 
successfully implemented Six Sigma, such as Motorola, General Electric, 
Amazon, Ford and even the United States Army14 – a sufficient number 
to make your System 1 automatically jump to the conclusion that your 
belief is right. However, if you would suspend your judgement and actively 
search for evidence to challenge your belief, you would find several 
examples of companies where the implementation of Six Sigma was 
less successful. For instance, 3M, one of the world’s most innovative 
companies, lost its innovative edge when it began using Six Sigma to try 
to improve its operational efficiency. James McNerney, the CEO named 
in 2000, introduced Six Sigma as soon as he took the helm of the firm. But 
when he applied Six Sigma to 3M’s research and development processes 

Example
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group conformity

Group conformity is the tendency to conform to the others in a group, even 
if doing so goes against your own judgement. Human beings are very social 
creatures and are very aware of what people around us think. Therefore, 
our System 1 is strongly inclined to conform to the group: we strive for 
consensus and avoid confrontations, even when we don’t agree with what 
people are saying.

it led to a dramatic fall-off in the number of innovative products developed 
by the company during those years.15 In fact, Fortune Magazine reported 
in 2006 that 91 per cent of the large corporations that had implemented Six 
Sigma had fallen behind the growth rate of the S&P 500, blaming this poor 
result on a significant decline in innovation at these firms.16

Suspending your judgement in order to actively search for contradicting 
evidence is an effective way to prevent confirmation bias. In this particular 
case, we would probably conclude that there are indeed many examples 
that indicate that Six Sigma may have benefits in terms of cost-efficiency 
and quality-control benefits, but that there is also evidence that suggests 
that it may seriously hamper innovation.

A disturbing example of how people are naturally inclined to conform to 
the group is the Asch experiment, a study that was first conducted in the 
1950s but that has been repeated over and over again with exactly the same 
outcome. In this experiment, a volunteer is told that he is taking part in a 
visual perception test. What he doesn’t know is that the other participants 
are actors. The leader of the experiment places two cards before the 
participants: the card on the left contains one vertical line, the card on the 
right displays three lines (A, B and C) of varying length. Each participant has 
to state aloud which of the three lines on the card on the right (A, B or C) has 
the same length of line as the card on the left.

The actors give a variety of answers, at first correct, to avoid arousing 
suspicion in the volunteer, but then with some incorrect responses 

Example
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In a professional context group conformity can have devastating effects 
on the outcome of a decision-making process. In fact, there are numerous 
examples of conformity bias affecting a professional judgement made by 
clever people, the most (in)famous may be the Challenger disaster in 1986, 
when the NASA Space Shuttle Challenger broke apart 73 seconds into its 
flight, leading to the deaths of its seven crew members. In the corporate 
world similar examples exist, such as the collapse of Swiss Air,18 Enron,19 
and the global financial crisis of 2008.

We can see another example of group conformity in the context of 
 management and organizations in popular management techniques. 
When you look at a chronological overview of popular techniques, it 
is hard to get a sense of scientific progress: Management by Objectives, 
Business Process Reengineering, Total Quality Management, Learning 
Organizations, Knowledge Management, Lean Management, Six Sigma, 
Talent Management, Employee Engagement, Agile. Though many of 
these  techniques once enjoyed the enthusiastic support of managers and 
 consultants, all but the most recent have fallen from favour, replaced by the 
new flavour of the month. As such, the ebb and flow of popular management 
techniques are similar to that of a fashion cycle.20, 21 The impact of group 
conformity in the domain of management is strikingly worded by Geoffrey 
Colvin: ‘And there we see the power of any big managerial idea. It may be 
smart, like quality, or stupid, like conglomeration. Either way, if everybody’s 
doing it, the pressure to do it too is immense. If it turns out to be smart, 
great. If it turns out to be stupid, well, you were in good company and most 
likely ended up no worse off than your competitors.’22 The message here is 
clear: Practitioners, like all human beings, are social creatures who are very 
much aware of what other practitioners think. As a rule, they don’t want 
to be seen as the person ‘that rocks the boat’, so in many cases they will 
conform to the group.

added. The results are very interesting. When surrounded by participants 
giving an incorrect answer, over one-third of the volunteers also give an 
incorrect answer.

In fact, at least 75 per cent of the volunteers give the wrong answer to 
at least one question.17



APPRAISE: Evidence from Practitioners 73

Other common cognitive biases

The effect of cognitive biases on human judgement is one of the most 
widely studied topics in the field of psychology. As a result, an overwhelm-
ing number of scientific publications are available. One could argue that all 
cognitive biases are relevant to the domain of management. However, apart 
from the three cognitive biases discussed above, we consider the following 
biases as particularly relevant:

●● Availability bias: the tendency (of our System 1) to rely on examples that 
spontaneously come to mind when evaluating a specific topic, method or 
decision. As a result, we are more likely to believe something is true, effec-
tive or commonplace if we know an example of it, and we are less likely 
to believe in something that we’ve never seen or heard before. However, 
the examples that are ‘available’ in our memory are largely determined 
by how recent the examples are or how unusual or emotionally charged 
they may be. For example, a manager who has just read an article on the 
benefits of Lean Six Sigma in a popular magazine will more likely suggest 
(or accept) this as a solution for a managerial problem than a model he 
or she has never heard of.

●● Authority bias: the tendency to over-value the opinion of someone who 
is seen as an authority. As a result, we tend to be less critical when an 
‘authority’ makes a claim or a suggestion. For example, consultants from 
a large, renowned, international consulting firm tend to get less criti-
cal questions when making a recommendation than a consultant from a 
small, relatively unknown, local firm. The same counts for the so-called 
‘HIPPO’ – the Highest Paid Person Opinion – a term coined by Avinash 
Kaushik.23 In meetings HIPPOs are often deemed to be more valuable 
and important than the judgement of a practitioner on a lower pay grade.

●● Outcome bias: the tendency to evaluate the quality of a management 
 decision, technique or practice on the basis of its outcome. This bias 
occurs even when the outcome is determined by chance. For example, 
when Steve Jobs was fired from Apple in 1985 over a disagreement 
regarding how to save the company during a period of declining sales 
for the Apple II computer, he was publicly regarded as a bad leader 
who had seriously damaged the organization with his emotional swings 
and immature behaviour. However, after his return in 1996 and Apple’s 
success with the iPod and the iPhone he was regarded as one of the most 
influential and innovative leaders of his time.
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●● Overconfidence bias: the tendency to have an unwarranted faith in one’s 
own knowledge, judgements, cognitive abilities or skills. Research has 
demonstrated that 93 per cent of US drivers rate themselves as better 
than the median.24 Professionals, such as physicians, economists, lawyers 
and managers, are by no means immune to this tendency either – research 
has demonstrated they all tend to overestimate their knowledge and abil-
ity. Physicians, for example, frequently underestimate the proportion of 
negative outcomes among patients in their caseload.25

●● Social desirability bias: the tendency to answer questions in a manner that 
will be viewed favourably by others. Management practitioners, like all 
human beings, want to be accepted and liked. As a result, they are more 
likely to answer questions in a manner that will be viewed positively by 
their peers and bosses, especially to questions that deal with sensitive 
subjects such as leadership style, accountability and ethical issues.

4.5 avoiding or reducing bias

Due to the dominance of our System 1, human judgement is highly suscep-
tible to systematic errors. The fundamental question is: How can we make 
professional judgements without falling prey to our biases? Awareness that 
decisions can be biased is an important first step. Still, being aware that 
human judgement suffers from cognitive biases does not prevent them from 
occurring. Even Daniel Kahneman, the world’s leading authority on this 
subject, stated: ‘I’ve been studying this stuff for 45 years, and I’m no better 
than when I started. I make extreme predictions. I’m over-confident. I fall 
for every one of the biases.’ Thus, you may accept that you have biases, but 
you cannot eliminate them in yourself. However, as Kahneman also points 
out, ‘There is reason for hope when we move from the individual to the 
collective, from the decision maker to the decision-making process, and 
from the executive to the organization’. As researchers have documented 
in the realm of management, the fact that individuals are not aware of 
their own biases does not mean that biases can’t be neutralized – or at least 
reduced – at the organizational level.26 As an evidence-based professional 
you can add tremendous value to your own and others’ decision-making by 
checking the judgements people make by acquiring, appraising and apply-
ing multiple sources of evidence. In addition, you can take some practical 
measures to prevent cognitive biases from clouding your own judgement 
(or that of other practitioners); some of them were mentioned earlier:
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1 Consider multiple options: the scientific literature suggests that consider-
ing multiple solutions tends to lead to better judgement than fixating on 
‘yes/no’ or ‘either/or’ choices.27 When we consider only one solution, we 
tend to ignore evidence contradicting its expected results, and as a result 
we fall prone to confirmation bias. Conversely, considering two or more 
options leads to gathering more information regarding expected differ-
ences in results, and thus leads to a more informed judgement.

2 Get the evidence before forming an opinion, not after: as Sherlock 
Holmes once stated: ‘It is a capital mistake to theorize before one has 
data. Insensibly one begins to twist facts to suit theories, instead of theo-
ries to suit facts.’28 If you nevertheless have a strong opinion or preference 
(for example, regarding a specific solution, intervention or management 
model) it may help making your beliefs explicit, for instance by writing 
it down. This way you remind yourself that you may be biased against 
alternative options and take this into account when making a judgement.

3 Blind assessment: as described above, an effective method to prevent 
confirmation bias, halo effect and authority bias is blinding. For example, 
hiding all information in a person’s CV and application letter that could 
induce bias allows making a more objective assessment of a candidate’s 
qualities. The same counts for the source of the evidence when evaluating 
its trustworthiness, such as the title of the journal where a scientific study 
was published, the name of the consulting firm that provided the data, or 
the seniority or status of the professional who provided his or her judge-
ment. After all, we are interested only in the evidence itself, not the status 
or authority of its source.

4 Falsify views and judgements: as mentioned earlier, actively looking for 
evidence that contradicts your (or your colleagues’/clients’) beliefs and 
opinions can lead to a more objective and balanced judgement. In addi-
tion, it may help to actively seek out people with contradictory beliefs 
and judgements. Our System 1 strongly favours our own ideas, so we 
need others to provide balance; however uncomfortable, it’ll pay off 
longer term. Herbert Simon, a founder of modern organizational science, 
artificial intelligence and robotics, recognized the importance of decision 
processes for overcoming bias. He championed a practice still used today 
at Carnegie Mellon University in evaluating faculty for promotion and 
tenure. The discussion of all faculty cases begins with a presentation by 
two faculty members, one chosen to develop the pro case, why the candi-
date should be promoted or tenured, and another chosen to give the con 
case, why tenure or promotion should be denied. After the pro and con 
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have each presented their respective cases, the assembled faculty members 
ask them questions first ‘with hats on’ (answering the question from the 
pro or con perspective) and then with ‘hats off’ (their own personal views 
of the case). The result is a thoughtful, rich discussion of the candidate’s 
case.

5 Seek disagreement: Alfred Sloan, the former president of General Motors 
strongly believed decisions should not be made until someone had 
brought forward why the ‘preferred’ option might be wrong. ‘If we are 
all in agreement on the decision – then I propose further discussion of 
this matter until our next meeting to give ourselves time to develop disa-
greement and perhaps gain some understanding of what the decision is 
all about.’29 Encouraging people to disagree and to be as open as possi-
ble may help prevent groupthink and authority bias from occurring. If 
needed, you could assign someone to play devil’s advocate.

6 Playing devil’s advocate: a devil’s advocate is a person who expresses an 
opinion that disagrees with the prevailing point of view, for the sake 
of debate or to explore the thought further. By taking an opposite view 
(which he or she may not actually hold) and playing the devil’s advocate 
role, he or she seeks to engage others in an argumentative discussion 
process. The purpose of this process is to determine the validity of the 
original point of view and identify biases in its argumentation, in order 
to increase the quality of the decision-making process. When applied to 
a project team, the devil’s advocate should be a different person for each 
meeting.

7 Install a red team: the concept of a red team was originally developed by 
the US Army during the Cold War, using a team of officers taking a Soviet 
(‘red’) perspective to penetrate the US defenses. Nowadays red teams are 
used by companies – for example IBM, SAIC, Microsoft, and the CIA – to 
challenge assumptions, unearth preconceived notions and identify symp-
toms of bias (especially confirmation bias and groupthink) that could 
affect professional judgement.

aside: can you debias other people (or yourself)?

As stated earlier, being aware that your judgement suffers from   cognitive 
biases does not prevent them from occurring. Many scholars  therefore doubt 
that lone individuals can ‘debias’ themselves. Some  scholars,  however, 
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suggest  that everyday reasoning can be improved – to a certain extent– 
through  experience  and education.30 In his chapter ‘Debiasing’ Richard 
Larrick provides an overview of what personal strategies we as  individuals 
can apply:31

●● Motivational strategies: there is little empirical evidence that incentives 
improve decision-making. A more viable approach is to hold people 
accountable for their decisions. Under certain circumstances, account-
ability leads to greater effort and use of evidence, which may lead to 
improved decision-making.

●● Cognitive strategies: teaching people to ‘consider the opposite’ or to ask 
oneself ‘What are possible reasons that my initial judgement might be 
wrong?’ has been shown to be effective at reducing over-confidence, 
hindsight bias and anchoring effects. Training in specific thinking rules, 
logical principles or decision rules has also shown some (moderate) effect.

●● Technological strategies: decision support systems have the potential to 
improve individual decision-making, but the research on this topic is still 
in its early stages.

4.6  Critical appraisal of evidence 
from practitioners

This chapter may leave you with a sense of disappointment. It shows that 
human judgement is inherently flawed – we see patterns and causal rela-
tions where they don’t exist, we selectively search for and interpret evidence 
in a way that confirms our prior beliefs, we conform to others in a group 
(even when we don’t agree), we over-value the opinion of authorities, we 
are over- confident, and so on. And there is not much we can do about it. 
Your conclusion may therefore be that evidence from practitioners is always 
unreliable and thus we should ignore it. This conclusion, however, would be 
incorrect. As stated at the beginning of this chapter, professional expertise/
judgement is an important source of evidence, especially as it can connect 
evidence from other sources (for example, scientific research findings and 
organizational data) to the specific organizational context. In addition, 
professional expertise is the most widely used source of evidence for the 
simple reason that it is easily obtainable. So, the message here is don’t throw 
away the baby with the bathwater. Practitioner judgement/expertise too 
can, under specific conditions, be a valid and reliable source of evidence, 
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provided that we critically appraise its trustworthiness before we apply it to 
the decision-making process.

three preliminary questions

Especially when it comes to questions that assume a certain level of profes-
sional expertise on the matter (for example, ‘Will this solution solve the 
problem?’ or ‘What are the possible downsides or unintended consequences 
of this solution?’), it is important that the three criteria for valid and reliable 
expertise are met:

1 Numerous opportunities to practise. Does the practitioner have extensive 
experience with the matter (problem, preferred solution)?

2 Direct, objective feedback. Was the practitioner able to evaluate the 
outcome, and, if so, was direct, objective feedback available?

3 A regular, predictable work environment. Can the organizational context 
in which the practitioner gained his or her experience with the matter be 
regarded as regular and predictable?

As explained at the beginning of this chapter, this means that the trust-
worthiness of a manager’s experience regarding mergers and acquisitions is 
limited, whereas the trustworthiness of a sales agent’s experience regarding 
effective sales pitches is rather high.

Has an effort been made to reduce bias?

As discussed, we can take some practical measures to reduce or prevent 
cognitive biases from affecting our judgement, especially in the context of 
group judgement. Relevant appraisal questions you can ask are:

●● Were multiple options considered?

●● Was the available evidence assessed blind from information that could 
induce bias?

●● Was an attempt made to falsify views and judgements (for example, by 
actively seeking for contradictory evidence)?

●● Was an attempt made to actively seek disagreement (for example, from 
other practitioners)?

●● Was an opposite view brought into the judgement process (for example, 
a devil’s advocate)?
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could there be bias?

Even when we made a serious effort to reduce bias, it could still have affected 
people’s judgement. As explained, cognitive biases are, by definition, implicit, 
meaning that bias is not a deliberate process but something that unwittingly 
sneaks into someone’s judgement. This means that you should always check 
if – and to what extent – cognitive bias could have affected a practitioner’s 
judgement, such as social desirability bias, confirmation bias, availability 
bias or group conformity.

A CEO of a large insurance company is very enthusiastic about a new 
IT system that is said to provide valid and reliable information regarding 
the organization’s performance on relevant outcome metrics. She and a 
group of five senior managers therefore pay a visit to a company that has 
successfully implemented this new system, so they can learn from their 
experiences. In a board meeting the CEO reports that the other company’s 
CEO and financial director are very positive about the IT system, and that 
she was impressed by the system’s user-friendly interface. The senior 
managers who have accompanied the CEO on her visit agree that the IT 
system is exactly what the company needs.

Example

Our System 1 strongly favours our own ideas, so by paying a visit to a 
company that has successfully implemented the IT system the CEO falls 
prone to confirmation bias. Instead, the CEO should have also looked for 
evidence that may contradict her view, for example by visiting a company 
where the implementation was NOT successful. In addition, it is unclear 
whether an effort has been made to prevent the senior managers from 
authority bias and group conformity, and whether multiple options were 
considered. Finally, the other company’s CEO and financial director are 
‘very positive’ about the IT system, but it is unclear whether this judge-
ment is based on direct, objective outcome measures (and whether other 
practitioners agree). We would therefore argue that in this example the 
trustworthiness of the evidence (the judgement of the CEO and the senior 
managers) is rather low.
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In this case, clearly an attempt is being made to reduce bias. As a result, 
the executives’ judgement will be more trustworthy than the judgement 
of the CEO and senior managers in the first example. However, given 
the fact that the executives ‘strongly believe’ that the errors are due to 
a lack of risk awareness makes them prone to confirmation bias. We 
would therefore argue that they should have tried to falsify their beliefs, 
for example by consulting the scientific literature to see whether lack of 
risk awareness is indeed a common cause of people making mistakes or 
whether other causes are more likely. We would therefore argue that in 
this case the trustworthiness of the evidence (the executives’ judgement) 
is moderate.

Was the evidence acquired in a valid and reliable way?

The trustworthiness of evidence from practitioners is not only determined 
by factors such as experience, feedback and susceptibility to bias, but also 
by the way in which the evidence was obtained. This means that, when 
critically appraising evidence from practitioners, we should also account 
for the method used to acquire the evidence. For example, wandering 
around through the workplace and asking practitioners their opinion on an 
assumed problem or preferred solution is more prone to bias than conduct-
ing a survey with a large random sample or a Delphi panel. In addition, a 

Senior executives in a large, international investment bank are concerned 
by the number of transactional errors made in processing trades. 
They strongly believe that a significant proportion of these errors are 
preventable and feel that this is due to a lack of risk awareness among 
employees in the back office. Before they make a final judgement, 
however, they decide to interview some middle managers who may have a 
different view and ask the employees in the back office what they consider 
to be the major cause of the errors being made. Finally, the executives 
decide that they should reach a conclusion independently of each other 
and they anonymously write down their final judgement.

Example
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major concern when obtaining evidence from practitioners is selection bias. 
This occurs when your selection of practitioners leads to an outcome that 
is different from the one you would have expected had you enrolled the 
entire target audience. Finally, we must consider the wording of the ques-
tions when acquiring the evidence, especially when a survey questionnaire 
is used.

The following three statements are from a survey questionnaire that was 
used by a large banking firm. The respondents were asked to what extent 
they agreed or disagreed with the following statements:

1 Roles and responsibilities for managing risk in my area are clear and 
consistent.

2 In the team meetings I attend, risk management is a regular agenda 
item.

3 In our department, there is an open environment that is receptive to 
challenge and improvement.

All three statements are inadequately formulated. The first statement is 
‘double-barrelled’, because roles/responsibilities and clear/consistent 
are different things. An option would be to split the statement into two or 
more separate statements. In the second statement the term ‘regular’ is 
imprecise and should be avoided – it would be better to ask ‘In the past 
month, how many times was risk management…?’ The third statement 
is very vague and uses abstract terms such ‘open environment’ and 
‘receptive to challenge’. It would be better to define these terms or 
illustrate them with an example.

Example

As explained in the previous chapter, the choice of words in a question 
is critical to express its meaning and intent – even slight wording differ-
ences can substantially affect the answers practitioners give. In Chapter 3 
we provide tips for writing valid and effective survey questions.
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4.7 Checklist

Yes No Unclear

Does the practitioner have extensive experience with 
the matter (problem/solution)?
Was the practitioner able to evaluate the outcome, and, 
if so, was direct, objective feedback available?
Can the organizational context in which the practitioner 
gained his or her experience be regarded as sufficiently 
regular and predictable?

If applicable, has an effort been made to reduce bias by 
taking measures, such as:
●● Blind assessment
●● Falsification of views and judgements
●● Seeking disagreement
●● ●Introducing an opposite view (eg devil’s advocate)

To what extent could cognitive bias have affected the 
practitioner’s judgement, such as:
●● Social desirability bias
●● Patternicity/illusion of causality
●● Confirmation bias
●● Group conformity
●● Availability bias
●● Authority bias
●● Outcome bias
●● Over-confidence bias

 

Was the evidence acquired in a valid and reliable way?
Were the questions worded adequately?

table 4.1 
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05a short 
introduction  
to science

Science is a way of thinking much more than it is a body of knowledge.

carl sagan

5.1 What is science?

What comes to mind when you hear the term ‘science’? Laboratory workers 
in white coats? The Large Hadron Collider in Geneva? Memories of excit-
ing and seemingly dangerous chemistry experiments at school? Or mice in a 
cage? These are widespread and popular ideas of science. So, is it any surprise 
that many managers and leaders, when confronted with the term ‘scientific 
research’, wonder what it has got to do with them or their work? Of course, 
science isn’t only about what might be called ‘hard science’. As a method and 
way of thinking about how to understand the world, science can be applied to 
almost anything, including organizations, management, workers and business.

The basic purpose of science is to acquire information that will help us 
to describe, explain, predict and control phenomena in the world. Science 
distinguishes itself from other human pursuits by its power to examine and 
understand phenomena on a level that allows us to predict with varying 
degrees of accuracy, if not sometimes control, the outcomes of events in the 
natural and human-made world.1 However, for science to do so, we need 
trustworthy information or data, acquired in ways that minimizes bias and 
other misleading factors.

Still as human beings, we are inclined to use the most easily accessible source 
of information – ourselves. We rely on what we remember from our own 
experiences; what we think; and what we believe to be true. Our self-centred 
approach to information saves time and effort – and probably works reason-
ably well for simple day-to-day decisions. For more complicated decisions in 
business and management, however, relying solely on our own experience and 
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judgement may well lead to poor decisions. As you have learned in Chapter 4, 
we are prone to cognitive biases in our thinking, and this causes us to make 
mistakes in analysing and interpreting our own experience and judgement. 
Science emerged partly as a response to the twin problems of relying solely on 
personal information and the biases inherent in interpreting it. A core activ-
ity of science is therefore gathering objective, external information, rather 
than relying solely on the subjective internal knowledge in our heads. Even 
the smartest people can easily be fooled into believing something that is not 
true, so we need to put some safety checks into place when we acquire and 
appraise external information. Below we discuss three safety checks.

the scientific method

One of these safety checks is the scientific method, a defining feature of 
science since the 17th century. The scientific method can be summarized in 
one sentence: Do whatever it takes to avoid fooling yourself into thinking 
something is true that is not, or that something is not true that is.2 Scientists 
use it as a procedure to ensure the trustworthiness of their findings usually by:

1 Asking a question about something they observe (How? What? When? 
How many? Who? Why? or Where?).

2 Formulating a hypothesis (an assumption about how things work or a 
prediction about what will happen).

3 Testing the hypothesis by doing an experiment or making systematic 
observations.

4 Collecting the data.

5 Analysing the data.

6 Drawing a conclusion as to whether and the extent to which the hypoth-
esis is likely to be right.

When scientists find discrepancies between the hypothesis and the outcome 
of the test, they modify the hypothesis and repeat steps 3 to 6. The scien-
tific method is used in all scientific fields – including chemistry, physics and 
psychology – but scientists in these disciplines ask different questions and 
perform different kinds of tests.

Organized scepticism (peer review)

Another safety check that lies at the core of science is that the evidence 
generated by scientists is subject to ‘organized scepticism’. This means that 
the scientific community collectively scrutinizes findings from a position of 
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distrust: the burden of proof is on the scientist with a novel claim. In this 
sense, science is intrinsically cautious. As Naomi Oreskes states in her 
TED-talk Why we should trust scientists, it is hard to persuade the scien-
tific community to say, ‘Yes, we know something, this is true’.3 So, another 
way to think of science is to see it as the consensus of scientific experts, 
who – through a process of collective scrutiny – have judged the evidence 
and come to a conclusion about it. Organized scepticism does not mean 
unanimity – we expect scientists to continue to question and raise alternative 
explanations to pursue deeper understanding. However, consensus means 
that a general agreement exists without strong arguments or evidence to the 
contrary. In science, consensus typically reflects the best available scientific 
evidence. Note: the organized scepticism of science means that we never 
prove a theory, as we must always consider the possibility of disconfirming 
evidence. However, we can have higher confidence and lower uncertainty 
where scientific consensus about the body of evidence is strong.

Replication

The final safety check to ensure the trustworthiness of scientific claims 
is  replication. In fact, exactly repeating studies to see if the same result is 
obtained is a cornerstone of science. If novel findings from scientific research 
can be replicated, it means they are more likely to be correct. Multiple 
replications of scientific findings may turn a hypothesis into a more formal 
statement or theory. On the other hand, if the findings cannot be repli-
cated, they are likely to be incorrect or oversimplified (due to some error or 
even chance). The following example shows why replication is essential in 
science.4

In 1998, a British researcher published an article in a medical journal 
reporting that he had found a link between a common childhood vaccine 
and autism. According to the article, children in his study developed 
autism soon after receiving the vaccine.5 Following publication of the 
article, many parents refused to have their children vaccinated. Several 
epidemics occurred as a result and some children died. Soon after the 
original study was published, other researchers failed to replicate its 
findings: no other studies could find a link between the vaccine and 

Example
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5.2 science is not about ‘truth’ or ‘proof’

Developing a scientific understanding of the trustworthiness (validity and 
reliability) of information is important. But equally important is the reali-
zation that science is not about truth or proof. Science is about gathering 

autism. Eventually, researchers found that the original study was a fraud.6 
The author had received a large amount of money to find evidence that the 
vaccine caused autism, so he faked his results. If other scientists had not 
tried to replicate the research, the truth might never have come out.

Pseudo-science

Do you know what pseudo-science is? Disciplines such as astrology 
and parapsychology are regarded as pseudo-sciences. You know from 
our discussion above that science is a method used to test hypotheses 
in a way that takes account of coincidence, bias and other misleading 
factors. It follows that if we can’t test a hypothesis or theory, we can’t 
subject it to scientific investigation. One of the people who has thoroughly 
examined the difference between science and pseudo-science is the 
philosopher Karl Popper. He states that it is easy to obtain evidence in 
favour of virtually any theory. (This seems even more true in the internet 
era, where an array of evidence and ideas for almost any claim or theory 
can be found via a brief online search.) According to Popper, a theory 
should only be considered scientific if it is the positive result of a genuinely 
‘risky’ prediction, which might conceivably have been found to be false. 
Put differently, a theory or model is scientific only if it can be tested and 
falsified. Take for example Uri Geller, a famous psychic who repeatedly 
demonstrated on television and on stage that he could bend keys and 
restart watches by using ‘mental energy’. However, when his assumed 
psychic abilities were tested scientifically, Geller stopped the experiment 
by claiming that the scientific setting interfered with his mental energy, 
making it impossible to refute or falsify his claim.

Note
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information and testing assumptions (hypotheses) in ways that allow us to 
estimate how likely it is that something is true. We can never know for sure. 
Our uncertainty stems from three main sources.

First, it is always possible that new information will cast serious doubt on 
a well-established model or theory. For example, more rigorous research may 
demonstrate that the underlying assumptions are incorrect or that previous 
research was flawed in ways that produced biased or even false results. To 
claim something is ‘true’ or ‘proven’ is to miss the point of science: research 
can deliver only the best current evidence and calculate a probability, but, 
when new evidence becomes available, this probability may change. The job 
of an evidence-based manager is to make decisions on the basis of best avail-
able evidence at a given time while remaining open to new, better evidence 
that may emerge.

Second, even when something seems very close to being proven, it will 
still be subject to boundary conditions – it always depends on the situation. 
Even though a lot of data may support a particular theory, there may be 
other data from other settings to suggest that this theory does not hold true 
everywhere. Goal-setting theory – which proposes that setting moderately 
difficult goals leads to higher performance – for example, holds up well in 
some contexts and less so in others.7

Last, as we find out more and more about something, we sometimes 
discover that our original findings were not quite correct – or at least not 
specific enough. Take the concept of organizational commitment: when first 
developed, it was a general and one-dimensional construct that suggested 
that employees were just more or less committed to their jobs. However, 
subsequent research has shown there are at least three different and 
specific forms of commitment, which have different and specific effects on 
outcomes.8 To claim, therefore, that commitment in general has some effect 
on outcomes no longer holds water, as it depends on which form of commit-
ment we are looking at.

If you dig into scientific findings looking for absolute truth and proof, then 
you will be disappointed. If you look for evidence about likelihoods and prob-
abilities, then research findings can be very useful to overcome the limitations 
of human judgement. We describe five of these limitations in detail below.

5.3 Limitation 1: Coincidence

The first limitation of human judgement that science aims to overcome 
is coincidence: could our observation of a phenomenon be due simply to 
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chance? For example, when we notice that a person becomes ill after eating 
wild berries, we are inclined to conclude that the person became sick because 
of eating the berries. However, this could also just be coincidence. To rule 
out chance we therefore apply the scientific method: based on our observa-
tions we formulate a hypothesis (in this case, that eating wild berries makes 
you sick), and then test our hypothesis by doing an experiment. However, 
as you just have learned, science is not about ‘proof’ or ‘the truth’, but 
about probabilities and likelihoods. Thus, before we run our experiment – 
or conduct any other type of study – we should first determine what degree 
of uncertainty we are willing to accept. Should we accept a probability of 
10 per cent that our experiment’s outcome was due to chance, or should we 
be more lenient and accept a threshold of 20 per cent? Or an even higher 
value?

statistical significance: p-value

In 1925, the English statistician Ronald Fisher suggested that, within the 
realm of science, this threshold should be set at 5 per cent (1 in 20).9 This 
threshold was – unfortunately – later referred to as the significance level, 
and the corresponding probability (p) as p-value.10 Fisher argued that if the 
p-value is higher than 0.05, then the probability that a study’s outcome is 
due to chance should be considered too high. From that moment onwards 
the significance level of p = 0.05 became the most widely used but also most 
misapplied and misunderstood statistic in science. This is because, from an 
evidence-based perspective, there are two very serious problems with this 
metric.

statistical significance versus practical relevance

In the realm of science, a ‘significant’ outcome is often interpreted as a find-
ing that was most likely not due to chance.11 In daily life, however, significant 
means ‘sufficiently great or important to be worthy of attention’. However, 
statistically significant research outcomes are sometimes insignificant from a 
practical perspective (and vice versa). This is because statistical significance, 
outcome and sample size are interlinked. If the effect found is small but the 
sample size is very large, the p-value can be statistically significant. Similarly, 
if the effect is large and the sample size is small, the p-value can also be 
significant. Thus, when you make a sample size large enough, even highly 
trivial outcomes can be statistically significant.12
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Imagine that someone has developed a training programme that aims 
to increase the IQ of young children. With only 4 children enrolled in the 
programme, an increase of 10 IQ points would be a statistically significant 
outcome. However, with 25 children enrolled, an increase of 4 IQ points 
would also be significant, and with 10,000 children even an increase of 0.2 
IQ points would be significant (see Table 5.1). However, would you send 
your child to this training programme? Probably not, as an increase of 0.2 
IQ points almost certainly has no practical relevance. This means that the 
fact that a study’s outcome is statistically significant has limited meaning 
and is of limited value, because it doesn’t tell us if that outcome is of 
practical relevance.

table 5.1

Sample size 
(number of children)

Effect size 
(‘significant’ increase in IQ)

4 10

25 4

100 2

10,000 0.2

Example

From a practical perspective, a significance level of p = 0.05 is 
often too strict

Imagine the following scenario. A study reports a 10 per cent lower rate of 
production-line errors in manufacturing companies that use a particular 
quality management model. The p-value for the difference in error rate 
(compared with companies that have not implemented the model) is 0.07. 
The common interpretation of this p-value is that there is a probability of 7 
per cent that this outcome is due to chance. Now, imagine that every 1 per 
cent error decrease yields a profit increase of $50,000, which equates to 

Note
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5.4 Limitation 2: Methodological bias

The second limitation of human judgement that science aims to overcome 
is methodological bias: could our observation be due to personal preference 
or prejudice? In Chapter 4 you learned that human judgement is prone to 
a wide range of cognitive biases, such as the illusion of causality, confirma-
tion bias, availability bias and outcome bias. As a result, people (including 
researchers and scientists) can be easily fooled into believing something that 
is incorrect. Thus, when researchers study a phenomenon or test a hypoth-
esis, they need to put a ‘safety measure’ into place: the scientific method. 
Unfortunately, even the scientific method – or the way science in general is 
practised – is prone to all kinds of methodological biases. Some of the most 
common are described below.

selection bias

Also referred to as sampling bias, selection bias occurs when the particular 
choice of participants in a study leads to an outcome that is different from 
the outcome that would have occurred if the entire population were stud-
ied. For example, if we want to know something about people’s attitudes 
towards sex outside marriage, surveying people in a nightclub on a party 
island resort would likely yield a result different from a survey of churchgo-
ers in the US Bible Belt. Researchers use ‘probability sampling’ (or ‘random’ 
sampling) to prevent selection bias. Note that random means the people 
in the sample are chosen by chance (thus, each person in the population 
has the same probability of being chosen). When you pick a truly random 
sample, you reduce the chances of selection bias.

a total sum of $500,000. Let’s also assume that the cost of implementing the 
model is quite low. Would you implement the model? You probably would. 
In fact, even if the p-value were 0.10 or 0.30, the odds on making a profit 
increase of half a million dollars might be too good to ignore. What we 
can learn from this is that the scientific thresholds of 0.05 or even 0.01 may 
sometimes be too stringent from a practical perspective.
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social desirability bias

This bias occurs when research participants answer questions in ways 
that they think are more socially acceptable. Social desirability reflects the 
concern people may have about how others view them. It is a difficult bias 
to overcome because people are inclined to report inaccurately on sensi-
tive or personal topics in order to present themselves in accordance with 
other people’s expectations. It can be reduced in several ways such as by 
assuring confidentiality or anonymity, by observing behaviour directly, or 
by using qualitative methods that build trust between researcher and study 
participants.

Halo effect

The halo effect describes the basic human tendency to make generalized 
inferences based on a few pieces of information. In his article ‘The halo 
effect and other business delusions’, Phil Rosenzweig gives the following 
example: ‘When a company is doing well, with rising sales, high profits, and 
a surging stock price, observers naturally infer that it has a smart strategy, 
a visionary leader, motivated employees, excellent customer orientation, a 
vibrant culture, and so on. When that same company suffers a decline  – 
when sales fall and profits shrink – many people are quick to conclude 
that the company’s strategy went wrong, its people became complacent, it 
neglected its customers, its culture became stodgy, and more.’13 This bias is 
also often present in employee performance ratings and employee selection. 
In good scientific research we can minimize the halo effect by blinding (or 
hiding) the characteristics of the participants, such as name, age and gender 
in the case of individuals, or reputation, brand and profitability in the case 
of organizations.

5.5 Limitation 3: Confounders

The third limitation of human judgement that science aims to overcome is 
confounding: the idea that a third variable distorts (or confounds) a rela-
tionship between two other variables. For instance, when factor A causes 
disease B, that relationship could be confounded by factor X that has a 
causal influence on both factor A and disease B. In that case, X would be an 
alternative explanation for the observed relationship between A and B. This 
can be illustrated using the following example.



Evidence from the Scientific Literature96

It was long believed that when more ice cream is sold, more children who 
go swimming drown, because when children eat ice cream, their stomach 
gets cold, thus their body reacts by withdrawing blood from their limbs to 
their abdomen. So, when children go swimming after eating ice cream, 
their arms and legs are less saturated with blood, causing a shortage of 
oxygen in their muscles, which causes muscle fatigue, and, as a result, 
they are more likely to drown. This explanation is, of course, nonsense. 
When we take a closer look at the relationship between children eating 
ice cream (A) and children drowning (B), we will see that this relationship 
is distorted by a confounder: hot sunny weather (X). When the weather 
is nice and the sun is shining, more children will eat ice cream, but also 
more children will go swimming; when more children go swimming, a 
larger number of children will drown. So, despite the initial explanation 
of this relationship above, eating ice cream (A) does not lead to more 
children drowning (B); nice, sunny weather (X), however, does.

Example

By applying rigorous research methods we can prevent confounders from 
distorting our observations. For various reasons, however, such methods are 
not always applied, and as a result research can produce very misleading 
results. Here are some other examples. Research has shown that:

●● at primary schools, children with a large shoe size have better handwriting;

●● people who drink alcohol are more likely to die of lung cancer (the same 
is true for gambling);

●● children who use a night-light are more likely to develop myopia 
(short-sightedness).

You probably easily worked out what the confounder is in the first example: 
age. When children are older, their feet are larger, but because they are older 
they have also spent more time practising writing, thus the quality of their 
handwriting is better. In the second example the confounder is smoking: 
people who drink alcohol (or who gamble) are also more likely to smoke, 
and people who smoke are more likely to die of lung cancer.

The third example is a little more complicated. It was long assumed that 
children who use a night-light are more likely to develop  short-sightedness 
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(myopia). This assumption was investigated in a scientific paper that 
received a lot of publicity.14 The findings were that exposure to night-time 
light before the age of two was indeed related to the incidence of myopia. 
Nearly a year later other researchers – who used a more rigorous research 
design – failed to replicate the findings. They did, however, find another 
result: myopic parents were more likely to leave the lights on at night. The 
explanation for this phenomenon is simple: myopic parents can’t see well at 
night, and because young children often require night-time visits, they thus 
prefer to leave a night-light on in the bedrooms. We know, however, that 
genetic factors play an important role in the development of myopia, there-
fore the relationship between night-time lighting during early childhood and 
the later development of myopia is based on a confounding variable: paren-
tal myopia.15

5.6 Limitation 4: The placebo effect

In medicine a great deal of research has been done on a phenomenon that 
for a half century has been known as the placebo effect: a genuine effect, 
which is attributable to a patient receiving fake treatment or an inactive 
substance (for example, a sugar pill or an injection with distilled water). The 
treatment has no medical or healing power, so its effect is therefore due to 
other factors, such as a patient’s hope and expectations, or his or her trust in 
a positive outcome. Due to the placebo effect sugar pills often have the same 
medical effect as a ‘genuine’ pill, and even fake operations can sometimes 
improve a patient’s health simply because the person expects that it will be 
helpful. The placebo effect can be quite substantial.16

The placebo effect is not only present in medical treatments, but also in 
any intervention that aims to influence human behaviour, including manage-
ment interventions. Among notable examples of this are the Hawthorne 
experiments, conducted between 1924 and 1933 by Elton Mayo and Fritz 
Roethlisberger, who examined the relationship between the productivity and 
working conditions of factory workers.17, 18 When the researchers increased 
the level of light that the workers were subjected to, productivity improved. 
The same happened when the working conditions were changed in other 
ways, such as the introduction of rest breaks. However, when the research-
ers decreased the level of light, the productivity increased even more. In 
fact, when all working conditions were restored to how they had been 
before the experiments began, productivity at the factory was at its highest 
level! What happened was that the placebo effect had affected the outcome: 
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productivity gain did not increase because of the intervention (improving 
the employees’ working condition), but due to a psychological factor: the 
motivational effect on the workers caused by the researchers showing inter-
est in them.19 Such a placebo effect can occur in organizational interventions 
that provide special treatment or attention to the participant and requires 
careful research design in order to rule it out.

The placebo effect is considered to be a special type of confounder that 
is present in all scientific studies in which an effect on human beings is 
involved. As we will see, however, using an appropriate research design can 
minimize the chance of the placebo effect or other confounders affecting the 
outcome.

5.7  Limitation 5: Moderators  
and mediators

Finally, another important influence on findings that science seeks to under-
stand is the effect of moderators and mediators. Human beings are very 
good at detecting the presence of an effect, but they do less well when it 
comes to identifying (process or contextual) factors that may have caused or 
influenced that effect. In fact, in many cases, researchers are not as interested 
in whether something works, but rather in whether there are factors that 
(positively or negatively) influence the outcome. In science we refer to these 
factors as moderators and mediators.

A moderator is a variable that affects the direction and/or strength of the 
relationship between a predictor (for example intelligence) and an outcome 
(for example work performance). Put differently, moderators indicate when 
or under what conditions a particular effect is likely to be stronger or weaker. 
A well-known example is the effect of intelligence on job performance.20 In 
general, intelligence is a good predictor of work performance: the higher a 
person’s IQ, the higher his/her performance. However, this effect is moder-
ated by the level of job complexity. The extent to which intelligence has an 
effect on job performance depends on the level of job complexity: When 
a highly intelligent person has to perform relatively simple tasks, his/her 
performance may not be much different than a less intelligent person’s. On 
the other hand, when the task is complex the highly intelligent person is 
likely to outperform those of lesser ability. Thus, the positive effect of intel-
ligence on performance is moderated by (or depends on) job complexity 
(Figure 5.1).
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A mediator, on the other hand, is a variable that specifies how or why a 
particular effect or relationship occurs. Thus, if you remove the effect of 
the mediator, the relationship between the predictor and the outcome will 
no longer exist. For example, as early as the 18th century it was found that 
eating vegetables prevents sailors from getting scurvy. It was, however, not 
until the early 20th century that scientists found the specific mediator: vege-
tables only prevent scurvy when they contain vitamin C. A similar example 
can be found in management. In general, feedback has a positive effect on a 
person’s performance. This effect, however, is mediated by a person’s reac-
tion to the feedback.21 Put differently, it is a person’s reaction to feedback, 
and not feedback per se, that determines the extent to which his or her 
performance will improve (Figure 5.2).

5.8 Qualitative versus quantitative research

Qualitative research is research that uses data that are not expressed in 
numbers. These data are usually obtained from interviews, focus groups, 
documentary analysis, narrative analysis or participant observation. 
Qualitative research is often exploratory research: we use it to gain an under-
standing of underlying reasons, opinions, motivations or mechanisms, or to 
generate hypotheses and/or theories that we can test through quantitative 
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research. Quantitative research, on the other hand, is research that uses 
data that are quantified in various ways, that is, measured and expressed 
using numbers. These data are usually obtained from surveys, tests, financial 
reports, performance metrics or statistics. We often use this type of research 
to generalize results to a larger population, uncover patterns and relation-
ships between variables, or measure the size of an effect of an intervention 
on an outcome.

Quantitative research is widely considered to differ fundamentally 
from qualitative research. In fact, a common prejudice is that quantita-
tive research is ‘objective’ and concerns ‘hard’ data, whereas qualitative 
research is ‘subjective’ and concerns ‘soft’ data. Often people take sides 
and favour qualitative research over quantitative research or vice versa. A 
pro-qualitative research person might say: ‘Quantitative research is useless 
because it is all about numbers and averages. But people are not numbers 
and employees and organizations are never average. If you want to get a 
better understanding of phenomena in an organization you should talk to 
the people who work there, observe closely, and experience what’s happen-
ing for them. Subjectivity and interaction are key.’ A pro-quantitative 
person might respond: ‘Qualitative research is totally subjective, and thus 
biased and flawed. You should instead focus only on measurable outcomes, 
discovering general patterns and explanatory laws that can be translated to 
the local context. What can’t be measured can’t be managed, so objectiv-
ity and quantitative measures are key.’ This is, of course, something of a 
nonsensical discussion, just as it would be nonsensical to discuss which car 
is better: a Formula 1 car, a small Fiat or a Range Rover? If you wanted 
to travel fast from A to B and the road was straight, the Formula 1 would 
most likely be the best car. However, if you wanted to drive through the old 
centre of Naples, this would be a bad choice. The same counts for an off-
road adventure in the inlands of Guatemala. The small Fiat would be good 
for the streets of Naples and the Range Rover ideal for off-road driving. 
This means that the answer to which car is better always depends on the 
situation. The same is true of whether qualitative research is ‘better’ than 
quantitative research (or any other type of research): it depends on what 
you want to know and, hence, the research question. This principle is also 
known as methodological appropriateness, which we will discuss later in 
more detail.
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table 5.2

Name Description Elements
Systematic review A study that aims to identify as 

thoroughly as possible all the 
scientific studies of relevance to a 
particular subject and to assess the 
validity and quality of the evidence in 
each study separately. As the name 
indicates, a systematic review takes 
a systematic approach to identifying 
studies and has their methodological 
quality critically appraised by multiple 
researchers. Sometimes a systematic 
review includes a meta-analysis.

Depends on 
the studies 
included. Uses 
a systematic 
and transparent 
search process 
that specifies 
the criteria used 
to include or 
exclude studies.

Meta-analysis A study that summarizes a large 
number of studies on the same 
topic in which statistical analysis 
techniques are used to combine 
the results of individual studies to 
get a more accurate estimate of the 
effect. Sometimes a meta-analysis 
includes a systematic review.

Depends on the 
studies included. 
Averages 
effect sizes of 
quantitative 
studies on a 
given topic.

Randomized 
controlled study
(also referred to 
as randomized 
controlled trial, 
RCT, experiment, 
true-experiment)

A study in which participants are 
randomly assigned to a group in 
which an intervention is carried 
out (experimental group) and a 
group where no (or an alternative) 
intervention is conducted (control 
group), and the effect is measured 
after (and also often before) the 
intervention.

Random 
assignment, 
control group, 
before–after 
measurement

(continued)

5.9 research designs

A research design is the ‘blueprint’ of a study that describes its steps, 
 methods and techniques used to collect, measure and analyse data. Examples 
of  study designs we frequently use in management are cross-sectional 
 studies,  experiments, case studies and meta-analyses. However, in our field 
all kinds of study designs are used, sometimes with exotic names that make 
it difficult to fathom exactly which research methods were used. Table 
5.2 describes  he elements of common research designs in the social sciences.
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Name Description Elements
Controlled before-
after study  
(also referred to 
as NRCT, non-
randomized 
controlled trial, CBA, 
quasi-experiment, 
observational 
study, controlled 
longitudinal study, 
comparison group 
before–after study, 
non-equivalent 
control group 
design)

A study in which participants are 
(not randomly) assigned to a group 
in which an intervention is carried 
out (experimental group) and a 
group where no (or an alternative) 
intervention is conducted 
(control group), and the effect is 
measured both before and after the 
intervention.

Control group, 
before–after 
measurement

Cohort study
(also referred to 
as panel study, 
observational study, 
longitudinal study)

A study where large groups of 
participants (also referred to as a 
cohort or panel) are followed over 
a long period (prospectively) to see 
whether differences arise among the 
groups.

Control group, 
before–after 
measurement 
(prospective)

Case-control study
(also referred to as 
observational study)

A study in which one group of 
participants with a particular 
outcome is compared 
(retrospectively) with a group that 
did not experience this outcome. 
The starting point of the study is the 
outcome (dependent variable) rather 
than the intervention or exposure 
(independent variable).

Control group, 
before–after 
measurement 
(retrospective)

Interrupted times 
series 
(also referred to as 
repeated measures 
quasi-experimental 
study)

A study that measures participants 
repeatedly on a particular outcome 
(dependent variable). Data are 
collected (or variables measured) at 
three or more points both before and 
after the intervention or exposure.

Before–after 
measurement

table 5.2  (Continued)

(continued)
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Name Description Elements
Controlled study
(also referred to as 
controlled post-test 
only, comparison 
group design)

A study in which subjects are (not 
randomly) assigned to a group in 
which an intervention is carried 
out (experimental group) and a 
group where no (or an alternative) 
intervention is conducted (control 
group), and the effect is measured 
only after the intervention.

Control 
group, after 
measurement

Before–after study
(also referred to as 
single group before-
after study)

A study in which data are obtained 
or particular variables are measured 
before and after an intervention/
exposure/event.

Before–after 
measurement

Post-test only
(also referred to as 
pre-experimental 
design, one-shot 
survey, or one-shot 
case study)

A study in which data are obtained 
or particular variables are measured 
only after an intervention/exposure/
event.

After 
measurement 
(prospective)

Cross-sectional 
study
(also referred 
to as survey or 
correlational study)

A study in which a large number of 
data or variables are gathered at one 
point in time, and the intervention or 
exposure (independent variable) and 
outcome (dependent variable) are 
measured simultaneously. It provides 
a ‘snapshot’ of the current situation.

Cross-sectional 
(retrospective)

Case study
(sometimes 
referred to as field 
study)

A study in which a large number of 
aspects of a single case (organization 
or team) are investigated in depth 
over a long period within the case’s 
own context. A case study is often 
used to narrow down a broad field of 
research into an easily researchable 
practical example. It is a useful design 
when not much is known about an 
issue or phenomenon. Researchers 
using a case study design often 
apply a variety of (often qualitative) 
methodologies and rely on a variety 
of information and data sources. 

Often qualitative 
methods are 
used

table 5.2  (Continued)
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It is by no means comprehensive, but it provides a basic frame of reference.
In addition to the research designs listed above we use several other 

 classifications and dichotomies, of which the following are the most 
common.

Name Description Elements
Action research
(also referred to 
as community-
based research, 
participatory 
action research 
or collaborative 
inquiry)

A study carried out during an 
activity or intervention to improve 
the methods and approach of the 
people involved. The research is 
conducted by (and for) those taking 
the action: it is typically designed 
and conducted by practitioners 
who analyse their own data to 
improve their own practice. Action 
research follows a characteristic 
cycle whereby an exploratory 
stance is adopted. Often a variety 
of (qualitative and quantitative) 
methodologies are applied.

Often a variety 
of methods are 
used

Ethnographic 
study
(also referred to as 
field research or 
naturalistic inquiry)

A study in which researchers 
completely immerse themselves 
in the lives, culture, context or 
situation (eg merger between 
two organizations) that they are 
studying. The study is designed 
to explore cultural phenomena 
where the researcher observes the 
organization from the point of view 
of the participants (eg employee or 
manager) in the study.

Qualitative 
methods

Mixed methods 
study
(also referred to 
as a triangulation 
design)

A study that involves collecting, 
analysing and integrating 
quantitative (eg experiments, 
surveys) and qualitative (eg focus 
groups, interviews) research.

Both qualitative 
and quantitative 
methods are 
used

table 5.2  (Continued)
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descriptive versus exploratory versus causal research

Descriptive research describes events or states and aims to find out ‘what 
is’, so we frequently use observational and survey methods to collect the 
data. Exploratory research aims to generate new questions and hypothe-
ses, investigating underlying reasons or gaining a better understanding of 
a certain topic. Qualitative methods are often used. Causal research aims 
to discover causal relationships, hence we often use research designs with 
a control group and a pre-measure and designs that assess or measure at 
multiple time points.

Prospective versus retrospective research

Many studies are prospective: first a research question or hypothesis is devel-
oped, then a representative sample of participants is selected and a baseline 
measure obtained, and finally, after an intervention (or exposure to a vari-
able), the data about the participants are analysed to examine the effect. In 
‘retrospective studies’, researchers investigate an intervention or exposure 
by looking back at events that have already happened. Such studies can 
yield important scientific findings without taking a long time following the 
participants to find out the outcome.22

Experimental versus observational research

Experimental research refers to studies where the researcher manipulates 
one or more variables and controls the other variables to determine whether 
there is a causal relationship between the manipulated variable and the 
outcome. Observational research refers to studies where the researcher 
merely observes but does not intervene, with the intention of finding asso-
ciations among the observed data.

Experimental versus correlational research

In this case experimental research typically refers to studies that are regarded 
as ‘true’ experiments (ie randomized controlled studies) that allow drawing 
causal conclusions, whereas correlational research concerns studies (such 
as non-randomized or non-controlled studies) that only allow conclusions 
about correlations or associations.
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cross-sectional versus longitudinal research

Longitudinal research concerns studies that involve repeated observations 
(measurements) of the same variable(s) over a certain period of time (some-
times even years), for example cohort studies or interrupted times series. 
Cross-sectional research refers to studies – such as a survey – in which a 
large number of data or variables are gathered only at one point in time. It 
provides a ‘snapshot’ of the current situation.

5.10 How to read a research article

Research findings are reported on TV, in newspapers and in magazines. 
However, those sources often provide information that is too limited to 
critically appraise or judge a study’s trustworthiness. In order to do that we 
need to find and read the original research article.

Non-academics often consider research articles difficult to read. Practition-
ers and students sometimes complain that research articles are too lengthy 
and use too much jargon. They also complain that too many of these articles 
are dedicated to theory. As a result, non-academics tend to lose track of what 
the authors are saying, or lose interest after a few pages. We should realize, 
however, that the target audience for academic journals is made up of academ-
ics, not practitioners or students. The authors therefore assume that their 
readers are familiar with academic conventions as well as technical jargon. In 
other words, research articles are pieces of technical writing whose purpose is 
to communicate research ideas and findings between researchers.

The most common and important mistake you can make is thinking 
that a research article is the same as an interesting short story or a news-
paper article and you can therefore read it in the same way. The truth is 
that research articles are a particular type of writing that requires a specific 
approach in order to fully appreciate or understand them. Research articles 
are not typically intended for you to read from the beginning to the end 
in a linear way. They often require jumping back and forth between the 
different sections, tables and appendices. For this reason, reading a research 
article requires specific skills. Since developing skills requires practice, the 
more you read research articles, the better you should get at it. To quickly 
get the most important elements out of a research article, try the following 
approach:
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Step 1: Read the abstract
Start by trying to find out what the article is generally about. What claim(s) 
is it making? Sometimes the abstract is unclear, but often it provides a 
summary of the research question, the design, key methods, results and 
conclusions of the study.

Step 2: Skim the introduction
Quickly skim the first few sections of the introduction, then skim theory and 
discussion of previous research.

Step 3: Skim the middle section
Skim the subtitles. Find out what the research questions or hypotheses are. 
What is the purpose of the research? What are the researchers trying to find 
out and why?

Step 4: Read the ‘method’ section
Find out what kind of research design the authors used. Did they use a 
control group and was there a before and after measurement? Try to find 
which variables and/or outcomes they measured and see if valid and reliable 
measurement methods were used. Exactly how do they propose to answer 
their research questions or test their hypothesis?

Step 5: Skim the ‘outcome’ or ‘results’ section
Skip all elaborate statistical information and focus on outcomes that are 
expressed in frequencies, percentages, correlations or other effect sizes. 
Sometimes the main outcomes are summarized in the first part of the results. 
More often outcomes are reported separately for each research question or 
hypothesis. Tables can be very helpful. Search for a correlation matrix or a 
table with outcome measures or effect sizes.

Step 6: Read the conclusion
Find out what the authors consider to be the most important outcomes 
of their study. Are their conclusions justified by the data they presented? 
Remember that the conclusions authors reach about their research and what 
it means may not be the same as the conclusions others would draw from 
their study.
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In general
Don’t let yourself be taken in by scientific jargon or complex use of language! 
Focus on the research question, study design, possible weaknesses and the 
most relevant outcomes.
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06aCQUire:  
evidence from the 
scientific literature

Our duty is to believe that for which we have sufficient evidence, and to suspend 

our judgement when we have not.

john lubbock

Consider the following real-life example. A consulting firm developed a 
framework to ensure better accountability, conduct and culture in banking 
firms. When asked about the scientific evidence underlying the framework, 
they provided the following answer:

Our framework is grounded in the work of Professor X on trust and 

trustworthiness. In addition, we explored the seminal work of Professor Y, 

Professor Z on the role of culture in financial services, Professor A and others on 

biological drivers, Professor B on culture and dishonesty in banking, Professor C 

on measuring and assessing culture in healthcare, Professor D on psychological 

safety, and Professor E on moral disengagement and unethical behaviour.

After developing an initial set of survey questions, we conducted cognitive 

testing with employees at six different firms, and we used the results to refine 

the questionnaire from this year’s assessment exercise.

So, would you consider this to be a good example of an evidence-based 
approach, in particular consulting the evidence from the scientific litera-
ture? After all, they did consult several academics and asked for their views 
on the evidence and probably looked at some of the scientific literature 
too.

Consulting some well-known professors from well-known universities and 
looking at just some of the scientific literature, however, is not  technically an 
‘evidence-based’ approach. The entire purpose of  evidence-based  management 
is both to get away from consulting experts about evidence and their opinion 

110
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of such (which is regarded as low-quality evidence in  evidence-based manage-
ment) and away from dipping into the scientific literature. We consult the 
scientific literature, which should be done in a systematic, transparent and 
verifiable way – after all our aim is to minimize bias by having an explicit 
search strategy and clear criteria for judging the methodological quality of 
the scientific evidence we find. In this sense, it has nothing to do with the 
opinions of experts or the work of particular researchers, but is a search 
for all the relevant scientific evidence, which we then judge using objective 
criteria.

So, yes, we agree that the consulting firm consulted the scientific litera-
ture, but this is not the same as taking an evidence-based approach. To bring 
evidence from the scientific literature into your decisions, you need to know 
how to search for empirical studies in online research databases. This chap-
ter will therefore teach you the skills necessary to successfully conduct a 
systematic, transparent and verifiable search in online research databases 
such as ABI/INFORM Global, Business Source Premier and PsycINFO.

6.1 The scientific literature

Peer-reviewed journals

When we refer to evidence from the scientific literature we mean empiri-
cal studies published in peer-reviewed academic (scholarly) journals. The 
articles submitted to these journals are first evaluated and critiqued by 
independent, anonymous scientists in the same field (peers) to determine 
whether they merit publication in a scientific journal. This way an author 
can revise the article to make corrections and include any peer reviewers’ 
suggestions that will make the article stronger, such as incorporating previ-
ously overlooked ideas and addressing methodological concerns. If the 
author cannot or will not take the peer reviewers’ advice, the article may be 
rejected, and, as a result, it will not be published. Peer review ensures that an 
article – and therefore the journal and the discipline as a whole – maintains 
a high standard of quality, accuracy and academic integrity. Of course, this 
sounds good in theory, but in practice this is unfortunately not always the 
case – poor-quality studies suffering from methodological flaws, bias and 
incomplete conclusions are also rife in peer-reviewed journals. The same 
counts for so-called ‘top’ journals with a high ‘impact factor’ – a measure 
reflecting that the articles in the journal are often cited by other researchers. 
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Such journals can also contain articles that report on studies that are seri-
ously flawed. For this reason, an evidence-based approach always involves 
critically appraising the studies found, even when they are published in a 
well-known, highly reputed, peer-reviewed journal.

The easiest way to find peer-reviewed articles is to search in an online 
research database. To make sure your results come from peer-reviewed (also 
referred to as ‘scholarly’) journals, you just simply check the box that allows 
you to limit your results to peer-reviewed only.

Online research databases

As you just have learned, when we search for empirical studies we first 
look for studies in peer-reviewed journals. In the past, this meant asking 
an academic or a business librarian for titles of journals that would most 
likely publish studies relevant to your question, and then going to the library 
and sifting through tens to hundreds of issues until you found a sufficient 
number of studies.  Nowadays a visit to the library is no longer necessary, 
because most published research is retrievable through the internet. In addi-
tion, online research databases make it possible to simultaneously conduct a 
search in thousands of peer-reviewed journals. In fact, you can now conduct 
a search for studies from any place at any time, for example at home, in your 
favourite coffee shop, or during the break of an important business meeting.

In the first instance, you should conduct your search in the two most 
relevant databases for the field of management: ABI/INFORM Global from 
ProQuest and Business Source Elite or Premier from EBSCO. Depending on 
your question, you may also need to search in databases that are aimed at 
neighbouring disciplines such as psychology (PsycINFO), education (ERIC) 
or healthcare (PubMed). In addition, you can easily find research articles 
through Google Scholar.

how do I get access to research databases?

In order to search for empirical studies published in peer-reviewed 
journals, it is essential that you have access to online research databases. 
Some databases, such as Google Scholar, ERIC and PubMed, are open 
to the general public and are easily accessible through the internet. 
However, most research databases, such as ABI/INFORM, Business 

Tip
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PicOc

Before you start your search, it is important to make explicit the professional 
context that should be taken into account when answering your ques-
tion. For example, questions such as ‘Does team-building work?’ or ‘Does 
360-degree feedback increase performance?’ may be relevant, but they are 
also very broad. For example, you may be specifically interested to know 
whether team-building improves product quality in a German manufactur-
ing company that just has undergone restructuring, or whether 360-degree 
feedback is effective as a tool for improving governmental managers’ 
service to the public. To make your question more context-specific you can 
formulate a so-called PICOC. A PICOC is a mnemonic to help you find 
studies that are relevant to your professional context. The PICOC acronym 
is shown in Table 6.1.

Your PICOC will help you to determine whether the findings of a study 
will be generalizable and applicable to your organizational context. More 
specifically, your PICOC helps to answer the question whether your popula-
tion, outcome of interest and organizational characteristics are so different 

table 6.1

Population Who? Type of employee, subgroup, 
people who may be affected by 
the outcome

Intervention What or how? Management technique/method, 
factor, independent variable

Comparison Compared to what? Alternative intervention, factor, 
variable

Outcome What are you trying to 
accomplish/improve/change?

Objective, purpose, goal, 
dependent variable

Context In what kind of organization/
circumstances?

Type of organization, sector, 
relevant contextual factors

Source Elite and PsycINFO, are only accessible to students, faculty or 
staff of universities or other educational institutions. This means that you 
can access these databases only through the website of a university or 
educational institution. If you are not affiliated to a university you can get 
access to ABI/INFORM and Business Source Elite by becoming a member of 
the Center for Evidence-Based Management (CEBMa, see www.cebma.org).

http://www.cebma.org


Evidence from the Scientific Literature114

from those in the study that its results may be difficult to apply. After all, some 
psychological principles are generalizable to all human beings, but sometimes 
what works in one narrowly defined setting might not work in another.

6.2 Determining your search terms

The act of determining your search terms is the most important step when 
searching for empirical studies in an online research database. As you 
can imagine, here too the rule ‘garbage in, garbage out’ (GIGO) applies. 
Research databases just process the search terms you enter. Good, clear, 
specific search terms generally result in good outputs (ie relevant to your 
question), whereas unclear, vague, ambiguous or incorrect search terms will 
most certainly result in bad outputs (ie those that are not). The following 
four steps will therefore help you to identify search terms that will yield 
studies relevant to your question.

step 1: determine the two most important terms  
of your PicOc

The first step in finding relevant empirical studies is to determine the two 
most relevant PICOC terms. In most cases this will be the intervention 
(management technique, independent variable) and the outcome (objective, 
outcome measure, dependent variable). Other PICOC terms such as popula-
tion and context may also be important, but their specificity tends to lead to 
them excluding relevant studies, so as a rule we leave them out.

step 2: Finding alternative and related terms

In some cases, the two most important terms of your PICOC will suffice 
to find relevant studies. In most cases, however, you will need to identify 
alternative and related terms. For example, if you want to know whether 
cultural diversity has a positive effect on the creative performance of a 
product development team, the PICOC terms ‘diversity’ (intervention) and 
‘performance’ (outcome) may be enough to find relevant studies. But what 
if you would like to know whether 360-degree feedback will be effective as 
a tool for improving the performance of physicians? Will the terms ‘360-
degree feedback’ and ‘performance’ suffice, or should you also use other 
related terms? To find out, we searched the internet for the term ‘360 degree 
feedback’. A Google search with the term “360 degree feedback” (with the 
term contained within double quotation marks – see Searching with Google 
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below) yields a large number of results, and listed at the top is a Wikipedia 
page dedicated to this topic. Although the content is not always accurate, 
Wikipedia pages can be very helpful, especially with identifying alternative 
and related terms. In this case the first sentence on the page states ‘360-
degree feedback, also known as multi-rater feedback, multi-source feedback 
or multi-source assessment…’ This means that if we only searched for the 
term ‘360 degree feedback’ in a research database, we would miss relevant 
studies using alternative terms such as ‘multi-source feedback’ or ‘multi-rater 
feedback’. Another example is the term ‘merger’. When you do a Google 
search for this, you will learn that ‘fusion’, ‘acquisition’ and ‘take-over’ are 
relevant related terms. This means if you conduct a search for empirical 
studies on the effect of mergers, you should also use these related terms. 
It is therefore important that, before you start your search for studies in a 
research database, you check Google to see if alternative or related terms 
exist. Other good places to identify alternative terms are websites such as 
Thesaurus.com, www.powerthesaurus.org and online dictionaries.

step 3: identifying corresponding academic terms

People often state that managers and academics live in very separate worlds. 
This is particularly true for the terms and jargon they use. For instance, 
for managers performance is often just performance, whereas academics 
distinguish between many different types of performance, such as task 

Searching with Google

Think you know how to search with Google? Did you know that if you search 
for a specific phrase or composite term such as cultural diversity, you must 
enclose your words in double quotation marks: “cultural diversity”? If you 
don’t do this, you will find websites or documents that mention EITHER of 
these two words (and end up with a large number of irrelevant results). 
There are several tools Google provides via regular and advanced searches 
that can help find what you’re looking for faster and easier. Therefore, 
even if you think you know how to search with Google, we would strongly 
recommend everyone to have a look at this six-minute video, since you 
are likely to discover things that are new to you: www.youtube.com/
watch?v=R0DQfwc72PM.

Tip

http://www.powerthesaurus.org
http://www.youtube.com/watch?v=R0DQfwc72PM
http://www.youtube.com/watch?v=R0DQfwc72PM
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performance, contextual performance, counterproductive work behaviour, 
extra role performance, organizational citizenship behaviour and so on. The 
same counts for terms that managers widely use, which sometimes have 
corresponding, but different, names in academia. As a result, searching for 
studies with only managerial – that is, non-academic – terms most probably 
won’t yield relevant results.

In the example above the term ‘fair process’ yields many results on Google, 
including some pages where alternative terms are mentioned. In addition, a 
search for alternative or related terms on the website Thesaurus.com yields 
terms such as ‘honest’, ‘trustworthy’ and ‘objective’. However, we are not 
sure whether these terms are also used in academia, so we need to check 
whether there are corresponding or alternative academic terms.

thesaurus

A quick and easy method to find corresponding or alternative academic 
terms is the thesaurus or subject index of a research database. All online 
research databases have developed their own controlled vocabulary, which 
is listed in a database’s thesaurus. By scanning the thesaurus, you will get 
a sense of the academic terminology used, and to view broader, narrower 
and related search terms. To browse the thesaurus of terms available in the 
database Business Source Elite, click the Thesaurus link at the top of the 
(advanced) search screen. Enter your search terms in the Browse field, and 
then select from: Term Begins With, Term Contains, or Relevancy Ranked 
radio buttons and click Browse. A list of headings is displayed and your 
search terms are retained in the Browse field. To browse the hierarchy of a 

As a change consultant, I am expected to contribute to the realization 
of organizational change. The outcomes of an organizational change 
intervention can be both positive and negative, depending on the type 
of change and the specific individual or group affected. Especially when 
the change has predominantly negative outcomes (for example, lay-
offs), it is assumed to be important that the change process is perceived 
by the employees to be fair. My question therefore is: what is known in 
the research literature about the impact of a fair process on the way 
employees perceive the outcomes of organizational change?

Example
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subject term and see its broader, narrower and related terms, click the hyper-
linked term from the result list.

google scholar

Another good place to find corresponding or alternative academic terms is 
Google Scholar (scholar.google.com), a search engine developed by Google 
that provides a simple way to broadly search for scholarly literature, includ-
ing research articles. If you search for ‘fair process’ on Google Scholar, you 
will get many results. However, the results listed at the top suggest that 
there is a specific academic term for fair process: ‘procedural justice’. When 
you skim through the first pages of the articles listed at the top, you will 
see that ‘procedural justice’ is indeed a term (construct) that academics and 
researchers widely use. This means that if we searched for the term ‘fair 
process’ in a research database, we would find only a limited number of 
studies, while we would miss important, relevant studies using the academic 
term ‘procedural justice’.

step 4: determining whether there is a broader  
underlying principle

As explained, sometimes the two most important terms of your PICOC will 
suffice to find relevant empirical studies, but in most cases, you will need 
to identify alternative terms and/or corresponding academic ones. In some 
cases, it also pays to examine whether a broader general principle is under-
lying your term(s) of interest. For example, 360-degree feedback is a process 
in which someone receives feedback about his or her performance from 
several other people. Thus, the general underlying principle is performance 
feedback. This means that it would make sense to search additionally for 
studies on the effect of feedback on people’s performance in general.

Identifying broader underlying principles is particularly useful in the case 
of popular management techniques. For example, a search with the term 
‘balanced scorecard’ will yield numerous studies, but most of them may be 
of low quality. However, when skimming through some of the articles found, 
it becomes clear that this popular management technique is all about setting 
strategic goals and measuring indicators of performance. The broader under-
lying principle is therefore goal setting and, again, performance feedback.

The best way to examine whether there is a broader underlying principle 
is to search for articles in Google Scholar. The introduction section of a 
research article often contains an extensive explanation of the underlying 
principles, and is therefore a good starting point.
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Snowballing

When you are looking for academic terms or the broader underlying 
principle in Google Scholar, it pays to unsystematically browse through 
the results, read the abstracts and ‘snowball’ – starting from one article, 
you search for other articles on the same topic. This way you get a general 
understanding of the topic and quickly learn about what the topic entails, 
common definitions, core elements and so on. In Google Scholar, your 
search results are sorted by relevance, based on the number of times an 
article is cited by other authors. To find newer articles you can click ‘Sort 
by date’ in the left sidebar. By clicking on the ‘Related articles’ link you 
can snowball to other articles that may be relevant and search for related 
terms. This technique is also referred to as ‘pearl growing’.

Tip

6.3  searching in research databases:  
some basic search techniques

title and/or abstract

In contrast to Google and Google Scholar, research databases such as ABI/
INFORM, Business Source Elite and PsycINFO provide you with several 
options to specify your search. Firstly, the interface of a research database allows 
you to search for keywords in the title and/or the abstract. You can do this by 
entering your search terms in the search field and clicking the drop-down menu 
on the right. In addition, it is possible to search with multiple search terms.

Boolean operators

Research databases make use of so-called Boolean operators (AND, OR 
and NOT), which allow you to use search terms in different combinations 
(Figure 6.1). The Boolean operator OR increases the number of results you 
retrieve and is used to combine synonyms or related terms to make your 
results more comprehensive. For example, searching for ‘‘360-degree feed-
back” OR “multi-source feedback’’ finds articles that mention EITHER of 
these topics in the title or abstract. Conversely, AND reduces the number 
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of results you retrieve and is used to combine PICOC terms or methodo-
logical filters to make your results more relevant. For example, searching 
for “cultural diversity” AND “performance” finds articles that mention 
BOTH topics in the title or abstract. The Boolean operator NOT reduces 
the number of results you retrieve by excluding a search term. For example, 
searching for “diversity” NOT “cultural” finds articles that mention diver-
sity in the title or abstract but removes any articles that mention cultural.

truncation

Most research databases allow you to use the truncation symbol * for find-
ing singular and plural forms of words and variant endings. For example, 
typing work* into the search field will find articles containing any of the 
following words in the title or abstract: works, worker, workers, working, 
workforce or workplace.

Using the search history to combine searches

Another great feature that all research databases have, is the search history. 
All searches performed during your search session are available from the 
Search History screen (in some databases the term ‘Recent Searches’ is used). 
In the screenshot below (Figure 6.2) you can see that we have searched in the 
database Business Source Elite for the search terms “multi-source feedback”, 
“multi-rater feedback” and “360 degree feedback” in the title or the abstract. 
We can now combine all our search queries with OR to create one big bucket 
with all articles that may be relevant. We can do that in two ways: either we 
select all search queries by clicking the checkboxes and then click the button 
‘Search with OR’, or we can just type in S1 OR S2 OR … etc in the search 
field. In the screenshot below you can see this yields about 480 results.

NOTAND OR

Just one termEither termBoth terms

kittenpuppy kittenpuppy kittenpuppy

Figure 6.1 



Figure 6.2 
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It is important that you thoroughly understand how to use the basic search 
features of a research database, such as the use of Boolean operators, trun-
cation and the search history to combine search queries using AND or OR. 
You can find many tutorial videos are available explaining these features 
on YouTube. The best way, however, to improve your search skills is by 
learning through play: just try all the buttons, make lots of mistakes and 
have fun!

6.4 Pre-testing your search terms

After you have identified alternative terms and corresponding academic 
terms it is important to pretest your search terms: see which of the terms 
you have identified yield the most relevant results in the research databases 
you have selected. In general, a pretest in just one research database will 
already give you a good impression of which search terms yield the most 
relevant results (sensitivity) while minimizing the number of irrelevant 
results (specificity).

In 2015, McKinsey & Company, a prestigious international consulting 
firm, published a research report entitled Why Diversity Matters, in 
which it claimed that companies with an ethnically diverse workforce 
outperformed other non-diverse companies. Based on this report the HR 
director of a Danish manufacturing company specializing in children’s 
furniture considered setting up a project to increase the diversity of 
its workforce. Before making a decision, however, she first wanted to 
find out what was known in the scientific literature about the effect of 
ethnic diversity on workplace performance. After she had formulated her 
PICOC (P = manufacturing workers; I = ethnic diversity; C = no diversity; 
O = performance; C = Danish company specializing in the production of 
children’s furniture) she decided that ‘ethnic diversity’ and ‘performance’ 
were the two most important PICOC terms. After a search on Google 
and Google Scholar she found several related terms, such as ‘cultural 
diversity’, ‘demographic diversity’, ‘heterogeneity’, ‘minority’, ‘multiformity’ 
and ‘variation’. When she pretested her search terms in the research 
database ABI/INFORM Global she got the following results (Table 6.2):

Example
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table 6.2

Search term Results Search term Results

TI diversity 4,880 TI heterogeneity 2,268

AB diversity 21,334 TI (heterogen* AND work*) 131

TI (ethnic* AND 
divers*)

224
TI (heterogen* AND 
organization*)

29

AB (ethnic* AND 
divers*)

1,832 TI minority 2,386

TI (cultur* AND 
divers*)

458 TI (minorit* AND work*) 75

AB (cultur* AND 
divers*)

5,169
TI (minorit* AND 
organization*)

20

TI (demograph* AND 
divers*)

65
TI (multiformity AND 
work*)

0

AB (demograph* AND 
divers*)

1,303 TI (variation AND work*) 90

When she skimmed through the titles and the abstracts of the articles 
found, she noticed that a search with a combination of the terms ‘divers*’, 
‘ethnic*’, ‘culture*’ and ‘demograph*’ in the title yielded the most relevant 
results, while other terms resulted in many articles that were irrelevant.

Pretesting is important not only for relevance,  
but also for spelling!

When it comes to spelling, even for native speakers English is a difficult 
language. For example, should we search for ‘multisource feedback’, 
‘multi-source feedback’, or ‘multi source feedback’? For example, the 
terms ‘multi-source feedback’ and ‘multi source feedback’ both yield 29 
results in Business Source Elite, whereas the term ‘multisource feedback’ 
yields 73 (different) results. This means that you should always test 
whether a different spelling yields different results.

Note
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6.5  searching for empirical studies: 
systematic, transparent and reproducible

As you noticed we have dedicated quite some time to identifying the right search 
terms. We explained above why this was important: Garbage In, Garbage Out – 
good search terms result in good outputs, and unclear, ambiguous or incorrect 
search terms result in bad outputs. Whereas the phase of finding the right search 
terms is characterized by a trial-and-error approach and a rather associative 
and explorative search process, the search for empirical studies in a research 
database is highly systematic. In general, we typically follow these six steps:

1 Conduct a search with your (pretested) search terms and combine the 
outcome.

2 Filter the combined outcome for meta-analyses and/or systematic reviews.

3 Filter the combined outcome for high-quality primary studies.

4 If necessary: filter the combined outcome for low-quality primary studies.

5 If necessary: limit the number of results by adding a second or third 
PICOC term.

6 Screen the articles found for relevance.

step 1: Enlarge the pie – conduct a search with your 
(pretested) search terms and combine the outcome 
with OR

OR

OR

OROR

Figure 6.3 



Figure 6.4 
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The first step is to ‘enlarge the pie’: Conduct a search with each of your 
(pretested, most relevant) search terms and combine the outcomes with 
the Boolean operator OR. This ‘pie’ will be the basis for the next steps of 
your search. In the screenshot on the previous page (Figure 6.4) you can 
see how we did this in the case of the example of the question regarding the 
 effectiveness of 360-degree feedback. Note that we have conducted a search 
for both ‘multi-source feedback’ and ‘multisource feedback’ as we know from 
our pretest that this yields different (but relevant) results. The same counts for 
‘multi rater’ and ‘multirater’. Because we found that ‘performance feedback’ 
is an underlying construct, we have also conducted a search with the terms 
‘performance’ and ‘feedback’ in the title. Finally, we have combined the six 
search queries with OR which resulted in a large ‘pie’ with 768 peer-reviewed 
papers.

step 2: Filter for meta-analyses and/or systematic 
reviews

Meta-analyses
or SRs

Figure 6.5 

A systematic review or meta-analysis is a research paper in which the authors 
systematically searched for and summarized the findings of  relevant studies 
on the same topic (see Chapter 5). In fact, systematic reviews or meta- 
analyses often provide the best available scientific evidence on a topic. Thus, 
if we find a systematic review or meta-analysis we can save ourselves a lot 
of time and effort. However, it is too time-consuming to read 768 abstracts 



Figure 6.6 
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to find out whether an article concerns a meta-analysis or systematic review, 
so we have to find a clever way to filter them out. We therefore apply a 
methodological search filter. You can copy and paste the filter below directly 
in the search box of the database. Don’t select a specific field (for example, 
title or subject term) in the drop-down list, as this will negatively affect your 
search.

Filter to identify meta-analyses and systematic reviews

TI(meta-analy*) OR AB(meta-analy*) OR TI(“systematic review”) OR 
AB(“systematic review”)

If we run a search with this filter and combine the outcome in the search 
history with our ‘pie’ of 768 papers by using AND we get 6 results (Figure 6.6).

step 3: Filter for high-quality single studies

Figure 6.7 

high-quality
single studies

If you found one or more relevant meta-analyses, you may already have suffi-
cient scientific evidence to answer your question. Unfortunately, for many 
topics, meta-analyses or systematic reviews are not available. In that case, 
your search will not yield any (or only irrelevant) articles, and you will have to 
look for high-quality primary studies – that is controlled and/or longitudinal 



Figure 6.8 
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studies (see Chapter 5). To find high-quality single studies, first, enlarge the 
pie: Conduct a search with your (pretested) search terms and combine the 
outcome with OR. This search query is probably still present in the search 
history. We then cut the pie by applying a second methodological search filter 
to find controlled and/or longitudinal studies (Figure 6.7). Again, you can 
copy the filter below and paste it directly into the search box of the database.

CEBMa filter to identify controlled and/or longitudinal studies

TI(experiment* OR controlled OR longitudinal OR randomized OR 
quasi) OR AB(experiment* OR “controlled stud*” OR “controlled trial” 
OR “control group” OR “control variable” OR “comparison group” 
OR “comparative stud*” OR quasi OR longitudinal OR randomized OR 
randomly OR laboratory OR “before and after stud*” OR “pretest post*” 
OR “time series” OR “case control” OR “case cohort” OR “cohort 
stud*” OR “prospective stud*”)

Please keep in mind that the sensitivity (true positive rate) and specificity 
(true negative rate) of these filters are limited. As a consequence, your search 
results may still contain low-quality or theoretical studies while some high-
quality studies may be missed. In the example below, we have applied this 
filter to our search for empirical studies on 360-degree feedback, you can 
see our search yielded 157 studies (Figure 6.8).

step 4: Filter for low-quality single studies (if necessary)
Figure 6.9 

low-quality
single studies
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For some topics, even controlled and/or longitudinal studies are not avail-
able. In that case, we are left with no other option than to search for 
low-quality studies. In the first example above (360-degree feedback) we 
could go through all the titles and abstracts of all articles we have retrieved 
with the combined search query (see Figure 6.8), but most of these articles 
may concern non-empirical studies such as essays and theoretical papers. 
For this reason, we conduct a final search query that selects only articles 
that mention the word ‘study’ in the abstract. This method, however, is not 
very reliable and you should only use it when no (or only a limited number 
of) meta-analyses or high-quality studies are available.

step 5: Limiting your search result by adding extra 
PicOc terms

When you search for meta-analyses and/or systematic reviews often one 
PICOC term (with or without its alternative and related terms) may suffice to 
yield relevant studies. The same may count for controlled and/or  longitudinal 
studies. When your intervention or topic of interest concerns a construct that 
is well defined (for example, ‘360-degree feedback’ or ‘virtual team’), then your 
search often yields a manageable number of meta-analyses or high- quality stud-
ies. In those cases, it doesn’t make sense to limit the results by adding another 
PICOC term, as you will most probably end up with too few (or even zero) 
studies. In some cases, however, the number of results is very large, and read-
ing all the titles and abstracts to see whether the study is relevant is just too 

extra PICOC
term

Figure 6.10 
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A hospital administrator wants to know what is known in the research 
literature about the effect of 360-degree feedback on the performance of 
physicians. She has defined the following PICOC:

P: physicians
I: 360-degree feedback
C: no feedback
O: performance
C: large university hospital in the United States

She conducts a quick search with the terms “360-degree feedback” and 
“multisource feedback” in the title and the abstract. When she filters the 
combined outcome for meta-analyses and/or systematic reviews she finds 

time-consuming. For example, when we searched for controlled and/or longi-
tudinal studies on virtual teams we found more than 80 results. When we 
search for low-quality studies the outcome is often much higher, sometimes 
more than 1,000. In those cases, we should add a second PICOC term (usually 
the O – outcome, or the P – population). By doing this we not only limit the 
number of results, but we also increase the relevance of the studies found.

Example

Figure 6.11 
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step 6: screening the articles found for relevance

In general, a search will yield many studies, some of which will not be 
relevant to your question and PICOC. The next step is hence to screen 
the articles to check whether they are relevant. Screening for relevance is 
usually a two-stage process. First, compare each title and abstract against 
your question and PICOC. Unfortunately, not all abstracts will contain the 
information you need to determine whether the article is relevant. In that 
case, you need to retrieve the full text and skim through it.

As mentioned earlier, your PICOC will help you to determine whether the 
findings of a study will be generalizable and applicable to your professional 
context. Keep in mind though that sometimes what works in one narrowly 
defined setting might not work in another, but that some psychological prin-
ciples are generalizable to all human beings. For example, what if you would 

Limiting your search result by limiting the date range

Another way to limit the number of results is by limiting the date range. 
You can limit the range by adjusting the date slider. After executing your 
search, the date slider feature is under ‘Limit To’ to the left of the result 
list. To set a start date for your results, drag the left slider bar towards 
the middle, and the results are refreshed. To set an end date, drag the 
right slider bar towards the middle, and the result list is refreshed. You 
can return to your original date range by clicking the x icon in the Current 
Search box to remove the date range limiter.

Tip

four studies, of which only one seems relevant. A search for controlled 
and/ or longitudinal studies yields 16 results, of which four seem relevant. 
None of the studies, however, concern physicians or hospitals. She, 
therefore, decides to add a second PICOC term: “hospital*”. Because 
this term may be too narrow she decides to include the related terms 
“healthcare” and “clinic*”. When she runs the searches and combines 
the outcome with AND she gets six results of which three seem relevant.
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like to know whether 360-degree feedback will be effective as a tool for 
improving the task performance of physicians in a Dutch university hospital, 
and the outcome of your search yields only high-quality studies in which the 
effect was examined on the performance of US lawyers and German teach-
ers? Would you consider the outcome of these studies, given your question 
and PICOC, to be relevant? Unfortunately, there are no general guidelines to 
help you to evaluate the generalizability of research findings, so this is where 
your professional judgement comes in.

Retrieving full-text articles

When you run a search query, the database will provide a list with results 
and indicate whether the full text is available. In the example below 
(Figure 6.12) the full text can be retrieved by clicking the little icon and 
link ‘PDF Full Text’ at the bottom of the description. When you access a 
database through a university network, the full text can often be retrieved 
by clicking a special icon. In the example below the databases were accessed 
through the network of New York University and, as a result, an NYU icon 
is displayed.

In some cases, however, the full-text article is not available. Full-text 
journal subscriptions are very expensive – sometimes US $10,000 a 
year for a single journal – and universities buy subscriptions based on 
the number of likely users. For this reason, small educational institutions 
provide access to only a limited number of journals. When the full text is 
not available, you can first try finding a copy through Google Scholar, as 
many researchers make the full text of their article available through their 
personal or university’s web page. In addition, some full-text articles are 
available through the websites of professional bodies, research groups or 

Figure 6.12 
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non-profit organizations such as CEBMa. If the full text of an article is 
freely available somewhere on the internet, Google Scholar will most prob-
ably find it.

If the full text of an article is not available through the internet, your only 
option is to go to a large library. There you can use the library’s computers 
to search for the desired article and print it, download it onto a flash drive, 
or e-mail it to yourself. In some cases, if you simply become a member of the 
library, you can even access some journals and databases online from home.

6.6 finally, some tips

If you find no (or limited) results, try searching for terms in the abstract 
(instead of only the title). In addition, see if a search with a broader term will 
yield more results. For example, if you conduct a search for ‘collaboration’ 
and ‘multi-disciplinary teams’, try also the broader term ‘teams’.

●● Split up word combinations. Instead of searching with the term “perfor-
mance feedback” (between quotation marks), search for ‘performance’ 
AND ‘feedback’. In ABI/INFORM Global the first option yields 125 
results, whereas the second option yields 351 results. Always try to 
imagine how authors may have used the search terms in the title or the 
abstract. For example, if you only search for the term ‘cultural diversity’ 
in the title, you would miss the meta-analysis ‘Unravelling the effects of 
cultural and gender diversity in teams’.

●● Don’t use too many search terms. In the example above a search for arti-
cles with the terms ‘cultur* OR diversity AND performance’ in the title 
would also leave out the meta-analysis, because the term ‘performance’ 
is not mentioned in the title. Keep in mind that, in general, meta-analyses 
and systematic reviews do not mention all outcome measures in the title 
or abstract, so when your search yields no (or limited) results, consider 
leaving out a search term.

●● When there are no (relevant) meta-analyses or systematic reviews, try to 
search for articles with the word ‘review’ in the title. This will usually 
yield several review studies that don’t meet the quality criteria of true 
systematic reviews or meta-analyses, but they can nevertheless be useful.

●● Do not panic when your search yields a large number of studies. Skimming 
through, say, 80 to 100 titles or abstracts can be done pretty quickly. In 
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addition, the chances are that most of the studies will not be relevant to 
your question, so your final selection will most probably be much smaller.

●● If your search yields too many studies, you can limit the number of stud-
ies by adding another PICOC term. An alternative would be to limit the 
time frame of your search (for example, looking only for studies that 
were published in the past 10 years).

●● Document your search process. As explained in the introduction, it is 
important that your search is systematic, transparent and verifiable, so 
that other people can check or reproduce your search. For this reason, 
you should clearly document the search process, preferably in the form 
of a table that shows the search terms used, how search terms were 
combined, and how many studies were found at every step. In addition, 
the table should specify the date on which the search was conducted and 
the search filters that were applied. In most cases, however, it suffices to 
provide a screenshot of your search history, as in the examples above.

●● Keep in mind that searching for relevant empirical studies is an itera-
tive process. Although this chapter presents the search process as highly 
systematic and linear, in practice you will most probably jump back and 
forth between the steps, especially when your initial search yields unsat-
isfactory results.

●● Finally, let the evidence find you. Other than Google and Google Scholar, 
research databases have several features that make the life of an evidence-
based practitioner much easier. For example, for topics that are important 
to you, you can set up a ‘search alert’. A search alert sends you an e-mail 
when new research that fits your search criteria becomes available. To 
make use of this service you need to set up a personal account (in some 
databases it’s called Research Account or My Research) by establishing 
a username and password – usually there is no fee involved. To set up a 
search alert, execute your search, then click on ‘Create Alert’, then simply 
follow the instructions on the screen.



Flowchart 6.1
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To be scientifically literate is to empower yourself to know when someone else 

is full of shit.

neil degrasse tyson

In 2001, Jim Collins, a former faculty member at Stanford University’s 
Business School, published Good to Great.1 In this book, Collins claims to 
reveal the principles behind company growth, financial performance and 
shareholder value. The book focuses on 11 companies that were just ‘good’, 
and then transformed themselves into ‘great’ performing companies – where 
‘great’ is defined as a sustained period of 15 years over which the cumula-
tive total stock return dramatically outperformed the general market and 
its competitors. It took Collins five years to establish how ‘good’ companies 
became ‘great’. In this period, he and his team of researchers reviewed annual 
reports, company records and financial analyses for each company, total-
ling 980 combined years of data; they conducted 84 interviews with senior 
managers and board members, and they finally scrutinized the personal and 
professional records of 56 CEOs.

Collins’ research indicated that every ‘great’ company had at the helm 
an ambitious leader combining personal humility with professional will – 
referred to by Collins as ‘level 5 leadership’. In addition, his research found 
seven principles that make ‘great’ companies different from ‘good’ or ‘aver-
age’ ones. All principles are described in detail in his book, in which he 
presents them as a framework for success.

The book became a bestseller, selling 4 million copies and going far 
beyond the traditional audience of business books. Because the principles 
of Good to Great were based on research, they were considered highly 
trustworthy, and a large number of managers, business leaders, executives, 
policymakers, hospital administrators and CEOs used the framework as a 
blueprint for their own organization.

137
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But over time what happened with the companies praised in Good to 
Great? You might not be surprised to hear that quite a few have since fallen 
from grace. In fact, within a few years after the book’s publication, all 
the ‘great’ companies fell into decline. Moreover, some of them even filed 
for bankruptcy, and one company, Fannie Mae, was bailed out by the US 
government. Pointedly, if you had bought Fannie Mae stock around the time 
that Good to Great was published, you would have lost over 80 per cent of 
your initial investment.

So, what can we learn from this? The obvious answer might be that there 
is little value in business books that claim to contain a recipe for dramatic 
success. The less obvious answer is that, when meticulously collecting and 
analysing external evidence, even well-trained and experienced people such 
as a Stanford professor and his team can come to flawed conclusions if they 
don’t follow the methodological rules of science. This chapter will help you 
to learn how to critically appraise the trustworthiness of external evidence 
such as journal articles, business books, newspaper articles or textbooks 
based on scientific research.

7.1  Critical appraisal: Three preliminary 
questions

Before we discuss the two elements that determine a study’s trustworthi-
ness – methodological appropriateness and methodological quality – we 
first need to ask three questions. Only when we can answer these questions 
positively does it make sense to go through the process of critical appraisal.

Question 1: are the findings of the study of practical 
relevance?

Academics are scientific practitioners, not management practitioners. In 
fact, it is often suggested that academics and management practitioners live 
in very separate worlds and are interested in different aspects of manage-
ment and organizations. As a result, the research produced by academics is 
often of limited relevance to the daily practice of managers. This is especially 
the case for quantitative studies. As we explained in Chapter 5, the fact that 
a study’s outcome is statistically significant has limited meaning, because 
it doesn’t tell us whether that outcome is of practical relevance. To deter-
mine practical relevance, one of the things we need to consider is the effect 
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size. An effect size is a standardized measure of the magnitude (impact) of 
the effect. The fact that the measure is ‘standardized’ means that we can 
compare effects or differences across different studies, regardless of the vari-
ables, measurements or statistical tests that were used.2 For example, we 
could compare an effect size based on customer satisfaction in study A to an 
effect size based on number of customer complaints in study B. 

There are many different measures of effect sizes, but most effect sizes 
can be grouped into one of two ‘families’: the difference between groups 
(also known as the d family) and measures of association (also known as 
the r family).3 To determine the magnitude of an effect found in a study, 
you can apply Cohen’s rules of thumb (see below).4 According to Cohen, 
a ‘small’ effect is one that is only visible through careful examination. A 
‘medium’ effect, however, is one that is ‘visible to the naked eye of the careful 
observer’. Finally, a ‘large’ effect is one that anybody can easily see because 
it is substantial. Table 7.1 provides an overview of how this rule of thumb 
applies to different measures of effect sizes.

Note, however, that Cohen’s rules of thumb were meant to be exactly 
that – ‘rules of thumb’ – and are for many reasons arbitrary.5 For example, 
a d of 0.20 may be regarded as ‘small’ when the outcome concerns job satis-
faction but ‘large’ when the outcome concerns fatal medical errors. When 
assessing impact, we need to relate the effect size directly to the outcome 
measured and its relevance, importance and meaning in each specific context.

Effect sizes would be typically provided in the Results section of a 
research paper and/or a separate table. Don’t let yourself be taken in by the 
huge amount of numbers and symbols – just scan through the text and see if 
you can identify one of the effect sizes listed in the table below. In addition, 

table 7.1 

Effect size Small Medium Large
Standardized mean difference:  
d, ∆, g

≤ .20 .50 ≥ .80

ANOVA: η2, ω2 ≤ .01 .06 ≥ .14

Chi-square: ω2 ≤ .10 .30 ≥ .50

Correlation: r, ρ ≤ .10 .30 ≥ .50

Correlation: r2 ≤ .01 .09 ≥ .25

Simple regression: β ≤ .10 .30 ≥ .50

Multiple regression: β ≤ .20 .50 ≥ .80

Multiple regression: R2 ≤ .02 .13 ≥ .26
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table 7.2 Specific goals: Effect sizes and moderators

if you have two studies that use different effect sizes, you can use the table 
to make a comparison. For example, if the first study finds a difference of 
d = 0.20 between the job satisfaction of two groups, and the second study 
has a difference of η2 = 0.01, you can conclude that the differences found in 
both studies are small. The same counts for effect sizes within a study. Take, 
for example, Table 7.2.

In the table, you can see that the overall effect of goal setting on perfor-
mance is d = 0.56, which we consider a medium effect. When you look 
under ‘Goal difficulty’, however, you can see that easy goals have a small 
effect (d = 0.23), whereas difficult goals have a large effect (d = 0.80). Both 
effects are statistically significant, but only the impact of difficult goals is 
practically relevant. Therefore, we can conclude that difficult goals have a 
large effect on performance.

Most quantitative studies include a so-called correlation matrix, which 
is an overview of the correlation coefficients between all of the variables 
measured in a study. An example is provided in Table 7.3. As you can see, in 
this study a significant correlation was found between sales training A, sales 
training B, sales training C and sales performance (-0.07, 0.62 and 0.11 
respectively), but only the effect of sales training B is of practical relevance.

Obviously, in newspapers, business books and popular magazines, effect 
sizes are not normally provided, which makes them an inappropriate source 
of scientific evidence. However, you may be surprised to learn that many 

  95%CI

Variable k d SE Low High

Overall effect 49 0.56 0.095 0.37 0.75

Goal difficulty          

 Easy (1) 8 0.23 0.111 0.01 0.45

 Moderate (2) 15 0.53 0.145 0.25 0.81

 Difficult (3) 23 0.80 0.180 0.45 1.15

Task complexity          

 Low (1-2.75) 22 0.50 0.092 0.32 0.68

 Moderate (3-4.75) 21 0.52 0.163 0.20 0.84

 High (5-7) 6 0.94 0.440 0.08 1.80

Note Findings (k = 49) are based on 739 groups, consisting of 2,954 individuals.  
k = number of effect sizes; CI = confidence interval.



No Variable 1 2 3 4 5 6 7 8 9 10

1 gender 1

2 age −0.15* 1

3 education −0.32* −0.02 1

4 firm size 0.03* 0.20* 0.21 1

5 firm age 0.07 0.02 0.19 0.34 1

6 sales training A −0.02 0.12 0.02 0.02 0.02 1

7 sales training B 0.12 0.09* 0.04* 0.03 0.05 0.03 1

8 sales training C 0.09 0.48 0.01 0.22 −0.06 0.05* 0.16 1

9 experience 0.07 0.39 0.24 0.27 −0.05 0.11* 0.05 0.32 1

10
sales 
performance

0.06 0.01 0.21 0.19 −0.07 −0.07* 0.62* 0.11* 0.13 1

Table 7.3 Correlation matrix for study variables

Note *Significant at 0.05 level
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scientific papers published in academic journals also fail to report effect 
sizes. If this is the case, and no other information is provided regarding the 
magnitude of the effect or difference found, your conclusion must be that 
the study provides insufficient information to determine whether it might be 
relevant for practice.

Question 2: How precise are the findings?

Researchers are never able to include all the elements that may be rele-
vant to the outcome of interest in their study. For example, sometimes the 
population is too large (for example, surveying all US citizens will cost 
too much time and effort) or doesn’t yet exist (for example, in the case of 
a new educational method we are interested in the population of future 
students). In those cases, researchers need to rely on a sample – a smaller 
group that is representative of the whole population. Effect sizes, however, 
will differ across samples, meaning that they are only an estimate of the 
‘true’ effect size. The same counts for other parameters, such as a mean, 
a percentage or proportion. So, when an effect size is reported, we also 
want to know how precise the effect is. We can determine the precision of 
the effect size (or any other point estimate) by looking at the confidence 
interval. A confidence interval provides the upper and lower boundaries 
between which we expect – usually with a 95 per cent certainty – the true 
value to fall. A confidence interval is stated as 95% CI. If the 95% CI is 
fairly narrow, then the estimated effect size is a more precise reflection of 
the ‘true’ effect size. A 95% CI is considered too wide if the decision you 
would make based on the value of the lower boundary of the interval 
would be different from the decision you would make based on the value 
of the upper one.

When you look at Table 7.2 you can see that the estimated overall effect 
of goal setting is d = 0.56, and that the 95% CI is between 0.37 and 0.75, 
meaning that we are 95 per cent certain that the true effect size falls some-
where between these two values. This can be considered sufficiently precise. 
When we look at the effect of easy goals (d = 0.23), however, we can see 
that the 95% CI is between 0.01 (which suggests no or only a negligible 
effect) and 0.45 (which suggests a medium effect). We consider this confi-
dence interval to be rather wide, because it is less likely that you will decide 
to implement when the effect is close to zero than when the effect size is 
near 0.45.
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Question 3: How were the findings measured?

The trustworthiness of a study is first and foremost determined by the way 
in which the outcome and other variables are measured. When critically 
appraising a study, we start by asking, ‘How was the outcome measured and 
is that a reliable way of measuring?’ In general, the measurement of direct/
objective variables (for example, production errors, staff turnover rate) is 
more likely to be valid and reliable than that of self-reported/subjective vari-
ables (for example, trust, employee engagement or organizational culture).6 
In addition, when a study makes use of a questionnaire, you should always 
check if the questionnaire has been validated or used in previous studies. In 
most studies, you can find this information in the ‘Method’ section, usually 
under ‘Measurements’ or ‘Tools’.

If the outcome of a study is not relevant to practice, lacks precision, or 
is measured in a flawed or highly subjective way, critical appraisal of its 
trustworthiness is often pointless.

Note

7.2  Critical appraisal: Methodological 
appropriateness

When we find a study that appears to answer our question, we need to 
know how trustworthy that answer is. How confident can we be that the 
findings uncovered in the study are valid and reliable? Alternatively, what 
is the chance that alternative explanations – also known as confounders, as 
we explored in Chapter 5 – for the observed effect are possible? In other 
words, to what extent should we trust the findings of a study? As a rule, a 
study’s trustworthiness is largely determined by its methodological appro-
priateness. A study’s appropriateness is high when its design reflects the best 
way to answer our question.
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types of research questions

In the domain of management there are different types of research questions. 
These questions can be classified in different ways, but for practitioners the 
distinction between cause-and-effect and non-effect questions is perhaps the 
most relevant:

Cause-and-effect questions
Cause-and-effect questions concern the causal relationship between an 
action or intervention and an outcome. Examples are:

●● Does A have an effect/impact on B?

●● Does A work?

●● Does A work better than B?

Non-effect questions
Non-effect questions concern aspects other than cause and effect, such as 
attitude, frequency or procedure. Examples are:

●● How often does A occur?

●● How many people prefer A over B?

●● Is there a difference between A and B?

●● How do people feel about A?

●● Why are people dissatisfied with A?

7.3  Methodological appropriateness:  
Cause-and-effect studies

Questions about cause and effect can be difficult to answer. As we will ex- 
 plain in this section, controlling the independent variable (cause) and sepa-
rating it in time from the dependent variable (effect) can be very difficult. In 
addition, many confounding factors may affect the outcome. This means that 
if we find a study that appears to answer a cause-and-effect question, we need 
to make sure that the results of the study are not affected by confounders, 
alternative factors that might account for the observed effect. In the realm 
of science how well a research design addresses potential  confounders  is 
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referred to as internal validity. Internal validity indicates the extent to which 
the results of a study rule out or control for confounding factors or bias and 
is thus a comment on the degree to which alternative explanations for the 
outcome found are possible. In the example of the Hawthorne study, which 
we used in Chapter 5, confounding factors affected the outcome. This means 
that the internal validity of the Hawthorne study and thus the trustworthi-
ness of its findings are both low. As we will see in the next section, internal 
validity is a great concern for cause-and-effect questions.

about cause and effect

Many claims, assumptions and hypotheses in management and leader-
ship are about cause and effect. In fact, cause-and-effect relationships 
are usually of the greatest interest and relevance to management as much 
management is about making decisions on the basis that it is likely to have 
an effect on the organization or people within it. Some practical examples 
include:

●● Participative decision-making (A) will lead to higher job satisfaction 
among our employees (B).

●● The Balanced Scorecard (A) is an effective tool to implement our organi-
zation’s strategy (B).

●● Implementing activity-based costing (A) will lead to better financial 
control of our organization (B).

●● If we introduce virtual teams (A), the organization’s performance will 
improve (B).

How can we judge the extent to which these claims are likely to be true? Put 
differently, how sure can we be that it is the cause (A) that leads to the effect 
or outcome (B), rather than some confounder (C)? Or will the outcome 
simply be due to the placebo effect? You probably won’t be surprised to 
learn that this question has preoccupied people since ancient Greece. In 
fact, it wasn’t until the 18th century that the Scottish philosopher David 
Hume came up with an answer – one that is still used in modern science 
today. Hume suggested that we should first determine which characteristics 
a relationship (between A and B) must have before we can call it ‘causal’. 
These characteristics were adapted 200 years later by Paul Lazarsfeld, who 
described the three criteria for a causal relationship.7
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criterion 1: covariation

Before researchers can demonstrate that there is a causal relationship, they 
first must show that there is some relationship. This relationship is referred 
to as covariation: when the value of one variable changes, the value of the 
other one will alter as well. This change may be large or small, or even 
negative (for example, an increase in one variable leads to a decrease in the 
other), but there must nevertheless be an empirical (observable, measurable) 
relationship between the two. Covariation is expressed through a simple 
metric: a correlation coefficient – a numerical index that reflects the strength 
of the relationship between two variables.8 The value of this coefficient 
ranges between -1 and +1. As you can see in Figure 7.1, when the correla-
tion coefficient is high, the points in the figure are closely aligned, indicating 
covariation. Conversely, when the correlation coefficient is low, the points 
in the figure are dispersed, indicating limited covariation. There are differ-
ent types of correlation coefficients, depending on the type of variables that 
are measured, but they can all be considered an effect size: a standardized 
measure of the strength of the relationship. Thus, a correlation of r = 0.60 is 
stronger than a correlation of r = 0.30.

No
correlation

Strong
negative

correlation
r = –1

Strong
positive

correlation
r = +1

Moderate
negative

correlation
r = –0.6

Moderate
positive

correlation
r = +0.75

Curvilinear
relationship

Figure 7.1 

the three criteria for causation

1 Covariation: The two variables A and B are empirically correlated with 
one another.

2 Temporality: If variable A is the cause and variable B the effect, then A 
must occur before B.

3 No plausible alternative explanations: The observed empirical 
correlation between A and B cannot be explained as a result of a third 
variable that causes both A and B.
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You have probably heard many times before, however, that correlation is 
not causation. Therefore, when a study describes a correlation between two 
variables, it only means that they were able to demonstrate ‘some’ rela-
tionship. In fact, correlation doesn’t even mean that the two variables are 
directly related. As we have seen in the example with the sales of ice cream 
and the number of children drowning (Chapter 5), these two variables 
closely covary. Moreover, if you were to calculate a correlation coefficient, 
you would find a strong correlation between the two. It would not matter, 
either, how many times you measured this relationship: it would always be 
there. We can learn from this example that the mere fact that two variables 
correlate does not mean that there is a causal relation, even when the corre-
lation is strong and consistent. In fact, when we measure only whether two 
variables covary, we can find the most exotic and bizarre relationships. For 
example, in Figure 7.2 you can see that eating cheese highly correlates with 
the number of people who died by becoming tangled in their bedsheets!9

Nevertheless, covariation is the first criterion for an assumed cause-and-
effect relationship. This means that – if a correlation or effect is found – our 
next question should be: How was the effect measured (and is that a reliable 
way to measure it)? This also means that if no correlation or effect is found, 
we can safely conclude that a cause-and-effect relationship is not likely.10

criterion 2: temporality

When there is a correlation or effect, we then must demonstrate that the 
cause (A) happened before the effect (B). After all, it could also be the other 
way around: B causes A. For example, research has demonstrated that 
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married people are, on average, happier than single people.11 This suggests 
that getting married makes you happy. But maybe it is the other way around: 
if you are a grumpy, unhappy person, you are less likely to get married. 
For this reason, we need to make sure the effect was not already present 
before the cause. This means we need a so-called ‘baseline’ measurement: a 
calculation of the variables of interest at the beginning of a study that are 
compared to later measurements to judge the outcome. The baseline meas-
ure is usually referred to as the ‘before’ measurement, whereas the one taken 
at the outcome is referred to as the ‘after’ measurement.

In athletics, for example, a baseline is essential. Without being sure that 
all athletes in a running event start at the same time, we can’t be certain 
that the winner was indeed the fastest. But a baseline is also essential in 
studies examining a cause-and-effect relationship between two variables. 
Consider the following example. A study has demonstrated that youngsters 
who smoke tend to have better lung capacity than youngsters who don’t 
smoke. You may wonder how that can be. After all, we know that smoking 
is very damaging to our health, especially our lungs, so how is it possible 
that young smokers tend to have better lung capacity? Could it be that they 
compensate their unhealthy habit with sports and other physical activities? 
What if we tell you that this study did not have a ‘before’ measure? This 
means that we can’t rule out that the outcome (bad lung function) may 
have been already present before the cause (smoking). This makes the expla-
nation for this bizarre outcome rather simple: youngsters with a serious 
lung condition such as asthma are less likely to start smoking than healthy 
youngsters, so there is an over-representation of youngsters with poor lung 
function among non-smokers. The lesson here is obvious: When we don’t 
know whether subjects (groups or individuals) are comparable at baseline, 
we can’t say with certainty that there was a cause-and-effect relationship.

criterion 3: no plausible alternative explanation

Once researchers have demonstrated that the assumed cause (independent 
variable) and effect (dependent variable) covary and that the effect does not 
precede the cause in time, they have to rule out plausible alternative expla-
nations. One of the ways to do that is through a study’s research design, the 
‘blueprint’ of a study that describes its steps, methods and techniques used 
to collect, measure and analyse data. We already learned that in order to 
demonstrate causality a study needs to include a before and after measure-
ment, but to rule out other explanations for the effect found researchers 
need to include two additional components into the research design: a 
control group and random assignment.
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Control group
In a ‘controlled’ study, one group (sometimes referred to as an ‘interven-
tion’, ‘treatment’ or ‘experimental’ group) that is exposed to a condition or 
situation expected to have an effect (the assumed cause) is compared with 
another group (known as the ‘control’ or ‘comparison’ group) that is not. 
Thus researchers expose just one group to the variable they expect to have an 
effect and then compare that group to another which is not exposed to help 
rule out alternative explanations. In addition, the control group can serve 
as a benchmark for comparison against the intervention group. Imagine 
that researchers want to know whether a new fertilizer makes potted plants 
grow faster. They make two groups. One group of plants receives the ferti-
lizer (the intervention group) and one group does not (the control group). 
If they make sure that the lighting, water supply, size of the pot and all 
other factors are held constant for every plant in both groups – and thus 
the only thing that differs between the two groups is the fertilizer given to 
the plants – only then can the researchers be certain that the new fertilizer 
causes the difference in growth.

Random assignment
Even when researchers use a control group, they still can’t be 100 per 
cent certain that there were no (unknown) confounders that affected the 
outcome. For example, in the case above, factors such as lighting, water 
supply and size of the pot were equal in both groups. But what if the plants 
in the control group were obtained from a different grower than the ones 
in the experimental group? Or what if the plants in the control group were 
in the left-hand side of the greenhouse and those in the experimental group 
were on the right? The researchers can’t rule out that the plants might be 
different in terms of nutritional benefits, DNA or factors of which they are 
unaware. For this reason, they must use random assignment when creating 
an intervention and control group.

Random assignment is a method used to create different groups that 
include subjects (organizations, units, teams or individual employees) with 
similar characteristics, so that the groups are similar at the start of the study. 
The method involves assigning subjects to different groups ‘at random’ (by 
chance, like the flip of a coin), so that each subject has equal chance of being 
assigned to each group, and any possible distorting factor is equally spread 
over both groups. Thus, the researchers can more confidently attribute any 
differences between the groups measured at the end of the study to the vari-
able that is expected to have an effect (the assumed cause).
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the gold standard

Based on the elements described above, we can now determine the ‘best’ – that 
is, the most appropriate – study to answer a cause-and-effect question with 
the lowest chance of confounders. Let’s consider the example of a researcher 
who wants to examine the effect of a stress-reduction programme using 
on-site chair massage therapy. The first criterion of causality is demonstrat-
ing that the cause and effect correlate using valid and reliable measurements. 
The researcher has already determined that the most valid and reliable way 
to measure stress reduction would be to measure the cortisol levels (a stress 
hormone) in the saliva of employees. The second criterion of causality, 
temporality, states that he or she must demonstrate that the cause (chair 
massage therapy) preceded the effect (stress reduction). The researcher 
therefore measures the employees’ cortisol level both before and after the 
chair massage therapy.12 The third criterion concerns ruling out plausible 
alternative explanations for the effect found, so he or she randomly assigns 
employees to a control or an intervention group. The researcher first takes a 
representative sample of the employees and then randomly assigns them to 
the two groups by flipping a coin. Then the researcher needs to determine 
what the control group should do to create a valid and reliable benchmark: 
Continue working, take a break, or ‘fake’ massage therapy? After some 
discussion, he or she decides that continuing working is an unfair compari-
son and a fake massage therapy is hard to realize, so the control group will 
take a break during which they do something to relax. This means that the 

random assignment is not the same as random sampling!

Random sampling refers to selecting subjects in such a way that they 
represent a larger population, whereas random assignment concerns 
assigning subjects to a control group and experimental group in such a 
way that they are similar at the start of the study. Put differently, random 
selection ensures high representativeness, whereas random assignment 
ensures high internal validity. This means that if a study uses the term 
‘random’ or ‘randomized’, you should always determine whether this 
concerns random selection (as in a survey) or random assignment (as in a 
controlled study).

Note
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research design would be as depicted in Figure 7.3. This design is known as 
a randomized controlled study or randomized controlled trial (RCT), the 
gold standard to answer cause-and-effect questions.

It should be noted, however, that randomized controlled trials are 
 sometimes conducted in an artificial (lab-type) setting – with students 
 carrying out prescribed work tasks – which may restrict their generalizability. 
Non-randomized trials in a field setting – with employees carrying out their 
normal tasks within an organizational setting – on the other hand, have a lower 
level of  trustworthiness, but can still be informative for management practice.

7.4  Methodological appropriateness:  
Non-effect studies

Non-effect questions and cause-and-effect questions are answered in differ-
ent ways. For example, the question ‘How many hospitals in Denmark have 
applied Lean Management to their surgery department for outpatients?’ 
is best answered by taking a random, representative sample of all Danish 
hospitals and asking them by phone, e-mail or letter (ie survey research) 
whether they have applied Lean Management. The same is true of questions 
regarding nurses’ feelings towards the use of Lean Management in their 
hospitals. In that case, focus-group research could be a good choice. The 
question of whether Lean Management has a positive effect on the perfor-
mance of surgical teams, however, can’t be answered with a survey or a focus 
group, because this question is about cause-and-effect and therefore needs – 
as a minimum – a control group, and a before and after measurement.

Don’t worry about statistics!

Cause and effect can be established only through the proper research method: 
valid and reliable measurement methods; a before and after measurement; a 
control group; and random assignment. No amount of statistical hand waving 
can turn correlations into conclusions about causation!

Note



intervention

random assignment

control

pre-measure intervention post-measure
effect?

post-measurecomparisonpre-measure

Figure 7.3

152



APPRAISE: Evidence from the Scientific Literature 153

As discussed in the previous sections, the main concern in cause-and-effect 
studies is internal validity, the extent to which a study’s results may be 
affected by confounders. In non-effect studies external validity rather than 
internal validity is often a bigger concern. External validity is the extent to 
which the results of the study can generally be applied to other situations 
(for example, organizations) and to other people (for example, employees). 
For instance, in the example above we want to make sure that our sample of 
hospitals and nurses accurately represents all Danish hospitals and nurses, 
and the findings from our survey and focus group are generalizable to the 
whole population. This, and other concerns for non-effect studies, means 
that a randomized controlled trial, the gold standard for cause-and-effect 
questions, is not an appropriate design for non-effect studies. Below we 
provide an overview of common non-effect questions and the correspond-
ing appropriate study designs.

Questions about frequencies

In organizations, questions concerning frequencies are common. In hospitals, 
for example, common questions would be the number of patients admitted 
today, how many hip replacements the surgical team performed this week, 
or how many medical errors were made last month. The same is true of 
questions regarding the number of employees who are absent, the number of 
employees who are satisfied with their working conditions, or the number of 
employees who will retire within the next five years – all common questions 
for an HR manager. Not surprisingly many scientific studies also address 
research questions about frequencies. Control groups and pre-measures are 
not needed to answer these questions. The most appropriate research design 
for answering a frequency question is a cross-sectional survey, as this type 
of study obtains information on counts.

Questions about differences

Related to frequency questions are questions concerning differences. When 
the hospital manager has determined how many medical errors were made 
on average, he or she may also want to know whether there are differences 
between the medical departments. Likewise, an HR manager may want to 
know whether satisfaction with working conditions differs among  divisions 
or types of employees. In the scientific literature, differences between 
organizations, teams or employees are also often the focus of research. For 
example, a large number of studies is available on the (assumed) differences 
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between  entrepreneurs and managers, knowledge workers and manual 
labourers, virtual teams and collocated groups, and private  companies and 
public organizations and so on. Usually these differences concern  productivity 
or performance, but differences regarding attitudinal,  motivational or 
 behavioural factors are also common. Questions concerning differences – as 
with questions relating to frequency – are best answered with a study that uses 
a cross-sectional design. Note that a cross-sectional study is a very appropri-
ate design for establishing whether there is a difference, but it does a poor job 
of determining the cause of this difference. When a difference has occurred 
over time, a longitudinal (before–after) study is the more  appropriate design.

Questions about attitudes and opinions

For some managers, questions about frequencies or differences often relate 
to attitudes or opinions. In the example of the HR manager, the frequency 
and possible difference involved an attitudinal factor: employees’ satisfac-
tion with their working conditions. Other examples of workplace-related 
attitudes are organizational commitment, turnover intention and trust in 
management. When we have – in advance – a clear idea about the attitude 
we want to measure, and this attitude is quantifiable, a cross-sectional study 
is the most appropriate design. If, however, we want to more deeply explore 
and better understand the attitudes and opinions of people, a study with a 
qualitative design, such as focus-group research, may be a more appropri-
ate option.

Questions about experiences, perceptions, needs 
and feelings

In general, experiences, perceptions, needs and feelings can be difficult to 
quantify. For example, the answers to questions such as ‘How do you feel 
about the introduction of flexible work arrangements in this company?’ or 
‘What do you think you need to optimally function within a virtual team?’ 
can be a challenge to express in numbers. Data relating to experiences, 
perceptions, needs or feelings are therefore usually obtained from inter-
views, focus groups, narrative analysis or participant observation, in other 
words: qualitative methods.
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Questions about associations or relationships

Questions concerning associations fit into a special category. For example, 
the hospital manager may want to know whether medical errors are related 
to the time of the day or a specific weekday. Determining whether there is 
a (co)relation – also referred to as association – between two variables is, 
as discussed earlier, often the first step in identifying a causal relationship. 
Thus, a cross-sectional study is an appropriate design to determine whether 
there is an association between two variables. Clearly, study designs that 
use a before–after measurement, a control group, and/or random assign-
ment are also appropriate for measuring the extent of an association, but 
such designs are used mainly to determine whether the association could 
be causal.

Beware of single studies!

As we explained in the introductory chapter, an important ‘safety check’ 
to ensure that scientific claims are trustworthy is replication. If novel 
findings from scientific research can be reproduced, it means they 
are more likely to be valid. On the other hand, if the findings cannot be 
replicated they are likely to be invalid. Therefore, no single study (not even 
a randomized controlled trial) can be considered to be strong evidence – it 
is merely indicative. For this reason, we prefer meta-analyses or, even 
better, systematic reviews. As explained earlier, a systematic review is a 
summary of studies that aims to identify all relevant studies on a specific 
topic. A meta-analysis is a summary of studies in which statistical analysis 
techniques are used to combine the results of individual studies to get 
a more accurate estimate of the effect. Thus, irrespective of the type of 
question, meta-analyses and/or systematic reviews are often the most 
appropriate research designs. In other words, it is the body of evidence 
that is important – not single studies.

Note
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Methodological appropriateness: summary

To summarize, when answering questions about cause-and-effect, we need 
studies with a research design suited to answering cause-and-effect questions; 
that is, a study that includes both a control group (preferably randomized) 
and before and after measurements. When we want to answer non-effect 
questions, such as questions about predictions, associations, frequencies, 
differences or attitudes, a cross-sectional survey would be better. Finally, 
when we want to explore feelings, perceptions, needs or experiences, quali-
tative methods are likely to be most appropriate. In Table 7.4 we provide 
an overview of the methodological appropriateness of research designs for 
different types of research questions.

When we critically appraise the trustworthiness of a study’s findings, we 
need to consider its methodological appropriateness to the type of question 
that it aims to answer. A study with low methodological appropriateness 
will also have low trustworthiness, regardless of how well the study was 
conducted. When critically appraising a study’s trustworthiness, we therefore 
start by identifying its research design. The resultant methodological appro-
priateness is then expressed in a measure of trustworthiness (Table 7.5). Note 
that we don’t judge the trustworthiness of a study as such, because studies 
are not intrinsically trustworthy or not. We can only judge the trustworthi-
ness of a study’s findings given its research design and the questions asked.

So where do these trustworthiness estimates come from?

As will be discussed in more detail in Chapter 12, we use probability 
estimates in evidence-based management to describe the trustworthiness 
of a claim, hypothesis or assumption given the available evidence (for 
example, findings from an empirical study). A trustworthiness estimate 
is quantified as a percentage between 0 and 100, where 100 per cent 
indicates absolute trustworthiness. Let’s imagine that someone claims 
that companies committing themselves to an ethnically diverse workforce 
perform better financially. What is the trustworthiness of this claim? When 
there is no evidence against or in favour of a claim, trustworthiness is 
50/50. It’s the same as flipping a coin – the claim could be true, or not, we 

Note
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simply don’t know because there is no evidence available. Now, imagine 
that there is a cross-sectional study that supports this claim. Given the fact 
that a cross-sectional study is not an appropriate design to demonstrate 
a cause-and-effect relationship, trustworthiness only increases slightly 
from 50 per cent to 60 per cent. This means that there is still a 40 per 
cent chance that a diverse workforce will not yield higher financial 
performance. However, when there is a randomized controlled trial that 
supports the claim, the trustworthiness would increase to 90 per cent. Of 
course, this estimation of trustworthiness also works the other way around. 
When there is a randomized controlled trial that does not support the claim, 
the trustworthiness would drop to 10 per cent, meaning that there is a 90 
per cent chance that a diverse workforce will not lead to higher financial 
performance. Note that the highest level of trustworthiness is 90 per cent, 
as even the most rigorous and reliable study design is not perfect.

7.5  Critical appraisal: Methodological quality

Trustworthiness, however, is also affected by a study’s methodological qual-
ity, that is, the way it was conducted. As a result, even a methodologically 
appropriate study can be untrustworthy. For example, the trustworthiness 
of a study with a high methodological appropriateness can drop dramati-
cally when the study is not well conducted and contains several weaknesses. 
In fact, when a study contains too many flaws, we can reduce its trustwor-
thiness score to 50 per cent, which means the study has the same predictive 
value as flipping a coin. Thus, a randomized controlled trial with several 
serious flaws can be less trustworthy than a well-conducted non-randomized 
controlled study that contains no weaknesses.

When we critically appraise a study’s trustworthiness, we start with 
setting a baseline for its level of methodological appropriateness. Based on 
its number of weaknesses, we may downgrade the level of trustworthiness 
by one or more levels. To determine the final level of trustworthiness you 
can make use of the following rules of thumb:

●● 1 weakness = no downgrade (we accept that nothing is perfect);

●● 2 weaknesses = downgrade 1 level;

●● 3 weaknesses = downgrade 2 levels;

●● 4 weaknesses = downgrade 3 levels.



table 7.4 Methodological appropriateness: Which design for which question?

Purpose Example RCT CBA BA Contr Cross Qual
Effect, impact Does A have an effect/impact on B?

What are the critical success factors for A?
What are the factors that affect B?

A B C C D na

Prediction Does A precede B?
Does A predict B over time?

A A A D D na

Association Is A related to B?
Does A often occur with B?
Do A and B covary?

A A A A A na

Difference Is there a difference between A and B? A A A A A na

Frequency How often does A occur?
How many people prefer A?

na na na na A na

Attitude, opinion What are people’s attitude towards A?
Are people satisfied with A?
Do people agree with A?

na na na na A C

Experience, 
perceptions, 
feelings, needs

What are people’s experience with A?
What are people’s feelings about A?
What are people’s perceptions about A?
Why do people (think they) need to do/use A?

na na na na B A

Exploration, 
theory building

Why does A occur?
Why is A different from B?
In what context does A occur?

na na na na B A

Note  RCT = Randomized controlled trial; CBA = Non-randomized controlled before–after study; BA = Before–after study; Contr = 
Controlled study; Cross = Cross-sectional study; Qual = Qualitative study; na = not appropriate
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table 7.5

Level
Methodological 
appropriateness

Estimated 
trustworthiness

Proper wording of 
the findings

A High 90% ‘It is shown that…’

B Moderate 80% ‘It is likely that…’

C Limited 70% ‘It could be that…’

D Low 60% ‘There are signs that…’

critical appraisal questions to determine weaknesses 
in a meta-analysis or a systematic review

Meta-analyses and systematic reviews summarize studies on the same topic. 
They often use statistical analysis techniques to combine the results in order 
to achieve a more precise effect size. To determine their methodological 
appropriateness, we need to first identify the types of studies included. As 
Table 7.5 indicates, a meta-analysis or systematic review based on rand-
omized controlled trials is a very appropriate design to measure an effect, 
impact or causal relation, thus the baseline trustworthiness is very high 
(95 per cent). When the studies included are cross-sectional (or when it is 
unclear what type of studies have been included), the baseline trustworthi-
ness drops to 70 per cent. To determine the final level of trustworthiness, 
you can use the following critical appraisal questions:

Q: Is it likely that important, relevant studies were missed?
As explained in Chapter 6, the best place to start a comprehensive search for 
studies is with the major research databases (for example, ABI/INFORM, 
Business Source Premier and PsycINFO). However, a search should also 
include contact with active researchers, particularly to investigate whether 
there are any unpublished studies. You would typically find this information 
in the ‘Method’ section. If the above conditions are met, it is unlikely that 
key studies would have been missed, thus minimizing selection bias.

Q:  Was the process to select studies clearly defined and 
reproducible?

To prevent selection bias, the choice of which studies to include should pref-
erably be made by at least two reviewers, independently of each other, and 
using rigorously specified inclusion and exclusion criteria. Furthermore, this 
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process should be clearly documented, for example in the form of a flow-
chart that shows how many studies are excluded as a result of which criteria. 
You can find information about the selection process in the Method section.

Q: Was the process to extract data clearly defined and was 
the outcome presented in a table?
To prevent bias, the extraction of data (such as population, study design, 
sample size, variables measured, outcome and so on) should preferably be 
conducted by at least two reviewers, independently of each other. The outcome 
should be presented in a table showing clearly the data extracted for each 
included study. You can find information about the process of data extraction 
in the Method section, usually under ‘Data extraction’ or ‘Coding procedure’.

Q: Was the methodological quality of each study assessed?
The quality of a systematic review or meta-analysis is determined by the 
methodological quality of the primary studies included (garbage in/garbage 
out). The quality of the studies included should therefore be appraised using 
predetermined criteria and validated checklists. This information would 
typically be provided in the Method section. However, keep in mind that 
a substantial number of systematic reviews or meta-analyses provide insuf-
ficient information as to whether or not the methodological quality of the 
studies included was critically appraised.

critical appraisal questions to determine weaknesses 
in a randomized controlled trial

A randomized controlled trial is considered the gold standard to measure 
an effect, impact or causal relation. It is not appropriate for non-effect ques-
tions and therefore seldom used for such questions. A randomized controlled 
trial, however, can have multiple weaknesses that affect its internal validity.

Q: Was the control group similar to the intervention group at 
the start of the study?
If the randomization process worked (that is, achieved comparable groups) 
the groups should be similar. As a rule, the more similar the groups at the 
start, the better it is. The study should have a table of ‘baseline character-
istics’, comparing the groups on variables that could affect the outcome. If 
not, there may be a description of group similarity in the first paragraphs 
of the Results section. In addition, there should be an indication of whether 
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differences between groups are statistically significant. If the groups were 
not similar at the start, we cannot be sure that the outcome of the study 
is due to the intervention rather than any other (unknown) confounding 
factor(s).

Q: Did fewer than 20 per cent of the subjects drop out?
The percentage of dropouts or withdrawals after the first (baseline) measure 
should be minimal, preferably less than 20 per cent. In most studies, you 
can find this information in the Results section or the table with the results 
(for example, by comparing the number of subjects (n) at the start of the 
study with the number of measurements). If data are collected (or variables 
measured) from fewer than 80 per cent of the original subjects at the start 
of the study, the outcome may be less trustworthy.

Q: Were reliable and valid measurement methods used?
As explained earlier, the measurement of direct/objective variables (for 
example, production errors, staff turnover rate) is more likely to be valid 
and reliable than that of self-report/subjective variables (for example, self-
reported accidents or performance). In addition, when a study makes use of 
a questionnaire, check whether it was developed for the present study (‘self-
made’ or ‘home-grown’) or if it was also used in other studies. When a scale 
or questionnaire has been used in previous research, we may assume that it 
has some track record for validity and reliability, though such information 
should still be provided in the present study. In most studies, you can find this 
information in the Method section, usually under ‘Measurements’ or ‘Tools’.

critical appraisal questions to determine weaknesses 
in a non-randomized controlled before–after study

A non-randomized controlled study is an appropriate design to measure an 
effect, impact or causal relation. Like randomized controlled trials, the non-
randomized controlled design is not appropriate for non-effect questions. To 
determine its methodological quality, we ask some of the same questions when 
critically appraising a randomized controlled trial. Additional questions are:

Q: Did the study start prior to the intervention/exposure?
A major drawback of retrospective studies is that they tend to be more 
susceptible to bias and confounding, therefore additional controls – such as 
blinding – should be applied.
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Q: Was the intervention (or exposure to a variable) 
 independent of other changes over time?
If the intervention or exposure did not occur independently of other changes 
(for example, a restructuring programme or the implementation of a new 
management model), or if the outcome was likely to have been influenced by 
historical events during the study period (for example, a merger), there may 
be a negative impact on a study’s trustworthiness.

critical appraisal questions to determine weaknesses 
in a non-randomized controlled study without a 
pretest

A non-randomized controlled study without a pretest (baseline measure) is 
not very appropriate for measuring an effect, impact or causal relationship. 
Nevertheless, this design is often used when higher quality methodologies 
are not possible for practical reasons. To determine its methodological qual-
ity, we ask the same questions as when critically appraising a randomized 
controlled trial.

critical appraisal questions to determine weaknesses 
in a before–after study

Before–after studies without a control group are not a very appropri-
ate design to measure an effect, impact or causal relation. For non-effect 
questions, before–after studies are inappropriate. To determine their meth-
odological quality, we ask most of the same questions as when critically 
appraising a controlled study. An additional question is:

Q: Were the criteria used to select subjects clearly defined?
A clear description of the inclusion criteria increases the likelihood that 
subjects in the study (employees, teams, units, organizations and so on) 
were selected because they were representative of the target population, 
rather than for reasons of convenience (see selection bias in Chapter 3). In 
addition, the study should specify how the subjects were selected. Did they 
invite everyone in the population that met the criteria, or just a sample? 
You can usually find information about the selection criteria in the Method 
section.
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critical appraisal questions to determine weaknesses 
in an interrupted time series study

As explained in Chapter 5, an interrupted time series study measures subjects 
repeatedly on a particular outcome (dependent variable). Data are collected 
(or variables measured) at three or more points both before and after the 
intervention or exposure. These multiple measures serve as a form of control 
and for this reason, this is a moderately appropriate design to measure an 
effect, impact or causal relation. For non-effect questions, such studies are 
inappropriate. To determine their methodological quality, we ask most of 
the same questions as when critically appraising a before–after study.

critical appraisal questions to determine weaknesses 
in a cross-sectional study

Cross-sectional studies such as surveys are appropriate for non-effect ques-
tions, especially when they relate to measuring frequencies, opinions or 
attitudes (see Table 7.4). Although they are very often used for studies that 
aim to measure an effect, impact or (causal) relation, they are in fact inap-
propriate for this purpose. We ask the following questions to appraise their 
methodological quality:

Q: Was the sample randomly selected?
When a sample is randomly selected, each member of the population has an 
equal chance of being chosen as a subject in the study. When other methods 
are used, the study is susceptible to selection bias (see also Chapter 3). The 
most reliable way to randomly select a sample is using computer software 
that generates numbers by chance (such as Excel or SPSS). You can typically 
find information about how the sample was selected in the Method section, 
usually under ‘Sample’ or ‘Procedure’. A randomly selected sample is some-
times referred to as a ‘probability sample’, whereas a non-random sample is 
referred to as a ‘convenience sample’.

Q: Was the sample size large enough?
Whether a cross-sectional study’s sample size (n) is large enough depends 
on the population size (N), the margin of error (ME, usually 5 per cent) and 
the confidence interval (CI, usually 95 per cent). In general, you can use the 
following rules of thumb as a guideline (Table 7.6):
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Q: Is it likely that data dredging has taken place?
Data dredging (also referred to as data fishing or data snooping) is an inap-
propriate practice in which a data set is exhaustively analysed and a large 
number of hypotheses or relationships tested to find combinations of vari-
ables that show a statistically significant correlation. Testing a large number 
(> 20) of correlations or exhaustively analysing the data, however, increases 
the chance of detecting a non-existing significant effect (a false effect). You 
can usually find information about the number of hypotheses or relations 
(correlations) tested in the Method section (typically under ‘measurement’ 
or ‘independent/dependent variables’), or in the table(s) with the results.

critical appraisal questions to determine weaknesses 
in a qualitative study

As explained, qualitative methods use data obtained from interviews, focus 
groups, documentary analysis, narrative analysis or participant observation. 
This type of method is very appropriate to gain an understanding of under-
lying reasons, opinions or motivations of study participants, or to generate 
hypotheses and/or theories that can be tested through subsequent quantita-
tive methodologies. Qualitative methods are not appropriate for measuring 
an effect, impact or (causal) relation. To determine the quality of a qualita-
tive methods, you can use the following questions:13

Q: Is the researcher’s perspective clearly described and taken 
into account?
In qualitative studies the researcher is the primary tool for data collection 
and interpretation. This means that in assessing the methodological quality 

table 7.6 

Population (N)
Sample
(n)

50 45

100 80

250 152

500 218

1,000 278

> 10,000 370
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of qualitative studies, the core criterion to be evaluated is researcher bias. 
To minimize this, the researcher should therefore declare his or her assump-
tions and biases about the topic under study and make a clear statement 
of how this is likely to have influenced the results. Information about the 
researcher’s assumption and biases can usually be found in the ‘Research 
limitations’ section, although it might also be found elsewhere. Bear in mind, 
however, that a substantial number of qualitative studies fail to provide this 
information.

Q: Are the methods for collecting data clearly described?
The researcher should provide adequate information about data-collection 
procedures. For instance, what method was used to collect the data (partici-
pant observation, interviews, document reviews, focus groups and so on)? 
And in what form did the data come (for example, audio recordings, video 
material, e-mails, notes and so on)? You can find information about how the 
data were collected in the Method section, usually under ‘Data collection’ 
or ‘Procedure’.

Q: Are quality-control measures used?
Quality-control measures include:

●● independently verifiable data formats (audio recordings, video);

●● independent analysis of data by more than one researcher;

●● verbatim quotes, sustained observation over time, peer debriefing (that 
is, involving impartial peer researchers to evaluate and make sense of 
findings);

●● addressing negative or discrepant results.

You can find information about quality-control measures in the Method 
section, usually under ‘Data analysis’.

7.6 finally: The ‘best available’ evidence

Let’s imagine that we want to know whether the introduction of virtual 
teams will improve our organization’s performance. When we locate a 
single study in which a meaningful effect was found but a pre-measure was 
missing, we must, based on what we have learned in the previous para-
graphs, conclude that this is not the ‘best’ evidence. It would have been 
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better if the study had used a pre-measure, and it would have been great 
if a control group had also been used, but it would still not have been the 
‘best’ evidence. Even a study in which a control group has been randomly 
assigned cannot be considered the ‘best’ evidence, as a single study is merely 
indicative. Now, as we just have learned, the ‘best’ study to answer our 
question would have been a systematic review or meta-analysis of multi-
ple randomized controlled trials with no methodological weaknesses. You 
probably won’t be surprised to hear that such studies are scarce. As a result 
the ‘best’ evidence is often not available. In fact, instead of a meta-analysis 
of randomized controlled trials, there are often only a handful of cross-
sectional studies available.

Evidence-based management, however, is not about the best evidence, 
but rather about the best available evidence. In the situation described 
above, the handful of cross-sectional studies constitute the best available 
scientific evidence. But even this (perhaps disappointing) result could turn 
out to be important. It indicates that the evidence base on this topic is 
not (yet) well developed. And that in itself is important information. All 
managers and leaders have anxieties, and we all question whether what 
we are doing is right. So, when we find out that the scientific evidence 
is poor or even absent, it means that the answer to our question is (yet) 
unknown. And that can be a huge relief. We are agonizing whether doing 
X or Y is ‘better’ but now we know there is (as yet) no definitive answer 
to that.

At the same time, it is important to remember that evidence-based 
management is about the use of evidence from four sources, not just one. 
That means that regardless of whether the trustworthiness of the scientific 
evidence you have found is high or low, you should always consider the 
evidence from the multiple sources. No single source of evidence can be 
viewed as a universal or timeless truth or superior to any other – even a 
meta-analysis of randomized controlled trials comes with weaknesses and 
uncertainties. As we stated in the first chapter of this book, evidence-based 
practitioners make decisions not based on conclusive, solid, up-to-date 
information, but on probabilities, indications and tentative conclusions. 
Scientific evidence rarely tells you what to decide, but it always helps you to 
make a better-informed decision.
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STEP 1
Three preliminary questions

1. Are the findings of the study of
practical relevance?

2. How precise are the findings?

3. Were the findings measured
in a reliable way?

STEP 2
Methodological
appropriateness

What type of question are you
trying to answer?

What is the study’s
research design?

Is the research design appropriate
to answer the question?

STEP 3
Methodological quality

Does the study contain serious
weaknesses?

END
Determine the study’s

trustworthiness

Flowchart 7.1 

7.7 overview of the appraisal process
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●● 1 weakness = no downgrade (we accept that nothing is perfect);

●● 2 weaknesses = downgrade 1 level;

●● 3 weaknesses = downgrade 2 levels;

●● 4 weaknesses = downgrade 2 levels.

7.8 Checklists

table 7.7

Critical appraisal questions to determine 
weaknesses in a meta-analysis or a systematic 
review Yes

No/
Unclear

Question 1: Is it unlikely that important, relevant studies 
were missed?

Question 2:  Was the process to select studies clearly 
defined and reproducible?

Question 3:  Was the process to extract data clearly 
defined and the outcome presented in a 
table?

Question 4:  Was the methodological quality of each 
study assessed?

table 7.8

Critical appraisal questions to determine 
weaknesses in a randomized controlled trial Yes

No/
Unclear

Question 1:  Was the control group similar to the 
intervention group at the start of the study?

Question 2:  Did fewer than 20 per cent of the subjects 
drop out?

Question 3:  Were reliable and valid measurement 
methods used?
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table 7.9

Critical appraisal questions to determine 
weaknesses in a non-randomized controlled 
before–after study, or a non-randomized 
controlled study without a pretest Yes

No/
Unclear

Question 1:  Was the control group similar to the 
intervention group at the start of the study?

Question 2:  Did the study start prior to the intervention/
exposure?

Question 3:  Was the intervention (or exposure) 
independent of other changes over time?

Question 4:  Were reliable and valid measurement 
methods used?

table 7.10

Critical appraisal questions to determine 
weaknesses in a before–after study or an 
interrupted time series study Yes

No/
Unclear

Question 1:  Were the criteria used to select subjects clearly 
defined?

Question 2:  Did the study start prior to the intervention/
exposure?

Question 3:  Was the intervention (or exposure) independent 
of other changes over time?

Question 4:  Were reliable and valid measurement methods 
used?

table 7.11

Critical appraisal questions to determine 
weaknesses in a cross-sectional study Yes

No/
Unclear

Question 1: Was the sample randomly selected?

Question 2: Was the sample size large enough?

Question 3:  Is it unlikely that data dredging has taken 
place?

Question 4:  Were reliable and valid measurement methods 
used?
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aCQUire: 
evidence from the 
organization

It is a capital mistake to theorize before one has data.

sherlock holmes – sir arthur conan doyle

The modern organization continually generates data. From banks and 
hospitals to small retail stores, all organizations create data. Some data 
are created and recorded as part of regular operational activities, such as 
the appointment booking system at a hospital or cash register at the local 
bakery. Some data help managers make decisions or monitor the organiza-
tion’s performance. Some data aid compliance with laws, regulations and 
accounting standards. Whatever their type or reason for creation, organi-
zational data represent one of the richest sources of evidence for managers. 
Not only can organizational evidence be richer in volume or detail than 
evidence from the scientific literature, but also it is specific to the organiza-
tional context. To use evidence from the organization, however, companies 
must have the skills to identify, combine and analyse data from multiple 
sources and possess the knowledge to build and apply analytical models to 
support decision-making. In this chapter, you will develop a better under-
standing of evidence from the organization and learn to acquire it in a valid 
and reliable way.

8.1  Why is evidence from the organization 
important?

As we have established, evidence-based management is about increasing the 
probability of making the right decision and understanding the degree of 
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confidence you can place in that decision. In evidence-based management, 
managers and leaders make decisions within the context of a specific organi-
zation. Evidence from that organization is essential to:

●● identify organizational problems or challenges;

●● determine organizational consequences of a problem;

●● recognize potential cause(s) of a problem;

●● find plausible alternative solutions;

●● monitor the effectiveness of management decisions or solutions.

Systematically evaluating organizational evidence can be an effective and 
reliable way to verify claims regarding organizational problems. In addition, 
you can use data-analytic techniques such as regression analysis or predictive 
modelling to identify effective solutions.1 In fact, consulting organizational 
evidence is often the best way to assess the impact of a management decision. 
After all, you make a management decision, and you can most easily judge 
its impact using evidence based on your organization’s own data. A general 
understanding of how evidence from the organization can be acquired and 
assessed is an essential skill for evidence-based managers.2

8.2  from data to information  
and evidence

In common usage, the terms data, information and evidence are used inter-
changeably. Data, however, refers to text, images, numbers or symbols that, 
if no context is provided, mean little or nothing to a human being. Bits 
of data are not meaningful without a context. Data can be regarded as 
raw material that can exist alone while information is data processed in a 
meaningful and useful way. Only when you process bits of data (organize, 
structure, analyse and interpret), putting them in context, do they provide 
meaningful information. Taking these distinctions one step further, evidence 
only exists in the context of a claim or an assumption. Simply put, evidence 
is always evidence for (or against) something.

 Data: Numbers, words, figures, symbols, sounds, dates, images and so on, 
without context.
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 Information: Data relating to something or someone and considered 
meaningful or useful.

 Evidence: Information supporting (or contradicting) a claim, assumption 
or hypothesis.

Information technology and computer science emphasize the distinc-
tion between data and information. Computer systems are inherently 
full of electronic representations of words, numbers, symbols and so on. 
Unprocessed or out of any specific context this form of data is meaningless. 
For example, a list of numbers stored on a computer becomes ‘informa-
tion’ only when it is recognized as a list of the birthdates of employees. Put 
into context, the data becomes information when it answers such ques-
tions as ‘What is the average age of an employee?’ or ‘How many people 
are likely to retire next year?’ This means that if an IT professional refers 
to something as ‘data’, it is quite likely to require additional processing to 
make it meaningful or useful. In the context of this book, organizational 
evidence refers to data and the ways it has been transformed to make it 
more interpretable.

8.3 What questions to ask?

Chapter 2 explained that an evidence-based approach starts with asking 
questions. Setting out questions and framing diagnoses and problems 
correctly may be the most important steps in the evidence-based process. An 
evidence-based approach begins with the question ‘What is the problem, and 
what is the evidence for this problem?’ or ‘What is the preferred solution, 
and what is the evidence that this solution will be effective?’ Evidence from 
the organization can make the biggest difference in answering the latter part 
of these two questions. Acquiring evidence from the organization typically 
starts with a hypothesis or (assumed) causal mechanism. A hypothesis-led 
gathering and analysis of organizational data generates faster and more 
meaningful outcomes. It roots assumed problems (and preferred solutions) 
in ‘real’ data relationships rather than correlations that were statistically 
significant by chance.
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A large international insurance firm experiences a decline in profitability. 
Based on the assumption that its biggest clients are also its most 
profitable, the firm acquires organizational data regarding the number 
of services each major client uses and its profitability. The outcome, 
however, is counterintuitive: its largest clients turn out to be among the 
least profitable. Moreover, clients in the middle percentile, which do not 
require substantial resources, tend to use more services and are therefore 
more profitable than the larger clients at the top. The company therefore 
concludes that the initial core assumption is wrong. When this surprising 
outcome is discussed with its top executives, a new hypothesis emerges: 
the use of the company’s services is driven by client satisfaction and that 
usage determines a client’s profitability. To see whether this assumed 
causal mechanism is correct, the company acquires organizational 
data regarding client satisfaction, service usage and net profitability, 
and determines that a client’s satisfaction is indeed persistently and 
predictively linked to a client’s profitability. The company must now work 
out which variables drive satisfaction.3

Example

Some of the questions we identified as important in Chapter 2 have specific 
relevance to organizational evidence, including the following:

1 What is the problem4 (what, who, when, where)?

2 Does organizational evidence confirm the problem?

3 Is there a trend (does the evidence suggest that the problem will worsen 
if nothing is done)?

4 What organizational consequences of the problem does the evidence 
indicate?

5 Does the evidence confirm the assumed causal mechanism? (Is there a 
correlation between the assumed cause, the problem and its organiza-
tional consequences?)

6 What is the preferred solution (what, who, when, where)?

7 Does organizational evidence confirm the assumed causal mechanism: 
is there an association between the preferred solution and the favoured 
organizational outcomes?
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We note that organizational data may also be gathered in anticipation of 
future needs, as opposed to current problems. For example, as part of a 
project to build evidence-based management capabilities, an organization 
might build a data warehouse. Data warehouses are repositories that inte-
grate data from multiple sources across the organization. Such data might 
be gathered as a basis for future hypothesis testing and learning as the 
organization’s capacity to ask critical questions increases.

8.4  What types of organizational evidence 
are typically available?

Evidence from the organization comes in many forms. It can be derived 
from financial data such as cash flow or costs, from customers in the form 
of customer satisfaction or from employees through information about 
retention rates. Evidence from the organization can be ‘hard’ numbers, for 
example staff turnover rates, medical errors or productivity levels, but it can 
also include ‘soft’ elements such as perceptions of the organization’s culture 
or attitudes towards senior management. There are many ways to classify 
organizational data and the evidence it produces, including the broad types 
below.

Finance and accounting

Historically, managers have paid considerable attention to financial and 
accounting data. Many events in the organization, such as the sale of a 
product or the delivery of a service, generate data relevant to the organiza-
tion’s financial position. The sale of a product will be represented by entries 
in one or more sets of records called ledgers. Organizations use data from 
ledgers to create key financial information, such as:

●● statements of cash flow – a record of money received or given out;

●● income statements – lists of an organization’s profit or loss and income;

●● statements of a firm’s financial position (also known as a balance sheet) – 
lists of an organization’s assets (money or things they own) and liabilities 
(money or things they owe).

Financial data use typically requires some understanding of financial and 
accounting concepts and thus may require specialized professional help with 
interpretation.
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Human resources

Human resource evidence is fundamentally about people: who they are, 
their characteristics and their relationship to the organization. Examples are 
pay, grade, tenure, years of experience, attendance, job satisfaction, engage-
ment and performance. They may also include staff surveys, policies and 
data regarding the activities an employee carries out.

sales and marketing

Sales and marketing evidence includes facts about the number of products 
or services sold, market share, competitors, details of customer relation-
ships, brand awareness and the impact of marketing campaigns.

Risk

Large companies typically have departments that manage and assess the 
multiple risks that can impact the organization. Perhaps the most developed 
risk functions are in banks and insurance companies, where organizational 
risk is managed and evaluated in terms of operational risk, market risk and 
credit risk. Evidence about risk may take the form of calculations about the 
potential risks to an organization based on its current state or strategy, but it 
may also entail a detailed analysis of what has gone wrong during standard 
operational procedures.

Production

Production evidence relates to the products or services that an organization 
creates, including measures of inputs, outputs and the overall quality level. 
Those outputs may be physical objects such as cars, personal services such 
as haircuts or intangible services like legal advice. Note that some organiza-
tions may use the term ‘operations’ instead of ‘production’.

Quality and performance

Larger organizations often capture data to monitor, control and ensure the 
quality of their products or services. Especially high-reliability organiza-
tions in healthcare, aviation, petrochemical, food or the banking industries 
have complex quality management systems that closely monitor data 
such as accuracy, timeliness, failure frequency rate, safety and other Key 
Performance Indicators (KPIs, see later in this chapter).
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customer service

Specific customer service functions deal with client interactions that do not 
involve selling or production. For example, they produce data regarding the 
number and content of customer complaints.

8.5 Big data

‘Big data’, a particular kind of organizational data, is a hot topic in contem-
porary business. The concept, however, is still nascent and, as a result, many 
definitions exist. Most of these definitions have the following ‘three Vs’ in 
common:

volume

Size is what first comes to mind when we think of big data. As a rule, 
big data comprises multiple terabytes or even petabytes of structured 
and unstructured data. To give you some idea of what this volume is, one 
terabyte stores as much data as 1,500 CDs or 220 DVDs, the equivalent 
of about 16 million Facebook photographs.5 One petabyte equals 1,024 
terabytes, which is enough to store the DNA of the entire population of 
Europe.

variety

Big data come from a variety of sources. Organizational data are acquired 
from sources such as management information systems, personnel systems 
and physical records (spreadsheets, for example). These are referred to as 
‘structured’ data. But nowadays data also come from e-mails, text messages, 
tweets, audio recordings, photographs, videos and so on – these kinds of 
data are unstructured data. Technological advances allow organizations 
to store, process and analyse these types of data, and thus use them for 
economic purposes.

velocity

Velocity refers to the speed at which data are generated, leading to a grow-
ing need for real-time analytics. Nowadays even ‘conventional’ retailers 
generate data at a tremendously high rate. Walmart, for instance, processes 
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more  than 1 million transactions per hour.6 Data also are pouring into 
organizations with increased speed due to ‘firehose’ data sources such as 
social media.7

These three characteristics of big data raise questions such as: How can 
I accurately analyse 100+ terabytes of heterogeneous data per day in real 
time? For this reason, new data analytics using artificial intelligence, machine 
learning and neural networks have emerged, suited to big data’s complexity.

8.6 Where to find organizational evidence

Organizational evidence and the data that generate it can be found both 
inside and outside the organization. The types of organizational evidence 
data described above can be a good starting point to finding relevant data. 
For example, the finance department is the key custodian of the organiza-
tional and departmental budgets and is therefore often the most important 
source for acquiring financial data. Data may also be stored at locations 
outside the department that uses them. For example, human resources (HR) 
data are found in the HR department but also in the finance division and 
in local branches of the organization. It is therefore important to gain an 
understanding of how and where your organization captures and stores its 
data. Below is an overview of the most common places to find organiza-
tional data.

databases and information systems

Databases usually are the core systems for capturing and processing many 
of the organization’s daily activities. In general, a database consists of data 
structured into records of individual elements. For example, an address 
record may contain the house number, street name, city and postal code. 
Most databases link together different types of records using a common 
identifier  – a case in point is employee salary records and employee 
addresses. These data may be kept in different records linked by a common 
identifier (such as staff ID or personnel number) stored in both. Identifiers 
also link data from different databases. Most information systems within an 
organization – such as management information systems, personnel systems 
or customer relationship management systems – consist of an underlying 
database you can query directly, with tools for searching, extracting and 
analysing its data. Sometimes the data in these separate information systems 
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are uploaded into one large, integrated database, also referred to as a data 
warehouse.

document and content management systems

A great many organizational data are stored in the form of documents or 
spreadsheets rather than as structured data in a database or data warehouse. 
There are a wide variety of systems for managing documents including 
document management systems and systems for managing intranet/internet 
content. These types of systems provide several functionalities for classifying 
and searching for documents.

Workflow systems

These are systems that manage the execution of a business process. Workflow 
systems are often hybrids between data and document-based systems: gener-
ating and storing both data and whole documents.

Physical records

Many organizations still use physical records, including documents in filing 
cabinets. This could be because of lack of funds to invest in new technology, 
legal requirements or simply habit. Physical records can present a challenge 
if they are a relevant source of organizational data. There are a variety of 
techniques for turning physical records into more easily analysed organi-
zational data, from scanning/optical character recognition to physically 
reviewing and screening documents. Depending on the balance between the 
potential value of physical records and the additional costs of analysing, 
they may still be of great value. In fact, in some cases the explosion of digi-
tal data means that it is sometimes easier and quicker to find the relevant 
organizational evidence in physical rather than electronic format.

staff

A great deal of organizational evidence exists at staff level. For example, 
relevant data may be kept by individual staff members on their own PCs, 
on shared drives or in the form of physical records (for example, physicians 
keeping patient records). As a result, senior management may be unaware 
how subordinates actually store and maintain data.



Evidence from the Organization184

industry bodies, professional associations and census 
bureaux

Industry bodies, professional associations and census bureaux often have 
relevant, high-quality information about an organization, its competitors 
and industry or sector. Often such organizations provide valid and reliable 
information about how a company’s metrics and KPIs compare with the 
average in the sector.

social media

Relatively novel, but increasingly important, sources of organizational 
evidence are social media sites such as Facebook and Twitter. Not only do 
social media generate data regarding customer satisfaction, brand aware-
ness, brand identity or perceived quality, but they also provide information 
about the organization’s relationship with society.

External stakeholders

External stakeholders such as customers, regulators, shareholders, suppli-
ers and even the society at large may be an important source of evidence 
about a specific organization. These external stakeholders are a rich source 
of opinions about the output, results, interactions and behaviour of an 
organization.

8.7 Techniques and tools for acquiring data

There is a range of techniques and (software) tools available for acquiring 
the organizational data that can become evidence for managerial decisions. 
Below is a brief overview of the most common.

Management information and business intelligence 
systems

There are many specialized tools available to extract data from both core 
processing systems and specifically designed reporting systems. These are 
commonly referred to as management information or business intelligence 
systems. The purpose of these systems is to support the decision-making 
process by organizing, processing and analysing the data and turning them 
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into useful information. Such systems often comprise multiple components, 
such as an ETL function (extract, transform, load – the process of extracting 
data from source systems and bringing them into the company’s data ware-
house), and a separate database along with reporting and analysis software. 
In addition, they often include advanced dashboards and visualization tools 
that present data in graphs, charts and accessible visualizations.

Querying existing databases and systems using 
structured Query Language

Most information systems store data in an underlying database (ie data 
warehouse). It is possible to ‘query’ the database, extracting data from the 
database in a readable format according to the user’s request, by using what 
is known as Structured Query Language (SQL). Writing basic queries in 
SQL, however, is a technical skill that requires the support of the organiza-
tion’s IT department.

analysing organizational data using statistical 
software

Choosing statistical software and/or a data analytics tool is a trade-off 
between costs, benefits and ease of usage. Popular packages are SPSS, SAS, 
R, Python and Excel. SPSS is a user-friendly package offering a range of 
data analytical functions. The downside is it is costly. SAS is a good choice 
for a person who analyses complex data sets daily. However, if you use 
a statistics program only once or twice a month, it may not be worth 
spending hundreds of hours learning SAS language. The same counts for 
R and Python, two popular programs in the data science world. Both have 
a command-line interface, requiring code or scripts, making them labour 
intensive to master. R is open source and downloadable for free. Finally, 
Microsoft’s Excel too provides a wide range of statistical functions. Excel is 
easy to learn and straightforward to use, and it produces attractive graphs 
and storytelling charts.

Review of documents and reports

A review of documents can be a quick and easy method of uncovering useful 
organizational data. It can be done with or without the assistance of special-
ist software such as a program for content analysis or text mining.
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surveys

A common form of acquiring organizational data is the survey. As explained 
in Chapter 3, effective survey design requires training to avoid bias. Probably 
the most popular survey program is SurveyMonkey, a free online tool you 
can use to construct a questionnaire (based on a customizable template), 
collect responses and analyse results.

8.8  organizational data turned into 
information

Besides categorizing organizational evidence based on the function or physi-
cal location of its original data, organizational evidence can be thought about 
in terms of the value it adds to the organization’s decision-making. In Figure 
8.18 the vertical axis represents the level of added value, a composite index 
of the degree of interpretability and uncertainty reduction forms of organi-
zational evidence provide. Typically, raw data add the least value because 
without some degree of processing they are difficult to interpret. In contrast, 
predictive models can indicate the importance of current evidence for future 
outcomes, for example the effect of employee turnover rates on important 
organizational outcomes like safety or service quality. The horizontal axis 
indicates the nature of the analyses performed on the organizational data. 
Descriptive evidence is used to monitor current organizational evidence rela-
tive to past facts (last year’s sales) or current environmental conditions or 
standards (benchmarks). Inferential evidence transforms descriptive evidence 
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through analytic techniques into indicators of association (for example, 
the correlation of employee demographics with turnover) or predictive 
models (for example, regression modelling used to forecast future turnover 
from present employee demographics and other evidence). As you can see, 
we expect greater added value from inferential analyses of organizational 
evidence than from descriptive evidence used for monitoring.

Operational data

Organizations create large amounts of operational data during their every-
day activities – even if it is not always easy to extract, aggregate or interpret 
those data. Operational data are collected automatically within systems 
related to production, sales, services delivered, personnel, customer service 
and many other routine functions. Operational data are descriptive in 
nature: they describe what is going on in an organization. Sometimes opera-
tional data are ‘real time’, providing a snapshot of the present situation, but 
more often they are retrospective, providing a picture of how things were 
in the past. Collecting operational data enables an organization to identify 
general trends, typically expressed as frequencies, averages (means, medians, 
modes), proportions or ratios.

Organizational information

Although operational data can provide managers with useful information, 
the added value is often low. For example, an individual sales transaction 
may not give a manager much help in making decisions. However, combin-
ing all the sales for a month into a sales report can make it possible to make 
judgements and identify trends. Aggregated operational data presented 
within a functional context (for example, sales, finance or HR) is referred 
to as ‘organizational information’. Within most companies some form of 
organizational information is available about:

●● staff;

●● physical assets (eg building, equipment, inventory);

●● clients/customers;

●● financial assets (eg bank balances) and liabilities (eg debts);

●● business processes;

●● operations, marketing and sales;

●● quality.
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Although you can find certain organizational information in readily identi-
fiable systems, much of it is likely to be dispersed across the organization, 
especially in large and complex firms. Organizational information is, like 
operational data, descriptive in nature. It is, however, beneficial for develop-
ing a general understanding of how the company currently performs and 
identifying changes in the organization’s performance over time.

Metrics and key performance indicators (KPis)

A metric is a measure. An organization’s performance metrics can be a single 
measure or derived from a combination of two or more measures. Examples 
are financial ratios (for example, leverage, profitability, total revenue over 
time), daily occupancy rate, number of medical errors per 1,000 patients 
or average handling time per phone call. When we tie a metric to a target, 
goal or norm critical to the organization’s success, we often refer to it as 
Key Performance Indicator (KPI). Although many metrics are presented as 
numbers, KPIs may take the form of ratings on a scale such as the RAG 
status (for red, amber, green), with red meaning that there is a severe prob-
lem and corrective action is required, amber indicating a potential problem, 
with the situation needing to be monitored closely, and green signifying that 
the performance is on target and no action is needed.

KPIs tend to add more value than operational data and organizational 
information because they are applied relative to targets or guidelines, that 
is, their use is contextualized. Typically KPIs are measured in the context of 
performance goals for individuals or units, and provide information regard-
ing both past performance and goal progress. KPIs can also function as 
performance guidelines specifying minimums and maximums. They can 
operate in settings with minimum guidelines, as in the case of the number of 
patients a physician needs to see a week in order to cover practice expenses. 
Or they may be maximums such as capacity limits as in the case of the 
number of clients an account manager can effectively serve. KPIs are used 
to determine whether the organization’s performance has changed over 
time, and, if so, at what rate and in which direction. In addition, KPIs are 
a convenient shortcut to identify problems, or to determine the impact of 
management decisions. However, as we will discuss in the next chapter, the 
existence of a colourfully presented and precise KPI does not necessarily 
mean that the underlying measures are relevant or based on good-quality 
data. In fact, not all KPIs are based on hard numbers, but may simply be a 
subjective judgement.
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Benchmarks

These are metrics that are tied to standards or best practices within the 
industry. Thus, ‘benchmarking’ is a method of systematically improving 
a company’s performance by measuring and comparing its performance 
against an organization that is considered to be the ‘best in class’. For exam-
ple in healthcare, there are industry data indicating ‘door to needle time’ for 
treating stroke victims. A hospital manager would want to acquire informa-
tion on door to needle time in the hospital’s emergency department in order 
to learn whether it should be improved. In general, benchmarking does not 
just involve the collection and comparison of benchmarks, but also further 
data analytics to identify the underlying cause of underperformance and 
actions for improvement. Benchmarks can be rich sources of information 
that can help managers determine how the organization measures up to 
others in the sector. In fields such as healthcare, benchmarking has been 
encouraged by setting national standards and by the publication of hospital 
performance metrics.

A caveat regarding benchmarks is warranted. You need to critically eval-
uate whether the benchmarked organization is truly ‘best’ on some criterion. 
Don’t confuse hype or publication relations with actual evidence of success. 
Copying what others do only makes sense if you know that what was done 
was effective and is likely to be appropriate in your context. The expression 
‘best practices’ implies that these practices are best for most organiza-
tions and that there is good evidence to support this claim: both claims are 
unlikely.

correlations and regressions

Two metrics are correlated when a change in the value of one metric leads 
to a change in the value of the other – a matter we detail in Chapter 9. 
For example, temperature and ice-cream sales are correlated: when the 
temperature increases, ice-cream sales go up as well. Regression concerns 
the prediction of an outcome metric from one predictor metric (simple 
regression) or several predictor metrics (multiple regression). For example, 
for every one-degree rise in temperature, about 1,200 more ice creams are 
sold on average.

Correlations and regressions are inferential measures. Whereas descrip-
tive measures such as operational data and KPIs provide rather basic 
information about the organization’s performance, inferential measures are 
produced by statistical calculations that allow us to infer trends, identify 
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cause-and-effect relationships and make predictions about organizational 
outcomes. However, as we will see in the next chapter, inferential measures 
can be misleading, and therefore require the highest degree of scrutiny.

Predictive models

A predictive model is a statistical model we use to make a prediction. The 
term, however, is subject to debate. Some use it in a generic sense to refer to 
any statistical model that is used to make predictions (such as  correlations 
and regressions), whereas in the realm of ‘big data’ it often refers to a model 
that uses complex algorithms derived from advanced data analytic tech-
niques based on artificial intelligence or machine learning. Predictive models 
are powerful tools in the decision-making process: they can identify driv-
ers and predictors for outcomes relevant to the organization. Although the 
possibilities of predictive models such as artificial intelligence and neural 
networks are exciting, all the usual principles of evidence-based manage-
ment apply: a predictive model is just another tool in your toolkit, and its 
use requires a critical mindset and attention to the quality of the evidence 
used to construct and populate the model.

the data-analytics myth

Articles on data analytics often refer to analytics in terms of machine 
learning, neural networking and artificial intelligence. These tools are 
useful but the real value in data analytics comes from simple statistical 
techniques that can be deployed by most managers. If you have access 
to Excel, you can work out correlations and regressions, and if you don’t 
know how to, there are some helpful short tutorials on YouTube. The 
analytical tools are important, but so is the mindset of evidence-based 
management – the attitude of ‘Hey, we don’t know the answer. Let’s get 
some data and find out!’9 

Note
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8.9  other considerations when  
acquiring data

The hype of the current era regarding data analytics and big data could 
give the impression that organizational data are always readily and cheaply 
available. This, however, is often not the case. In fact, many organizations 
struggle to manage and fully utilize their data. In addition, many data-
analytics projects in organizations have started with high expectations but 
failed to deliver on their promises, because fundamental issues in data usage 
were not considered. Some of these issues might include:

data protection/information security

There are many laws and regulations aimed at keeping employees’ sensitive 
information safe and the privacy of customers secure. These include the Data 
Protection Act (1998) in the United Kingdom, the General Data Protection 
Regulation (2016) in the European Union, and the Federal Information 
Security Management Act (2002) in the United States. We need to consider 
the impact of these laws when using organizational data. Multinational 
firms in particular may be impacted by different, sometimes conflicting, 
regulations. In some cases, this makes it difficult to use data from multiple 
locations. In other cases, we need to obscure some of the data (for exam-
ple, names and addresses of customers replaced with codes). Working with 
organizational data means negotiating the data protection rules. This means 
that as managers we need to think carefully about the type of organizational 
data we require (need to have) and what data we can exclude (nice to have) 
without reducing the value of the evidence we have in hand.

costs and benefits

Acquiring and analysing organizational data may come at a considerable 
price, so a thorough assessment of the expected costs and benefits is impor-
tant. Several large companies have invested millions of dollars in building 
data warehouses or implementing big data projects where the quality of the 
data fed into the systems was so weak the cost expended was unwarranted.

accessibility

While some organizational data may be captured and stored in an easily 
accessible central database, much is likely to be dispersed across the 
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organization, especially in large and complex companies. Acquiring data 
from multiple systems and locations may require a lot of time and effort. 
In addition, when we lack a common identifier, it will be very hard to link 
together data from different systems. For this reason, we often require assis-
tance from an internal IT department or an external data analytics expert.

Politics

Finally, internal politics sometimes stand in the way of successful use of 
organizational evidence. Even when we capture and store data in an acces-
sible database and have sufficient knowledge of data analytics we still 
may face challenges in using organizational evidence to support decision-
making. In fact, lack of executive sponsorship is consistently cited as the 
main reason data analytics projects fail. One of the reasons is that evidence-
based management sometimes challenges authority. It brings in evidence 
that may contradict the intuition and judgement of business leaders. For 
example, when the board has decided to move the company’s customer 
service operation overseas, and you want to test the hypothesis that profit-
ability has dropped due to a decrease in customer satisfaction, you should 
not be surprised if some managers object to gathering relevant evidence. As 
a data analyst once stated: ‘At day’s end, we depend on data and technology, 
but we live and die by politics.’10 Chapter 15 details ways of overcoming 
resistance to use of evidence.
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If you torture the data long enough, it will confess.

ronald coase

Scientists are well aware of the need to be sceptical. They acknowledge that 
research findings can be misleading, due both to methodological shortcom-
ings and problems with the underlying data. As a result, even well-respected, 
peer-reviewed journals sometimes publish flawed findings. In the realm of 
organizational evidence, the same fundamental problems arise, but practi-
tioners are often less sceptical, unaware of the need to critically appraise 
their organizational evidence.

The decision-making process in many organizations resembles a form 
of competitive storytelling, where organizational evidence plays a small 
supporting role in the face of arguments practitioners use to persuade each 
other. Uncritical use of organizational evidence can lead to unnecessary, and 
unconscious, organizational risks.

A key point of this chapter is that managers need to ask not only ‘What 
do the data say?’ but also to get in the habit of asking critical follow-up 
questions such as ‘Where do the data come from?’, ‘What kind of analy-
ses were conducted?’ and ‘How confident should we be in the findings?’1 
Hence, a fundamental step to improve the quality of decision-making in 
organizations is to learn how to gather relevant organizational evidence and 
critically appraise its quality.

09
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9.1 Barrier 1: absence of a logic model

Chapter 8 explained that using organizational evidence in the decision-
making process is not just about collecting and analysing data to identify 
interesting patterns. An evidence-based approach starts by asking questions 
like ‘What is the problem to be solved and what is the evidence for this 
problem?’ or ‘What is the preferred solution, and what is the evidence that 
this solution will be effective?’ Organizational data and information are 
important to answering the second part of these two questions – ‘what is the 
evidence for either the problem or the solution?’ To acquire evidence from 
the organization, we need to start by formulating a logic model.

A logic model (also referred to as a causal model or theory of change) 
spells out the process by which we expect underlying cause(s) to lead to a 
problem and produce certain organizational consequences. It is a graphic 
representation of the logical connections between inputs (resources, ante-
cedents), activities and processes (what is done to inputs), outputs and 
outcomes (immediate results and longer-term consequences). Think of a 

Before you start reading this chapter…

This chapter provides an overview of the most common barriers to 
overcome when using organizational evidence: data, facts and figures 
gathered from and about the organization. Gathering and analysing 
organizational evidence is similar to gathering and analysing scientific 
evidence. In fact, we argue that there is no fundamental difference 
between conducting scientific research and examining data gathered 
from your own organization. We must base both on the principles of the 
scientific method to ensure trustworthiness. Most of what is written in 
Chapter 7 on the critical appraisal of scientific research also applies to 
the critical appraisal of organizational evidence. As a result, issues of 
bias, statistical significance, practical relevance, effect size, confounders, 
reversed causation, moderators, mediators and the like should also be 
taken into account when evaluating the quality of organizational evidence. 
For this reason, we recommend reading Chapter 7 first before you read 
this chapter.

Note
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logic model as a short narrative explaining why or when a problem occurs 
and how this leads to a particular outcome. Logic models provide a way of 
conceptualizing problems and processes that allows more information and 
data points to be factored in to our thinking than is possible in unaided 
human judgement. Just as a day planner or agenda helps you keep in mind 
all the things to do in a day, a logic model helps you stay on top of the array 
of issues related to a particular problem, project or situation.

In Chapter 2 (ASK) we provided an example in which Marissa Mayer, 
former CEO of Yahoo, decided to eliminate all work-from-home arrange-
ments. This decision was based on her assumption that ‘speed and quality 
are often sacrificed when we work from home’. In this example, the logic 
model can be depicted as in Figure 9.1.

Such a logic model helps us determine which organizational data and 
information to collect and analyse. In this case, organizational evidence 
should be obtained to answer the following questions:

●● How many employees at Yahoo frequently work from home?

●● How does this number compare to the total number of employees at 
Yahoo? Is this substantial?

●● What is the average performance of employees who frequently work 
from home?

●● What is the average performance of comparable employees who don’t 
work from home?

●● Is there a difference in performance between these two groups?

●● If so, is the difference practically relevant?

●● If so, what is the impact of this difference on the total performance of 
Yahoo?

People who work at
home are often
distracted by all kinds
of domestic and
family issues

Thus the speed and 
quality of their work
are often sacrificed

The company as a
whole therefore
performs below the
average in the sector

This negatively affects
these employees’
performance

Yahoo has many
employees with a
work-from-home

arrangement

Figure 9.1 
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Formulating a logic model prevents a ‘fishing expedition’ in which a 
voluminous amount of data is captured and exhaustively analysed – an 
inappropriate practice that increases the chance of detecting non-existing 
relationships between the variables. A logic model helps to tie assump-
tions about problems (or preferred solutions) to ‘real’ tangible relationships 
linked by evidence.2

Military intelligence analyst Tyler Vigen demonstrates various kinds of 
spurious, non-existing correlations.3 On his site, you can find examples 
of bizarre, non-existent correlations, such as between the divorce rate 
in Maine and the per capita consumption of margarine (r = 0.99), and 
between the marriage rate in Kentucky and the number of people who 
drowned after falling out of a fishing boat (r = 0.95). Similar strong but 
spurious correlations are found when large sets of organizational data 
are exhaustively analysed, such as the nonsensical relationship between 
sales representatives’ shoe size and number of sales, or the relationship 
between a firm’s financial performance and its CEO’s handicap with 
the United States Golf Association. Without a logic model to guide our 
assessments and analysis, we are likely to identify other such meaningless 
relationships.

Example

9.2 Barrier 2: irrelevant data

In the previous chapter, we explained that organizational data are often 
presented as a metric – an indicator of the organization’s performance 
derived from a combination of two or more measures. Examples include 
financial ratios, daily occupancy rates, or average time per phone call. 
Metrics are an important input to management decisions, if what they meas-
ure is meaningful (for example, the turnover rate in a department’s staff or 
the production volume of a manufacturing company). Unfortunately, it is 
all too easy with modern technology to create an array of colourful metrics, 
giving a false impression of understanding. For example, the number of 
sightings of unicorns by members of the staff at a food-processing company 
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may provide insight into their mental health, but it is likely to be irrel-
evant to the company’s financial performance. Metrics are likely to be more 
relevant when you assess outcomes rather than activities. For example, 
evaluating what sales agents do in terms of type of activity and time spent 
can provide a valuable source of data for investigating productivity, but an 
even more useful metric is the number of actual sales per agent per week. 
Unfortunately, organizations are often tempted to create metrics from easily 
available data rather than make the effort to gather more relevant data that 
add real value to management decisions. Keep in mind that more metrics do 
not always equate with better understanding. Organizations can be better 
off with a small number of relevant and accurate metrics rather than a large 
number of fancy but irrelevant ones. Don’t collect organizational data just 
because it is easy to do so: distinguish between what is easily measured and 
what is relevant to measure.4 An important indicator of relevance is whether 
the data have a key place in your logic model.

In an effort to drive sales, an automobile manufacturer launched a 
marketing campaign to draw more customers to its showrooms and thus 
increase car sales. The campaign encouraging free test rides seemed a 
big success, substantially increasing customer visits. Indeed, the metric 
indicating the number of visits per day went up by 20 per cent. The number 
of sales, however, did not increase. Dealers offered the company an 
important explanation: ‘A lot more people are visiting the showroom, but 
most are 17- or 18-year-old boys, and they aren’t going to be buying.’ This 
example illustrates how you may get a good result on a misleading metric 
unrelated to the desired outcome.

Example

Other misleading or irrelevant metrics are those that are not actionable. For 
example, revenue is an important indicator of how a company is doing, but 
just knowing that revenue increased without knowing its possible cause is 
not very helpful – unless the metric indicates a significant change before and 
after a specific event or intervention, you lack essential information on how 
to sustain or amplify the result.
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9.3 Barrier 3: inaccurate data

Decades after the expression ‘garbage in, garbage out’ (GIGO) was 
coined, many companies still struggle with data accuracy. It is important 
to remember that data aren’t the same as facts. The metrics and KPIs 
presented in a management information system or business dashboard 
are numbers collected and recorded by people. These data may represent 
facts, but all kinds of biases and distortions can slip into them. By the 
time metrics and KPIs are reported to senior management they can take 
the form of authoritative-looking numeric data. However, even subjective 
opinions can be transformed into numbers, and as a result organizational 
data sometimes look more objective than they really are. An important 
question to ask is ‘How were the data collected, processed and reported?’ 
In most companies, organizational data will typically have gone through 
one or more of the following steps before being presented as metrics or 
KPIs.

collection

Organizational data first need to be collected – also referred to as ‘data 
capture’. Ideally, a person or an automated system collects data routinely. 
As a rule, the collection of direct/objective data (for example, production 
errors, staff turnover rate) is more likely to be accurate than that of indirect/
subjective data based on personal reports (for example, self-reported acci-
dents or perceived performance). In addition, the accuracy of self-reported 
data can be seriously harmed if data are collected after the actual activity 
being described. People lack 100 per cent recall, even after a short time 
delay.

Extraction

Ideally, data are extracted from the original source. The more steps the 
original source is from the final data capture system, the greater the risk of 
bias or inaccuracy. In addition, some methods of data extraction are more 
flawed than others. Copying data from an Excel spreadsheet into another 
application by hand will, for example, be less accurate than automatically 
extracting data directly into a database.
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aggregation

Organizational data may be captured and combined from multiple sources. 
Avoid combining organizational data of different types on the (invalid) 
assumption they are comparable (like comparing apples with oranges). For 
example, when a hospital collects data on patient treatments, it would make 
little sense to add together the treatments of a department that deals with 
minor injuries with one that performs open-heart surgery. The data of these 
departments are too different in terms of impact, cost, time taken and skills 
required.

conversion and (re)formatting

When data are captured from different sources, they must be converted into 
a standard format. The conversion process may involve splitting data apart 
in some fields, while combining data in other areas. Each stage of reformat-
ting, however, introduces the risk of error and distortion of the original data.

interpretation

Creation of metrics from raw data generally requires some form of inter-
pretation. For example, KPIs often take the form of ratings on a scale. This 
requires defining a norm or threshold; for example, what data should be 
scored as low or high or as 1 or 2 or 3? Interpretation is typically carried 
out by people. If their analyses are not based on clear rules and guidelines, 
then KPIs are prone to bias and may be inaccurate.

summarization

Large amounts of organizational data can be difficult to manage let alone 
interpret, so it makes sense that metrics and KPIs are often a summary of 
the data. However, summarization typically requires some degree of subjec-
tive interpretation (see above) and may involve losing valuable information.

While the steps described above are necessary to provide managers with 
an understandable set of metrics, the more steps the data go through the 
more likely they will be inaccurate. As a rule, inaccuracy increases wherever 
people are involved in any of these steps – due to human error, incentives 
to manipulate the data, or even a simple lack of understanding of the data.
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9.4  Barrier 4: Missing contextual 
information

Organizational data can be misleading without context. Consider the 
following statement made by a manager at a large bank: ‘My team is carry-
ing out 25 activities that other teams should be doing instead!’ The number 
25 was repeated meeting after meeting, until a project team was formed to 
migrate the activities. After one year’s effort, there had been little progress, 
because the activities were generally too complex and expensive to move. 
An additional question was then asked about the 25 activities: ‘How long 
do those activities take to complete in a typical month?’ To everybody’s 
surprise it turned out that most of the activities did not take place very often 
and on average only a few hours per month were spent on all of them.

Metrics and KPIs empty of important contextual information are 
surprisingly common. In the example above, looking only at the number 
of activities without considering total time spent leads to a considerable 
amount of money being spent on a project of little value. The same applies 
to organizations that use ‘headcount reduction’ as a metric for cost savings. 
For example, a cardiologist’s average base salary in the United States 
is US $550,000,5 whereas the annual salary of a nursing aide is only US 
$25,0006 so a headcount reduction of 10 per cent is a meaningless metric 
when information about the functions involved is missing. Other contextual 
information often missing is the average in the sector, setting or industry. A 
staff turnover rate of 200 per cent annually sounds pretty terrible, until we 
learn that the organization comprises fast food restaurants and the industry 
average is over 300 per cent. Widely used metrics such as absenteeism, staff 
turnover, job satisfaction, failure frequency, customer complaints and so on, 
are meaningless when we can’t compare them to the average in the sector.

Finally, another contextual factor that is often overlooked is size. 
Whenever organizational data in the form of a metric are presented, always 
ask yourself, ‘Is that a big number?’7

The annual records of a large multinational corporation show that over the 
past five years the company has spent US $2 million to provide subsidized 
childcare for 20,000 employees. Is US $2 million a big number? When 

Example
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9.5 Barrier 5: Measurement error

Most organizational data are measurements, that is, estimations of quanti-
ties such as an amount, volume or frequency of something. A measurement 
is typically expressed as a number of standard units, such as products sold, 
errors made or employees hired. Unfortunately, whenever something is 
measured, its score is likely to deviate somewhat from its true value. This 
deviation is referred to as measurement error.

Of course, we can measure some things more precisely than others. 
For example, the measurement of a company’s total revenue may be more 
precise than the measurement of its corporate reputation or employee 
morale. In addition, if we measure outcomes using different measurement 
methods, we will probably get different results. But even if we measure 
something perfectly, there always will be a measurement error. This is not 
necessarily a problem, especially when the measurement error is negligi-
ble. However, small measurement errors tend to be larger when the metric 
is a ‘difference score’: a score that is derived by subtracting one variable 
from another. A widely used difference score is profit: sales minus costs. 
As a rule, difference scores have a larger measurement error (and thus a 
lower reliability) when the two variables composing it are correlated. In 
other words, two variables (for example, sales and costs) measured with 
very little error can yield a difference score (for example, profit) with more 
measurement error.

you spread out this amount over five years and divide it by the number of 
employees, it equals only $20 per employee. Spread this amount across 52 
weeks of the year and it leaves 38 cents per week. Would you be able to 
find childcare for 38 cents a week?

The organizational data of a back office of a health insurance company 
indicates that every year more than 1,500 errors are being made, 
accounting for an annual loss of US $1.5 million. Is that a big number? 
Not when the total number of transactions is about 4.8 million per year, 
representing a total sum of US $46.5 billion. And certainly not when the 
average error rate in the sector is about 0.5 per cent.
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You should always be aware of measurement error in using organizational 
evidence. Error can seriously distort metrics and KPIs. Sound methods exist 
to adjust for measurement error, getting you closer to the true value.

9.6 Barrier 6: The small number problem

A notorious problem with organizational evidence is the small numbers 
problem. This problem stems from what is known in probability theory as 
the Law of the Large Numbers. This law states that the larger the sample 
size, the more accurate its predictions regarding characteristics of the whole 
population, and thus the less the sample value deviates on average from 
the population value. As a general principle, the average (mean) of a large 
sample of organizational data will be closer to the ‘true’ average of the total 
data than an average drawn from a small sample. Thus, when we use a small 
sample of organizational data, the metrics and KPIs based on that sample 
are most likely to deviate from the ‘true’ value. The small number problem 
often arises in three situations: 

1 When organizations compare units (for example, teams, departments or 
divisions) unequal in size. Smaller units are more likely to report data 
that deviate from the true value than larger units. For example, when the 
monthly average absentee rate of the total number of employees is 2.5 per 
cent, a small unit is more likely to yield an average with a greater devia-
tion from this 2.5 per cent than a large unit. This deviation has nothing 
to do with the employees’ health status or the quality of its management, 

The organizational data of a global entertainment company show that the 
annual profit over 2015 was US $986 million. This number was calculated 
by subtracting the annual costs from the total sales. Both sales and 
costs were measured quite reliably. Sales and costs, however, are highly 
correlated. Thus, although little measurement error exists in the sales and 
costs data, there may be a large measurement error in the profit metric. As 
a result, the reported profit could be substantially lower (or higher) than 
the actual profit.8

Example
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but results solely from the small number problem. The same is true, of 
course, for metrics such as daily occupancy rate, number of defects per 
1,000 products or average handle time per phone call. Metrics from 
smaller units will deviate more than those from larger units.

2 When organizations collect data from a sample rather than from the 
whole organization. This makes sense, as collecting data from the whole 
organization is often time-consuming and expensive. However, the 
smaller the sample, the greater the chance that the values measured devi-
ate from the true value. For example, if only a small sample of employees 
participates in a survey, the data derived from this sample will most likely 
deviate from the data derived from the total population.

3 When organizations have access only to a small sample of the total market 
population. For example, insights into customer behaviour based on the 
data drawn from an organization with a small market share are less likely 
to be representative of the whole market population than insights based 
on the data of customers of a global brand such as Nike, L’Oréal or 
Heinz.

A key approach for dealing with the small number problem is simply to be 
aware of it. In addition, the following four remedies also help: 

1 Sample from the whole population.

2 Aggregate internal data to achieve larger sample sizes.

3 Pool data from several firms (this occurs in many industries) to develop a 
larger data set.

4 Clearly state the sample size and report confidence intervals (see Barrier 10).

9.7  Barrier 7: Confusing percentages  
and averages

Percentages

We use percentages to express a proportion out of a total; for example, ‘67 
per cent of all employees are male’, or ‘the failure rate of a newly designed 
product is 0.5 per cent’. We also use percentages to express differences or 
degree of change – the absentee rate in a company has gone up by 5 per cent, 
for example. Change and differences, however, can be relative or absolute. 
An absolute change (increase or decrease) expresses the difference between 
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two comparable values, such as differences in products sold, total revenue 
or employees hired at two points in time. For example, when last year’s 
revenue was $5 million and this year’s revenue is $4 million, then this is an 
absolute difference of $1 million. Absolute change or differences are useful 
when the amount of change itself is relevant, regardless of the base value. 
For example, an increase of $1 million in revenue may be relevant regardless 
of whether that increase came from a large company with an annual finan-
cial turnover of $100 million or a small company making only $5 million a 
year. Relative change, on the other hand, expresses difference as a percent-
age of the base value. In the example above, for the $5 million company an 
increase of $1 million is 20 per cent, whereas for the $100 million company 
this is an increase of only 1 per cent. Although the absolute change is the 
same for both companies ($1 million), the relative change is very different 
(1 per cent versus 20 per cent).

For this reason, it is often assumed that relative change expressed as a 
percentage of the base value is a more accurate metric. As we demonstrate 
in the example below, however, this is not always the case.

A pharmaceutical company has tested a new, experimental drug for 
Parkinson’s disease. Compared with drugs currently prescribed, the 
new drug decreases symptoms such as tremors, limb stiffness, impaired 
balance and slow movement by 30 per cent. However, compared with the 
existing drugs, the mortality rate of patients taking the new drug (those 
dying because of serious side effects) has increased by 200 per cent. 
Would you decide to bring this new drug to the market?

Most people will be inclined to say no, because a 200 per cent mortality 
rate increase sounds pretty dramatic. However, this depends on the 
base value. If the mortality rate of the existing drugs is only 1 in 350,000 
patients (0.000003 per cent), a relative increase of 200 per cent means an 
absolute increase of only 2 in 350,000 patients (0.000006 per cent). In all, 
the new drug sounds like it has better outcomes, especially as a patient’s 
improvement in health would be substantial.

Example
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Whenever changes or differences are presented as percentages, we must 
make clear whether these differences are relative or absolute. Ideally, both 
types – including the number of standardized units they represent – should 
be reported.

Finally, make sure whether the data concern ‘per cents’ or ‘percentage 
points’. If the unemployment rate last year was 4.8 per cent and this year 
it is 6.0 per cent, is that an increase of 25 per cent? (6.0 – 4.8 = 1.2 and 
1.2/4.8 = 0.25, which equals 25 per cent). Or is it just an increase of 6.0 – 
4.8 = 1.2 per cent? We can use either, but to avoid confusion, the latter is 
referred to as a percentage point. In this case, the government would prob-
ably use 1.2 per cent, whereas the opposition would prefer 25 per cent. 
There is no rule here, so always ask about the underlying data.9

averages

Much of the organizational information used by companies is expressed 
as averages. Like percentages, averages look simple, but that simplicity is 
deceptive. In fact, there are three ways to calculate an average and each 
yields a different number. For this reason, we avoid the term average and use 
instead the more precise terms mean, median and mode. In some cases they 
are identical, but often not. In addition, when the word ‘average’ is used, this 
usually refers to the mean, but unfortunately not always.

Five people are sitting in a bar, each earning about $100,000 per year. Here 
are their earnings:

 Person 1: $96,000

 Person 2: $96,000

 Person 3: $99,000

 Person 4: $104,000

 Person 5: $105,000!list ends!]

The mean is calculated by simply adding all observations (for example, 
reports, metrics) and then dividing the outcome by the number of 
observations. Here the mean is exactly $100,000. The median is the middle 
number in a set of numbers. In this case, the median is $99,000. The mode 
is the most frequent number in a set. Here the mode is $96,000.

Five people are sitting in a bar, each earning about $100,000 per year. Here 
are their earnings:

 Person 1: $96,000

 Person 2: $96,000

 Person 3: $99,000

 Person 4: $104,000

 Person 5: $105,000

The mean is calculated by simply adding all observations (for example, 
reports, metrics) and then dividing the outcome by the number of 
observations. Here the mean is exactly $100,000. The median is the middle 
number in a set of numbers. In this case, the median is $99,000. The mode 
is the most frequent number in a set. Here the mode is $96,000.

Example
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In this example the mean, median and mode are more or less of the same 
value. This, however, is not always the case. For example, let’s assume Bill 
Gates walks into the bar (and his annual earnings are assumed to be US $1 
billion). The mean in our bar example has increased from $100,000 to more 
than $166 million. But the point of an average is to represent a whole pile 
of data with a single number. In the first example the mean is a good repre-
sentation of these five people’s annual incomes, but in the second example, 
when Bill Gates shows up, it is not, then we should use the mode or the 
median instead.

An average is by definition an inaccurate metric: it combines a large 
amount of data and represents it with one single number. As a result, aver-
ages tend to obscure the natural variance. Thus, whenever a metric represents 
an average, you should look for an indication of what the variance is, that is, 
how the numbers are spread out around the average.

standard deviation

To determine whether an average is a good metric to represent the data, 
statisticians have come up with the standard deviation, a measure that 
tells us how much the data deviates from the average. For example, when 
the mean age of all employees is 40 and the ‘standard deviation’ is 10, this 
tells us that the typical deviation from the mean is around 10 years. Now, 
here is a very useful rule of thumb: about 95 per cent of the data will be 
covered by two standard deviations plus or minus the average. Thus, in 
the example above, a standard deviation of 10 tells us that 95 per cent of 
the employees are between 20 years (40 minus two times 10) and 60 years 
old (40 plus two times 10). Likewise, when the mean age of all employees 
is 50 years and the standard deviation is 5, then 95 per cent are between 
40 and 60 years old, indicating that the company’s workforce is rather 
senior.

The standard deviation (often abbreviated SD) is also helpful in deter-
mining the size of a change or difference. If you take the percentage of 
change and divide it by the standard deviation, you get a good impression 
of its magnitude. In the social sciences, a change of 0.2 is usually considered 
a small difference, while 0.5 is considered a moderate difference, and 0.8 is 
a large difference.10
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9.8 Barrier 8: Misleading graphs

As explained in Chapter 8, there are many specialized tools available to 
present organizational data, such as ‘management information’ or ‘business 
intelligence’ systems. Most include advanced dashboards and visualization 
tools that present data in graphs, charts and appealing visualizations. When 
used appropriately, graphs such as pie charts, bar graphs and scatterplots 
help us to intuitively grasp complex data. Graphs, however, can be mislead-
ing. Below we provide some well-known examples.

Omitting the baseline

From the graph on the left in Figure 9.2, it looks as if the number of car 
sales has tripled in one year. This graph, however, is misleading because the 
baseline is missing: the vertical axis does not start at 0. The right-hand graph 
presents the same data, but here the vertical axis correctly starts at 0. This 
graph indicates that the increase in sales was rather small.

In the past four years, an Italian shoe factory has experienced multiple 
restructurings and downsizings, reducing its workforce from 800 to fewer 
than 500 factory workers. The HR Director believes that this has been 
very stressful for the workers, causing a dramatic productivity decline. 
He decides to introduce a stress-reduction programme, including on-site 
chair massage therapy, a technique successfully used at AT&T, Apple and 
Google. A few months after the programme is introduced, organizational 
data indicate productivity has gone up: the workers’ average (mean) 
productivity has increased by 5 per cent from 200 shoes to 210 shoes per 
day, with a standard deviation of 7. A 5 per cent change equals 5/7 = 0.7 
standard deviation, so this suggests that the programme may have had a 
large impact.

Example
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Manipulated axis

Although the vertical scale in the left-hand graph of Figure 9.3 correctly 
starts at the baseline (0), it does not go up in equal steps. This distorts the 
graph (as you can see in the right-hand graph using equal steps) and makes it 
look as if the highest turnover was in Q1 and Q2, rather than Q3 and Q4. In 
addition, it is not clear what the numbers on the vertical scale (0 to 16) mean.
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the numbers don’t add up

The pie chart in Figure 9.4 measures the survival rate of technology start-
ups. Note its categories are mutually exclusive and its percentages should 
add up to 100 per cent, not 130 per cent.

cherry-picking

The graph on the left in Figure 9.5 shows that between 2000 and 2008 
the average housing prices have been steadily growing from 200k to 300k. 
As you can see in the graph on the right, this increase can be visualized 
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more dramatically by extending the x-axis into those years where no data 
are available. As a result, the slope of the curve increases, suggesting that 
the prices have gone up faster than they really have. In addition, a dotted 
trend line is added, suggesting that prices will keep growing for the coming 
decades. Note that the dotted line starts at 2008, the year that the housing 
market collapsed.

cumulative versus interval data

Instead of plotting data for separate time intervals, sometimes cumulative 
data are presented. For example, the number of sales can be visualized for 
each month, quarter or year separately, but it is also possible to present 
them as cumulative sales per month, quarter or year – that is, total sales 
to date. When the cumulative sales are presented in a graph, each single 
sale makes the graph’s line go up. This is particularly convenient when the 
total number of sales is decreasing. This is exactly what Apple’s CEO Tim 
Cook did during a presentation on iPhone sales in 2013.11 In Figure 9.6 
you can see that the graph suggests that the iPhone sales are still increasing. 
However, by plotting cumulative sales instead of quarterly sales, Apple hid 

 2013 The Verge, Vox Media Inc

Figure 9.6 
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the fact that iPhone sales were actually declining.12 If you look carefully at 
the graph, you can see that after 2013 the line is going up less steeply, indi-
cating a decrease in sales.

9.9  Barrier 9: Correlations and  
regressions – overfitting the data

In Chapter 7 we explained that two metrics are correlated when a change 
in the value of one metric leads to a change in the value of the other. 
For example, temperature and ice-cream sales are correlated; when the 
temperature increases, ice-cream sales go up as well. Regression involves 
the prediction of an outcome metric from one predictor metric (simple 
regression) or several predictor metrics (multiple regression). For example, 
for every one-degree rise in temperature, about 1,200 more ice creams are 
sold on average.

Correlations and regressions are inferential measures. Whereas descrip-
tive measures such as operational data and KPIs provide basic information, 
correlations and regressions allow us to infer trends, identify relationships 
and make predictions about organizational outcomes. However, correla-
tions and regressions can be misleading, and therefore require the same 
scrutiny as percentages and averages.

correlation coefficients

A correlation coefficient is a numerical index that reflects the strength of 
the relationship between two variables. There are different types of correla-
tion coefficient, depending on the type of variables we are measuring, but 
they all have a value that ranges between -1 and +1. A correlation of r = 
0.10 is considered a weak relationship, whereas a correlation of r = 0.60 
is regarded as a strong one. A correlation coefficient can be influenced by 
several factors, including outliers, that is, the normal range of values in a 
dataset. In the example used in the section on averages, Bill Gates’ annual 
earnings of US $1 billion are an outlier, as the other five people earn much 
less than this, about $100,000. We always recommend checking the ‘scatter 
plot’ (Figure 9.7), a graph that shows the relationship between two metrics 
and helps identify outliers.
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r-squared: variance explained

To get a better idea of how strongly two metrics are correlated, we can 
take a look at the r2 (pronounced ‘r-squared’). The r2 indicates the extent 
variation or differences in one metric can be explained by a variation or 
differences in a second metric. The r2 is expressed as a percentage and can 
easily be calculated by squaring the correlation coefficient. For example, if 
the organizational data show that the correlation between customer satis-
faction and sales performance is r = 0.5, then the r2 is 0.25, indicating that 
25 per cent of the variation in sales (increase or decrease) might be explained 
by differences in customer satisfaction.

Range restriction

Another aspect to consider when judging correlations is range restriction. 
Range restriction occurs when a metric in a dataset has a more limited range 
(minimum and/or maximum value) than it has in the whole population. 
As a result, the correlation between that metric and another metric can be 
constrained.

outliers
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A Midwestern branch of a US trading company analysed its organizational 
data to see whether some factors strongly correlated with the 
performance of sales agents. It gathered the data of the top 20 per cent 

Example
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of sales agents based on their monthly sales performance. The assumption 
was that both age and years of experience were important factors. When 
they analysed the data, however, they found only small correlations. After 
some months, however, it became clear that the company’s Northeastern 
branch had conducted the same analysis, but found that the correlation 
with sales performance was 0.36 for age and 0.55 for years of experience. 
When the data analysts of the two branches examined this remarkable 
difference, they discovered that the Northeastern branch had included 
the data of all sales agents rather than only the top 20 per cent. It was 
therefore concluded that the low correlations of the Midwestern branch 
were due to range restriction. This means that the Midwestern branch 
used only one part of the sales data (the high end of the distribution), 
reducing the possibility of observing a relationship between sales agent 
characteristics and their performance.

Range restriction can occur because the dataset comprises a subset of the 
total data (as in the example above), but also because the organization itself 
is a subset. For example, in the general population the correlation between 
General Mental Ability (otherwise known as ‘IQ’) and performance is about 
0.6.13 In a prestigious law firm that recruits only lawyers with a degree 
from Stanford, however, this correlation will likely be closer to zero. This is 
because their lawyers’ IQ is probably on the high side, perhaps between 125 
and 140, whereas the IQ of the general population ranges from 70 to 130.

Regression coefficients

A regression coefficient tells you how much the outcome metric is expected 
to increase (if the coefficient is positive) or decrease (if the coefficient is nega-
tive) when the predictor metric increases by one unit. There are two types 
of regression coefficient: unstandardized and standardized. An unstandard-
ized coefficient concerns predictor and outcome metrics that represent ‘real’ 
units (for example, sales per month, points on a job satisfaction scale or 
numbers of errors). In that case, the coefficient is noted as ‘b’. For exam-
ple, when a predictor metric temperature is regressed on the number of 
ice creams sold, a regression coefficient of b = 8.3 means that for every 
one-degree rise in temperature, 8.3 more ice creams are sold on average. 
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A standardized coefficient involves predictor and outcome metrics expressed 
in standard deviations. In that case, the coefficient is noted as β (pronounced 
as beta). Betas provide information about the effect of the predictor metric 
on the outcome metric. As explained in Chapter 7, in the case of a simple 
regression a β of 0.10 is considered a small effect, whereas a β of 0.60 is 
considered a large effect. In the case of a multiple regression the thresh-
olds are slightly higher (β = 0.20 is considered small, β = 0.80 is considered 
large). Both b and β provide important information: the b tells us how much 
exactly the predictor metric is expected to change, whereas the beta (which 
expresses that change in standard units) informs us whether that change is 
considered small, moderate or large. For this reason, both unstandardized 
(b) and standardized (β) regression coefficients should be reported.

Multiple regression tells you how the outcome metric is expected to 
increase (or decrease) when several predictors are considered at the same 
time. The logic used to determine the factors that contribute to a particu-
lar outcome metric can provide insight into which predictors to use. For 
example, a logic model specifying how new car sales are driven by a) adver-
tising to appropriate market segments (for example, drivers who are not 
teenage boys), b) sales agent skills, and c) other predictors (for example, 
discounts, special offers), can be used to run a multiple regression analysis 
to test whether its predictions are supported.

Multiple R-squared: goodness of fit

There are a lot of factors that should be examined when critically apprais-
ing a regression, such as variable types, multicollinearity, distribution and 
linearity. Unfortunately, it is not possible to address all these aspects in this 
book.14 In addition, it is always recommended to check the ‘residual plot’, a 
graph that shows if (and how) the observed (true) values in a dataset differ 
from the values as predicted by the regression. This is also referred to as 
‘goodness of fit’. Figures 9.8 and 9.9 are two examples of a residual plot. 
The dots represent the observed values, and the line represents the values 
as predicted by the regression equation. As you can see the observed values 
in the Figure 9.8 plot are closer to the regression line than those in the 
Figure 9.9 plot, indicating a better goodness of fit.

Unfortunately, a residual plot is often not available. In that case, we can 
use the multiple R-squared instead. (Note that this indicator is different from 
the r-squared above, which involves squaring a correlation  coefficient to find 
out how much covariation exists between two metrics. That is why we use 
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a lower-case r for the variance explained and a capital R for the goodness 
of fit). In a regression analysis, the R2 tells us how close the observed data 
are to the regression line. Put differently, it is the percentage of the outcome 
metric that, based on the regression coefficient, is predicted by the predictor 
metric. For example, when the unstandardized regression coefficient b for 
customer satisfaction and the number of sales is 30.2, this indicates that for 
one point of improvement in the level of customer satisfaction, on average 
30.2 more products are sold. However, when the R2 is only 0.18, this means 
that the level of customer satisfaction can predict only 18 per cent of the 
number of sales.
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9.10 Barrier 10: Wide confidence intervals

In Chapter 7 we explained that effect sizes such as correlation and regres-
sion coefficients differ across samples, meaning that they are only an 
estimate of the ‘true’ effect size. The same is true of estimates such as 
percentages, averages and the R-squared. This means that whenever a 
sample or subgroup of the total population (or whole dataset) is used, 
we need to know how precise the estimate is. We can determine the preci-
sion of a percentage, mean, b, β, R2 or any other estimate by looking at 
its confidence interval. A confidence interval provides the upper and lower 
boundaries between which we expect – usually with 95 per cent confi-
dence – the true value to fall. A confidence interval is stated as ‘95% CI’. 
If the 95% CI is fairly narrow, then the estimated value is a precise reflec-
tion of the ‘true’ value. A 95% CI is considered too wide if the decision 
you would make based on the value of the lower boundary of the interval 
would be different from the decision you would make based on the value 
of the upper one.

A British car insurance company routinely measures the satisfaction of 
its clients. In the last annual quarter, the level of customer satisfaction 
dropped from 7.5 to 7.0 on a 10-point scale. Because customer satisfaction 
has been shown to be a good predictor for the number of sales (R 2 = 0.62), 
the sales director feels that action should be taken. The HR director, 
however, points out that the customer satisfaction metric is based only 
on a sample of the company’s total number of clients, so he asks the 
company’s data analyst to calculate a confidence interval. This 95% CI 
turns out to be between 6.2 and 7.8, meaning that there is 95 per cent 
confidence that the true level of customer satisfaction falls somewhere 
between these two values. Both the sales director and the HR director 
consider this confidence interval to be too wide, and therefore decide to 
take no further action at this point. In effect, it is possible that customer 
satisfaction remains at least as high as last quarter.

Example
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As the example above illustrates, it is important that whenever a percentage, 
average, coefficient or any point estimate is provided, you always check (or 
ask for) the confidence interval.

9.11  artificial intelligence, machine learning 
and artificial neural networks

As explained in the previous chapter, big data refers to extensive, diverse 
and rapidly changing datasets. Walmart, for instance, processes more than 
a million transactions per hour.15 Such data are on a scale quite different 
from what most analysts are used to. For this reason, new data analytics 
techniques have emerged, using machine learning and artificial neural 
networks. Most of these techniques are based on the principle of artificial 
intelligence (AI). There are many definitions of AI, but in general it means 
a program using data to build a model of some aspect of the world. This 
model is then used to make informed decisions and predictions about 
future events.16 Machine learning is an application of AI that enables 
computer systems to automatically learn, adapt and improve from 
experience (predict, test and revise) and pattern recognition – without 
being explicitly programmed by a human being. The underlying principle 
of artificial neural networks is similar, but in this case learning occurs 
from web-like connections among a large number of small processor units. 
These techniques mimic the way humans learn, by refining the algorithms 
used to autonomously observe and analyse data.

Most organizations, however, do not have big data – they don’t need 
to analyse 100+ terabytes of heterogeneous data per day in real-time, and 
thus ‘conventional’ statistical techniques suffice. In addition, big data and AI 
technology raise serious social, ethical and political concerns. For example, 
the output of big data and AI techniques is based on extremely complex 
mathematical algorithms, often protected by copyright, and thus function 
as a black box. Moreover, in some cases, even the developers themselves 
don’t know exactly how their techniques work. As a result, algorithms can 
have hidden biases, inadvertently introducing gender or racial biases into 
the decision-making process. At the same time, big data and AI can be very 
helpful. Yet, there is the danger of being blinded by the glamour of these new 
fields, failing to recognize their limitations. Critical appraisal and attention 
to data quality are as important to both big data and small.
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9.12  organizational evidence: Quality 
versus purpose

A last word on organizational evidence, the raw data that comprise it and 
the issue of quality: the applications of organizational data and the people 
who apply them are very diverse. For example, data can be gathered by 
the government to assess regulatory compliance; by senior executives to 
make strategic decisions; by supervisors to make operational decisions; or 
they can be used to identify problems that require immediate attention (for 
example, equipment breakdown, security breach). The quality of data in 
terms of reliability and validity will vary depending on their use and the 
people who use them. Regulatory use, for example, is subject to the highest 
quality standards because such data are used to evaluate compliance with 
legal requirements. Data alerting us to a possible problem, however, require 
a different standard – such data first and foremost need to be timely, so we 
accept that they are biased towards false positives – finding a relationship 
between data when none really exists. For example, a hypersensitive smoke 
detector – triggering sometimes a false alarm – is preferable to one that 
requires a huge fire before sounding. In the middle of the quality spectrum 
are data used for strategic and tactical decisions. The people who use such 
data may differ as to how valid and reliable they think the data should be. 
When critically appraising organizational data, we must keep in mind that 
they are used by different kinds of people for different kinds of decisions 
requiring different kinds of quality. Consulting additional evidence sources 
(for example, subject matter experts, relevant stakeholders) helps you to 
determine what level of data quality you need, and thus the extent to which 
you need to scrutinize the data. As explained in Chapter 1, evidence-based 
management is about critically appraised evidence from multiple sources. 
Thus, organizational data, big or small, should not be the sole sources of 
evidence in any decision-making process.
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9.13  Checklist

table 9.1

Yes No Unclear

1. Is the collection of organizational data based 
on a logic model?

2. Are the data relevant to the organization’s  
decision-making processes?

3.  Are the data accurate?
Consider:
– How were the data captured?
– How were the data processed?
– Were the interpretation and summary of the data 
based on clear rules and guidelines?
– How often were people involved in these steps?

4. Are the data’s context taken into account?

5. How reliable are the data – could there be a 
measurement error?
Consider:
– Are the data based on direct/objective outcome 
measures or indirect/subjective measures?
– Are the reported measures a difference score?

6. Is the data set sufficiently large enough to prevent 
the small number problem from occurring?

7.  When a change or difference in the form of a 
percentage is presented, is it clear whether this 
involves a relative change or an absolute change?

8. When an average (mean, median, mode) is 
presented, is it clear what the variance is – is the 
standard deviation reported?

9.  When a graph is presented, could it be misleading?
Consider:
– Is there a baseline?
– Do the units on the axes represent equal steps?
– Do the numbers add up?
– Does the graph present missing data?
– Does the graph present cumulative or interval data?

10. When a correlation or regression coefficient is 
presented, is it accurate?
Consider: outliers, R2, range restriction.
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Yes No Unclear

11. When a regression coefficient is presented, does 
the regression model fit the data?
Consider: R2.

12. When estimates are presented (frequencies, 
ratios, proportions, averages, percentages, difference 
scores, correlation or regression coefficients, etc), 
are confidence intervals provided? If so, are they 
sufficiently small?

table 9.1 (Continued)

Notes and references

 1 McAfee, A, Brynjolfsson, E and Davenport, TH (2012) Big data: The manage-
ment revolution, Harvard Business Review, 90 (10), pp 60–8

 2 Calude, CS and Longo, G (2017) The deluge of spurious correlations in big 
data, Foundations of Science, 22 (3), pp 595–612

 3 See www.tylervigen.com/spurious-correlations

 4 Herrmann, DS (2007) Complete Guide to Security and Privacy Metrics: 

Measuring regulatory compliance, operational resilience, and ROI, Auerbach 
Publishers

 5 Merritt Hawkins & Associates (2012) Review of Physician Recruiting 
Incentives

 6 Bureau of Labor Statistics (2012) National Compensation Survey

 7 Blastland, M and Dilnot, AW (2008) The Tiger That Isn’t: Seeing through a 

world of numbers, Profile Books, London

 8 This example is adapted from Donaldson, L (2012) Evidence-based manage-
ment (EBMgt) using organizational facts, in The Oxford Handbook of 

Evidence-Based Management, ed DM Rousseau, Oxford University Press, 
Oxford

 9 This latter example is adopted from Hans van Maanen, a Dutch science jour-
nalist who is the author of the chapter ‘Understanding statistics’ for the WFSJ 
Online Course in Science Journalism (www.wfsj.org/course/en/)

10 As explained in Chapter 7, according to Cohen’s rule of thumb a ‘small’ effect 
is one that is only visible through careful examination. A ‘medium’ effect, 
however, is one that is ‘visible to the naked eye of the careful observer’. Finally, 
a ‘large’ effect is one that anybody can easily see because it is substantial

http://www.tylervigen.com/spurious-correlations
http://www.wfsj.org/course/en/
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11 Levitin, D (2016) A Field Guide to Lies and Statistics: A neuroscientist on how 

to make sense of a complex world, Penguin, UK

12 Blodget, H (2013) These Two Charts Show Why Apple’s Stock Price Is 
Collapsing, Business Insider, 24 April [Online] http://www.businessinsider.
com/two-charts-show-why-apple-stock-dropped-2013-4

13 Schmidt, FL and Hunter, JE (1998) The validity and utility of selection meth-
ods in personnel psychology: Practical and theoretical implications of 85 years 
of research findings, Psychological Bulletin, 124 (2), pp 262–74

14 For a detailed discussion of aspects that determine the validity and reliabil-
ity of a regression analysis we recommend Andy Field’s book Discovering 

Statistics Using IBM SPSS (Sage, 2013)

15 Marr, B (2017) Really Big Data At Walmart: Real-time insights from their 40+ 
petabyte data cloud, Forbes, 23 January [Online] https://www.forbes.com/sites/
bernardmarr/2017/01/23/really-big-data-at-walmart-real-time-insights-from-
their-40-petabyte-data-cloud/#509055a56c10

16 Sample, I (2017) It’s Able to Create Knowledge Itself: Google 
unveils AI that learns on its own, The Guardian, 18 October 
[Online] https://www.theguardian.com/science/2017/oct/18/
its-able-to-create-knowledge-itself-google-unveils-ai-learns-all-on-its-own

http://www.businessinsider.com/two-charts-show-why-apple-stock-dropped-2013-4
http://www.businessinsider.com/two-charts-show-why-apple-stock-dropped-2013-4
http://https://www.forbes.com/sites/bernardmarr/2017/01/23/really-big-data-at-walmart-real-time-insights-from-their-40-petabyte-data-cloud/#509055a56c10
http://https://www.forbes.com/sites/bernardmarr/2017/01/23/really-big-data-at-walmart-real-time-insights-from-their-40-petabyte-data-cloud/#509055a56c10
http://https://www.forbes.com/sites/bernardmarr/2017/01/23/really-big-data-at-walmart-real-time-insights-from-their-40-petabyte-data-cloud/#509055a56c10
http://https://www.theguardian.com/science/2017/oct/18/its-able-to-create-knowledge-itself-google-unveils-ai-learns-all-on-its-own
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10aCQUire:  
evidence from 
stakeholders

Ethical decisions ensure that everyone’s best interests are protected.

When in doubt, don’t.

harvey mackay

Consider these two real-life examples:

In October 2016, KLM – a Dutch airline company – decided to assign 
one fewer flight attendant in economy class on 40 per cent of its long-haul 
flights. According to KLM’s management, the change would produce a 
productivity gain of 4 per cent while having minimum impact on customers. 
KLM’s flight attendants, however, strongly felt that reducing the number of 
crew members would increase their workload considerably, creating prob-
lems with customer service. KLM’s crew members announced a 24-hour 
strike, which would cost the company more than US $10 million. After flight 
attendants and the airline reached an agreement, the strike was called off. 
KLM’s management granted flight attendants a 3.5 per cent salary increase, 
and cancelled the reduction in staff on long-haul flights.1

In September 2017, Uber – a global taxi company from the United States – 
was stripped of its London licence, dealing a serious blow to one of Silicon 
Valley’s fastest rising companies. Uber’s licence was rejected on the basis that 
the firm lacked corporate responsibility. Especially in London, Uber faced 
serious criticism from unions, lawmakers and cab drivers over its working 
conditions. London mayor, Sadiq Khan, backed the decision, saying ‘… all 
companies in London must play by the rules and adhere to the high stand-
ards we expect’. Uber’s chief executive, Dara Khosrowshahi, said that he 
disagreed with the decision because it was based on past behaviour.2

We define stakeholders as people (individuals or groups) whose inter-
ests affect or are affected by an organization’s decision and its outcomes. 
Stakeholders can be inside the organization as in the case of employees 
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facing downsizing and restructuring or IT staff responsible for implementing 
a new online purchasing system. Stakeholders also can come from outside 
the organization as in the case of equipment suppliers subject to a firm’s new 
requirements on energy use, or the neighbours of a manufacturing plant that 
cuts back on the frequency of garbage pickup. Given their potential connec-
tion to a decision’s consequences, stakeholder interests, values and concerns 
are essential considerations when making organizational decisions, making 
them an important source of evidence.

In the context of organizational or managerial decisions, evidence from 
stakeholders pertains to both practical and ethical considerations. Practical 
considerations arise from the effect, appropriateness or fairness of a decision 
in the eyes of its stakeholders. The impact a decision has on stakeholders, 
whether objective or perceived, can affect their willingness to accept (or 
support) that decision. In the example of KLM, the cabin crew – an impor-
tant and powerful group of stakeholders – perceived the company’s decision 
to reduce the number of flight attendants as considerably increasing their 
workload, and as harmful to passengers. As a result, the company’s deci-
sion wasn’t implemented. Evidence from stakeholders, however, can also 
address ethical considerations, particularly in terms of the distribution of 
harms a decision generates relative to its potential benefits. In the exam-
ple of Uber, many people perceived the company’s business strategy and 
market practices as disproportionately harmful to competitors. As a result, 
policymakers and regulators – powerful external  stakeholders – regarded 
the company’s practices as unethical, demonstrating a lack of corporate 
responsibility.

In this chapter, we will explain how to identify a company’s most relevant 
stakeholders. We also discuss methods for exploring stakeholder interests 
and concerns, and describe how paying attention to both practical and ethi-
cal aspects of the decision process can improve the quality of your decisions. 
Before we start, however, we must dedicate a few words to the difference 
between stakeholder evidence and other sources of evidence.

10.1  Not all evidence from stakeholders 
is stakeholder evidence

Not all evidence from stakeholders is stakeholder evidence. Sometimes 
evidence from stakeholders actually represents organizational data or prac-
titioner judgement. Consider, for example, the case where the distribution 
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centre of a large food retailer experiences high error rates. Senior manage-
ment suggests that introducing Lean Management practices would optimize 
the centre’s operational processes and thus reduce errors. Consultation with 
the centre’s staff, however, suggests this change wouldn’t have the intended 
effect: staff perceive the problem as the result of recently hired low-skilled 
employees rather than inefficient processes. They point to the increase in 
error rates over the past year, coinciding with a cost-cutting programme 
prohibiting the hiring of more skilled (ie more expensive) employees. In 
this example, the various kinds of information staff might provide represent 
different kinds of evidence. First, the staff can provide stakeholder evidence 
(that is, how their interests might be affected by senior management’s deci-
sion), which might be that their preferred way of working may change if 
Lean Management is introduced. Second, staff can provide organizational 
evidence in the form of information regarding objectifiable facts related 
to the assumed problem (high error rates due to low-skilled employees) 
and the likely effectiveness of the proposed solution (Lean Management 
practices). Now consider the evidence from the stakeholders in the KLM 
example. In this case, the stakeholders strongly felt that the decision would 
have a negative effect on their perceived workload. The same counts for the 
policymakers and regulators in the Uber example: they perceived Uber’s 
practices as conflicting with the city’s ethics and values. In all these cases, 
the evidence from stakeholders concerns subjective feelings and perceptions 
that cannot be considered as objectifiable facts regarding an assumed prob-
lem or proposed solution.3 Such information is, however, relevant to the 
decision and constitutes stakeholder evidence.

Why is this distinction important?

With practitioner, organizational and scientific evidence, the key issue in 
critical appraisal is whether we can trust the evidence. As explained through-
out the book, we should always critically appraise the evidence. We ask 
questions about how the organizational data were collected or the outcome 
measured, whether practitioners consulted had sufficient experience and the 
quality of the feedback they received, if the scientific evidence came from a 
study using a control group and had a large enough sample and so on. In 
contrast, stakeholder evidence involves subjective feelings and perceptions – 
so reliability and validity is not the major issue. Critical appraisal instead 
focuses on whether stakeholder evidence accurately represents the feelings 
and perceptions of all stakeholders in that group. A key idea is that the type 
of evidence determines how the evidence is critically appraised. As we will 
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see in Chapter 11, when we are dealing with stakeholder evidence, repre-
sentativeness is a major indicator of its quality.

10.2 Types of stakeholders

Stakeholders take a variety of forms. As a result, there are many ways 
of classifying stakeholders. The most common distinction is probably 
between internal stakeholders (for example, employees, managers and 
board members), connected stakeholders (for example, customers, suppli-
ers, distributors, financiers and shareholders) and external stakeholders 
(for example, regulators, government, professional bodies, local communi-
ties and the society at large). Another relevant distinction is that between 
direct versus indirect stakeholders, reflecting whether a decision has a 
direct impact on the stakeholder’s interests or an indirect impact through 
the actions of other stakeholder groups. For example, a call centre agent 
working for a retail company that decides to open up all stores one hour 
later on workdays is not directly affected by this decision, but he or she 
may be confronted by customers who are. This makes the agent an indirect 
internal stakeholder and the customer a direct external stakeholder. Another 
distinction is that between primary and secondary stakeholders, which is 
based on the company’s responsibility towards the stakeholder. For exam-
ple, current employees, customers and suppliers are primary stakeholders, 
whereas future employees, regulators and the local community are second-
ary stakeholders.

Mapping stakeholders related to a decision or problem

A stakeholder map is a useful tool to overcome the decision maker’s biased 
consideration of a decision’s implications for other people. This map illus-
trates the potential array of stakeholders related to a specific decision. 
Because decision makers often differ in their views of whom these stake-
holders might be, it helps to make stakeholder mapping a public process 
and seek advice from experienced practitioners in doing so. Figure 10.1 is a 
map to identify stakeholder groups affected by a decision. Note that a stake-
holder’s position on the map (for example, direct versus indirect) depends 
on the decision being made. When a decision changes, so may the position 
of the stakeholder(s).4
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Organizational decisions often have lots of stakeholders, both inside and 
outside the organization. In some situations, this may lead to ‘information 
avoidance’ – the tendency for decision makers to avoid paying attention 
to stakeholder groups for whom less information is available. In addition, 
some stakeholders may be ‘out of sight’ and not come to mind initially, 
particularly when a decision has indirect or long-term effects. Awareness 
and concern for possible effects on stakeholders (or lack thereof) is a focus 
of much debate regarding corporate social responsibility.5

10.3  Who are the most relevant 
stakeholders?

After mapping all stakeholders for a decision, the next step is to determine 
the most relevant. A stakeholder’s relevance is determined by two variables: 
the extent to which the stakeholder’s interests are affected by the decision 
(harms and benefits), and the extent to which the stakeholder can affect the 
decision (power to influence).

Impact of
the decision
on them

Direct

Indirect

External

Connected

Internal

Primary Secondary

Responsibility of
the organization
towards them

Figure 10.1 
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Harms and benefits

Harms and benefits can differ considerably across stakeholders. For exam-
ple, some managers, employees and shareholders may benefit from a 
decision to close a line of business while certain customers and suppliers 
may be harmed. The key idea is that some stakeholder groups may experi-
ence gains and benefits from an organizational decision while others bear 
more costs and harms. In general, the more a stakeholder group stands to 
benefit or lose by a decision, the stronger their interest in the decision tends 
to be. When identifying stakeholders’ interests, keep in mind that the focus 
is on their perception of harms and benefits, not whether these harms and 
benefits will actually occur. Finally, the more costs and harms stakeholders 
perceive, the more likely they may seek to influence the decision-making 
process. Nonetheless, stakeholders whose interests are affected by a decision 
may be unaware of it or otherwise unable to exert influence over it. Some 
stakeholders may only surface relative to a decision after it has been made. 
Nonetheless, the ultimate quality of the decision may be affected by how all 
stakeholders are affected by it.

Power to influence

Whether stakeholders can exert influence over a decision depends on the 
power they can exercise. This power can derive either from the stakehold-
ers’ authority and position within the organization or their ability to entice/
convince/persuade others with power to influence the decision-making 
process. In either case, the more power stakeholders have, the better they 
will be able to positively or negatively affect the decision.

In general, stakeholders with a high level of interest and power can be 
considered particularly relevant stakeholders. As illustrated in Figure 10.2, 
you can assess stakeholders’ relevance by mapping their level of power and 
interest.

Ethical considerations

As we explained in the introduction of this chapter, evidence from stakehold-
ers can address both practical and ethical considerations in organizational 
or managerial decisions. Practical considerations arise from stakeholders’ 
level of power and interest, indicative of the effect they may have on the 
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decision process itself. Ethical considerations arise from the distribution of a 
decision’s potential harms relative to its benefits. In Figure 10.2, stakehold-
ers with high interests but little influence are often considered by decision 
makers to be less relevant to those with high influence. From an ethical 
perspective, however, this is problematic.
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Figure 10.2

Between 2005 and 2007, Goldman Sachs, one of the most prestigious 
financial firms in the world, sold its clients so-called mortgage-backed 
securities (MBSes), a type of investment that is secured by a mortgage – 
allowing its clients to benefit from the booming housing market, without 
having to buy an actual house. In 2006 however, home prices began to 
slide and an increasing number of homeowners struggled to pay their 
monthly mortgage. As a result, the value of MBSes declined, and the 
bank’s clients were likely to lose their investment. However, despite these 
worrying signs, Goldman Sachs did not alert the 200,000 clients who had 

Example
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As a rule, regardless of whether they have the power to influence the 
 decision-making process, its implementation or outcome, when stake-
holders’ interests are affected by a decision, we consider them relevant. In 
Chapter 13, we will discuss how you can account for ethical aspects when 
incorporating stakeholder evidence into the decision-making process.

10.4 Whom to ask?

We have explained how to identify stakeholder groups pertaining to a 
decision and how to determine the most relevant stakeholders – using the 
stakeholder map (Figure 10.1) and the power/interest diagram (Figure 10.2). 
However, to fill out the map and diagram, we need to answer these ques-
tions first:

●● Who could affect this decision, its implementation or its outcome?

– What are their interests and concerns?

– What are their feelings and perceptions of this decision?

– How much influence do they have?

– Do they have legal rights to participate in this decision?

– How could they affect the decision?

– Do they have the power to block the decision or impede its 
implementation?

●● Who could be affected by this decision?

– What are their interests and concerns?

– What are their feelings and perceptions of this decision?

bought MBSes; instead they secretly made a bet that the clients would 
lose their money.6, 7 As a result, the bank made a profit of billions of dollars. 
Although the bank stated that they were simply following normal business 
practices and did nothing illegal, their decision to put corporate profit 
before stakeholder interest was considered by many as unethical. As a 
result, Goldman Sachs had to pay up to US $5 billion to settle claims of 
wrongdoing. Associate Attorney General Delery said that the settlement 
‘makes clear that no institution may inflict this type of harm on investors 
and the American public without serious consequences’.8
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●● Who may experience harm from this decision?

– What are their interests and concerns?

– What are their feelings and perceptions of this decision?

– How well are their interests balanced with those who may benefit?

●● Who may stand to benefit from this decision?

– What are their interests and concerns?

– What are their feelings and perceptions of this decision?

– How well are their interests balanced with those who may be harmed?

Using the answers to these questions, you should be able to fill out the stake-
holder map and the power/interest diagram, and determine who are – given 
the decision at hand – the most relevant stakeholders. In general, these are 
the stakeholders to consult in the decision process. However, sometimes it 
is not feasible (or desirable) to obtain evidence from all relevant stakehold-
ers; for example, when the number is simply too large or some stakeholders 
are inaccessible (geographic distance and so on). In those cases, one could 
rely on ‘key’ stakeholders – opinion leaders who represent the interests 
of a stakeholder group – or experts knowledgeable regarding stakehold-
ers’ interests, values and concerns. For reasons of representativeness and 
legitimacy, however, we strongly recommend you to acquire evidence from 
a larger representative sample rather than a small group of individuals. 
In addition, you should consider consulting secondary data, like scientific 
evidence regarding employee or customer perceptions, as other evidence 
sources may enhance your understanding of the perception and feelings of 
the employees and customers in your own organization. Remember that the 
critical issue of stakeholder evidence is its representativeness for the broader 
set of members in that group.

10.5 What to ask?

Asking questions of relevant stakeholders can help you to broaden the 
problem definition and avoid the decision frame becoming too narrow.9 
In addition, consulting evidence from stakeholders mapped to a particu-
lar problem or solution can clarify what needs to be improved, what 
results are wanted and what support is needed. However, as explained in 
Chapter 2, gathering evidence is not a fishing expedition – it starts with an 
assumed problem and/or a proposed solution. Before consulting stakehold-
ers, it is important that you first clearly describe the problem to be solved 
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or the opportunity to be addressed. As discussed in Chapter 2, a good prob-
lem definition entails at least four elements:

1 The problem itself, stated clearly and concisely. (What? Who? Where? 
When?)

2 Its (potential) organizational consequences.

3 Its assumed major cause(s).

4 The PICOC (Population, Intervention, Comparison, Outcome, Context).

Evidence from stakeholders inside and outside the organization is an essen-
tial component to determine whether the assumed problem is indeed a 
serious problem and in identifying possible causes. Important questions you 
can ask are:

1 Do you agree with the description of the problem?

2 Do you see plausible alternative causes of the problem?

3 Do you agree that the problem is serious and urgent?

Gathering evidence from stakeholders is also an essential component in 
determining how likely a proposed solution is to work. But here, too, having 
a clear description of that solution is a prerequisite. Again, a good descrip-
tion entails at least four elements:

1 The solution itself, stated clearly and concisely. (What? Who? Where? 
When?)

2 Its (potential) effect on the problem and underlying cause/s.

3 Its costs and benefits.

4 The PICOC (see Chapter 2).

Even the best solution can fail upon implementation if important stakehold-
ers see serious downsides or when they feel an alternative solution may 
work better. Asking questions about these possible downsides or alternative 
solutions therefore provides relevant information. In addition, stakehold-
ers are often in a good position to judge the preferred solution in terms of 
implementation costs and other feasibility/risk issues. Important questions 
you can ask are:

1 Do you agree on which solution is the ‘best’ and/or ‘most feasible’?

2 Do you see downsides to or unintended negative consequences of the 
preferred solution?

3 Do you see alternative solutions to the problem that may work better?
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10.6 How to ask?

You can acquire evidence from stakeholders in many ways. Numerous 
books and websites are informative about how to gather evidence in a valid 
and reliable way. They cover important aspects such as sampling proce-
dures, methodology and questionnaire development. In addition, the tools 
and techniques of marketing research are also useful in gathering evidence 
from stakeholders, particularly in the case of external stakeholders such as 
clients, consumer groups or the general public. Negative sentiments spread 
like wildfire through social media, so for some companies it may be useful 
to monitor platforms such as Facebook, Twitter and LinkedIn, and to follow 
key stakeholders active on social media. For most organizations, however, 
traditional quantitative and qualitative methods will suffice.

Quantitative methods

Quantitative methods are used to gather data (evidence) that can be quanti-
fied, that is, measured and written down with numbers. We usually obtain 
these data from surveys, structured interviews, tests or voting systems. 
Quantitative methods are widely used to acquire evidence from practition-
ers. In Chapter 3 an overview of the most common methods is provided. 
When acquiring evidence from stakeholders, you can use quantitative meth-
ods to quantify their perceptions and feelings (how many stakeholders 
feel/perceive…). However, when it comes to exploring or identifying these 
feelings and perceptions (how do stakeholders feel/perceive...), qualitative 
methods are often more appropriate.

Qualitative methods

Qualitative methods are used to gather data that cannot be scored or writ-
ten down with numbers. We typically obtain these data from interviews, 
focus groups or text analysis. Qualitative methods are often exploratory in 
nature: they are used to gain a better understanding of underlying feelings, 
opinions or motivations. Thus, qualitative methods are particularly useful in 
obtaining stakeholder perspectives in their own words.

Focus groups

One of the most widely used methods to gather evidence from stakeholders 
are focus groups. A focus group is a set of 6 to 10 people who are asked 
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about their perceptions, feelings, opinions or attitudes towards a product, 
service, idea or – in case of an evidence-based approach – about an assumed 
problem or proposed solution. The questions are asked by a skilled modera-
tor in an interactive group setting where participants exchange points of 
view with other group members. The group needs to be large enough to 
generate rich discussion but not so large that some participants are left out. 
Focus groups are a qualitative methodology where the researcher/modera-
tor takes notes or makes recordings of the most important points obtained 
from the group. Decision makers can review the resultant transcripts or 
summary. Focus groups typically yield data and insights less accessible with-
out interaction between the group members. Members of the focus group 
should be selected carefully in order to obtain representative responses. In 
addition, measures should be taken to prevent groupthink and other biases 
that may distort the outcome, as discussed in Chapters 3 and 4. A related 
method is a so-called ‘public review process’ where stakeholder perspectives 
are obtained, discussed and vetted in a public session.

Qualitative interviews

Interviews often are used to gather information from an individual 
stakeholder or group. Interviews can be structured, semi-structured or 
unstructured. Structured interviews use a fixed format in which all questions 
are prepared beforehand and are asked in the same order. To ensure that 
answers can be reliably aggregated and comparisons made, all stakehold-
ers are asked the same questions. Most qualitative interviews, however, are 
unstructured or semi-structured. Unstructured interviews don’t use a prede-
termined questionnaire and may simply start with an opening question such 
as ‘Can you tell me how you feel about X?’ and then advance depending 
on the stakeholder’s response.10 Unstructured interviews are often difficult 
to conduct, as the lack of predetermined questions provides the interviewer 
little guidance on what to ask. For this reason, semi-structured interviews 
are perhaps the most widely used. This type of interview consists of a limited 
number of key questions that define the topic or issue to be explored while 
allowing the interviewer to explore relevant information not thought of 
beforehand.

When interviewing stakeholders, it is important to inform them in 
advance about why you need their input. You also need to set clear expecta-
tions regarding anonymity, confidentiality and how stakeholder information 
will be used, as this increases the likelihood of honesty.11 Many books and 
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guidelines describe how to conduct a qualitative interview. Generally, we 
recommend using open-ended (that is, questions that require more than 
a yes/no answer), neutral (non-value-laden or leading) and understand-
able questions. Formulating questions, however, is a process that requires 
particular attention. The choice of words to use in a question is critical – 
even small wording differences can substantially affect the answers people 
give. Chapter 3 provides tips to reduce comprehension error as a result of 
the question’s wording. Finally, we recommend you to record all interviews 
and focus group sessions, as this prevents against bias and provides a verifi-
able record of what was (and what was not) said.12
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It is not important whether or not the interpretation is correct.

If men define situations as real, they are real in their consequences.

wi thomas

Stakeholders are people whose interests affect or are affected by an organi-
zation’s decision or its outcomes. As explained in the previous chapter, not 
all evidence from stakeholders is stakeholder evidence. Sometimes evidence 
from stakeholders actually represents organizational data or practitioner 
judgement, for instance when the evidence they provide concerns objec-
tifiable facts regarding the assumed problem or the appropriateness of a 
preferred solution. Stakeholders can also provide evidence of their subjec-
tive feelings and perceptions, for example whether (and to what extent) a 
problem or solution might affect their interests.

In the previous chapter, we explained why it is important to distinguish 
the types of evidence stakeholders can provide. With practitioner, organi-
zational and scientific evidence, we critically appraise their reliability and 
validity. In contrast, with stakeholder evidence – feelings and perceptions – 
reliability and validity are not the major issue, but rather whether the 
evidence accurately represents the feelings and perceptions of all stakehold-
ers. This means that we appraise evidence from stakeholders that concerns 
objectifiable facts differently, that is, as organizational evidence or profes-
sional judgement, according to the criteria discussed in Chapters 4 and 9. 
In these chapters, we addressed important notions such as bias, confound-
ing, measurement, moderators and reliability. The present chapter on the 
other hand focuses on the critical appraisal of stakeholders’ perceptions and 
feelings, core elements of stakeholder evidence. Where stakeholder evidence 
is concerned, impact and representativeness are the major focus of critical 
appraisal.

11
240
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11.1  The importance of subjective feelings  
and perceptions

You may wonder why stakeholders’ perceptions and feelings – evidence 
that is highly subjective and sometimes even irrational – have a place in 
evidence-based decision-making. The answer is in the opening quote of 
this chapter. It reflects what is known as the Thomas Theorem – it basi-
cally means that what people feel and perceive to be true constitutes a 
social fact that has an actual effect on them – whether these feelings and 
perceptions are true or not.1 How stakeholders perceive a decision is a 
social fact too, regardless of whether their perception is based on subjec-
tive feelings, irrational beliefs or personal values. As illustrated by the 
KLM and Uber examples in the previous chapter, sometimes stakeholders 
have the power to block a decision or impede its implementation. Taking 
into account stakeholder evidence can therefore substantially increase 
the likelihood of a favourable outcome of that decision. It helps decision 
makers identify ways to reduce avoidable harms or obtain the informed 
consent of those stakeholders who incur the risks of a negative outcome 
from that decision. In addition, attention to stakeholders contributes to 
the ethical nature of decisions. Ethical deliberation can improve decision 
quality, by prompting decision makers to consider options with better 
outcomes for all parties involved. Because of the broader information 
considered, using evidence regarding stakeholder perspectives and feel-
ings tends to improve decision quality as well as the short- and long-term 
outcomes of your decision.2

11.2 What is the impact of the decision?

In Chapter 7 it is explained that when critically appraising evidence from 
the scientific literature, we first need to determine whether the findings are 
of practical relevance. To determine this, we have to look at the impact of 
the findings. Before we critically appraise the trustworthiness of stakeholder 
evidence, that is, its representativeness, here too we must first determine the 
practical relevance of the evidence by looking at the impact. In the previous 
chapter, we have explained that we can distinguish two types of impact: 1) 
the extent of influence a stakeholder has on a decision, and 2) the extent of 
harm a decision brings on a stakeholder.
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Practical relevance

The first type of impact concerns practical relevance: evidence indicating 
that a powerful and influential group of stakeholders perceive a decision 
as unfavourable, which may have serious practical implications for the 
decision-making process, particularly when these stakeholders have the 
power to block a decision or impede its implementation. In Chapter 10, 
it is explained how you can use a power/interest diagram to determine a 
stakeholder’s impact.

Ethical relevance

The second type of impact concerns ethical relevance: evidence indicating 
that a specific group of stakeholders may be harmed in some fashion by a 
decision’s outcome. Potential harms have serious ethical implications for 
the decision-making process, particularly when they are perceived as unfair. 
A restructuring programme in which only employees of 50 years of age 
and older are laid off is likely to be perceived as unethical by many people. 
Ethical concerns, however, not only arise from unevenly distributed harms, 
but also from unevenly distributed benefits. Imagine a company that has 
developed a self-driving car that decreases the number of fatal accidents 
involving pedestrians by 90 per cent. Now imagine that the remaining 10 
per cent tend to be children. Although this self-driving car saves lives, the 
fact that it tends to save the lives of only adults is a serious ethical concern.

In general, when the evidence suggests that the impact on stakeholders 
has limited (practical or ethical) relevance, it is not useful to consider it, 
and thus we may omit the appraisal of its trustworthiness.

Note

11.3 representativeness

Critical appraisal is the process of carefully and systematically assess-
ing the evidence in order to judge its trustworthiness. Critical appraisal 
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of scientific evidence, for example, looks at a study’s methodological 
appropriateness and examines factors such as internal validity. Critical 
appraisal of practitioner evidence, on the other hand, evaluates the extent 
to which a practitioner’s judgement could be affected by cognitive biases. 
Stakeholder evidence, however, concerns subjective feelings and perceptions 
that we don’t necessarily consider as objectifiable facts. For this reason, 
representativeness is a major indicator of stakeholder evidence quality. 
Representativeness means how well the data obtained regarding stake-
holder perspectives accurately represents all stakeholders in a particular 
group or category. The more representative the sample, the more confident 
we can be that we can generalize the evidence to the whole population. 
For example, a focus group of six employees might be used to get a sense 
of how employees in general might react to a planned change. But if the 
change potentially affects hundreds of employees, this sample may be insuf-
ficiently representative. In that case we could improve representativeness by 
corroborating the focus group’s results with a follow-up survey of a larger 
sample of employees. In the previous chapter, several methods are described 
for gathering stakeholder evidence. The trustworthiness of the evidence that 
results from these methods depends on: 1) the opportunity stakeholders 
had to freely express their views and feelings regarding the problem or deci-
sion, and 2) the representativeness of the sample. The first aspect is largely 
determined by the skills of the moderator (in case of focus groups) or the 
interviewer (in case of interviews), and the way questions are worded. The 
second aspect – sample representativeness – is determined by the way that 
sample was obtained.

11.4 How representative is my sample?

In the previous chapter, a power/interest diagram was provided to deter-
mine who – given the decision at hand – the most relevant stakeholders 
are. Obviously, the most representative sample would not be a sample 
at all, but includes all relevant stakeholders. In most cases, however, for 
practical reasons, you need to get the evidence from a smaller portion 
(sample) of the whole population of stakeholders. Then the challenge is 
to obtain a representative sample. Although it sounds straightforward, 
obtaining a truly representative sample can be a challenge. For exam-
ple, contrary to what is often assumed, the size of the sample has no 
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direct relationship with representativeness; even a large random sample 
can be insufficiently representative. In fact, no sample is 100 per cent 
representative.

As we discussed in Chapter 3, our main concern here is selection bias. 
Selection bias, also referred to as sampling bias, occurs when your selection 
of stakeholders leads to an outcome that is different from what you would 
have had if you had obtained evidence from the entire group of stakeholders. 
You can minimize selection bias by taking a random sample of the popula-
tion. When a sample is randomly selected, each member of the population 
has an equal chance of being chosen. Thus, variation between the character-
istics of the stakeholders in the sample and those of the entire group is just 
a matter of chance. Unfortunately, even a random sample might, by chance, 
turn out to be anything but representative. For this reason, you should 
always (especially when a non-random sample is used) check whether your 
sample matches the characteristics of the entire group. You can do this 
by generating relevant base statistics for the entire population, and then 
comparing them with those of your sample. Examples of such base statistics 
are listed in Table 11.1.

table 11.1

Age Occupation

Gender Function

Ethnicity Position

Level of education Tenure

Income Full-time/part-time

When the characteristics of your sample are comparable to those of the 
entire population, you may safely assume that you have obtained a repre-
sentative sample, and that you can generalize the evidence to the whole 
group of stakeholders.
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11.5 Checklist

table 11.2

Yes No Unclear

1. Is the decision’s impact on the 
stakeholders practically relevant?

2. Is the decision’s impact on the 
stakeholders ethically relevant?

3. Did the method in which the evidence was 
obtained allow the stakeholders to freely 
express their views and feelings regarding 
the problem or decision?

4. Were the questions asked worded 
adequately?

5. Was a sample used?

6. Was the sample randomly selected?

7. Could there be selection bias?

8. Are the base statistics of the sample 
comparable to those of the entire 
population?
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Weighing and 
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There is no such thing as the truth, 

we can only deliver the best available evidence and calculate a probability

blaise pascal

Imagine the following situation: at a board meeting of a large financial service 
organization the poor performance of the company is discussed – for the 
fourth year in a row the company performs below the average for its sector 
and none of the interventions to improve this situation has worked. The HR 
director of the firm points out to his colleagues – all white, 50 to 60-year-old 
men with MBAs – that companies with a more diverse workforce tend to 
perform better. To substantiate his claim, he refers to a report by McKinsey & 
Company – the United States’ largest and most prestigious consulting firm – 
entitled Why Diversity Matters.1 This report examines the data of 366 public 
companies across a range of industries in Canada, Latin America, the United 
Kingdom and the United States. The findings of the report are clear: compa-
nies in the top quartile for ethnic diversity are 30 per cent more likely to have 
above-average financial returns for their respective industries.

Taking an evidence-based approach, the board asks 10 experienced 
professionals within the company whether they support the claim that 
investing in an ethnically diverse workforce will lead to substantially better 
financial performance, with an increase of at least 10 per cent. Most profes-
sionals state that, based on their experience at work, they strongly believe 
that this claim is likely to be true.

Next, the scientific literature is consulted. A comprehensive search of the 
scientific literature yields five meta-analyses that all demonstrate very small 
(and sometimes even negative) correlations between ethnic diversity and 

12
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financial performance. The organizational evidence shows a similar picture. 
There seems to be no difference in financial performance between the teams 
and departments with ethnically diverse workforces and those that have a 
more homogeneous makeup.

However, a sample of eight of the most important stakeholders, including 
regulators and institutional clients, indicates that they too believe increased 
ethnic diversity will have a substantial impact on the company’s financial 
performance. In addition, they point out that the McKinsey report was 
based on the data of 366 companies, and that this evidence should count 
heavily in the board’s decision.

The company’s CEO now sees himself faced with a difficult problem. 
He and his colleagues have taken an evidence-based approach, but now 
the evidence seems to be far from equivocal and even contradictory in 
some ways. So, what should he decide? Should he assign more weight to 
the evidence from the practitioners and stakeholders? They all seem to be 
very confident, but, on the other hand, human judgement, even from experi-
enced professionals, is often flawed. And what about the five meta-analyses? 
They are all based on cross-sectional studies (not longitudinal or controlled 
research), although findings all point in the same direction. The same goes 
for the evidence from the organization where higher performing units do 
not tend to have a more diverse workforce. And, finally, what about the 
report by McKinsey? Surely the United States’ largest and most prestigious 
consulting firm can’t be wrong – can they?

The CEO in the example above is faced with several challenges. First, he 
must weigh the different sources of evidence. As explained in Chapter 1, not 
all evidence is created equal, thus some may count more than others.2 But 
how should the CEO balance the evidence from different sources, especially 
when they contradict each other? Second, how can he combine the evidence 
into one overall probability score? And, finally, how can he make a decision 
based on this probability score?

In this chapter, we will demonstrate how you can conduct the fourth 
step of evidence-based management: aggregate – weighing and combining 
evidence from different sources. Aggregating evidence, however, requires 
some understanding of probabilistic thinking and what is referred to as 
Bayes’ Rule. Although this may sound somewhat daunting, you probably 
already apply Bayes’ Rule when making daily decisions without real-
izing it. The first step to probabilistic thinking and Bayesian inference, 
however, is to understand the difference between a probability estimate 
and the truth.
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12.1  evidence-based management is about 
probabilities

truth and proof

You may think that the purpose of an evidence-based approach is to find 
out whether a claim, assumption or hypothesis is true or false. This is not 
the case. First, evidence is not the same as data. Where data can be numbers 
or figures that can exist on their own, evidence only exists in the context of 
a claim or an assumption. Simply put, evidence is always evidence for (or 
against) something. Hence, data only become evidence when they stand in a 
‘testing’ relationship with a claim or a hypothesis.

Second, in evidence-based management, the term evidence is used delib-
erately instead of proof. This emphasizes that evidence is not the same as 
proof, and that evidence can be so weak that it is hardly convincing or so 
strong that no one doubts its correctness. In fact, ‘proof’ is a concept that is 
useful only in the realm of mathematics: you can create ‘proof’ that a math-
ematical statement or equation is true, but in many other domains, such as 
the social sciences, you can’t create ‘proof’ of anything. This has to do with 
our third point, which is the concept of truth. Just as evidence is not proof, 
the outcome of an evidence-based process is not the truth, but rather an 
estimate of a probability.

Truth – like proof – is a concept from a different domain. In mathematics, 
you can prove that an equation is true, but you cannot do this for a claim 
or hypothesis in the domain of management. In fact, you could argue that 
in management – as in the social sciences in general – there is no such thing 
as the truth. After all, findings from empirical studies are often influenced 
by multiple variables, and thus you can never definitely prove causality. 
Instead, as the French scientist and philosopher Blaise Pascal in the 17th 
century noted, we can only deliver the best available evidence and calculate 
a probability. And this is exactly what evidence-based management is about: 
making decisions under conditions of uncertainty through the use of the 
best available evidence from multiple sources to increase the probability 
of a favourable outcome. This means that the question for the CEO in the 
example above is not whether an ethnically diverse workforce will lead to 
a higher financial performance but rather what the probability is, given the 
available evidence, that an ethnically diverse workforce will lead to a higher 
financial performance.
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Probability versus chance

In evidence-based management we refrain from using the words proof or 
truth, but instead use terms such as probable, likely, chance and odds. All 
these terms are related to the concept of probability, which is the extent to 
which something is likely to happen or to be the case. In daily life, prob-
ability is the same as chance, but in the realm of science (and evidence-based 
management) it is a calculation of the chance of an event taking place in 
percentage terms. Thus, probability is a measure of the chance that an event 
(or outcome) will occur. Probability, indicated with the symbol P, is quanti-
fied as a number between 0 and 1, so P = 0 indicates impossibility (a chance 
of 0 per cent that an event will happen) and P = 1 indicates moral certainty 
(a chance of 100 per cent that an event will happen). The higher the prob-
ability of an event (or outcome), the more certain that the event will occur 
(Figure 12.1). In the example above, if the probability of the HR director’s 
claim is high, then it is more certain that investing in an ethnically diverse 
workforce will indeed result in higher financial performance. When this 
probability is 0.8, this means that this certainty is 80 per cent. When this 
probability is 0.4, this means that this certainty is only 40 per cent, meaning 
that there is a 60 per cent chance that a diverse workforce will not lead to a 
higher financial performance, or that it may even result in a lower financial 
performance. When the probability is 0.5 the certainty is 50/50, like flip-
ping a coin, meaning that both a positive and a negative effect on financial 
performance are equally likely.

Why probability is always conditional

Imagine that someone asks you what the probability is that it will rain tomor-
row.3 Your answer to this question would depend on several factors, such as 
the country you are in, the time of the year and how the weather is today. 

Impossible
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Figure 12.1 Probability
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Your estimate of the probability of rain tomorrow is therefore conditional 
on the information (evidence) you have available. If you know that you are 
in the Netherlands during the autumn and that today it is raining heavily, 
your estimate of the probability will be different from the situation in which 
you know that it is summer, that the current weather is beautiful, and that 
the forecast says that tomorrow it will be sunny. This also means that when 
the available evidence changes, the probability of it raining may do so too. It 
follows that to deal with probability in the realm of evidence-based manage-
ment, it is necessary to recognize that the probability of a claim, assumption 
or hypothesis being true is always conditional on the available evidence.

notation

At this point it is necessary to introduce some notation. We already know 
that probability is denoted by the letter P. For the claim or hypothesis of 
concern we will use the letter H. Thus, we denote the probability of the 
hypothesis being true as P(Htrue). As explained above, the probability P of 
the hypothesis H is conditional on the available evidence, so we will use the 
letter E for evidence. This leaves us with the notation of ‘conditional on’, 
which is denoted as a vertical line. Thus, the notation P(Htrue|E) means: the 
probability of the hypothesis being true given the available evidence.

12.2 Bayes’ rule

As explained above, the purpose of the fourth step of evidence-based 
management – aggregate – is to answer the question: ‘What is the probabil-
ity of the hypothesis (claim, assumption) being true given all the available 
evidence?’ We can write this as P(Htrue|E) =. To find an answer, we need the 
help of Reverend Thomas Bayes, an English minister and amateur mathema-
tician who lived between 1701 and 1761. Very little is known about Bayes’ 
life, even though he lent his name to a whole new branch of statistics and to 
a hugely influential theorem. At some point during the 1740s Bayes came up 
with his rule: the probability of a hypothesis being true given the evidence 
depends on both prior knowledge and the likelihood of the evidence. Then, 
in 1774 the mathematician Pierre-Simon Laplace (independently of Bayes’ 
work) formulated the same rule in its current form – that of a mathemati-
cal equation. After more than two centuries of controversy, Bayes’ Rule is 
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now widely applied in fields such as genetics, image processing, epidemiol-
ogy, forensic science and medical diagnostics. The strength of Bayes’ Rule 
is that it can deal with all kinds of evidence, making it applicable to all 
kinds of questions that involve probability. For example, during the Second 
World War Bayes’ Rule was used to crack the Enigma code, while during 
the Cold War, it helped to find a missing H-bomb and to hunt down Russian 
submarines; it has also been used to investigate the safety of nuclear power 
plants, predict the tragedy of the Space Shuttle Challenger, demonstrate that 
smoking causes lung cancer, build Google’s search engine, and much, much 
more.4 On the face of it, the rule is a simple one-line theorem: posterior 
probability equals prior probability times likelihood. Mathematically it can 
be written as follows:

P(H|E) = P(H) P(E|H) 

P(E)

If you are put off by this equation, don’t worry: we have developed a down-
loadable app for your smartphone that will do the calculation for you.5 In 
addition, you can use the online calculator on the CEBMa website.6 Bayes’ 
Rule can be written mathematically in many different forms.7 Although each 
form is somewhat different, all contain the same three elements: the prior 
probability, the likelihood of the evidence and the posterior probability.

The prior probability:

P(Htrue) =  The initial estimate of how probable it is that the hypothesis 
(claim, assumption) is true to start with.

 The likelihood of the evidence:

P(E|Htrue) =  The likelihood of the evidence being available/showing up if 
the hypothesis would be true.

P(E|Hfalse) =  The likelihood of the evidence being available/showing up if 
the hypothesis would be false.

 The posterior probability:

P(Htrue|E) =  The revised estimate of the probability of the hypothesis 
being true given the available evidence.

In the following sections, we will discuss each element in more detail and 
demonstrate how you can use Bayes’ Rule to combine evidence from differ-
ent sources and calculate an overall probability.
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12.3 The prior probability

The prior probability (known simply as ‘the prior’) is the initial estimate of 
how probable it is that the claim or hypothesis is true to start with, that is, 
without the benefit of the available evidence. In most cases, we should set this 
prior probability at 0.5, which means we do not have any reason to assume 
the hypothesis is either false or true. This is the case when we know nothing 
about the hypothesis or have no prior relevant experience that may help us 
to determine its probability. We may have a strong opinion, but, in general, 
merely having an opinion is not sufficient to set a reliable prior. This may 
change, however, when so-called ‘baseline information’ is available. Consider 
the following example: Marie-Claire is 23 years old, her favourite writer is 
Marcel Proust and her preferred holiday destination is France. In her leisure 
time, she loves to read French poetry. Which of the following is more likely?

A Marie-Claire is a law student.

B Marie-Claire studies French literature.

Although you may be inclined to answer B, the right answer is actually 
A. There are many more law students than French literature students – so 
many more, in fact, that a student who reads French poetry and likes spend-
ing her holiday in France is more likely to be a law student. Sometimes a 
prior probability can be very strong and have a large impact on the overall 
probability. This is not to suggest that prior probabilities always dominate 
the available evidence and thus the outcome of Bayes’ Rule. In fact, in the 
realm of management the opposite is often true – in most cases there is no 
reliable prior available other than your professional judgement. So, unless 
we have a reliable prior estimate available – such as the average in the sector, 
incidence/prevalence numbers, general statistics or census data – we set the 
prior at P = 0.5 (meaning 50/50, like flipping a coin).

12.4 The likelihood of the evidence

In evidence-based management, the phrase ‘the likelihood of the evidence’ is 
often used. This is shorthand for the likelihood of the evidence being avail-
able/showing up given the hypothesis (claim, assumption). The notion of 
likelihood takes into account two different aspects that can be considered 
to be two sides of the same coin. First, it estimates the likelihood of the 
evidence being available/showing up if the hypothesis would be true. It then 
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estimates the likelihood of the evidence being available/showing up if the 
hypothesis would be false.

Probability versus likelihood

You will notice that we use the term probability when referring to the 
hypothesis and likelihood when referring to the evidence. In daily life 
these terms are synonyms, but in statistics and probability theory there is 
a distinction between them (see also the ‘prosecutor’s fallacy’, below). The 
exact, technical explanation of this difference, however, falls beyond the 
scope of this book.

Note

To get a good understanding of the concept of likelihood, consider this 
example: Julia comes home from a short business trip. When her husband 
unpacks her suitcase, he finds another man’s underwear. What is the prob-
ability that Julia has cheated on her husband given the evidence: men’s 
underwear in her suitcase?8 As mentioned, the likelihood of the evidence is 
determined by two elements:

●● P(E|Htrue), the likelihood of the evidence showing up if the hypothesis 
were true. In this case, this is the likelihood of the underwear showing 
up in the suitcase if Julia is cheating on her husband. If so, it is easy to 
imagine how the underwear got there. Then again, even (and perhaps 
especially) if she was cheating on her husband, you might expect her to be 
extremely careful, especially when she knew her husband might unpack 
her suitcase. So, we could argue that the probability of the underwear 
appearing in Julia’s suitcase, if she was cheating on her husband, would 
be rather low – say 30 per cent.

●● P(E|Hfalse), the likelihood of the evidence showing up if the hypothesis 
were false. In this case, this is the likelihood of the underwear showing 
up in the suitcase if Julia had NOT cheated on her husband. Could there 
be other plausible explanations for the garment being in Julia’s suitcase? 
With some imagination, you can easily come up with several alterna-
tive explanations: maybe Julia’s colleagues played a prank on her, or the 
contents of Julia’s suitcase got mixed up during a security check at the 
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airport, or the underwear might be a gift to her husband that she forgot 
to wrap. In fact, they could even be hers! Taking all these less or more 
plausible alternative explanations into account we would set this likeli-
hood at 20 per cent.

As you can see, the difference between P(E|Htrue) and P(E|Hfalse) is rather 
small (0.3 versus 0.2), which indicates that the evidence is not very convinc-
ing. This means that in this example the likelihood of the evidence is rather 
low. Now let’s assume that the prior probability of Julia cheating on her 
husband was very low to begin with – for instance, because Julia is a very 
faithful, honest person – so we set the prior at 10 per cent. If you use the 
app or the online Bayes calculator to work out P(Htrue|E), you will find a 
probability of only 0.14, meaning that the available evidence has increased 
the posterior probability by only 4 per cent (Table 12.1). The reason for this 
slight increase is the low likelihood of the evidence: P(E|Htrue) is only slightly 
higher than P(E|Hfalse). The ratio between these two estimates is also known 
as the Likelihood Ratio.9

In some cases, however, the likelihood of the evidence is so powerful 
that it strongly updates the prior probability. Consider this example: your 
colleague claims that disabled employees tend to achieve higher performance 
ratings at work. Since there is no reliable prior probability available, other 
than your personal judgement, you set the prior at 50 per cent. A search 
in ABI/INFORM (see Chapter 6), however, yields a well-conducted meta-
analysis based on 13 RCTs (randomized controlled trials) demonstrating 

table 12.1

Prior probability

The initial probability of how likely it is that Julia would 
cheat on her husband

P(Htrue) 0.10

Likelihood of the evidence

The likelihood of men’s underwear being in Julia’s 
suitcase if she was cheating on her husband

P(E|Htrue) 0.30

The likelihood of men’s underwear being in Julia’s 
suitcase if she wasn’t cheating on her husband

P(E|Hfalse) 0.20

Posterior probability

The revised probability of Julia cheating on her husband 
given the men’s underwear in her suitcase

P(Htrue|E) 0.14
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table 12.2

Prior probability

The initial estimate of how probable it is that disabled 
employees achieve higher performance ratings

P(Htrue) 0.50

Likelihood of the evidence

The likelihood of 13 RCTs demonstrating a large positive 
effect if disabled employees achieve higher performance 
ratings

P(E|Htrue) 0.90

The likelihood of 13 RCTs demonstrating a large positive 
effect if disabled employees do NOT achieve higher 
performance ratings

P(E|Hfalse) 0.05

Posterior probability

The revised probability that disabled employees achieve 
higher performance ratings given 13 RCTs demonstrating 
a large effect

P(Htrue|E) 0.94

a large positive effect. So, what is the probability of your colleague’s claim 
being true, given the likelihood of the evidence?

●● P(E|Htrue), the likelihood that a meta-analysis based on 13 RCTs would 
demonstrate a large positive effect if your colleague’s claim were true. 
We would argue that if the claim that disabled employees tend to achieve 
higher performance ratings at work were indeed true, a meta-analysis of 
13 randomized controlled studies would be very likely to demonstrate a 
positive effect, so we would set this likelihood at 90 per cent.10

●● P(E|Hfalse), the likelihood that a meta-analysis based on 13 RCTs would 
demonstrate a large positive effect if your colleague’s claim were false. We 
would argue that if your claim were not true, it would be very unlikely 
that the meta-analysis would demonstrate a positive effect, so we would 
set this likelihood very low, at only 5 per cent.

As you can see in Table 12.2, when you apply Bayes’ Rule to calculate 
P(Htrue|E) you will find a posterior probability of 0.94, meaning that due to 
the high likelihood of the evidence the initial probability has increased from 
50/50 (like flipping a coin) to 94 per cent (an almost certainty).
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12.5  Updating the posterior probability when 
new evidence becomes available

In the sections above we have seen how we can use Bayes’ Rule to calculate the 
probability of a claim or hypothesis being true given the available evidence. 
The strength of Bayes’ Rule, however, is that it allows you to update this 
probability when new evidence comes available. Sometimes this new evidence 
is so strong that it can update a hypothesis’s near-zero probability to an 
almost certainty. Consider this example from Nate Silver’s The Signal and the 
Noise. Before the September 11 attacks, we would have assigned a near-zero 
probability to the possibility of terrorists crashing planes into a skyscraper 
in Manhattan – let’s say 1 in 20,000 or 0.005 per cent. However, we would 
also have assigned a very low probability to a plane hitting a skyscraper by 
accident. In fact, this probability can be estimated empirically: 1 in 12,500 or 

the prosecutor’s fallacy

Many people assume that the likelihood of the evidence given the 
hypothesis – P(E|H) – is the same as the probability of the hypothesis given 
the evidence – P(H|E). This is incorrect. Imagine, for example, a US court 
of law, where the forensic expert has demonstrated that there is a partial 
DNA match between the perpetrator and the defendant, and that only 1 in 
100,000 persons have that same partial match. Based on this information 
the prosecutor wrongly concludes that the probability of the defendant 
being innocent given this evidence is 1 in 100,000, thus the probability of 
the defendant being guilty is 99,999 per cent. This error is known as the 
‘prosecutor’s fallacy’. After all, there are about 325 million people in the 
United States, meaning that 1 in 100,000 would still account for 3,250 partial 
matches, which would make the probability that the defendant would be 
guilty 1 in 3,250, which is 0.03 per cent, not 99.999 per cent. Still confused? 
Think of it this way: some popes are Italian, but not all Italians are popes. 
Therefore, the probability of a person being Italian given that he is a pope 
is not the same as the probability that a person is a pope given that he is 
Italian.

Note
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0.008 per cent.11 When we use Bayes’ Rule to calculate the posterior prob-
ability, we find that after the first plane hit the World Trade Center the prior 
probability increased from 0.005 per cent to 38 per cent (Table 12.3).

As mentioned above, the strength of Bayes’ Rule is that it allows you to 
update the posterior probability when new evidence becomes available. In the 
example of the September 11 attacks this means that we can update the poste-
rior probability of a terror attack happening after the first plane hit the WTC 
to 38 per cent by using this as our prior probability when the second plane hit 

table 12.3

Prior probability

The initial probability of a terror attack  
on Manhattan skyscrapers

P(Htrue) 0.00005

Likelihood of the evidence

The likelihood of a plane hitting the WTC  
if terrorists are attacking Manhattan skyscrapers 

P(E|Htrue) 0.99

The likelihood of a plane hitting the WTC if  
terrorists are NOT attacking Manhattan  
skyscrapers (ie an accident)

P(E|Hfalse) 0.00008

Posterior probability

The revised probability of a terror attack on  
Manhattan skyscrapers, given a plane  
hitting the WTC

P(Htrue|E) 0.38

table 12.4

Prior probability

The initial probability of a terror attack on Manhattan 
skyscrapers

P(Htrue) 0.38

Likelihood of the evidence

The likelihood of a plane hitting the WTC if terrorists 
are attacking Manhattan skyscrapers 

P(E|Htrue) 0.99

The likelihood of a plane hitting the WTC if terrorists 
are NOT attacking Manhattan skyscrapers (ie an 
accident)

P(E|Hfalse) 0.00008

Posterior probability

The revised probability of a terror attack on Manhattan 
skyscrapers, given a second plane having hit the WTC

P(Htrue|E) 0.9999
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the WTC. If you calculate the new posterior probability you can see that, based 
on the new evidence (a second plane having hit the WTC), the posterior prob-
ability of a terror attack becomes a near-certainty: 99.99 per cent (Table 12.4).

The examples above demonstrate that we can apply Bayes’ Rule to all 
types of evidence: medical tests, unfaithfulness, terror attacks and findings 
from social science. This means that we can use Bayes’ Rule to combine 
evidence from different sources and estimate an overall probability.

12.6  Using Bayes’ rule to aggregate 
evidence from different sources

We started this chapter with an example of how evidence from multiple 
sources is sometimes contradictory. Even when the evidence is equivocal, 
however, the question is how to combine it into one overall probability score. 
We can do this by applying Bayes’ Rule. Bayes Rule, however, works best 
with a claim or hypothesis that concerns a specific (for example, numerical 
or dichotomous) outcome.12 Claims such as ‘X will substantially increase Y’ 
are rather vague and are therefore hard to test against the evidence. In the 
case cited right at the start of this chapter, the claim contains a very precise 
outcome, that is, a 10 per cent increase in the company’s financial perfor-
mance. This means that the question to answer is:

What is the probability that the claim that an ethnically diverse work-
force leads to an improvement in the company’s financial performance by at 
least 10 per cent is true, given:

●● the judgement of 10 experienced professionals;

●● the five meta-analyses;

●● the organizational data;

●● the opinion of eight of the most important stakeholders?

According to Bayes’ Rule, we first need to determine a prior probability. In this 
case, we could use McKinsey’s report. So, what is the trustworthiness of this 
report? As you may recall from Chapter 7, findings from a survey conducted 
by a commercial company such as McKinsey published in a non-academic 
journal – for example, a report or a white paper – cannot be considered to be 
highly trustworthy.13 In addition, a cross-sectional survey is not an appropriate 
research design for measuring the effect of ethnic diversity on financial perfor-
mance. We therefore assign a low trustworthiness score to the report (55 per 
cent) and thus a correspondingly low prior probability of P = 0.55. A table 
with trustworthiness scores for scientific evidence is provided in Chapter 7.
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Next the board obtained evidence from practitioners. But what is the 
likelihood of this evidence? To be more precise, what is the likelihood that 
experienced professionals will agree that an ethnically diverse workforce 
will improve the company’s performance by at least 10 per cent if this 
hypothesis were true? We would argue that this likelihood is quite high. 
For this reason, we set P (E|H true) at 90 per cent. According to Bayes’ 
Rule, however, we must also consider P(E|H false): what is the likelihood 
that experienced professionals would agree if the hypothesis were NOT 
true (for example, if the effect on performance were much lower than 
10 per cent, or even negative)? We would argue that this likelihood is 
substantial – after all, as you learned in Chapter 4, human judgement, even 
from experienced professionals, is often flawed, especially in a situation 
where the work environment is rather unpredictable and direct, objective 
feedback is lacking. We therefore estimate this likelihood at 50 per cent. 
When we calculate the revised (posterior) probability, we get the following 
outcome (Table 12.5).

As you can see, the evidence from practitioners has increased the prior 
probability from 55 to 68 per cent.

table 12.5

Prior probability

The initial probability of the hypothesis – that an 
ethnically diverse workforce would increase the 
company’s performance by at least 10 per cent – 
being true

P(Htrue) 0.55

Likelihood of the evidence

The likelihood that experienced professionals would 
confirm the hypothesis if this hypothesis were true

P(E|Htrue) 0.90

The likelihood that experienced professionals would 
confirm the hypothesis if this hypothesis were false

P(E|Hfalse) 0.50

Posterior probability

The revised probability of the hypothesis being true 
given the available evidence

P(Htrue|E ) 0.68

Professional expertise
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Next, the board consulted the scientific literature and found five 
meta-analyses that all demonstrated very small and sometimes even 
negative correlations. What is the likelihood of this new evidence being 
available/showing up given the hypothesis? Again, we must consider 
both P (E|H true) and P(E|H false). What is the likelihood that all five meta-
analyses would demonstrate only small or negative correlations if the 
hypothesis – that an ethnically diverse workforce has a large, positive 
effect on performance – were true? We would argue that this would be 
very unlikely, so we therefore set P(E|H true) at 10 per cent. We can apply 
the same logic to P (E|H false): if an ethnically diverse workforce does NOT 
increase performance, then it would be very likely that five meta-analyses 
show only small or negative correlations, so we set this likelihood at 90 
per cent.14 We can now use Bayes’ Rule to calculate the new posterior 
probability by using the first posterior as a prior (Table 12.6).

As you can see, the evidence from the scientific literature has 
dramatically decreased the posterior probability from 68 to 19 per cent.

table 12.6

Prior probability

The probability of the hypothesis – that an ethnically 
diverse workforce would increase the company’s 
performance by at least 10 per cent – being true,  
given the evidence from practitioners

P(Htrue) 0.68

Likelihood of the evidence

The likelihood that five meta-analyses would  
demonstrate only small or negative correlations if the 
hypothesis were true

P(E|Htrue) 0.10

The likelihood that five meta-analyses would  
demonstrate only small or negative correlations if the 
hypothesis were false

P(E|Hfalse) 0.90

Posterior probability

The revised probability of the hypothesis being true,  
given the available evidence

P(Htrue|E) 0.19

Scientific literature
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The board, however, also consulted eight important stakeholders, who 
all stated that they too consider the hypothesis likely to be true. So again, 
what is the likelihood of this evidence? We would argue that P(E|Htrue) and 
P(E|Hfalse) are similar to those of the experienced professionals, as the 
stakeholders’ judgement too is prone to cognitive biases.15 Again, we can 
use Bayes’ Rule to calculate the new posterior probability by using the 
previous posterior as a prior (Table 12.7).

As you can see, the evidence from stakeholders has now slightly 
increased the posterior probability from 19 to 29 per cent.

table 12.7

Prior probability

The probability of the hypothesis – that an ethnically 
diverse workforce would increase the company’s 
performance by at least 10 per cent – being true, 
given the evidence from practitioners and the 
scientific literature

P(Htrue) 0.19

Likelihood of the evidence

The likelihood that stakeholders would confirm the 
hypothesis if this hypothesis were true

P(E|Htrue) 0.90

The likelihood that stakeholders would confirm the 
hypothesis if this hypothesis were false

P(E|Hfalse) 0.50

Posterior probability

The revised probability of the hypothesis being true 
given the available evidence

P(Htrue|E) 0.29

Stakeholders’ view

Finally, the board also consulted organizational evidence, which showed 
no significant difference in performance between the teams and 
departments with an ethnically diverse workforce and those with a more 
homogeneous makeup. Again, what is the likelihood of this evidence 

Organizational data
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showing up given the hypothesis? We would argue that the likelihood of 
the organizational data NOT demonstrating any difference if the hypothesis 
were true would be very low. Again, the opposite is true for P(E|Hfalse): if the 
hypothesis were false, we would expect the organizational data to show 
no difference. We therefore estimate P(E|Htrue) and P(E|Hfalse) at 20 per 
cent and 80 per cent respectively. Again, we use Bayes’ Rule to calculate 
the new posterior probability by using the previous posterior as a prior 
(Table 12.8).

As you can see, the evidence from the organization has decreased the 
posterior probability from 29 to 9 per cent.

table 12.8

Prior probability

The probability of the hypothesis – that an ethnically 
diverse workforce would increase the company’s 
performance by at least 10 per cent – being true,  
given the evidence from practitioners, the scientific 
literature and the stakeholders

P(Htrue) 0.29

Likelihood of the evidence

The likelihood that the organizational data would  
show no significant difference in performance if the 
hypothesis were true

P(E|Htrue) 0.20

The likelihood that the organizational data would  
show no significant difference in performance if the 
hypothesis were false

P(E|Hfalse) 0.80

Posterior probability

The revised probability of the hypothesis being true  
given the available evidence

P(Htrue|E) 0.09

This means that we can now answer our question:

What is the probability that the hypothesis that an ethnically diverse workforce 

leads to an improvement in the company’s performance by at least 10 per 

cent is true, given the evidence from ten professionals, five meta-analyses, 

organizational data and eight of the most important stakeholders?
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The answer to this question is 9 per cent. This means there is a 91 per cent 
chance that an ethnically diverse workforce will NOT lead to a performance 
improvement of 10 per cent (that is, substantially lower or even a decrease).

The CEO in our example was initially faced with contradicting evidence: 
the professional and stakeholder evidence supported the HR director’s claim 
that diversity will improve performance whereas the scientific and organiza-
tional evidence did not. However, by using Bayes’ Rule the CEO was able to 
weigh the evidence and calculate an overall probability score (ie 9 per cent). 
Based on this score the CEO should conclude that investing in an ethnically 
diverse workforce is NOT the best way to increase the company’s perfor-
mance. Of course, there may be several reasons why a company should 
invest in a diverse workforce (such as for ethical or social reasons), but in 
this particular example performance is not one of them.

12.7 Bayesian thinking

The strength of Bayes’ Rule is that it allows us to aggregate different types of 
evidence – medical diagnoses, terror attacks, suspected cheating – and revise 
our initial estimate when new evidence becomes available. Note that Bayes’ 
Rule is not some kind of magic formula or merely a rule of thumb, but a 
theorem, which means it has been mathematically proven to be true. (Note 
that this is the only place in the book where we claim something is proven 
to be true.) But Bayes’ Rule is more than a mathematical equation. It’s a way 
of thinking that you can apply to all aspects of daily life. It can help make 
better decisions in a world we can never fully understand. In addition, it 
makes us aware that claims, assumptions and beliefs about how the world 
works are never black and white – true or false – but greyscale.16 As pointed 
out earlier, most people already apply Bayes’ Rule without knowing: when 
we go through the world and encounter new ideas and insights, the level 
of confidence in our beliefs changes accordingly, especially when we face 
evidence that we cannot reconcile with our prior beliefs. Since our beliefs 
are never 100 per cent certain, our confidence in them changes when we 
encounter new evidence.

Bayes’ Rule also explains why some people are so hard to convince in 
spite of the evidence: if your prior assumption is close to zero, only an 
overwhelming amount of evidence can increase your prior belief. In fact, 
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closed-minded people with a prior of zero will never learn anything from 
any evidence, because anything multiplied by zero is still zero.17 In the same 
way, Bayes’ Rule explains why Carl Sagan’s dictum that ‘extraordinary 
claims require extraordinary evidence’ is correct: the prior probability of an 
extraordinary claim is extraordinarily low (otherwise it wouldn’t be deemed 
‘extraordinary’), so we need an extraordinarily high P(E|Htrue) – and thus 
an extraordinarily low P(E|Hfalse) – to move the needle. This means that 
any manager, leader, consultant, professor or policymaker who makes an 
outlandish claim needs to provide more compelling, trustworthy evidence 
than those who make a more modest claim.

In this chapter, you have learned how you can use Bayes’ Rule to weigh 
and aggregate evidence from multiple sources. It is a formalization of how 
to revise the initial probability of a claim or assumption being true when 
new or better evidence becomes available. Although it helps to understand 
the mathematics behind Bayes’ Rule, you don’t need to learn the formula 
by heart – we have developed a smartphone app and online calculator to 
do that for you. What is more important is to internalize the general idea 
behind it and learn to intuitively apply its basic principles: whenever a claim 
is being made, automatically consider the prior probability, estimate the like-
lihood of the evidence if the hypothesis or assumption is true – P(E|Htrue), 
estimate the likelihood of that same evidence if the hypothesis or assump-
tion is false – P(E|Hfalse), and adjust your posterior probability when new, 
compelling evidence becomes available.
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Knowing is not enough; we must apply.

Willing is not enough; we must do.

johann wolfgang von goethe

Consider the example of a board of directors in a large Canadian hospital. 
The board considers introducing a performance appraisal system that evalu-
ates physicians’ medical performance and that provides them with feedback 
to help them learn, grow and develop. After consulting the scientific litera-
ture, the board finds a large body of evidence suggesting that performance 
appraisal can indeed have positive effects on a person’s professional devel-
opment. These effects are, however, contingent upon a wide range of 
moderating factors, including the purpose of the appraisal, rating reliabil-
ity, perceived fairness, ratee and rater personality variables and so on.1 The 
research literature also suggests that evaluations based on objective outcome 
measures tend to be more reliable than those based on a rater’s personal 
judgements. In addition, the hospital’s physicians report that they are more 
likely to accept feedback from other physicians (rather than non-physicians), 
preferring feedback from respected colleagues. Overall, the board estimates 
that the probability that performance appraisal will enhance the physician’s 
professional development is about 70 per cent. Given this evidence, should 
the board introduce the performance appraisal system? In most cases, the 
answer as to whether to implement a management practice is not a simple 
yes or no. Rather, ‘It depends’. It depends on whether the evidence applies 

13
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to the particular organizational context and goals, whether the anticipated 
benefits outweigh the risks and whether the evidence is ‘actionable’. In this 
chapter, we will discuss the factors that you need to take into account when 
applying evidence in the decision-making process.

13.1 Does the evidence apply?

After we have acquired, appraised and aggregated the evidence in support 
of an identified problem or preferred solution, we must ask ourselves: 
does the evidence apply? Is the evidence generalizable to our organiza-
tional context?2 This question is especially important when the evidence 
comes from people outside the organization, or from external sources 
such as the research literature. The evidence may be valid and reliable, 
but it might come from a different industry such as medicine, aviation 
or the military. The circumstances in those industries may or may not 
be relevant to our organizational context. It is important to determine 
whether your context is different from the context in which the evidence 
was acquired. Contextual factors can influence the outcome of your 
decision or necessitate adaptations in the ways in which you apply the 
evidence. To determine whether the evidence applies to your organiza-
tional context you can use the mnemonic we discussed in Chapter 2: 
PICOC (Table 13.1).

table 13.1

Population Who? Type of employee, people 
who may be affected by the 
outcome

Intervention What or how? Management technique/
method, factor, independent 
variable

Comparison Compared to what? Alternative intervention, 
factor, variable

Outcome What are you trying to 
accomplish/improve/change?

Objective, purpose, goal, 
dependent variable

Context Organizational setting or 
circumstances

Type of organization, sector, 
relevant contextual factors
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In the example above, the PICOC could be formulated as follows:

● P =  Physicians

● I =  Performance appraisal

● C =  Status quo

● O =  Professional development

● C =  A large Canadian healthcare organization

The underlying notion is that all five PICOC elements can pertain to whether 
performance appraisal will have a positive effect on a person’s professional 
development. Thus, the answer to the question of ‘Does X work?’ is less 
relevant than the response to the question ‘For whom does X work, for 
what purpose and in which context?’ Unfortunately, assessing whether the 
evidence is sufficiently generalizable to the organizational context is often 
rather subjective. No one-size-fits-all guidelines exist for this. Some research 
findings are generalizable to all human beings, but sometimes what works in 
one setting might not work in another. For example, there is strong evidence 
that a person’s reaction to feedback determines the extent to which his or 
her performance will improve. How someone reacts to feedback, however, is 
partly determined by a person’s ‘openness to feedback’. Some people argue 
that medical specialists – especially surgeons – are less open to feedback than 
other professionals, so for them performance feedback may be less effective. 
However, this could also be a stereotype for which the evidence is limited.3 
The same is true for stereotypes about the organization. As discussed in 
Chapter 1, managers and leaders often assume that their organization is 
unique, making the applicability of external evidence limited. However, it is 
commonplace for organizations to have myths and stories about their own 
uniqueness. In general, they tend to be neither exactly alike nor unique, but 
somewhere in between.

13.2 What is the expected value?

In the previous chapter, we demonstrated how you can estimate the prob-
ability of a claim or hypothesis being true regarding an assumed problem 
or preferred solution by weighing and aggregating the available evidence. 
By using Bayes’ Rule, we can combine evidence from different sources and 
calculate an overall (posterior) probability to help us make an evidence-
based decision. When there is only a 0.09 (9 per cent) probability that a 
claim/hypothesis regarding a preferred solution is true, the conclusion is 
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obvious: the available evidence suggests very strongly that the solution will 
not solve the problem. In this case, the decision is clear: go back to the 
drawing board and come up with a better (more evidence-based) solution. 
But what if the probability score is somewhere between 0.3 and 0.6? In that 
case, what would be the best decision? The answer is that it depends on the 
expected value.

The decision as to whether or not to implement a solution depends on 
the notion of ‘expected value’: the (sometimes monetary) outcome expected 
from the decision.4 To calculate the expected value, you need to know four 
things:

1 The cost-benefit of the solution if the claim is true (outcome 1).

2 The probability that the claim is true given the evidence (P1).

3 The cost-benefit of the solution if the claim is false (outcome 2).

4 The probability that the claim is false given the evidence (P2).

You can now calculate the expected value as follows:

Expected value = (P1)(outcome 1) + (P2)(outcome 2)

For example, imagine that it is claimed that solution A will lead to a 
productivity increase of 1.5 million dollars (outcome 1). Now let’s assume 
the probability that this claim is correct, given the available evidence, is 60 
per cent (P1). This means there is a 40 per cent probability that this claim 
is incorrect (P2). Let’s also assume that if the claim is false, the produc-
tivity may decrease by 150,000 dollars. In that case the expected value 
is 900,000 (0.6 × 1,500,000) minus 60,000 (0.4 × 150,000) = 840,000 
dollars. With this expected value you will most likely decide to implement 
solution A.

Now consider the following example. Imagine that it is claimed that solu-
tion B will lead to a productivity increase of 300,000 dollars, and that the 
probability that this claim is correct, given the evidence, is again 60 per cent. 
Now, also assume that if the claim is incorrect, the productivity will decrease 
by 800,000 dollars. In this example, the expected value is 180,000 (0.6 × 
300,000) minus 320,000 (0.4 × 800,000) = a 140,000 dollar loss. With this 
expected value, you will most likely decide not to implement solution B. 
This demonstrates that your decision should not only depend on the prob-
ability a solution will work, but also on its anticipated costs and benefits.
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13.3 is it the biggest bang for your buck?

You may notice that the PICOC element ‘Comparison’ is seldom defined, 
as in most organizations no ‘comparison’ is considered. For a meaningful 
calculation of a decision’s expected value, however, you need a point of 
comparison. After all, in evidence-based management the question is not so 
much ‘Does X have an effect on Y?’ but rather ‘Does X have a larger effect 
on Y than Z does?’ For example, in medicine the question is not whether 
a new medicine has a positive effect on a certain disorder, but rather if this 
new medicine works better than existing medicines. For example, when a 
traditional sleeping pill increases a person’s amount of sleep by 60 minutes, 
the added value of a new pill that extends this time by only 5 minutes is 
limited, especially when this new pill has side effects. The same is true of 
new management methods and ‘cutting-edge’ techniques. As explained in 
Chapter 5, due to placebo effects, many methods and techniques have a 
positive effect on organizational outcomes anyway. The question is whether 
these new methods and techniques work better than do existing ones. For 
example, many companies invested lots of time and money in the now 
popular notion of ‘employee engagement’, as it has been widely believed 
that engaged workers are likely to perform better than their disengaged 
peers. And indeed, there are empirical studies suggesting engagement has a 
positive correlation with performance. However, this correlation is similar 
to that of ‘employee satisfaction’, a rather traditional but more valid and 
reliable construct.5 In addition, other existing constructs such as social cohe-
sion, information sharing and goal clarity tend to have a substantially higher 
correlation with performance than does engagement,6 thus giving you more 
‘bang for your buck’. Other things you can consider regarding new methods 
and techniques are the ease of implementation, speed and feasibility. Option 
A may have a slightly bigger impact on the desired outcome than option B, 
but when option A requires a two-week training of the company’s work-
force, option B, which does not, may be the better choice.

13.4 is the level of risk acceptable?

Calculating – or estimating – the expected value helps you to make better 
decisions. It helps you to decide whether the probability of a certain 
outcome makes taking a risk worthwhile. The probability that a negative 
outcome will occur represents risks. Risk acceptance – also referred to as risk 
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appetite – is the level of risk a manager or organization is willing to accept. 
Individual people and organizations, however, don’t value probabilities in 
the same way, and thus have different risk appetites. Entrepreneurial people, 
for instance, may place high value on the small probability of a huge gain 
and low value on the larger probability of a substantial loss. In contrast, an 
administrator of a public organization funded with taxpayers’ money may 
place little value on the probability of gain because his or her strategic goal 
may be to preserve the organization’s capital. This difference stems from 
the difference in risk acceptance/risk appetite. Many managers, leaders and 
policymakers determine in advance the level of risk they consider accept-
able. A manager’s level of risk acceptance, however, is affected by many 
factors, such as (perceived) accountability, timing, context and individual 
perception. All these factors affect the extent to which a manager perceives 
a risk as ‘acceptable’. As a result, CEOs, executive boards, steering groups 
and individual managers can sometimes reach very different decisions based 
on the same evidence.

a few (more) words on probabilities

In Chapter 12 we explained that evidence-based management is all about 
probabilities: the extent to which something is likely to happen or to be 
the case – given the evidence – expressed as a percentage. The higher 
the probability of an outcome, the more certain that the outcome will 
occur. For example, if we find that the probability of a claim (for example, 
‘engaged workers perform better than their disengaged peers’) given 
the available evidence (such as a meta-analysis) is 20 per cent, this 
means there is an 80 per cent probability that this claim is incorrect. The 
problem with probabilities, however, is that they are hard to grasp. This 
is especially true of what is referred to as a single event or outcome. 
Most people understand that when they throw a die 100 times, they will 
score some 6s. But when they see the probability of a single event or 
outcome happening – which is the case with many claims, assumptions or 
hypotheses in the realm of management – they tend to think: Is this true/is 
this going to happen – or not? In an attempt to make sense of probabilities, 
most people will round them to either 0 or 100 per cent.7 That’s what many 

Note
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13.5 are there ethical issues to consider?

As discussed in Chapter 10, the possibility that a decision may harm 
a particular group of stakeholders – a department whose already stress-
ful workload increases, the environmental impact of a product packaging 
change that increases waste and pollutants, or the neighbourhood facing 
greater noise or traffic from a facility expansion – raises issues of a deci-
sion’s ethicality when we consider its full ramifications. A key issue is not 
that a decision may have negative outcomes. Organizational changes often 
have winners and losers and even successful decisions can involve consider-
able effort and difficulty for the people involved. Rather ethical concerns 
arise when a decision’s benefits and harms aren’t evenly distributed across 
stakeholders. Cutting jobs and employee pay while increasing the compen-
sation to senior executives may raise issues regarding perceived justice (a 
key issue in ethics) as well as possible harms to the organization in terms of 
reputation and other market-related effects. When considering a decision’s 
ethicality there are three ethical principles that may help managers reflect on 
the implications of the decisions they make.

Beneficence

Beneficence deals with the welfare of stakeholders, particularly whether 
the benefits from a decision exceed the harms that it might bring. Certain 

people in the United States did when they heard that Donald Trump had a 
probability of 10 to 20 per cent of winning the 2016 presidential election.8 
When he won, many people complained that the probabilities were wrong. 
They were not. Just because a probability is low, it does not mean it won’t 
happen. In daily life, we experience improbable events all the time: we 
unexpectedly meet friends in unlikely places, we win a prize in the lottery, 
and our new car breaks down just when we have that important job 
interview. As an evidence-based manager, you should resist saying that a 
claim, assumption or hypothesis is ‘right’ or ‘true’ if its probability is above 
50 per cent and ‘wrong’ or ‘untrue’ if it is below 50 per cent. A thorough 
understanding of probabilities and being able to calculate a decision’s 
expected value and level of risk is a prerequisite for evidence-based 
decision-making.
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organizational decisions involve legitimate harms, such as putting a compet-
itor out of business, raising prices or closing a line of business. We often 
regard such outcomes as the price of doing business. However, when the 
organization’s mission or corporate values have committed it to quality rela-
tionships with its suppliers and customers, such legitimate harms may be 
perceived as violating the principle of beneficence, especially when they are 
deemed avoidable. Decisions by drug companies to raise prices without a 
compelling economic need to do so can fall into this category. On the other 
hand, where the ecological impact of a decision is concerned, Greenpeace 
might be expected to make decisions different from Shell, as a result of their 
distinct corporate values, mission and stakeholders’ interests.

Respect

Respect for persons is the ethical principle promoting the exercise of auton-
omy in managing one’s life and making personal decisions. It involves avoiding 
imposing undue demands or risks that undermine an individual’s well-being 
and providing appropriate information to help people make choices that 
reflect their goals and interests. For example, managers who fail to inform 
stakeholders about the potential consequences of working with hazardous 
substances like asbestos or toxins would violate the principle of respect.

Justice

Justice is the ethical principle to treat people equitably and distribute benefits 
and burdens fairly. One of the major concerns in organizational decisions 
is when decision makers ignore adverse effects on parties ‘not in the room’ 
or stakeholders with little power and voice. Disproportionately benefiting 
one set of stakeholders while another is harmed raises issues of injustice. 
For example, Uber – a global taxi company from the United States – was 
stripped of its London licence, because the organization disregarded the 
values and concerns of important stakeholders (employees, competitors, 
local community) and by ignoring laws and regulations protecting the inter-
ests of conventional taxi companies.9

13.6 is the evidence actionable?

Imagine you are an executive at a large Italian hotel chain. You are thinking 
about reducing the number of middle managers and granting local teams 
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more autonomy. Before you implement this change, you want to make sure 
that collaboration within the company’s teams is at its best. So you ask 
the question: Which factors positively affect team collaboration? When 
consulting the scientific literature, you find that one of the most impor-
tant antecedents of team collaboration is trust among team members.10 
The company’s experienced managers and team members confirm this 
finding and assert that interpersonal trust is indeed a prerequisite for a 
 well-functioning team. Since the scientific evidence stems from two meta-
analyses  representing 80 samples from various industries, you judge the 
evidence to be applicable to your organizational context. To measure the 
teams’ level of interpersonal trust, you apply a short questionnaire that 
researchers widely use. The outcome indicates that some teams score below 
average. You therefore decide to try to improve this situation. However, 
you now face a new question: How can you increase trust among team 
members? The scientific evidence only explains what team trust is and how 
you can measure it. It fails to explain how team trust can be increased.

In this example, the evidence you have in hand is actionable only for the 
diagnostic stage of the decision-making process; that is, do we have a problem 
with trust within our teams and how can we measure this? For the solution 
stage – how can we increase trust among team members – its applicability 
is rather limited. You can’t act on it. As a result, you will have to consult the 
scientific literature for a second time and search for studies on factors that 
increase intra-team trust. The problem of non-actionable evidence often occurs 
when only cross-sectional studies are available, in which only a correlation 
between two variables is measured. In contrast, controlled longitudinal studies 
in which the independent variable (for example, trust) is manipulated by the 
researchers often provide more actionable information. The same is true of 
case studies describing organizational interventions and practices. Although 
the internal validity of this type of study is rather low (see Chapter 7), case 
studies often provide practical examples of how findings might be applied.

Implications for practice

When dealing with evidence from research, make sure you consult the 
section in research articles labelled ‘Implications for Practice’. 

Note
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When the evidence from the scientific literature is not actionable, evidence 
from practitioners and stakeholders can help. Always ask employees and 
managers for their professional judgement and experience. Experienced 
practitioners often have a wealth of practical knowledge, and although this 
knowledge may be based merely on personal experience, it may provide 
indispensable insights when it comes to practical application of research 
findings. Relevant questions to ask are:

●● How can we apply this?

●● What should we take into account?

●● What do you need to apply this?

Most research articles include it, and in general such sections are 
informative for management practice. However, be critical if general 
terms such as ‘focus’, ‘align’ or ‘enhance’ are used. These terms suggest 
actionability, but the recommendation ‘Our findings suggest that in 
order to increase cooperation within a team, managers should focus on 
enhancing intra-team trust’ is correct from an academic point of view 
but useless from a practical perspective. Assess critically whether the 
constructs referred to in the Results section or Implications for Practice 
are actionable and represent interventions or methods that you can use in 
practice.

An international IT firm wants to improve the performance and timeliness 
of its software development teams. When consulting the scientific 
literature, they find that one of the most important antecedents of team 
performance is information sharing.11 Several studies indicate that, 
especially if complex problems have to be addressed, information sharing 
is indispensable in that it allows team members to pool their knowledge 
and past experiences by exchanging ideas, which is particularly important 
for the generation of new ideas. The firm’s managers and software 
developers confirm that information sharing between team members is 
indeed important, and acknowledge that within some of the company’s

Example
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13.7  are there moderators that you need  
to take into account?

Another important aspect that you need to take into account when applying 
evidence is the effect of moderators. As explained in Chapter 5, a modera-
tor is a variable that affects the direction and/or strength of the relation 
between a predictor (such as information sharing) and an outcome (such 
as performance). Put differently, moderators indicate when or under what 
conditions we can expect a particular effect. For instance, in the example 
above the evidence suggests that information sharing has a larger (positive) 
impact on performance when discussions within the team are structured and 
focused.12 Thus, the positive effect of information sharing on performance is 
moderated by the factor ‘discussion structure’ (Figure 13.1).

Often there are several moderators that affect an outcome. As a result, 
moderators are important success factors for the application of the evidence 
when addressing a problem or implementing a solution. You need to take 
into account moderators from the organizational context such as industry 
sector, team size and task type, as they may weaken or strengthen the effect 
of an intervention or practice. For example, a healthcare organization facing 

teams this may be an issue. To check this assertion, the teams’ level 
of information sharing is measured with a short questionnaire that 
researchers often use. The outcome confirms that several teams 
indeed score poorly. It is therefore decided that action should be taken 
to improve this situation. The available evidence, however, fails to 
provide guidance for possible actions. For this reason, the firm’s senior 
managers are consulted by means of a Delphi procedure (see Chapter 3). 
The outcome indicates that there are a variety of methods available to 
enhance information sharing, such as ‘show and tell’ sessions or informal 
gatherings where members can share their expertise. Another relatively 
new but promising method is a daily ‘scrum’: a short stand-up meeting at 
the beginning of the day during which team members share information 
and speak up about any problems that might prevent project completion. 
Based on this information the company decides to inform all teams about 
the value of information sharing and the various ways in which this can be 
increased and to ask them to choose for themselves a method that they 
consider the most effective and feasible.
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an issue of low productivity may find evidence that financial incentives 
increase motivation and productivity. However, when most of the organiza-
tion’s staff works in groups, the evidence needs careful examination, as the 
effect may be moderated by whether the incentive is based on individual or 
team performance.13

13.8  How and in what form can you apply 
the evidence?

Managers and leaders make a wide variety of decisions. Some decisions are 
rather mundane, such as sending an e-mail, booking a room or drawing up 
an agenda. Other decisions may have a huge impact on the organization, 
such as the decision to initiate a hostile takeover of a large competitor. As 
a rule, the type of decision determines how you can effectively apply the 
evidence to the decision-making process. There are many ways of classifying 
management decisions – the most widely used is probably the distinction 
among strategic, tactical and operational decisions. The classification below 
is not completely clear-cut, but it provides you with a guide to effectively 
applying evidence in decision-making.

Routine decisions

Often operational, routine decisions are made using an organization’s exist-
ing set of rules and procedures. They may not have a major impact on 
resource allocation and are typically taken by middle or first-line managers: 
How much of a given product to stock in a shop? Who to hire to fill an 
existing role? How to deal with a customer complaint? Routine decisions 
are ‘routine’ because we make them repeatedly. They concern the typical 
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problems every manager faces on a daily or weekly basis and often involve 
issues such as performance feedback, goal setting, conflict management, 
motivating employees, recruitment and selection, sales performance, absen-
teeism and so on – all issues for which much research evidence is available. 
Important reasons for taking an evidence-based approach to making routine 
decisions are to get good results more consistently, to find ways of improv-
ing results and to free up time to make other decisions better.

We typically apply evidence for routine decisions by using a ‘push’ 
approach: actively distributing information to the organization’s relevant 
stakeholders. Such evidence may take the form of procedures of known 
effectiveness, where repeated practice demonstrates what works and what 
does not. This evidence can be provided in easily accessible and user-friendly 
forms such as a protocol, checklist, flowchart, decision tree or standard 
operating procedure (SOP). Checklists and protocols are widely used in 
high-risk industries, such as aviation and healthcare. For example, to reduce 
the number of medical errors in surgery the WHO ‘Safe Surgery Checklist’ 
was introduced in 2008. This checklist comprises a simple time-out proce-
dure before the start of the surgery, where the surgical team checks the 
patient’s name, the intended medical procedure and the patient’s site (for 
example, left or right kidney). In 2009, the WHO concluded that the use 
of the checklist is associated with a significant decrease in postoperative 
complications (30 per cent) and mortality rates (50 per cent).14

avoid over-simplification and over-standardization

When applying evidence in the form of a checklist, protocol or SOP, it is 
important to avoid over-simplification and over-standardization.15 Although 
technical rationality may be needed in a cockpit or operating room, it can be 
too rigid for informing managers about how to give performance feedback 
to employees or how to select candidates in an unbiased way. Keep in mind 
that all checklists, protocols and SOPs are incomplete. They can help to 
guide a decision or practice, but users need to remain mindful of the specific 
context. The goal is to create a guideline that is agile where it needs to be.16 
It is important that people understand the principles behind the guideline 
and can go off-script if the situation warrants. Application always depends 
on the right balance between standardization and informed judgement.

Note
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non-routine decisions

This kind of decision involves making changes to the way in which an 
organization operates. It is the sort of decision that managers are typically 
trained to make at business schools and universities. The scale of this type 
of decision can vary from the introduction of autonomous teams within a 
particular department to major strategic decisions such as whether to take 
over another company or launch a new product. The key point about deci-
sions that fall within this category is that they concern something that is 
‘new’ to the organization – though not necessarily to the industry or other 
firms – and are thus subject to varying degrees of uncertainty regarding 
the outcome. Non-routine also means that there may be relevant research 
evidence available, but it may take effort to retrieve it. In this type of deci-
sion, the evidence needed must first be identified. This means that the first 
action often concerns understanding the problem (or opportunity) and 
defining the desired outcome.

In contrast to routine decisions, evidence for non-routine decisions is 
typically applied using a ‘pull’ approach: based on the problem to solve, 
the outcome to achieve and the organizational context involved, you can 
actively obtain evidence from multiple sources and succinctly summarize 
it to inform decision makers. Evidence summaries come in many forms. 
When it comes to summarizing scientific evidence, Critically Appraised 
Topics (CATs) and Rapid Evidence Assessments (REAs) are the form we 
most widely use. Both apply the same systematic approach to selecting the 
studies – the methodological quality and practical relevance of the studies 
are assessed based on explicit criteria; thus, the summaries are transparent, 
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verifiable and reproducible. CATs are the quickest to produce and may take 
one skilled person a few days to produce. REAs might take two skilled 
persons several days or weeks to produce. A guideline on how to conduct 
a CAT is provided in Chapter 16. Although there is no harm in drawing up 
a separate summary for each evidence source (practitioners, organizational 
data, stakeholders and the scientific literature), we would recommend aggre-
gating and synthesizing the evidence into one overall summary.

novel/hyper-complex decisions

These decisions involve interventions that are not only new to the organi-
zation but also new to the industry at large (for example, introducing an 
innovative IT solution or starting a business unit in an emerging market). 
They often involve new or emergent conditions for which prior experience 
and historical knowledge provide little insight. Imagine a major technologi-
cal breakthrough or a heretofore unheard-of environmental catastrophe. 
In such circumstances, evidence from the scientific literature is often not 
available, because the issues are too novel for scientific study. As a result, 
this type of intervention is typically subject to a high degree of uncertainty 
and involves many unknowns. Novel or hyper-complex situations involve 
considerable ambiguity – cues that signal the problem or possible solution 
can be so vague and confusing that they are hard to identify. This can be the 
case when technological changes bring unexpected consequences including 
new opportunities or unimaginable threats. In these situations, there is often 
very little or no quality evidence available (Figure 13.2), and as a result 
there is often insufficient evidence to inform decision makers. In these cases, 
there is no other option but to work with the limited evidence at hand and 
supplement it through a process of sense-making and learning by doing. 
This means pilot testing and systematically assessing outcomes of the deci-
sions we take. In highly uncertain organizational environments, managers 
and leaders are likely to rely on constant experimentation and critical reflec-
tion in order to identify which things work and which things do not. We 
discuss how you can do this in the next chapter.

13.9  Dissemination, implementation  
and change

The methods of applying evidence mentioned in the previous section all 
represent different ways of providing decision makers with the best available 
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evidence from multiple sources. In most evidence-based disciplines, however, 
dissemination of evidence is a major concern. For example, a survey of 950 
US HR managers showed large discrepancies between what managers think 
is effective and what the current scientific research shows.17 In medicine, 
it has been widely reported that evidence takes on average 10 to 15 years 
to be incorporated into routine general practice in healthcare.18 The situ-
ation in other evidence-based disciplines such as education, policing and 
social welfare is not much better. As we will discuss in Chapter 15, whether 
the situation relates to a guideline, a checklist or a CAT, simply provid-
ing practitioners with the best available evidence unfortunately does not 
guarantee that they will use it. In fact, many reasons exist why  practitioners – 
 deliberately or unwittingly – disregard evidence. For this reason, a new field 
of science has emerged: implementation science, the study of methods to 
promote the uptake of evidence in routine practice. Whereas dissemina-
tion concerns the spread of evidence about a model, topic or intervention 
within an organization or a profession, implementation science concerns 
the uptake and usage of that evidence.19 In this sense we need to make a 
distinction with the implementation of a management model, method or 
technique in the broader sense, such as the implementation of lean manage-
ment or a new IT system. This type of implementation concerns methods or 
insights to facilitate organizational change and is thus related to the field of 
change management. Obviously, there is considerable overlap between the 
two fields, but whereas the implementation of evidence and evidence-based 
management is within the scope of this book (in particular Chapter 15), 
implementation as ‘organizational change’ is not. Nevertheless, we would 
like to dedicate a few words to the latter.20

Organizational change is risky. At least, that is what many change experts, 
consulting firms and management gurus claim. In fact, it is often (without the 
benefit of evidence) suggested that 70 per cent of all change initiatives fail.21 
For most experts, the reason is obvious: change initiatives fail because there 
is no sense of urgency, because there is no clear vision, because there is no 
commitment to the change goals, because the change leaders lack emotional 
intelligence, because… and so on. Just as in fields such as marketing, lead-
ership or human resources, many (mostly self-proclaimed) change experts 
make strong claims about what does and doesn’t work without providing any 
evidence. Here, too, there is a huge gap between what change experts think is 
effective and what the evidence shows. The only response to this dilemma is 
to take an evidence-based approach: conscientiously acquiring and apprais-
ing the best available evidence to determine whether claims regarding the 
best way to change or implement stand up to evidence-based scrutiny.22
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assess:  
evaluate the 
outcome of the 
decision taken

You should measure things you care about. 

If you’re not measuring, you don’t care and you don’t know.

steve howard

In the United States, the number of employees who work from home has 
tripled over the past 30 years. Many people still picture an employee work-
ing from home as a person in pyjamas watching videos on their laptop. 
Several empirical studies, however, suggest that this picture is not accurate 
and that remote working can have a positive effect on performance.1 For 
this reason, James Liang, CEO of Ctrip, China’s largest travel agency with 
more than 16,000 employees, considered implementing remote working for 
his call centre staff. To make sure his decision had the desired outcome 
(increased individual task performance), he first assessed the effect of remote 
working on a smaller scale. A sample of 250 employees was included in the 
assessment: employees with even-numbered birthdays were assigned to the 
group that works from home, while those with odd-numbered birthdays 
remained in the office as a control group. The trial lasted three months. 
Did the employees working from home resist staying in bed watching TV 
instead of doing their job? When Liang and his colleagues reviewed the 
outcome, they were stunned. ‘It was unbelievable. The work-from-home 
employees were far from goofing off – they increased their performance by 
13.5 per cent over those working in the office.’ In addition, employees who 
worked from home also reported shorter breaks and fewer sick days and 
took less time off. Liang decided to introduce remote working for all call 
centre workers.2

14
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Assessing the outcome of the decision taken is the sixth and final step 
of the evidence-based process. After we have Asked critical questions, 
Acquired, Appraised and Aggregated evidence from multiple sources and, 
finally, Applied the evidence to the decision-making process, we now 
need to Assess the outcome: Did the decision deliver the desired results? 
Unfortunately, many organizations fail to evaluate the outcome of their 
decisions – sacrificing one of the principal means to learn. Remember, the 
expertise you develop as a practitioner depends in large part on the accuracy 
of the feedback you get on your decisions – and how well you learn from 
it, as we discussed in Chapter 4. Systematically assessing the outcome of a 
decision taken is one of the key ways in which we can improve the quality 
of our decisions and it often leads us to challenge our assumptions, change 
our judgement and reconsider our conclusions. For this reason, assessing 
the outcome of our decisions is something we can and always should do, 
even – or particularly – in cases in which the preceding five steps of the 
evidence-based process yield little or no quality evidence. This may be the 
case, for example, with the implementation of new technologies or in an 
organizational context that changes rapidly. In those cases, we have no other 
option but to systematically evaluate the results of our decisions through a 
process of constant experimentation, punctuated by critical assessment of 
what worked and what didn’t.

14.1 Types of decisions

In this chapter, we will present several methods for assessing the outcome 
of a decision taken. Before such an assessment can take place, however, it 
is important to remind ourselves of the types of decisions managers make, 
because to a large extent this determines how we can assess the outcome in 
an effective and reliable way. We provided an overview of common decision 
types in Chapter 13. A succinct summary is provided below.

Routine decisions

Routine decisions, which are often operational, are those that are made 
within an organization’s existing set of rules and procedures. How much of 
a given product to stock in a shop? Who to hire to fill an existing role? How 
to deal with a customer complaint? Typically, we can assess the outcome of 
routine decisions using organizational data generated by systems available 
within the organization.
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non-routine decisions

Non-routine decisions involve making changes to the way in which an 
organization operates. The scale of this type of decision can vary from the 
introduction of autonomous teams within a particular department to major 
strategic decisions such as whether to take over another company or launch 
a new product. The key point about decisions that fall within this category is 
that they concern something that is ‘new’ to the organization – but not to the 
industry – and are thus subject to varying degrees of uncertainty regarding 
the outcome. Non-routine also means that we may not have standard ways 
to assess the outcome because existing organizational data are insufficient.

novel/hyper-complex decisions

Novel or hyper-complex decisions involve interventions that are not only new 
to the organization but also new to the industry at large (for example, intro-
ducing an innovative IT solution or starting a business unit in an emerging 
market). This type of intervention is typically subject to a high degree of uncer-
tainty and risk regarding the outcome and usually involves many unknowns. 
As a result, we often do not have standard ways to assess the outcome.

14.2  assessing the outcome: Two 
preliminary questions

In this chapter, we present several methods for assessing the outcome of a 
decision. Before we can assess the outcome, however, there are two ques-
tions we need to answer first: 1) Was the decision executed? and 2) Was the 
decision executed as planned?

Question 1: Was the decision executed?

Decisions may be made but simply not executed. In an organization that 
produces physical products or where the decision makers are in the same 
building as those executing the decision, it may be possible to simply check 
whether a decision has been implemented through ‘management by walking 
around’. In many organizations, those who execute the decision are located 
in different departments, buildings or even countries. In that case, it is worth 
checking whether the decision indeed has been executed. Even where a deci-
sion is clearly represented in new rules, procedures or training, it does not 
automatically follow that the decision has been carried out.
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The executive board of an international bank decided that any bank 
account that has two or more ‘Suspicious Activity Reports’ (reports of 
activities likely to indicate the account had been used for illegal activity) 
should be closed. The bank’s top executives, however, repeatedly ignored 
internal warnings that the firm’s monitoring systems were inadequate, 
and that it was thus unclear whether the decision was fully implemented. 
During an audit of the US Justice Department several months later it 
indeed turned out that the decision was not implemented by one of their 
Latin American subsidiaries. This became a major factor in the bank being 
fined over 1 billion US dollars in a money-laundering case.

Example

Question 2: Was the decision executed as planned?

This question pertains to what is referred to as ‘implementation fidelity’, which 
describes the degree to which a decision was executed as intended by the deci-
sion makers. It acts as a potential moderator of the effect of the decision and its 
intended outcomes. Put differently, the degree to which a decision or interven-
tion is executed determines whether the decision produces the desired outcome. 
Interventions in areas such as medicine or engineering often have dramatic 
consequences if they are not carried out as specified (people die, bridges 
collapse). This is one of the reasons why we always need to assess implementa-
tion fidelity. Unless we make such an assessment, we cannot determine whether 
a lack of impact is due to poor implementation or the decision itself, and thus 
may lead us to draw false conclusions about the decision’s effectiveness.

Tuberculosis is one of the top 10 causes of death worldwide: in 2016, more 
than 10 million people fell ill with tuberculosis and 1.7 million died from the 
disease. For patients with a specific type of tuberculosis, antiretroviral 
therapy was shown to have good results. Because the impact of 
implementation fidelity on the therapy’s outcome was unknown, a 
controlled longitudinal study was conducted.3 The outcome demonstrated 
that the overall mortality risk was 12.0 per cent. However, under complete 
implementation fidelity, the mortality risk was 7.8 per cent, suggesting that 
one-third of the mortality is preventable by implementation fidelity.

Example
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Implementation fidelity is commonly described in terms of three elements 
that we need to assess.4 These are:

1 Content
The content of the intervention concerns its ‘active ingredients’: the actions, 
knowledge or skills that the intervention seeks to deliver to its recipients. For 
example, a company can decide that the leadership training for its manag-
ers should include general management skills (for example, goal setting, 
performance appraisal, time management) as well as interpersonal skills (for 
example, listening, questioning, negotiating).

2 Dose: Duration, frequency and coverage
The dose of the intervention refers to its duration, frequency and cover-
age (that is, percentage of the population involved in the intervention). For 
instance, in the example above it could be decided that the training should 
take three days, be repeated every four years and be mandatory for all middle 
managers. If an implemented decision adheres completely to the content, 
frequency, duration and coverage as determined by the decision makers, then 
we can say that fidelity is high.

3 Moderators
A high level of implementation fidelity is not easily achieved. In fact, there are 
several factors that may influence or moderate the degree of fidelity to which 
a decision or intervention is implemented. For example, the intervention may 
be very complex and entail multiple elements, the people that are supposed to 
implement the intervention may lack the necessary skills to do so, or the depart-
ments involved may have insufficient financial or human resources to carry out 
implementation. In those cases, it is likely that implementation fidelity is low.

14.3 assess: The gold standard

When we assess the outcome of a decision, we are asking whether the deci-
sion had an effect on a particular outcome. This type of question (does X 
have an effect on Y?) is about cause and effect. Questions of this sort are 
hard to answer. Controlling the independent variable (cause/intervention) 
and separating it in time from the dependent variable (effect/outcome) can 
be very difficult. In addition, there are many confounding factors that may 
influence the outcome. When it comes to assessing the effect of a decision 
in a valid and reliable way, we need both a control group (preferably rand-
omized) and a baseline measurement (Figure 14.1). As you may recall from 
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Chapter 7, this type of design is known as a randomized controlled trial, 
considered the gold standard to answer cause-and-effect questions.

A randomized controlled trial (RCT) can be conducted quite easily. For 
example, in the case of a new service you can offer the service to a random 
group of customers, offer no (or a different) service to a control group, and 
then compare the results. Another example of an RCT is provided at the 
beginning of this chapter: employees of a call centre were randomly assigned 
to an intervention group (working from home) and a control group (work-
ing from the office). The outcomes of RCTs are simple to analyse, and the 
data easily interpreted. Another domain in which it is relatively easy to run 
an RCT is marketing, especially online marketing. For example, it is quite 
common to test the effectivity of online advertisements or web pages by rand-
omizing potential customers to one of the two versions to determine which 
one performs better. This latter example is also referred to as A/B testing.

not all experiments are created equal

In science, an RCT is sometimes referred to as a ‘true experiment’. In daily 
life, an experiment means ‘trying something out to see what happens’, 
and is a synonym for ‘pilot’. A true experiment (RCT) and a pilot, however, 
are two very different things. A true experiment is a research design with 
a high internal validity, whereas a pilot means ‘trying out’ something new 
(for example, a new product or service) to determine whether it can be 
introduced more widely. Most organizations run pilots (a well-known CEO 
of a large multinational once complained that his company had more pilots 
than British Airways), but not many organizations run true experiments. 
This means that when an organization says it has done an experiment, 
you should check whether it involved a pre-measure, a control group and 
random assignment. In some industries, running experiments (RCTs) is 
already standard operating procedure. If you order something at Amazon, 
you are almost certainly part of an experiment – testing products, prices 
and even book titles. Capital One, a US bank, conducts tens of thousands 
of experiments each year to improve the way in which the company 
acquires customers, maximizes their lifetime value and terminates 
unprofitable accounts.5

Note



Evidence-Based Management294

Baseline

As explained in Chapter 4, we tend to automatically infer causality because 
of our System 1 thinking (ie automatic, intuitive, heuristical). To determine 
whether a decision has an effect on a desired outcome, however, we first 
need to know what the situation was before the decision was executed. 
Thus, we need a baseline. In athletics, a baseline is essential. Without being 
sure that all athletes start at the same time (and thus have a similar baseline), 
we can’t be certain that the winner was indeed the fastest. But a baseline is 
also essential in the realm of management and organizations. For example, 
in order to assess the effect of a new working procedure on employees’ job 
satisfaction, we first need to know what their job satisfaction was before the 
new working procedure was implemented. Here too we need a ‘baseline’: a 
measurement of the metrics of interest before the decision was executed that 
we can use to compare to later measurements in order to assess the effect. A 
baseline is also often referred to as a ‘before’ measurement, whereas the one 
taken at the outcome is referred to as an ‘after’ measurement.

A baseline is not only essential in order to determine whether a deci-
sion has ‘caused’ an effect, but also to determine what causes what. For 
example, when the organizational data demonstrates a strong correlation 
between the level of supervisory support and subordinates’ productivity, we 
are inclined to assume that supportive supervisors cause productive subor-
dinates. However, without a baseline we cannot rule out what is known 
as ‘reverse causality’: subordinates may be productive because they have 
supportive supervisors, or supervisors may be supportive because they have 
productive subordinates.6 When we don’t have a baseline, we can’t say with 
certainty whether it was the decision that caused a desired outcome.

control

In a randomized controlled trial, we expose a group of employees or organiza-
tional units (sometimes referred to as an ‘intervention’ or ‘experimental’ group) 
to an intervention. This intervention or experimental group is compared with 
another group that is not exposed to the intervention (sometimes referred to as 
the ‘control’ or ‘comparison’ group). The control group serves as a benchmark 
for comparison against the intervention group. In the example above, we could 
obtain more confidence about the effect of supportive supervisors on subordi-
nates’ productivity by comparing the productivity of teams with a supportive 
supervisor with those with an unsupportive supervisor. To rule out alternative 
explanations for the increased productivity, however, we should assign subor-
dinates or supervisors to the control and intervention groups ‘at random’.
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Randomization

Even when we use a control group, we still can’t be 100 per cent certain 
that there were no (unknown) confounders affecting the outcome. The gold 
standard of outcome assessment therefore includes ‘random assignment’, 
a method to create control and intervention groups that include subjects 
(people or organizational units) with similar characteristics, so that both 
groups are similar at the start of the intervention. The method involves 
assigning subjects to one of the groups ‘at random’ (by chance, like the 
flip of a coin), so that each subject has an equal chance of being assigned 
to each group, and any possible distorting factor is equally spread over 
both groups. Thus, we can more confidently attribute any differences in the 
desired outcome to the decision.

A large Dutch food retailer is looking for ways to cut its operating costs. 
The Chief Operating Officer suggests opening up all stores one hour later 
on workdays. The company’s executives are divided on the decision’s 
potential impact: some argue that reducing the opening hours will result in 
a substantial decrease in sales, while others claim that the impact will be 
minimal. The company’s board therefore decides to first assess the impact 
of the reduced opening hours by conducting an RCT. A sample of 100 
stores is randomly assigned to the intervention (reduced opening hours) 
and the control condition (normal opening hours). After the trial has run for 
three months, the results demonstrate that the delayed opening hours do 
not result in any meaningful sales decline. The board therefore decides to 
implement later opening hours for all 1,200 stores.7

Example

random assignment is not the same as random sampling

Remember, as we explained in Chapter 7, random assignment is not the 
same as random sampling. Random sampling refers to selecting subjects 
(people, organizational units and so on) in such a way that they represent 

Note
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14.4 assess: The silver standard

The gold standard – a randomized controlled trial – requires random assign-
ment of individuals to units (teams, departments and so on) that serve as 
either an intervention or a control group. In most organizations, however, 
units were set up long before the intervention started, and the individuals 
within these units were often not assigned at random. An alternative option 
would be to randomize units rather than individuals, but that is feasible 
only for corporations with multiple, geographically dispersed sites, such as 
banks, chain stores, government agencies, or health-delivery organizations.8 
In addition, non-routine change interventions often concern new tasks and 
responsibilities, but people’s tasks and responsibilities are never assigned 
‘at random’. In these cases, the gold standard is not feasible, so we have no 
other option than to go for silver instead.

Quasi-experiments

The biggest barrier to the gold standard is random assignment. For this 
reason, we must settle for a non-randomized controlled study, also referred 
to as a quasi-experiment. What makes quasi-experiments experimental is 
their use of both a control group and a before and after measurement. What 
makes them ‘quasi’ is the lack of random assignment of people or units to the 
control and intervention group. The lack of random assignment negatively 
affects the assessment’s internal validity (trustworthiness). It is nevertheless 
worth doing them. In fact, in domains such as medicine many findings are 
based on non-randomized studies, especially when objections of an ethical 
nature come into play (for example, in research into the effects of smoking 
on the development of lung cancer it would not be ethical to induce one 
group of people to start smoking in order to see its health consequences). 
Non-randomized studies too can lead to robust empirical insight into a deci-
sion’s effects, when repeated under varying conditions.9

the whole population, whereas random assignment deals with assigning 
subjects to a control group and intervention group in such a way that they 
are similar at the start of the intervention. Put differently, random selection 
ensures high representativeness, whereas random assignment ensures 
high internal validity.
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A financial services organization with 40 branches in the United Kingdom 
decides to set goals to enhance the performance of their mortgage sales 
agents. Because several scientific studies suggest that providing rewards 
can strengthen a person’s goal commitment – which results in better 
performance – the company also decides to introduce performance-based 
rewards. To assess the effect of this decision the company measures the 
performance of 124 sales agents over a two-month period. Because it is 
not possible to randomly assign the agents to one of the two conditions 
(that is, since agents often work side by side and would learn, and possibly 
resent, differences in their reward allocations), 82 agents at 6 branches 
serve as the intervention group, and 42 agents at 4 branches serve as a 
control. The key performance indicator is the number of new mortgages 
sold. The average number of sales in the preceding year is set as a 
baseline level, and the agents receive a reward when attaining a particular 
level of performance: 105 per cent, 110 per cent and 125 per cent, with 
rewards of US $250, $700 and $1,500, respectively. At the beginning of 
the assessment, each agent chooses one of the performance goals 
and receives the corresponding award if the goal is achieved. Agents 
at three branches receive cash, while agents at three other branches 
receive ‘points’ that are redeemable for rewards listed in a catalogue. 
After two months, the outcome is assessed: the agents who set goals and 
received performance-based rewards sold on average 12.5 per cent more 
mortgages. However, it was also found that the agents who were offered 
cash rewards tended to set higher goals than those who were offered 
non-financial rewards, and as a result their performance was higher.10

Example

Before–after assessment

When random assignment is not feasible, it is important that the subjects 
(people, organizational units) in the intervention group are similar to those 
in the control group. If the groups are not similar at baseline, the outcome 
of the assessment may be flawed. In large organizations with multiple 
branches, offices or departments it is often possible to find a control group 
that matches the subjects in the intervention group. In smaller organiza-
tions or those with a diverse population, however, a control group may be 
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hard to achieve. The same counts for novel and hyper-complex decisions, 
and for large-scale change interventions. In those cases, it may be prefer-
able to assess the outcome of the decision taken by only comparing the 
baseline with the outcome. This type of assessment is referred to as before–
after measurement (Figure 14.2). A before–after measurement may also be 
more suitable for companies that prefer to implement the decision within 
the whole organization, rather than only in the units that were assigned to 
the intervention group.

Intervention

Difference?

outcome
measure

baseline
measure

Population

Figure 14.2 

A daycare centre has a clearly stated policy that children must be picked 
up by their parents by 5 pm. Nevertheless, some parents are often late 
and, as a result, at least one teacher must wait until the parents arrive. 
Because there is extensive research suggesting that people are sensitive 
to financial disincentives, the daycare centre manager decides to 
introduce a fine for tardy parents. To determine whether this decision has 
the desired effect, the centre keeps track of the number of parents who 
come late for four weeks both before and after the fine is introduced. In 
the first four weeks they register, on average, six late pickups per week. 
In the fifth week, the fine is introduced: parents who arrive more than 
10 minutes late will receive a fine of US $3. This fine will be added to the 
parents’ monthly bill (which is about US $380). To the manager’s great 
surprise, in the four weeks after the fine is introduced the average number 
of late pickups goes up from 6 to 20. Apparently, the fine backfired. To 
find an explanation for this unexpected outcome, a focus group is held 
with some of the parents. From this focus group, the manager learns that 
putting such a small fine on a late pickup absolved the parents of the moral 
guilt they felt for being late.11

Example
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A before–after measurement is a simple and practical method of assess-
ing the outcome of a decision. Because this type of assessment lacks both 
random assignment and a control group, however, the outcome is more 
prone to bias and confounders. For this reason, it is important that we use 
valid and reliable outcome measures to assess the effect (see below).

after-action Review

When we do not (or cannot) obtain a baseline, it will be hard to assess 
the outcome of a decision taken. This is often the case in large-scale inter-
ventions, hyper-complex decisions, or change projects that have multiple 
objectives. But even in those cases, we should make an attempt to assess 
the outcome, for instance by means of an After-Action Review (AAR). First 
used by the US Army for combat training, an AAR is a structured, reflective 
evaluation of a recent set of decisions in order to evaluate their effectiveness. 
Meta-analyses have found that, when appropriately conducted, AARs can 
lead to a 20 to 25 per cent average improvement of the desired outcome 
(for example, performance, safety, attitudes).12 Nowadays, AARs are used 
in many disciplines such as medicine, policing, education and aviation. The 
method is relatively straightforward: a facilitator leads individuals or teams 
through a series of questions that allow participants to reflect on a recent 
decision and uncover lessons learned in a non-punitive environment. The 
process may be formal or informal, and may last for minutes or hours, but 
the review always revolves around the same four questions:

1 What did we decide to do?

2 What actually happened?

3 How/why did it happen?

4 What should we do next time?

According to US Army guidelines, roughly 25 per cent of the time should be 
devoted to the first two questions, 25 per cent to the third, and 50 per cent 
to the fourth.13 In addition, it was found that AARs are most effective when 
the following requirements are met:14

●● Developmental intent: The focus of the review should be on learning and 
improvement, rather than evaluation or judgement. A developmental, 
non-punitive focus not only yields more honest and accurate feedback, 
but also enhances experiential learning.

●● Focus on specific events: The review should focus on specific activities, 
episodes or events, rather than performance or results in general.
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●● Multiple evidence sources: The review should be informed by a variety 
of perspectives and evidence sources. For example, the review should 
include input from multiple participants and at least one additional 
source of evidence (such as organizational data).

14.5 outcome measures

Reliability

When we assess the outcome of a decision taken, we want to make sure 
that our conclusions are valid and reliable. For this reason, we prefer to 
assess the outcome with before and after measurement and a (randomized) 
control group. The trustworthiness of an assessment, however, is first and 
foremost determined by the way in which the outcome was measured. 
The measurement of direct/objective outcomes (such as production error 
rate, staff turnover rate) is more likely to be valid and reliable than that 
of self-reported/subjective outcomes (for example, perceived error rate). In 
addition, when we assess the outcome of a decision by using organizational 
data generated by the company’s systems, we need to check whether these 
data are accurate and reliable, and thus we must consider all aspects that 
were described in Chapter 9.

Performance measures

When assessing the outcome of a decision, we often have many types 
of measures available. One of the most widely used measures is perfor-
mance. Organizations use various methods to measure performance. 
These methods vary in terms of complexity and are often expressed in a 
metric that contains both objective and subjective measures. Measuring 
performance, however, is difficult, since it depends on what is defined 
as ‘performance’ by the organization and how its customers perceive 
this performance. In addition, the correlation between subjective and 
objective performance measures tends to be rather low and therefore 
cannot be used interchangeably.15 For this reason, we recommend you 
use primary outcome measures rather than indirect or aggregated perfor-
mance metrics. In Table 14.1 we provide an overview of common primary 
outcome measures.
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table 14.1

Primary outcome measures

Number of sales Net profit margin Job satisfaction

Number of units 
produced

Return on investment Staff turnover rate

Number of production 
stops

Cost/benefit ratio Absenteeism

Failure frequency rate Overhead ratio Retention

Production hours Market share Professional time 
utilization

Throughput time Company value growth R&D quota

Unused capacity Customer profitability Handling time

Occupancy rate Customer satisfaction Timeliness

Waiting times Number of complaints Revenue per employee

Number of innovations Net promoter score Profit per FTE

Number of patents Brand awareness Overtime per employee

costs and benefits

Even the best decision may come with unexpected costs, so we should make 
a thorough cost-benefit analysis part of every assessment. On the internet, 
there are several analytics tools and templates (often freely) available. Many 
of these tools, however, do a poor job of identifying indirect and intangi-
ble costs (such as a decrease in customer satisfaction or drop in employee 
morale). Thus, when you conduct a cost-benefit analysis, you need to consult 
multiple sources of evidence (organizational data, professionals or stake-
holders) to identify all the costs, financial and otherwise.

14.6 assessing stakeholder effects

Decisions have both intended and unintended consequences. We are more 
likely to recognize the latter when we assess evidence from stakeholders 
regarding a decision’s impact. In fact, stakeholders are an important source 
of information regarding issues we might need to manage in the aftermath 
of a decision. Unfortunately, some managers prefer to ignore the impact of 
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their decisions on stakeholders, particularly those at lower levels or outside 
the firm.16 This evaluation avoidance, however, undermines understanding 
of the full array of effects of organizational decisions. This is particularly 
a problem in non-profit organizations where positive results of interest 
to donors and funding agencies are emphasized while negative effects on 
clients and the community are downplayed.17 In for-profit organizations, 
evidence from stakeholders can inform decision makers about the effects 
of their decisions on sustainability, community well-being and longer-term 
social consequences. Note that the values and concerns of stakeholders (in 
terms of decision outcomes they view as important) can be quite different 
from what managers believe them to be. For example, in global firms oper-
ating in developing countries, locals may be particularly interested in job 
security, and less accepting of cuts that are explained by market factors.18 
Thus effective (and ethical) decision-making includes systematic assessment 
of (potential) effects on stakeholders broadly.

14.7 Keep it simple!

The perfect is the enemy of the good. This old proverb also applies to assess-
ing the outcome of a decision taken. We already pointed out that when the 
gold standard – a randomized control trial – is not feasible, we should go for 
silver instead: a non-randomized study, a before–after measurement or an 
After-Action Review. In general, it pays to conduct assessments that are easy 
to execute and that use minimal resources and staff. Running complex trials 
that take several months to execute is probably not the best strategy. Instead, 
we recommend focusing on small-scale assessments that can be automated 
through the company’s existing information systems. Much of what you 
can learn from large-scale experiments you can also learn from a series 
of smaller tests. In addition, sometimes an honest and open After-Action 
Review of a failed decision generates more value than a rigorous RCT of a 
successful decision – provided that the organization is open to learning. The 
goal is not to conduct the perfect assessment – the goal is to learn and help 
the organization make better decisions. Because, as Eric Anderson, professor 
at Kellogg School of Management rightly states, ‘What’s surprising is not 
how bad decisions typically are, but how good managers feel about them. 
They shouldn’t – there’s usually a lot of room for improvement.’19
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Building the 
capacity for 
evidence-based 
management

Be the change that you wish to see in the world.

mahatma gandhi

In 1954, Leon Festinger, a US social psychologist, read about a cult that 
believed the end of the world was nigh. The cult was led by ‘Mrs Keech’, 
a housewife from Chicago who claimed to have received a message from 
extra-terrestrials that on 21 December a great flood would extinguish all life 
on earth, although all ‘true believers’ would be rescued the night before by 
a flying saucer. Mrs Keech attracted a large group of followers who gave up 
their jobs, sold their homes and gave away all their possessions. Given the 
followers’ strong beliefs, Festinger wondered how they would react when 
Mrs Keech’s claim turned out to be false. To find out, he posed as a believer 
and infiltrated the cult. At midnight on 20 December the evidence was clear: 
no spaceship had turned up. The followers, however, concluded that this 
time the world had been spared because of the faith of their group. The next 
day they actively started to recruit new members.1, 2

We like to think that we base our judgements on evidence. After all, isn’t 
this the hallmark of rationality? Of course, as explained in Chapter 4, our 
judgement is prone to cognitive biases that negatively affect the decisions we 
make. But when confronted with hard, undisputable evidence that reveals 
we should change our judgement, we do just that. Or do we? Unfortunately, 
as the example above demonstrates, simply showing the evidence is often 
not enough to change a person’s beliefs.3 We could argue that the cult 
members did not change their minds because they were stupid or foolish, 
and that this example doesn’t represent the average manager. That argument, 

15
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unfortunately, doesn’t ring true. People’s beliefs and judgements – includ-
ing those of managers and business leaders – are part of a complex system 
that is resilient or stubborn (take your pick) in the face of contradictory 
evidence. As a result, simply showing your boss, colleagues or employees 
strong evidence may not be enough to change what they believe. In fact, as 
illustrated by the following experience of Jeffrey Pfeffer, renowned manage-
ment professor at Stanford University, managers at times even choose to 
ignore the best available evidence:4

A few years ago, while serving on the compensation committee for a publicly 

traded company, we were considering what to do about the CEO’s stock 

options and our stock option programme in general. Just that day articles in 

the mainstream business press were published on research showing that stock 

options led to risky behaviour.5 That research added to the growing body of 

evidence demonstrating that many executive pay practices not only did not 

enhance company performance, but led instead to misreporting of financial 

results.6, 7 At the meeting, a vice president from Aon Consulting who was 

advising the compensation committee replied ‘No’ without any hesitation or 

embarrassment when I asked him first, if he knew about this research and 

second, if he was interested in me sending him the original articles or other 

information about the extensive research on stock options and their effects. 

What is particularly telling is that many people from other compensation 

consulting firms to whom I have related this story said it could have been their 

firm, too – that the perspective reflected is typical.

To give evidence-based management a shot at success, we need to increase 
the capacity of managers and organizations to prioritize quality evidence 
over personal opinion – and incorporate what the body of evidence indi-
cates into their professional judgement. That, however, is easier said than 
done. In this chapter, we will discuss how you can build the capacity for 
evidence-based management – not only in yourself, but also among your 
peers, bosses and the organization at large.

15.1 Becoming an evidence-based manager

This chapter’s opening quote from Gandhi has energized generations of 
people to act as change agents for a better world, by first starting with 
themselves. Evidence-based management also starts with ourselves. By 
becoming an evidence-based practitioner, you can inspire other practitioners 
and form the basis of an organizational culture that is itself evidence-based. 
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An approach of this kind is not only about mastering the six skills – Ask, 
Acquire, Appraise, Aggregate, Apply and Assess – but also the lifelong 
pursuit of personal and professional development as an evidence-based 
practitioner. This development typically involves three phases:

1 Developing a questioning mindset.

2 Making decisions more explicit.

3 Practising and learning every day.

developing a questioning mindset

The absence of evidence-based decision-making is not so much due to a 
lack of knowledge about the evidence supporting or contradicting a decision 
(though that is a serious issue), but rather the absence of managers with a 
questioning mindset.8 Wondering what works, what doesn’t and why is the 
first step towards improving management practice. As discussed in Chapter 
2, asking questions kicks off a deliberate search for evidence and leads to 
the active exploration of alternatives. This questioning also increases under-
standing by testing assumptions about problems, solutions and the outcomes 
of decisions. Developing a questioning mindset that appreciates the differ-
ence between trustworthy and less trustworthy evidence is a first step to 
becoming an evidence-based manager. Developing this mindset, however, is 
a career- (and maybe even life-) changing proposition.

An evidence-based practitioner thinks differently from other people. 
Evidence-based management is not just about applying skills and knowledge: 
it’s about taking a different perspective on the organization and its day-to-
day concerns. This shift starts with developing the habit of frequently asking 
yourself and others, ‘What’s the evidence for that?’ Of course, raising ques-
tions can be scary, especially for those of us who fear making waves. But, 
once practised at it, we become comfortable asking, ‘Is this your personal 
opinion based on your own professional experience? Is there any other 
evidence to support it?’ This habit of asking questions has turned many 
evidence-based practitioners into the ‘evidence squad’, as they learn to apply 
their questioning mind in a manner that promotes raising critical questions 
without necessarily criticizing. A must here is to learn ways of raising critical 
questions in socially effective ways (read: civil and persuasive). To be effec-
tive, we need to avoid being dismissed as a mere naysayer. In addition, we 
need to learn when to ask these questions. For example, we should question 
the evidence regarding an important strategic decision at the beginning of 
the decision-making process (preferably when the problem to be solved is 
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first defined). It’s less effective to wait until it’s at the CEO’s desk for final 
approval. At the same time, don’t be afraid to speak up when the available 
evidence contradicts established practice or political interests. A questioning 
mindset is the lifeblood of evidence-based management.

Making more mindful and explicit decisions

As a manager or leader, you make decisions all the time. But as an evidence-
based practitioner, you should avoid making decisions on autopilot. Instead 
we need to foster mindful, explicit decision-making. The process of making 
decisions of this kind has two parts. The first concerns decision awareness, 
recognizing the numerous daily choices we and our organizations make. Try 
making a list of the events of a morning or afternoon at work. What situ-
ations did you encounter, and what did you do or say? We bet you make 
far more decisions or choices in a day then you realize. For this reason, 
evidence-based managers tend to make many decisions with the evidence 
they already have in hand. Thus, it is valuable to ‘prime the pump’. This 
means acquiring and learning in advance the evidence useful for decisions 
you most probably will make. Priming the pump is especially useful for 
repeat decisions like hiring, running meetings, making purchasing decisions 
and the like. This can mean reading up on subjects related to important 
everyday decisions. But what about those decisions you cannot foresee? Of 
course, evidence-based management is not about taking an evidence-based 
approach to all decisions. Instead, it means paying attention to the number 
and type of decisions you make, and being able to recognize when evidence 
is important to pursue.

The second part of making more mindful and explicit decisions is 
paying attention to how decisions are actually made. Analyse an impor-
tant management decision you have been involved in. Ask what was the 
problem to be solved? From whom or where was the available evidence 
in this decision obtained? What kind of evidence was available and from 
which sources? What evidence was used and what not? Did some types 
of evidence influence the decision more than others? Was evidence miss-
ing? What are the indicators that the decision was a success (or a failure)? 
How long did the whole decision-making process take? Making decisions 
more mindful and explicit prompts critical thinking and evidence-seeking 
behaviour. It means paying attention to how our decisions might be made 
differently. Doing so provides you with an opportunity to apply the six 
steps and skills described in this book – and to make decisions using the 
best available evidence.



Evidence-Based Management310

Everyday practice and learning

Basing your management decisions on the best available evidence can be a 
turning point in your career as a manager or business leader. It is a big step, 
and not always easy. But the more you practise, the better and easier it will be.

As you become more experienced, you will develop more advanced 
evidence-based skills, such as searching in online research databases, critical 
appraisal of scientific evidence, or using Bayes’ Rule to aggregate evidence 
from multiple sources. Effective practice and learning requires lots of repeti-
tion and exposure to a variety of different conditions (organizational settings, 
types of decisions and so on). But, as explained in Chapter 4, repetition and 
exposure alone do not necessarily result in greater expertise – a person still 
needs direct, objective feedback. This means that systematically assessing 
the outcome of decisions is a key way to improve your skills and knowledge 
as an evidence-based manager. In Chapter 14 we described several meth-
ods of assessing a decision. As you may recall, the best way to assess a 
decision’s outcome tends to be a systematic before/after comparison and 
use of a control group, but sometimes a frank and thoughtful After-Action 
Review generates considerable value – provided we are open to learning 
from mistakes.

Effective practice, however, not only requires lots of repetition and objec-
tive feedback, but also the opportunity to practise using an evidence-based 
approach. The opportunity to practise means having a work environment 
that allows use of evidence-based skills. As a rule, it is determined by the 
amount of discretion and control you exert over how you do your work (ie 
professional autonomy). In a highly structured work setting (that is, with 
lots of rules about how a task is done), your opportunity to practise may be 
somewhat limited. Nonetheless, you still may be able to negotiate with your 
supervisor for the flexibility to apply an evidence-based approach – perhaps 
on a project or a change programme. A work setting that supports intro-
ducing evidence into conversations – at meetings, with staff, managers and 
clients – is a strong indicator of organizational readiness for evidence-based 
management.

15.2  Building evidence-based capacity 
among bosses and peers

We described above activities you can perform by yourself. However, unless 
you are running a one-person business on a desert island, evidence-based 
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management involves other people, such as colleagues, bosses or clients. 
Therefore, the next step in building evidence-based capacity is introducing 
the approach to the people in your organization. In general, bosses and 
peers appreciate the professionalism and conscientiousness that evidence-
based practitioners display. Yet, there still may be pushback, for example 
when decisions need to be quick or if there is lots of politicking and backbit-
ing in your organization. In such cases, executives may choose to ignore the 
evidence and make decisions based on personal judgement (‘I don’t think 
we need more evidence – we all know what we need to do, so let’s just get 
it done’). Even in work environments where evidence use is highly valued, 
if evidence challenges a boss or peer’s closely held beliefs, it can activate 
defences and muddle their judgement.

Evidence alone doesn’t change people’s minds

Evidence alone does not change minds – political scientists have demon-
strated this in many empirical studies. For example, in 2010 a landmark 
study showed that confronting people with hard evidence can backfire, 
making them more entrenched in their biases and misperceptions.9 The 
reason for this counterproductive effect is simple: when someone presents 
us with evidence contrary to our beliefs, we can feel threatened and dig in 
our heels. Particularly when the evidence makes people feel stupid (that 
is, threatens self-perceptions regarding their intelligence and competence), 
they may put their porcupine needles up and dispute (or ignore) the facts. 
When this person is your boss or someone higher up in the organization, 
the evidence may even be perceived as undermining their formal authority. 
In addition, the human brain seems intrinsically reluctant to go back on a 
decision taken, even when the facts underlying the decision have changed. 
Put differently, we seem to be wired to stick to our judgements and deal 
with the consequences later.10 As a result, when presented with contra-
dictory evidence, individuals tend to dig in their heels and increase their 
commitment to an initial belief. This shouldn’t surprise us. After all, many 
psychological mechanisms in the human mind induce self-justification, 
confirmation bias and a host of other self-protective mindsets. So, what can 
we do instead?

giving the mind a way out

As a rule, when people feel threatened, their minds dig in rather than give 
in. The key is to trick the mind by giving it a way out.11 For example, 
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explain to a person that his or her judgement is right, given what he or 
she knows. But now new information has emerged – showing that the 
underlying facts have changed. Thus, it now makes sense that the person’s 
judgement changes too. Keep in mind that the moment you (implicitly) 
belittle, ridicule or embarrass the other person with contradictory evidence, 
you’ve lost the battle.12 Instead, as Robert Cialdini, Professor of Marketing 
and Psychology at Arizona State University and recognized ‘persuasion’ 
expert, explains, you must offer the other person a way in order to save 
face while getting out of his or her prior commitment: ‘Well, of course that 
was your judgement a week ago, because this new evidence was not yet 
available.’13

Helping people to develop a new operating logic

A meta-analysis based on a large number of randomized controlled stud-
ies found that a well-argued and detailed debunking message was better at 
persuading people to change their mind than simply labelling their judge-
ment as plain wrong.14 Stripping out incorrect or unreliable information 
leaves a painful gap in a person’s operating logic regarding how the world 
works. As a result, contradictory evidence is more effective when it provides 
information that enables people to develop a new logic or narrative that in 
turn legitimizes their change in judgement.

Enhancing people’s understanding of science

An additional finding of the meta-analysis mentioned above was that 
enhancing people’s understanding of science can increase acceptance of 
contradictory evidence. Rebutting bad science may not be effective, but 
asserting the methodological quality of trustworthy scientific evidence 
seems to be effective.15 In Chapter 7, we provided several examples that can 
be used to educate your bosses and peers on what constitutes trustworthy 
evidence based on science. Including practical examples of reliable research 
findings enhances people’s understanding even more, especially when doing 
so invokes an emotional reaction, ranging from fear (wow, cultural diversity 
can lead to task conflicts and poor communication) to relief (ok, increased 
absenteeism is not uncommon after a period of restructuring). Lastly, you 
should word evidence from scientific research in a way that passes the 
mother-in-law test. That is, you should be able to explain the findings to 
your mother-in-law.16
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increasing people’s accountability

A trend promoting evidence-based management is public demand for 
accountability. Evidence-based medicine is not only about making better 
clinical decisions – it is also about the need to justify clinical decisions to 
others.17 Accountability is a serious issue in management too. Managers, 
leaders and administrators often endure a great deal of criticism from vari-
ous directions. Mismanagement, incompetence and misuse of power are the 
charges most commonly heard. As a result of this increasing social pres-
sure, there is a strong drive for increased accountability. Accountability 
refers to the (implicit or explicit) expectation that one may be called upon 
to justify one’s beliefs, actions or decisions. It implies that people who do 
not provide a satisfactory justification for their decisions will suffer nega-
tive consequences – ranging from disdainful looks and public outcry to 
discharge and prosecution.18 Not surprisingly, a large number of stud-
ies indicate that increasing a decision maker's felt sense of accountability 
leads to more information-seeking behaviour, less implicit bias and greater 
openness to external evidence. In addition, managers and leaders who expe-
rience increased accountability regarding how they make decisions (process 
accountability) will be more open to evidence that challenges their beliefs 
than those who are held accountable only for the outcome of their deci-
sions (outcome accountability).19, 20 Increasing accountability in order to 
enhance more systematic evidence use is helped when the parties involved 
have influence over the decision process, for example as a supervisor, CEO, 
board member or stakeholders in a position to publicly review decisions (for 
example, shareholders or review committees).

take small steps and pick your battles

It is tempting to try to apply all at once the skills and knowledge this book 
presents, but instead we advise caution and mindfulness. Evidence-based 
management challenges existing beliefs and conventional management prac-
tice. Your bosses, peers and clients may need time to get used to this new 
approach. Instead of flooding them with organizational data, stakeholder 
input and scientific evidence, take small steps and focus on one or two 
aspects of evidence-based management at a time. You might make a habit 
of providing bosses and peers with succinct plain language summaries of 
relevant studies on important issues. You might collect and share relevant 
organizational data as they become available. In doing so, pick your battles. 
An evidence-based manager need not take an evidence-based approach to 
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all decisions since some battles are not worth fighting – some arguments are 
lost before they even begin. For example, some people are so certain of their 
beliefs that no amount of evidence can change their minds. Those persons 
are, by definition, fundamentalists, to which an evidence-based argument 
is doomed to fail. On the other hand, over time an accumulation of wins 
through big and small uses of evidence to improve decision quality can 
really pay off.

15.3  Building evidence-based capacity in 
your organization

The final step of building evidence-based capacity concerns the organi-
zation at large. The cultural meaning and value of evidence varies across 
firms, with technical and clinical organizations potentially being more 
receptive. For example, Google Inc structures its employee-selection proce-
dures around both research findings and organizational data in order to 
avoid unconscious bias in its promotion and hiring decisions.21 However, 
making evidence-based management organizational and not just personal, 
involves raising collective awareness about the added value of evidence for 
management-related decisions. Broadcasting the idea of evidence-based 
management to the larger organization can involve a variety of interven-
tions – from conversations and lunchtime meetings in which new research 
findings are discussed to citations of research in internal memos, reports or 
policy papers. At the same time, an organization’s capacity for evidence-
based management is largely determined by its leadership and culture.

Organizational culture and leadership

An essential prerequisite of organization-wide evidence-based management 
is senior leadership that promotes an EBMgt ‘culture’.22 A global survey 
suggests that managers tend to have positive attitudes towards evidence-
based management, and a large majority believe use of scientific evidence 
improves the quality of managerial work – while lack of time is commonly 
seen as a major barrier. You can overcome such barriers by having a senior 
management that promotes an organizational culture where it is psychologi-
cally safe for members to raise concerns about evidence quality and where 
supports are in place to acquire the best available evidence before making 
important decisions. This prerequisite is underscored by a recent systematic 
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review finding that supportive leadership and organizational culture are key 
factors in the implementation of evidence-based practice.23

Building an evidence-based culture can take a lot of forms. It can be 
bottom-up, as the distinctive style in which individual managers practise, 
make decisions and lead their teams. Or it can be top-down, led by the 
board or senior leadership in order to create a basis of common under-
standings and shared values (‘this is the way in which our company makes 
decisions’). Finally, it can also be intervention-driven, introducing evidence-
based initiatives in a drive for culture change. For example, process changes 
such as the sustained implementation of After-Action Reviews can alter 
several cultural features including values, norms and patterns of behaviour. 
When you promote an evidence-based culture, opportunities for interven-
tion include:

●● Focus of attention: What does the organization pay attention to, what 
is measured and what is controlled? Does the organization focus on 
sustaining decision quality or on short-term outcomes? Do manag-
ers pay attention to developing employees’ capacity to think critically 
and encourage them to use multiple sources of evidence when making 
decisions?

●● Reactions to crises and critical incidents: What messages does the 
organization send when problems arise? In a crisis, employees look to 
their leaders for signals reflecting the organization’s key values. When 
all eyes are on you, the evidence-based leader has a valuable oppor-
tunity to convey the organization’s priorities. For example, if a failure 
occurs, is learning appreciated more than avoiding being caught making 
mistakes? Do employees see a commitment to evidence-based processes 
for improving the organization’s practices, or do they suspect a cover up 
or a blame game?

●● Reward systems: Who is selected? Who gets promoted? Who leaves? 
How important rewards are allocated can signal the value leaders place 
on members who follow an evidence-based approach. On the other hand, 
efforts to promote an evidence-based management culture are under-
mined if good evidence-based practitioners leave while less conscientious 
managers are promoted.

●● Modelling: How might evidence-based management actually look in this 
organization? Members need to see how people in jobs like their own 
might take an evidence-based approach. It helps to make visible how 
managers diagnose problems in an evidence-based fashion, search for 
evidence, assess outcomes and so on. Importantly, calling attention to the 
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processes through which people make decisions and making them trans-
parent can both educate organization members regarding evidence-based 
decision-making and enhance their trust in the organization.

Organizational resources

Finally, organizations need resources in order to successfully build the capac-
ity to practise evidence-based management. You can think of organizational 
resources in terms of three categories: ability, motivation and opportunity 
to practise.24

Ability
Building collective evidence-based skills and knowledge among organiza-
tion members requires training people in the six skills we have detailed in 
this book. This training is particularly effective if it starts with senior lead-
ership and then cascades throughout the organization. By training senior 
leaders first, we take a step towards changing the work environment in the 
direction of a more evidence-based organizational culture.

Motivation
Creating a critical mass of people who support evidence-based management 
helps to create new organizational norms regarding evidence use in decision-
making. Training is a start for developing such norms. The interventions we 
have described above for culture change are themselves motivation-altering 
mechanisms. Managers who act as a role-model and reward their employ-
ees for using evidence in making decisions are creating new incentives and 
supports that motivate the organization’s uptake of evidence-based manage-
ment. Importantly, norms that support evidence-based management are 
enhanced by making it psychologically safe for members to ask critical ques-
tions regarding the organization’s decisions and practices.25

Opportunity to practise
Opportunity to practise refers to the support that the organization provides 
to engage in evidence-based management. Examples of such support include 
staff who can easily search for relevant studies in research databases; infor-
mation systems that can capture and process organizational data enabled 
by an IT department that supports basic statistical analyses; HR-systems 
routinely gathering professional and stakeholder evidence, and HR profes-
sionals able to design in-house questionnaires, conduct surveys and run 
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focus groups; staff who can develop reliable outcome measures and conduct 
RCTs, quasi-experiments or After-Action Reviews. Some organizations 
have installed so-called Evidence Assessment Teams, whose members are 
tasked with obtaining evidence on a practice question or pending decision. 
Other organizations have appointed a Chief Evidence Officer, responsible 
for ensuring that the company uses the best available evidence to inform 
its decision makers. All these types of support make a huge difference in 
the amount of time involved in making evidence-based decisions, and thus 
substantially increase employees’ opportunity to practise evidence-based 
management.

no one-size fits all

Like other kinds of organizational change, building a culture supporting 
evidence-based management involves a bundle of mutually reinforcing 
practices – not a simple fix or silver bullet. A key lever in promoting 
an evidence-based management culture is supportive leadership that 
promotes collective ability, motivation and opportunity to practise 
evidence-based management. The support leaders provide can take many 
forms and we advise learning by doing. Start first with building critical 
abilities and an understanding (motivation) of why taking an evidence-
based approach is important for your organization and then work towards 
creating opportunities to practise that help evidence-based management 
go native in your workplace.

15.4 some final words

With this chapter on building evidence-based capacity we have reached the 
end of this book. We hope the insights, tools and checklists provided will 
help you in taking an evidence-based approach to the problems, oppor-
tunities and solutions you encounter in your daily practice and help your 
organizations make better decisions. This chapter started with how to 
become an evidence-based practitioner and ended with how to build the 
organization’s evidence-based capacity. Still, we believe, this book should 

Note
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end with building evidence-based capacity within the society at large.26 To 
this end, we would like to draw attention to the words of one of our proof 
readers: ‘What I take from this book is the career- and life-changing value of 
taking an evidence-based approach, which is fostering an inquisitive mind 
that appreciates the difference between trustworthy and less trustworthy 
evidence. It is not only committed to helping managers and organizations 
make better decisions, but also is about making this world a better place.’ 
Decisions made by managers have a profound impact on the lives and 
well-being of people the world over. As Henry Mintzberg, famous manage-
ment thinker, once said, ‘No job is more vital to our society than that of 
a manager. It is the manager who determines whether our social institu-
tions serve us well or whether they squander our talents and resources.’27 By 
ignoring evidence, billions of dollars are spent on ineffective management 
practices, to the detriment of employees and their families, communities and 
the society at large. As evidence-based practitioners, we have a moral obliga-
tion to change this situation. We can do this by helping organizations to find 
the best available evidence, to critically appraise its trustworthiness, and 
to encourage critical thinking and dialogue about assumed problems and 
preferred solutions. Let’s not forget that evidence-based practice started as a 
movement with ambitions that surpass the realm of individual practitioners 
and organizations.

As we close, we are reminded of what Amanda Burls and Gordon Guyatt, 
two of the movement’s pioneers, have said, ‘evidence-based practice is not 
just about changing a person’s skills and knowledge, it’s giving them a totally 
different perspective on the world... It’s an activist thing. We want them to 
get out… and change the world’.28 Let’s get out and do it.
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16Guidelines for 
critically appraised 
topics

As explained in Chapter 13, evidence is often summarized to inform deci-
sion makers. When it comes to summarizing scientific evidence, Critically 
Appraised Topics (CATs) are the most widely used. A CAT provides a quick 
and succinct assessment of what is known (and not known) in the scientific 
literature about an intervention or practical issue by applying a systematic 
approach to selecting the studies – the methodological quality and practi-
cal relevance of the studies are assessed based on explicit criteria; thus, the 
summaries are transparent, verifiable and reproducible. CATs are easy to 
conduct and may take a skilled person only a few hours to days to produce. 
In order to be quick, a CAT makes concessions in relation to the breadth, 
depth and comprehensiveness of the search. Aspects of the search may be 
limited to produce a quicker result:

●● Searching: a limited number of databases may be consulted, and unpub-
lished research is often excluded. Sometimes a CAT may be limited to 
only meta-analyses.

●●  Data extraction: only a limited amount of key data may be extracted, 
such as year, population, sector, sample size, main findings and effect size.

●● Critical appraisal: quality appraisal may be limited to methodological 
appropriateness.

Due to these limitations, a CAT is more prone to selection bias than a system-
atic review or rapid evidence assessment. A practitioner’s need for obtaining 
evidence rapidly should hence always be greater than the risk related to 
lacking a completely comprehensive review of the evidence on the topic.

321
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steps in the cat process

A CAT involves the following steps:

 1 Background

 2 Question

 3 PICOC

 4 Inclusion criteria

 5 Search strategy

 6 Study selection

 7 Data extraction

 8 Critical appraisal

 9 Results

9.1 Definitions

9.2 Main findings

10 Conclusion

11 Limitations

12 Implications and recommendations

16.1  step 1: Background – What is the 
context of the CaT question?

The background should clearly state what was the rationale for the CAT and 
explain why the question being asked is important. You may also indicate 
how it might relate to a wider understanding of a general problem. Most 
CATs occur in the context of a specific organization. You should address 
this context (for example, sector, history, characteristics), help specify the 
rationale for the CAT and explain why the question is important for the 
organization, its members or its clients. In formulating the CAT question, it 
is important to reflect on the potential stakeholders relevant to the general 
problem being addressed in order to tap deeper insight into the issues 
involved (for example, internal stakeholders such as employees at different 
organizational levels or external stakeholders like clients or the community).
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As a change consultant, I am expected to contribute to the realization of 
organizational change. The outcomes of change can be both positive and 
negative, depending on the type of change and the specific individual or 
group affected. Particularly when the change has predominantly negative 
outcomes (eg lay-offs), I think it is of utmost importance that the change 
process is fair and just. I am curious about the impact procedural justice 
has on the way people perceive the outcomes of organizational change.

Example

Hoping to imitate the innovative and flexible work environments found 
at start-ups and companies like Google, my organization’s Executive 
Director is considering implementing a bullpen style, open-plan layout. 
Currently, our office is divided into individual workspaces with half walls. 
The Executive Director and Controller both have private offices. With 15 
employees working in a relatively small space, I worry that the distractions 
created by a new, open layout may undermine our ability to focus and to 
be productive at work. To draw a more informed conclusion on the effect 
that such a layout might have at our office, I have gathered and assessed 
the quality of available scientific evidence, outlined key findings and 
summarized their practical implications.

Example

Interviewing and who got what job how are the most talked about subject 
on campus. Most students are getting ready to find either internships 
or full-time jobs this summer. It is widely believed that smiling during a 
job interview may increase your chances of getting hired. This CAT was 
conducted to understand whether this claim is supported by scientific 
evidence.

Example
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16.2  step 2: formulating the CaT question – 
What does the CaT answer?

You can use a CAT to answer many different types of questions. For the 
purposes of this guideline, we split these into ‘impact’ and ‘non-impact’ 
questions. This distinction is not ideal but reflects the fact that the most 
common CAT questions are about:

●● the effect of an intervention, factor or independent variable;

●● the drivers (antecedents) of a certain outcome.

impact questions

What is known in the scientific literature about the impact of goal setting 
on the task performance of sales agents?

Example

What is known in scientific literature about the impact of smiling during 
job interviews: Do people who smile more have better chances of getting 
hired?

Example

What is known in the scientific literature about the impact of flexible work 
schedules on task performance?

Example
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non-impact questions

You can, however, use CATs to answer a range of other questions, which 
can be grouped as:

●● Needs: What do people want or need?

●● Attitude: What do people think or feel?

●● Experience: What are people’s experiences?

●● Prevalence: How many/often do people/organizations... ?

●● Procedure: How can we implement... ?

●● Process: How does it work?

●● Exploration: Why does it work?

Main question:

●● What is known in the scientific literature about the prevalence of 
burnout among nurses in the United States?

Supplementary questions:

●● What is burnout?

●● What are the symptoms of burnout more widely and for nurses more 
specifically?

●● Are there reliable and valid instruments available to measure burnout?

Example

What is known in the scientific literature about the effect of open-office 
layouts on workers’ task performance?

Example
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16.3 step 3: PiCoC

A PICOC is a mnemonic used to assist reviewers to search for studies that 
are relevant to your organizational context (see Chapter 2). Your PICOC 
will help you to determine whether the findings of a study will be generaliz-
able and applicable to your organizational context. More specifically, your 
PICOC helps to answer the question whether your population, outcome of 
interest and organizational characteristics are so different from those in the 
study that its results may be difficult to apply.

16.4  step 4: inclusion criteria – Which 
studies will be considered?

One of the features that distinguishes a CAT from a traditional review is the 
pre-specification of criteria for including and excluding studies. The inclu-
sion criteria (also referred to as eligibility criteria) help the reviewer(s) to 
determine whether a study will be included in the CAT when reviewing its 
abstract and/or full text. The inclusion criteria should be guided by your 
CAT question and objectives, and by the outcome measures that you will be 
considering to answer your question. They define the studies that the search 
strategy is attempting to locate.

Inclusion criteria:

●● Date: published in the period 1990 to 2018.

●● Language: articles in English.

●● Type of studies: quantitative, empirical studies.

●● Study design: only meta-analyses or controlled studies.

●● Measurement: a) studies in which the effect of goal setting on 
organizational outcomes was measured, or b) studies in which the 
effect of moderators and/or mediators on the outcome of goal setting 
was measured.

●● Outcome: task performance.

●● Context: studies related to workplace settings.

Example



Guidelines for Critically Appraised Topics 327

Exclusion criteria:
Studies including goal setting as part of health-, lifestyle- or treatment-
related interventions.

16.5  step 5: search strategy – How should 
the studies be sought?

Based on the question, you next have to conduct a structured search for all 
relevant studies in the international research literature. In the first instance, 
you should concentrate your search on relevant bibliographical databases 
using clearly defined search terms. At the very least, conduct your search 
using ABI/INFORM from ProQuest and Business Source Premier from 
EBSCO. Depending on the CAT question, you may also need to search in 
databases that are aimed at neighbouring disciplines such as psychology 
(PsycINFO), education (ERIC) or healthcare (PubMed).

The following three databases were used to identify studies: ABI/INFORM 
Global and PsycINFO. The following generic search filters were applied to 
all databases during the search:

1 Scholarly journals, peer-reviewed.

2 Published in the period 1980 to 2018 for meta-analyses and the period 
2000 to 2018 for primary studies.

3 Articles in English.

A search was conducted using combinations of different search terms, 
such as ‘job interview’, ‘employment interview’, ‘selection interview’ and 
‘smiling’.

Example

documentation of the search

It is important that the search conducted is transparent, verifiable and repro-
ducible. For this reason, the search process should be clearly documented, 
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preferably in the form of a table that shows which search terms were used, 
how search terms were combined and how many studies were found at 
every step. Table 16.1 is an example.

In Chapter 6 you can learn the skills necessary to successfully conduct 
a systematic, transparent and verifiable search in online research databases 
such as ABI/INFORM Global, Business Source Premier and PsycINFO.

16.6  step 6: study selection – How should 
you select the studies?

In general, a search will yield a large number of studies – sometimes more 
than one hundred. Some studies will not be directly relevant to the research 
question and PICOC. Hence, the next step is to screen them to check that 
they meet the inclusion criteria. Screening is usually a two-stage process: 
the first involves reviewing the abstracts and the second, reviewing the full 
studies.

Review abstracts

This involves reading the abstracts that have been found through search-
ing. Each abstract should be compared against the inclusion criteria and 
if the abstract meets the criteria then the full study should be read. Not 
all abstracts will contain information on all the inclusion criteria (this is 

table 16.1

ABI/INFORM Global, PsycINFO
peer-reviewed, scholarly journals, July 2016

Search terms ABI PSY

S1: ti(“job interview”) OR ab(“job interview”) 76 231

S2: ti(“employment interview”) OR ab(“employment 
interview”)

122 368

S3: ti(“selection interview”) OR ab(“selection 
interview”)

70 130

S4: S1 OR S2 OR S3 259 583

S5: ti(smil*) OR ab(smil*) 736 2,673

S6: S4 AND S5 7 5
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particularly a problem with electronic searching). In these cases, decisions 
need to be made on whether or not to include the study on the information 
available. When in doubt, the study should be included.

Review full studies

You should read the full article and compare it against the inclusion criteria.

Selection took place in two phases. First, the titles and abstracts of 83 
studies identified were screened for their relevance to this CAT. In case of 
doubt, the study was included. Duplicate publications were removed. This 
first phase yielded 2 meta-analyses and 12 controlled and/or longitudinal 
studies.

Example

16.7  step 7: Data extraction – What 
information should you extract?

Data extraction involves the collation of the results and other information 
of the studies included. From each study, information relevant to the CAT 
question, such as year of publication, research design, sample size, popu-
lation (eg industry, type of employees), outcome measures, main findings, 
effect sizes, weaknesses and the final level of trustworthiness (see Chapter 7) 
should be reported, preferably in the form of a clearly structured table. 
Table 16.2 is an example.

16.8  step 8: Critical appraisal – How should 
the quality of the studies be judged?

Methodological appropriateness

You can usually find a study to support or refute almost any theory or 
claim. It is thus important that you determine which studies are trustworthy 



table 16.2 Methodological appropriateness: which design for which question?

Author 
and year

Sector/
Population

Design and 
sample size Main findings

Effect 
size Limitations Level

Abraham 
and Graham-
Rowe (2009)

General 
population, 
multiple 
organizations

Systematic 
review; 2/3 
RCT; 1/3 quasi-
experimental, 8 
studies; N = 624

Worksite physical activity interventions, which include 
specific goal setting, goal reviews (ie follow-up) and 
graded tasks, have a small, positive impact on fitness-
related outcomes

Small Limited 
relevance to 
the review 
question

AA

Bandura and 
Locke (2003)

General 
population, 
multiple 
organizations

Traditional 
literature review, 
N = unclear

Discusses the importance of self-efficacy for 
understanding, predicting and changing people’s 
performance or goal attainment. Self-efficacy is stated 
to be related (based on meta-analytical findings from 
previous studies), among others, to more proactive 
(self-set) goal setting, challenging goals and faster goal 
attainment, as well as effort and performance.

No effect 
sizes 
provided

No systematic 
search, no 
information 
regarding 
design of 
included 
studies

D

Brown 
(2005)

Canadian 
government, 
employees 
in a training 
programme

Randomized 
controlled trial, 
N = 74

Both participants who were urged to do their best and 
those who set proximal (shorter-term) as well as distal 
(= longer-term) goals had increased transfer of training 
(= maintenance of learned material over time and 
generalization of learned material from the classroom 
to the workplace context) relative to those who set only 
distal outcome goals. There was no significant difference 
in the transfer level of participants urged to do their best 
and those who set proximal plus distal goals. In addition, 
there was no difference between the experimental 
conditions regarding the effect on self-efficacy. This 
supports the conclusion that distal outcome goals are not 
effective in bringing about an increase in transfer when 
participants are learning new skills.

Small Short time 
frame 
between 
training and 
measurement 
(six weeks) 

A
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Fu (2009) Industrial 
sales agents, 
multiple 
organizations

Before after, with 
double post-test 
(3 months and 6 
months) N = 143

The study indicates further that self-set goals fully 
mediate the relationship between assigned goals and 
selling effort (ass goals impact ssg and then selling 
effort). In addition, the longitudinal data indicate that 
company-assigned goals, self-set goals, and selling 
effort all positively influence future new product sales, 
but not self-efficacy (not significant). Interestingly, 
the results of the study fail to confirm an inverted, 
U-shaped relationship between assigned goals and 
effort.

Moderate No serious 
limitations

C

Schweitzer 
et al (2004)

Undergraduate 
studies, US, 
lab setting

RCT, n = 159 Results of a laboratory experiment utilizing high, 
low, increasing, decreasing and ‘do your best’ goal 
structures across multiple rounds provide evidence 
that depletion mediates the relationship between goal 
structures and unethical behaviour, and that this effect 
is moderated by the number of consecutive goals 
assigned.

Very 
small

Students, 
artificial 
setting

A

331
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(ie valid and reliable) and which are not. You should first determine and 
grade the trustworthiness of a study by its methodological appropriateness 
as explained in Chapter 7.

The overall quality of the studies included was high. Of the four meta-
analyses, three included randomized and/or non-randomized controlled 
studies and were therefore qualified as level A or AA. The remaining 
meta-analysis was graded as level C, because it was insufficiently clear 
what type of studies were included. The actual level of evidence of this 
meta-analysis (and as a result the overall quality of the studies included in 
this CAT) may therefore be higher. All three primary studies used a cross-
sectional design and were therefore graded level D.

Example

After critical appraisal of the 24 studies, only four studies were included. 
Most studies were excluded because they had serious methodological 
shortcomings. One of the studies included concerned a systematic 
review, representing the results of 18 studies. The overall quality of 
the included studies, however, was low. For instance, all but two of the 
studies included in the systematic review were self-report surveys, and 
due to heterogeneity between studies it was not possible to calculate a 
pooled estimate of effect. The three single primary studies used a cross-
sectional design. As a result, the trustworthiness of the scientific evidence 
supporting the following main findings is very limited.

Example

Effect sizes

An outcome can be statistically significant, but it may not necessarily be 
practically relevant: even a trivial effect can be statistically significant if the 
sample size is large. For this reason, you should pay little attention to the 
p-value but instead assess the ‘effect size’ as described in Chapter 7.
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An incentive is commonly defined as ‘something that arouses action 
or activity’.1 In the domain of management, incentives can be defined 
as ‘plans that have predetermined criteria and standards, as well as 
understood policies for determining and allocating rewards’.2 Incentives 
include all forms of rewards (and punishments) that are based on an 
employee’s performance or behaviour. Promotions, grades, awards, praise 
and recognition are therefore all incentives. However, financial incentives 
such as money, bonus plans or stock options are the most commonly 
used. Formally, incentives differ from rewards. Incentives refer to all 
stimuli that are provided in advance, whereas rewards are offered after a 
given performance. In the scientific literature and management practice, 
however, these terms are used interchangeably.

Example

A smile is defined as a pleased, kind or amused expression, typically 
with the corners of the mouth turned up and the front teeth exposed. A 
neutral expression is a blank facial expression characterized by neutral 
positioning of the facial features, implying a lack of strong emotion.

Example

16.9 step 9: results – What did you find?

step 9.1: definition: What is meant by X?

Most CAT questions include one or more key elements/constructs, for 
which several definitions are available. In this step, you should provide an 
overview of the most common definition(s).
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The concept of self-managing teams is referred to in various ways, using 
terms such as ‘autonomous groups’, ‘shared’ or ‘self-directed teams’; all 
of these terms refer to teams that are hallmarked by autonomy. We use 
the term ‘self-managing teams’ to cover all of the different descriptions of 
this concept. Cummings and Worley (2005) refer to the standard definition 
of autonomous groups as ‘groups responsible for a complete product or 
service, or a major part of a production process. They control members’ 
task behaviour and make decisions about task assignment and work 
methods’.3

Example

step 9.2: Main findings

In this section, you should provide an overview of the main findings relevant 
to the CAT question. For each finding, you should present the main evidence 
from the CAT, including its level of trustworthiness and (if available) effect 
size. Often three to six findings are presented.

1 Smiling is weakly correlated with job interview success (level D)
 Putting on a smile may be advantageous by comparison with 

remaining neutral, which may be seen as reflecting a lack of interest or 
involvement. But there are other factors at play too during the interview 
and just smiling is weakly correlated to success.

2 Quality and timing of the smile also has an influence on the overall 
impression and subsequent decisions (level D)

 Dynamic authentic smiles generally lead to more favourable job, 
person and expression ratings than dynamic fake smiles or neutral 
expressions. Furthermore, authentically smiling interviewees were 
judged to be more suitable and were more likely to be short-listed and 
selected for the job. Hiring was maximized when applicants smiled 

Example
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less in the middle of the interview relative to the start and end. This 
research suggests that job type is an important moderator of the impact 
of smiling on hiring.

3 An anxious facial expression is negatively correlated with job 
interview success (level B)

 Candidates who are anxious in the job interview receive significantly 
lower ratings of interview performance and are less likely to be hired 
for the job.

1 Difficult and challenging goals have a moderately positive effect on 
performance (level A)

 Numerous meta-analyses have demonstrated that difficult, challenging 
goals have a moderately positive effect on performance, compared 
with easy goals. Goals must therefore be made as difficult but realistic 
as the individuals can cope with. In addition, goals must be challenging 
and stimulate the individual motivation.

2 However, when employees must first acquire requisite knowledge or 
skills to perform the task, specific and challenging goals can have a 
large negative effect on performance (level A)

 Several randomized controlled studies have demonstrated that 
when a task requires the acquisition of knowledge before it can be 
performed effectively, a general goal (eg ‘do your best’) leads to 
higher performance than a specific high goal. In fact, when knowledge 
acquisition is necessary for effectively performing a task, setting 
a specific but extremely high performance goal can lead people to 
ruminate on the potential negative consequences of failure rather than 
focus on task-relevant ways to attain the goal.

3 In addition, when employees need to acquire knowledge or skills in 
order to perform a set task, or when the task involved is complex, then 
behavioural goals and learning goals tend to have a more positive 
effect on performance than outcome goals (level A)

 In addition to the findings reported above, several randomized 
controlled studies have demonstrated that when a simple task 

Example
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is involved, an outcome goal (focused on results) leads to higher 
performance than urging people to do their best, whereas when a 
complex task is involved, a learning goal (eg adopting a specific number 
of strategies or procedures to perform the task correctly) leads to 
higher performance than either an outcome goal or urging people to do 
their best.

4 The effect of goal setting varies across workers’ ability levels (level C)
 A recent controlled study found that low-ability workers for whom goals 

were likely to be challenging increased their performance by 40 per 
cent in the goal-setting treatment with respect to the baseline while 
high-ability workers achieved the same level of performance across 
treatments. This finding confirms the outcome of previous studies that 
‘ability-based’ goals are more effective at improving performance than 
a ‘one-size-fits-all’ approach, where everyone is assigned the same 
performance target.

16.10 step 10: Conclusion

You should make the conclusion of your CAT a concise statement (of two or 
three sentences) on the main findings on the CAT question.

Scientific research literature supports my assumption that a fair change 
process is important to realizing successful change, given the moderate 
positive effect of procedural justice on organizational outcomes. Although 
the effects are mostly small to medium, the indications are that there is 
indeed a positive relationship between procedural justice and acceptance, 
commitment and behaviour during organizational change.

Example
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We can conclude that financial incentives can have a positive impact 
on performance, also known as the ‘price effect’. However, financial 
incentives also have a negative impact on the intrinsic motivation of 
employees, which is known as the ‘crowding-out’ effect. The net result 
of these two opposing effects determines a possible gain or loss in 
performance. In addition, the net effect is influenced by several mediating 
and moderating variables.

Example

Goal setting is one of the most powerful and evidence-based interventions 
for enhancing performance, provided that moderating factors such as goal 
attribute, type of task, organizational context and employee characteristics 
are carefully taken into account.

Example

The scientific literature does not support the claim that ethnic or cultural 
diversity leads to higher team performance.

Example

16.11 step 11: Limitations

In a CAT you are aiming to provide a balanced assessment of what is known 
(and not known) in the scientific literature about an intervention or practi-
cal issue by using a systematic methodology to search and critically appraise 
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empirical studies. Nevertheless, all CATs have limitations. In your CAT you 
should explicitly describe any limitations and discuss how they possibly 
impacted the findings of the assessment. Below is an example of a descrip-
tion of limitations that are inherent to CATs.

Concessions were made in relation to the breadth and depth of the search 
process. As a consequence, some relevant studies may have been missed. 
A second limitation concerns the critical appraisal of the studies included. 
This CAT did not conduct a comprehensive review of the psychometric 
properties of the tests, scales and questionnaires used. A third limitation 
concerns the fact that the evidence on several moderators is often based 
on a limited number (sometimes only one) of studies. Although most of 
these studies were well controlled or even randomized, no single study 
can be considered to be strong evidence – it is merely indicative. Finally, 
this CAT focused only on meta-analyses. As a consequence, relevant 
findings may have been missed. Given these limitations, care must be 
taken not to present the findings of a CAT as conclusive.

Example

16.12  step 12: implications and 
recommendations

Once you have used the evidence found to answer the CAT’s main ques-
tion, you should use the final part of the assessment to relate the findings 
to the background of the CAT and the PICOC described in steps 1 and 2. 
For example: Is the evidence supportive of current practice? What are the 
estimated benefits and harms? What, based on the evidence found, are your 
specific recommendations for action? Importantly, how might you consider 
the concerns and interests of different organizational stakeholders in your 
recommendations?
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The fair process effect in organizations is observed when change 
leaders increase aspects of their decision-making process, specifically 
consistency, accuracy, lack of bias and openness to employee input. When 
procedural justice is not taken into account, employees may feel treated 
unfairly and resistance to change may increase. To actively design a fair 
change process, the six classic criteria for procedural justice specified 
by Leventhal (1980) may serve as a useful checklist.4 These criteria can be 
turned into practical guidelines for the purpose of organizational change 
as follows: a) the change approach needs to be consistently applied 
to all employees at all times; b) it needs to be impartial, ie prejudice or 
stereotyping are eliminated; c) the information on which decisions are 
based needs to be accurate; d) opportunities should be provided to correct 
or change plans or processes; e) those responsible for the organizational 
change (the change managers or leaders) need to represent the interests 
of all stakeholders affected by the change; and f) the ethical standards and 
values of those involved should never be disregarded.

Example

Financial incentives can be used to increase the employee motivation and 
performance needed to support change. However, upper management 
should have a clear vision about the change in performance or behaviour 
that it desires, as it requires different approaches to incentivizing. 
Intrinsically motivated employees executing interesting tasks and quality 
outcomes should be encouraged by indirect incentives (eg opportunities 
to do valued activities) in order to avoid eroding that motivation. 
Direct financial incentives are effective when extrinsic motivation and 
quantitative performance need to be stimulated. Upper management 
should therefore frequently ‘calculate’ the proposed net effect (positive 
price effect versus negative crowding-out effect) when defining a pay 
plan. Lastly, if the plan is designed to increase team performance, all 
incentives should not be distributed equally, as this may harm individual 
motivation.

Example
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This CAT indicates that Emotional Intelligence (EI) is not a radical new 
construct in leadership. Even though EI has (some) positive effects, these 
effects can also be explained by the overlap with other psychological 
constructs. In addition, the claims made by well-known consultancy firms 
such as Hay Group that ‘EI can make the difference between a highly 
effective and an average professional contributor’ is not supported by the 
outcome of this CAT. For this reason, I advise against investing in training 
courses that claim to develop our executives’ EI.

Example
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table 16.3

 1  Have you clearly described the background and context of the CAT 
question?

 2  Does the CAT address a clearly focused question? Is it clear what the 
CAT will answer? 

 3 Have you used the PICOC framework to focus the CAT question? 

 4  Have you clearly defined the inclusion criteria (eg population, outcomes 
of interest, study design)? 

 5  Have you conducted a comprehensive literature search using relevant 
research databases (ie ABI/INFORM, Business Source Premier, 
PsycINFO, Web of Science, etc)? 

 6  Is the search systematic and reproducible (eg were searched 
information sources listed, were search terms provided, were search 
results reported)? 

 7  Have you selected the studies using explicit inclusion and exclusion 
criteria?

 8  Have you clearly described the key features (year of publication, 
population, sample size, study design, outcome measures, effect sizes, 
limitations, level of trustworthiness) of all studies included?

 9  Have you assessed the methodological appropriateness of each study 
using predetermined quality criteria?

 10  Have you provided definitions of the key elements/constructs in the 
CAT question?

 11 Have you clearly described the assumed causal mechanism?

 12  Have you provided an overview with the main findings, including their 
level of trustworthiness and effect size?

 13  Have you provided a clear, succinct conclusion on the main findings on 
the CAT question?

 14  Have you clearly described all limitations and discussed how they may 
impact on the findings of the CAT?

 15 Have you clearly described what the implications for practice are?

16.13 Checklist
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Notes and references

1 Incentive (nd) [accessed 14 October 2017] Merriam-Webster [Online]  
https://www.merriam-webster.com/dictionary/incentive.

2 Greene, RJ (2010) Rewarding Performance: Guiding principles; custom strate-

gies, Routledge, Abingdon

3 Cummings, T and Worley, C (2005) Organizational Development and Change, 
South-Western, Ohio

4 Leventhal, GS (1980) What should be done with equity theory? in Social 

Exchange, ed KJ Gergen, MS Greenberg and RH Willis, pp 27–55, Springer, 
Boston, MA
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After-Action Review: Structured, reflective evaluation of a recent set of decisions in 
order to evaluate their effectiveness.

Assumption: A belief, claim or hypothesis that is accepted as true (or as certain to 
happen), without evidence.

Baseline: A measurement of the metrics of interest before a decision was executed 
that we can use to compare to later measurements in order to assess the effect. 
A baseline is also often referred to as a ‘before’ or ‘pre’ measurement.

Bayes’ Rule: Method to estimate the probability of a claim, assumption or hypoth-
esis being true given the available evidence.

Benchmark: Metrics that are tied to standards or best practices within the industry.
Big data: A massive volume of both structured and unstructured data that is so 

large it is difficult to process using traditional data analytics techniques.
Blinding: Concealing the group membership (experimental group vs control group) 

of individuals in a study where research participants do not know which group 
they are in. Double blinding occurs when neither the research participant nor 
the researcher knows which group an individual is in.

Boolean operators: Logical operators used to join search terms. Standard Boolean 
operators are “AND”, “OR”, and “NOT”. Named after mathematician George 
Boole.

Business intelligence systems: System that analyses business data and presents 
actionable information to help managers and other users make informed busi-
ness decisions.

Cognitive bias: Systematic pattern of deviation from rational or logical judgement 
based on inherent and unconscious psychological processes. Well-known exam-
ples are confirmation bias, availability bias, group conformity and authority 
bias.

Cohen’s rules of thumb: Heuristic to determine the magnitude of an effect found in 
a study.

Confounder: A third variable that distorts (confounds) the relationship between 
two other variables.

Confidence interval: Provides the upper and lower boundaries between which we 
expect – usually with a 95 per cent certainty – the true value of a point estimate 
(mean, percentage or effect size) to fall. Used to determine the precision of an 
effect size.

343
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Construct: An idea or theory that exists as an abstraction. When a construct is 
measured or operationalized the result of that actual measurement is referred 
to as a variable (ie, a variable is empirically observed and may take different 
values). For example, organizational commitment is a psychological construct 
describing an individual employee’s attachment to the organization. It can be 
measured using a variety of questionnaire-based scales.

Control group: A group (sometimes referred to as an ‘intervention’, ‘treatment’ or 
‘experimental’ group) that is exposed to a condition or situation expected to 
have an effect (the assumed cause), which is then compared with another group 
(known as the ‘control’ or ‘comparison’ group) that is not.

Correlation: The degree or strength of a (linear) relationship between two vari-
ables. The relationship may be positive (an increase in one variable is associated 
with an increase in the other) or negative (an increase in one variable is associ-
ated with a decrease in the other). The square of correlation indicates how much 
variation in one variable is explained by the other.

Covariation: The phenomenon that when the value of one variable changes, the 
value of the other one alters as well. See also correlation.

Critical appraisal: Process of systematically judging the quality or trustworthiness 
of a unit of evidence.

Cross-sectional study: A study in which a large number of data or variables is gath-
ered only at one point in time. It provides a ‘snapshot’ of the current situation. 
Often referred to as ‘survey’.

Data: Numbers, words, figures, symbols, sounds, dates, images, etc without 
context.

Data dredging: An unsystematic effort to find patterns in a data set without first 
formulating a hypothesis. Highly prone to finding false and nonreplicable 
patterns, it is sometimes referred to ‘fishing’ or ‘p-hacking’. 

Data warehouse: A large, integrated database that contains the data of multiple 
separate information systems.

Delphi Method: A qualitative, interactive method, involving a group of experts or 
professionals who anonymously reply to a questionnaire or a set of statements 
and subsequently receive feedback in the form of a ‘group response’, after which 
the process repeats itself.

Devil’s advocate: A person who expresses an opinion that disagrees with the 
prevailing point of view, for the sake of debate or to explore the thought further.

Double-barrelled questions: Questions that ask respondents to evaluate more than 
one concept. An example is ‘How organized and interesting was the meeting?’

Effect size: A quantitative measure of the strength of a relationship, or the degree 
of difference between two groups, controlling for the bias that sample size 
introduces.

Evidence: Information supporting (or contradicting) a claim, assumption or 
hypothesis. 

Expected value: The (often monetary) outcome expected from the decision.
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External validity: The extent to which results or findings can be generalized to 
other contexts or to people not included in the original study(s).

Focus group: A set of six to ten people who are asked about their perceptions, 
feelings, opinions, or attitudes towards a product, service, idea, or – in case of 
an evidence-based approach – asked about an assumed problem or proposed 
solution.

Generalizability: Extent to which the evidence also applies to other populations or 
organizations.  

Goodness of fit: Metric that indicates if (and how) the observed (true) values in a 
dataset differ from the values as predicted by a regression.

Google Scholar: A search engine developed by Google that provides a simple way 
to broadly search for scholarly literature, including research articles.

Heuristic: A mental shortcut that helps us make judgements quickly without having 
to spend a lot of time researching and analysing information.

Information: Data relating to something or someone and considered meaningful or 
useful.

Internal validity: The quality or trustworthiness of a given study, reflects the extent 
to which the research design controls for or rules out methodological bias.

Key Performance Indicator (KPI): Key Performance Indicators are measurable 
values that provide information regarding the extent to which an organization 
is achieving its goals. Typically, these are composite indicators such as the ratio 
of revenues generated relative to the number of customers or customer-related 
activities; these indicators provide information on the pay-off associated with 
specific kinds of organizational activities.

Law of the Large Numbers: Law that states that the larger the sample size, the 
more accurate its predictions regarding characteristics of the whole population. 
Thus, when we use a small sample of organizational data, the metrics and KPIs 
based on that sample are most likely to deviate from the ‘true’ value.

Leading question: A question that guides a person toward a desired answer by 
suggesting what the answer should be.

Likelihood (vs probability): Indicator of the probability that an event will occur. 
Logic model: A framework used for both decision making and evaluation that 

represents the logical connections expected between resources, activities, 
outputs, and outcomes, allowing assumptions to be surfaced and evaluation 
of the actual effects that resources and activities have on an organization’s 
outcomes.

Longitudinal research: Study that involves repeated observations (measurements) 
of the same variable(s) over a certain period of time (sometimes even years).

Measurement error: The difference between a measured value and its true value.
Mediator: A variable that causes the relationship between two other variables, 

for example between an antecedent and a consequence a mediator might be 
a psychological process that intervenes between them. For example, having a 
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supportive boss might lead to increased employee commitment to the organiza-
tion through the mediating effect of trust in management.

Meta-analysis: A statistical approach combining the results from multiple studies in 
order to obtain a trustworthy estimate of effect sizes and to resolve uncertainty 
when studies find different results.

Methodological appropriateness: Indicates if the way a study is designed is the best 
way to answer the study’s research question.  

Methodological bias: Systematic pattern of errors or deviations from population 
values or true scores; these errors are introduced by some feature(s) in the 
research design. Methodological bias can occur when a certain kind of answer 
is encouraged and another kind of answer discouraged, for example, social 
 desirability bias can lead individuals to agree with positively worded questions 
and disagree with negatively worded questions regardless of the actual content 
of the questions.

Methodological quality: Indicates the strengths and weaknesses of the way a study 
is conducted. 

Moderator: A variable that affects the relationships between two other variables, 
for example, when the relationship between performance and job satisfaction is 
affected by whether rewards are contingent on performance.

Null hypothesis: The hypothesis or belief that there is no difference between two 
treatment groups or no relationship between two variables, aside from bias or 
measurement errors.

Pearl growing: Browsing through the references of a relevant article (the ‘pearl’) to 
identify other relevant articles. Also referred to as ‘snowballing’.

Peer-reviewed journal: Articles submitted to these journals are first evaluated and 
critiqued by independent, anonymous scientists in the same field (peers) to 
determine whether they merit publication in a scientific journal.

PICOC: A conceptual tool to help you find evidence that takes into account your 
professional context. The PICOC acronym stands for Population, Intervention, 
Comparison, Outcome and Context.

Placebo: A substance or treatment with no therapeutic or systematic effect.  
Placebo effects reflect non-specific factors that can influence a research subject’s 
response to experimental conditions.  Placebo effects should be ruled out when 
looking at effects of treatments or interventions since participating in a study 
can itself alter the behaviour or attitudes of participants. 

Predictive model: A statistical model to make a prediction. May refer to any 
statistical model that is used to make predictions (such correlations and regres-
sions), but in the realm of ‘big data’ it often refers to a model that uses complex 
algorithms derived from advanced data-analytic techniques based on artificial 
intelligence or machine learning.

Prior (probability): The initial estimate of how probable it is that a hypothesis 
(claim, assumption) is true to start with, that is, without the benefit of the avail-
able evidence.
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Probability: the extent to which an event is likely to occur, measured by the ratio of 
the favourable cases to the whole number of cases possible.

Professional expertise: The experience and judgement of managers, consultants, 
business leaders and other practitioners – differs from intuition and personal 
opinion because it reflects the specialized knowledge acquired by the repeated 
experience and practice of specialized activities.

Pseudo-science: A collection of beliefs or practices erroneously believed to be based 
on the scientific method (eg astrology).

Qualitative research: Research that uses data that are not expressed in numbers. 
These data are usually obtained from interviews, focus groups, documentary 
analysis, narrative analysis or participant observation.

Quantitative research: Research that uses data that are quantified in various ways, 
that is, measured and expressed using numbers. These data are usually obtained 
from surveys, tests, financial reports, performance metrics or statistics.

r-squared: Indicates the extent variation or differences in one metric can be 
explained by a variation or differences in a second metric.

Random assignment: Assigning subjects to different groups ‘at random’ (by chance, 
like the flip of a coin), so that each subject has equal chance of being assigned 
to each group, and any possible distorting factor is equally spread over both 
groups.

Random selection/random sampling: A sampling method in which all subjects of 
a group or population have an equal and independent chance of being selected. 
Random selection reduces the chances of selection bias.

Range restriction: Occurs when a metric in a dataset has a more limited range 
(minimum and/or maximum value) than it has in the whole population. 
As a result, the correlation between that metric and another metric can be 
constrained.

Red team: Team used by a company to challenge assumptions, unearth precon-
ceived notions, and identify symptoms of bias (especially confirmation bias and 
groupthink) that could affect professional judgement.

Reliability: The degree to which the results of a measurement can be depended 
upon to be accurate. Related to the consistency or repeatability of measurement 
results. 

Regression: The prediction of an outcome metric from one predictor metric (simple 
regression) or several predictor metrics (multiple regression).

Regression coefficient: Tells you how much the outcome metric is expected to 
increase (if the coefficient is positive) or decrease (if the coefficient is negative) 
when the predictor metric increases by one unit.

Replication: The process of repeating or reproducing an experiment or intervention 
to see if its outcomes are trustworthy.

Representativeness: Indication of how well the data obtained from a sample 
accurately represents the entire population. The more representative the sample, 
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the more confident we can be that we can generalize the evidence to the whole 
population. See also generalizability. 

Research design: The ‘blueprint’ of a study that describes its steps, methods and 
techniques used to collect, measure and analyse data.

Residual plot: A graph that shows if (and how) the observed (true) values in a 
dataset differ from the values as predicted by a regression.

Risk acceptance: The level of risk a manger or organization is willing to accept – 
also referred to as risk appetite.

Science: A systematic enterprise that builds knowledge by accumulating results 
based on testable hypotheses.

Scientific literature: Scientific studies published in peer-reviewed academic (schol-
arly) journals.

Scientific method: Systematic observation, measurement, and experimentation in 
order to formulate, test, and modify hypotheses.

Selection bias: Also referred to as sampling bias, occurs when your selection of 
practitioners leads to an outcome that is different from what you would have 
gotif you had enrolled the entire target audience

Semi-structured interview: Interview that consists of a limited number of key ques-
tions that define the topic or issue to be explored while allowing the interviewer 
to explore relevant information not thought of beforehand.

Significance (statistical): Statistical metric that is often – but incorrectly! – 
presented as the probability that a scientific hypothesis is true, or the probability 
that the findings were produced by random chance alone.

Small numbers problem: See Law of the large numbers.
Snowballing: See pearl growing.
Social desirability bias: Respondents’ natural tendency to want to be accepted and 

liked, which may lead them to provide ‘socially desirable’ answers, especially to 
questions that deal with sensitive subjects.

Structured Query Language (SQL): A standardized programming language used to 
‘query’ a database by extracting the data in a readable format according to the 
user’s request.

Stakeholder map: Map that illustrates the potential array of stakeholders related to 
a specific decision.

Stakeholders: People (individuals or groups) whose interests affect or are affected 
by an organization’s decision and its outcomes.

Standard deviation: A measure that tells us how much the data deviates from the 
average, often abbreviated as SD.

Structured interviews: Interviews that uses a fixed format in which all questions are 
prepared beforehand and are asked in the same order. To ensure that answers 
can be reliably aggregated and comparisons made, all persons are asked the 
same questions.

System 1: The fast, effortless thinking system that operates automatically with little 
voluntary control and that uses intuition or heuristics to make decisions fast.
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System 2: The slow, effortful reasoning system that draws heavily on our cognitive 
resources and requires attention and concentration.

Systematic review: A structured literature review that reviews the complete 
published and unpublished scientific literature relevant to a specific question. It 
follows a pre-set procedure for identifying, searching, coding and synthesizing 
findings from the entire body of relevant research. Compares to a meta-analysis, 
which is a quantitative analysis of an entire body of studies, summarizing 
its findings in terms of effect sizes. Some systematic reviews also include 
meta-analysis.

Thesaurus: The controlled vocabulary of an online research databases that lists 
words grouped together according to similarity of meaning, including syno-
nyms, antonyms and related words.

Truncation: A searching technique used in databases in which a word ending is 
replaced by a symbol: often an asterisk (*) – in order to find singular and plural 
forms of words and variant endings

Trustworthy: Deserving of trust or confidence, used in EBMgt to refer to the extent 
to which evidence is reliable and valid.

Unstructured interview: Interview that lacks predetermined questions (see also 
structured- and semi-structured interview).

Validity: The extent to which a concept, measurement or result is consistent with 
the real world.

Variable: An empirical observation liable to vary or change, typically measuring a 
more abstract concept or construct (above). 

Weaknesses: Limitations to the trustworthiness of evidence based on presence of 
bias, cognitive or methodological  and/or low reliability or validity.

Workflow systems: Systems that manage the execution of a business process.
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