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Preface

Bioelectrics is a new field encompassing both the science and technology of

applying electrical stimuli to biological systems. Typical stimuli utilize what is

called pulsed power, a pulse with high voltage and/or current with a pulse width

from subnanoseconds to milliseconds. Pulsed power may be altered to such forms

as pulsed electric fields, plasmas, shock waves, pulsed electromagnetic waves, and

pulse light. Application targets include specific cells such as cancer cells and

bacteria, more complex arrangements such as tissues and organs, and complex

environments and ecosystems including plant and animal species. Elucidation of

effects of pulsed power on biology has led to numerous applications in such fields

as medical treatment and welfare, environment, food, agriculture and fisheries, and

biotechnology.

Research integrating pulsed power science and technology with the

biological and medical fields began in 2000. The Research Center for Bioelectrics,

Old Dominion University, was established in 2002 by Dr. Karl Schoenbach;

the Bioelectrics Research Center, Kumamoto University, was established in

2007 by Dr. Hidenori Akiyama. The International Bioelectrics Consortium

was established in 2005 by three institutions, Old Dominion University (USA),

Kumamoto University (Japan), and Karlsruhe Institute of Technology (Germany).

By 2016, the consortium had grown to encompass participation by15 universities

and institutions.

Military research has driven an increase in the size of pulsed power generators.

Sandia National Laboratories’ Z Machine, the largest pulsed power generator

in the world, has stored energy capabilities of 20 MJ, output current of 26 MA,

X-ray peak power of 350 TW, and diameter of about 33 m. Concurrent develop-

ment of low- to no-maintenance pulsed power supply systems continue to expand

industrial applications. Such systems require only moderate output power

and a small footprint but do require high repetition rate and high-functioning pulsed

power.
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The rapid development of bioelectric science and technology leads to hope

that, in the near future, bioelectrics will substantially contribute to such global

concerns as cancer treatment, environmental maintenance, and food and energy

supplies.

Chapter 1 contains an introduction to the application of bioelectrics. Electropo-

ration, the electropermeabilization of cell membranes, is a fundamental and the

most thoroughly studied bioelectric effect due to pulsed electric fields. This chapter

provides background into the research history of this effect and introduces medical

and biotechnological applications based on both reversible and irreversible

electropermeabilization with millisecond to microsecond pulses. The Chap. 1 also

demonstrates application of nanosecond- to picosecond-range pulses with pulsed

electric fields ranging from a kV/cm to more than 100 kV/cm; these affect not only

the cell plasma membrane but also subcellular structures.

Chapter 2 includes an introduction into pulsed power technology. Pulsed power

is produced by transferring energy generally stored in capacitors and inductors to a

load very quickly through switching devices. The chapter focuses on the basics of

two key technologies, electric circuits and switches, tools used for pulsed power

measurement, and delivery of electric pulses to biological tissues using antennas.

Chapter 3 includes discussions about unique electromagnetic agents ranging

from cold plasma to electromagnetic radiation. Nonequilibrium plasmas in gases

and liquids are known to produce reactive agents that contribute to biological

effects including membrane disruption and apoptosis. These reactive agents include

ultraviolet radiation, heat, reactive oxygen-based and nitrogen-based species,

charged particles, and electric fields. The interactions between pulsed electromag-

netic fields and biological systems are included.

Chapter 4 outlines biological responses to pulsed electric fields (PEFs), which

exert profound effects on cells by interacting with the cell membrane and other

cellular components. The initial discussion within this chapter is a description from

multifaceted standpoints of interactions of PEFs with biological membranes, mem-

brane pore formation, and their physiological significance; this is followed by a

description of subcellular events induced by PEFs including their effects on the

cytoskeleton and signal transduction. The chapter also provides a detailed descrip-

tion on irreversible electroporation and cell death by PEFs.

Chapter 5 covers the use in medical applications. Therapeutic applications of

bioelectrics have been developed for a large number of medical conditions includ-

ing cancer, wound healing, ischemia, cardiovascular disease, and diabetes. Utiliza-

tion of bioelectrics-based medical techniques has recently surged as the potential of

such techniques lies in a more holistic approach to fundamental biophysical mech-

anisms driving underlying success.

Chapter 6 includes a discussion of environmental applications such as food and

biomass processing. PEF-based techniques have been demonstrated to be energy

saving and persistent in efficacy for bacterial inactivation in wastewater and liquid
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food and for the eradication of cyanobacteria in surface waters, obviating harmful

chemical usage. PEF treatment offers specific advantages for component extrac-

tion—low heat influx, low energy demand, and selectivity of compound release—

which make PEF processing suitable for winemaking, for extraction of sugar from

sugar beets and valuable components from fruits and vegetables, and in PEF

downstream processing of microalgae.

Kumamoto, Japan Hidenori Akiyama

Norfolk, VA, USA Richard Heller
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Chapter 1

Introduction

Karl H. Schoenbach, Eberhard Neumann, Richard Heller,

P. Thomas Vernier, Justin Teissie, and Stephen J. Beebe

Abstract Electroporation, the electropermeabilization of cell membranes, is a

basic and most thoroughly studied bioelectric effect caused by pulsed electric fields.

Section 1.1 gives a brief introduction into the research history of this effect and

revisits the original chemical thermodynamic concept of membrane poration, which

was introduced in 1982 in the context of the first electro-genetic reprogramming of

cells with foreign DNA. Most of the applications of this effect have since been

based on the use of millisecond and microsecond pulses with electric field ampli-

tudes ranging from the upper tens of V/cm to several kV/cm. Section 1.2 provides a

brief overview of the history in this important field of research and introduces

medical and biotechnological applications, based on reversible and irreversible

electropermeabilization with millisecond/microsecond pulses. More recently the

pulse duration has been extended into the nanosecond and even picosecond range,

with pulsed electric fields ranging from kV/cm to more than 100 kV/cm. The

application of such ultrashort pulses has been shown to affect not only the plasma

membrane of cells but also subcellular structures. The development of the research

in this area and applications of nanosecond and picosecond bioelectric effects are

covered in Sect. 1.3.

Keywords Electroporation • History of electroporation/electropermeabilization •

Millisecond/microsecond pulse effects • Nanosecond/picosecond pulse effects •

Medical and biotechnological applications
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1.1 History of the Membrane Electroporation Concept

Eberhard Neumann

The original chemical thermodynamic concept of membrane electroporation

(MEP), introduced in 1982 in the context of the first genetic reprogramming of

cells with foreign naked DNA by using electric pulses, is revisited. In addition, an

advanced physical chemical analysis of MEP data correlations is outlined in terms

of pore density statistics. A new strategy for a stepwise analysis of electroporation

data correlations suggests starting with the low-field range, which directly yields

the average single-pore polarizability and eventually the pore radii. Further, at a

given applied electric field, the induced membrane fields in spheroidal membrane

shells are dependent on the angular position. Consequently, experimental quanti-

ties, such as the extent of poration and the pore distribution constant, reflect

averages of field-dependent cos squared terms. Remarkably, the “in-field” kinetics

indicates that the pore density increases in two consecutive steps and includes the

delayed Maxwell stress-induced shape changes of membrane shells. Both the rapid

in-field kinetic modes and the longer-lasting post-field pore resealing phases indi-

cate that transmembrane fluxes of small ions and larger molecules are coupled to

the structural changes modulating the transport. Therefore, flux analysis uses the

concept of time-dependent (interaction) flux coefficients to rationalize the charac-

teristic sigmoid onsets and apparently stretched exponentials, qualifying

“stretched” as “exponentials of exponentials.”

1.1.1 Introduction

When it was found that electric field pulses together with naked foreign gene DNA

can be used to genetically reprogram biological cells, the general interest in

bioelectric phenomena and electric pulse techniques gained enormous impetus for

field-controlled chemical cell manipulations. Historically, the field effect leading to

uptake of biogenic agents like DNA was termed membrane “electroporation,” short

for “electric pore formation,” in 1982 [1]. As such, the term electroporation intends

to qualify the chemical structural basis for the observed permeability changes for

small ions and (even poly-ionic) macromolecules that usually do not penetrate the

lipid phase of membranes.

In more detail, the chemical thermodynamic concept for electroporation was

already specified in the context of the first electrotransfer of naked foreign DNA

into living mouse lyoma cells by the high-voltage pulse trains leading to stable

reprogramming of the cell genome [1, 2]. Prior and complementary to functional

electro-uptake, it had been found that electric pulses cause electro-release of

2 K.H. Schoenbach et al.



cellular components, such as catecholamines, ATP, Ca-ions, and chromogranine

proteins from isolated chromaffin granules of bovine adrenal medullae [3].

Similarly, in 1980 it was shown that aggregated dictyostelium cells exposed to a

train of electric field pulses, in the post-field time phase, reorganize (facilitated by

added Ca-ions) and form viable giant syncytia by (electroporative) cell–cell fusion

(electrofusion) [4]. The post-field kinetics is generally slower and covers a longer

time range of several seconds. This indicates that the (in-field) induced porous

membrane states are (at zero field) structurally long lived as compared to the rapid

process of in-field pore formation.

These early field effect data and the electroporation concept have been valued,

among others, in Nature Methods [5] as seminal for the various biotechnological

and medical applications; among them are the clinical applications of voltage

pulses combined with bioactive agents in the clinical discipline of

electrochemotherapy and gene electrotransfer. In this context, we appreciate the

critical input of members of the laboratories of, initially, L. M. Mir, J. Teissie, M.-P.

Rols, D. Miklavcic, G. Sersa, R. Heller, J. C. Weaver, Y. Chizmadzhev,

B. Rubinsky, K. H. Schoenbach, I. Tsoneva, and later, U. Pliquett, M. Kotulska,

W. Frei, J. Gehl, R. Boeckmann, H. Grubmueller, T. Vernier, M. Tarek, and many

others.

It is recalled that the original “thermodynamic concept of membrane electro-

poration” was only sketched for the overall description of the dependence of the

fractional extent of poration (and implicitly the kinetic constants) on the field pulse

parameters in terms of pore reaction quantities like induced pore polarization

volumes (and eventually pore radius). The present personal review on the early

history of membrane electroporation (MEP) is therefore restricted to those selected

examples where electroporation data were subjected to rigorous chemical kinetic

and chemical thermodynamic analysis.

In the original thermodynamic concept, the mass action law for a two-state

structural interaction scheme had been formulated, and the dependence of the

chemical state distribution constant on physical state parameters like temperature,

pressure, or electric field was given in the differential form of a general Van’t Hoff
relationship [1]. It is emphasized that, as such, chemical thermodynamics is a

general physical chemical approach for the analysis of appropriate data correlations

in terms of established thermodynamic laws. Thus, chemical thermodynamics is not

an alternative theory competing with other physical theories.

Due to novel single-particle techniques and progress in analytical theory, how-

ever, the original thermodynamic approach to MEP has to be substantially refined.

In particular, it is realized that the experimental electroporation data of cell ensem-

bles (and thus of electropore ensembles) in homogeneous suspensions are “double-

average values” of the polar angular position and of (position dependent) local

electric field strength. It is outlined below how the experimental parameters like

pore distribution constants and fractional pore densities can be explicitly expressed

in terms of positional averages of the (centrosymmetric) electropore reactivity

confined to spherical shells with position-dependent local fields. The inclusion of

these, so far often disregarded, average aspects and of the field-dependent

1 Introduction 3



“membrane conductivity factor” should resolve obvious discrepancies in data

interpretations. For example, the actual data assumed to reflect the fractional

increase of the field effect appear to be better described when the exponent of the

field parameter is linearly dependent on the electric field strength, E. However, the
concept of induced polarization (of the pore water) clearly is associated with a

square dependence (E2).

1.1.2 Ensemble Kinetics of Electroporation

It is essential that there is a fundamental difference between the rate of opening and

closing of a single-pore event, as compared to the chemical kinetics of ensembles of

membrane pores. The rate parameters of ensemble kinetics are obtained from the

analysis of the entire time-course Sig(t) of an appropriate signal that reflects—

either direct or indirect—proportionality to the density of pores. Here, pore density

refers to the number of pores in the shell volume of the closed membrane system of

a lipid vesicle or a cell.

The access to electric pore formation is usually indirect. It has to be checked

whether the observed transport kinetics are rate limited by the structural changes

(in the lipid–water interfaces) underlying the statistics of pore opening and closing

events. For instance, the time course of forward light scattering (of polarized light)

can indicate the entrance of water into the lipid membrane, and also global shape

changes concomitant with vesicle volume changes. The time course of conductance

parameters can indicate field-induced transmembrane flux of small ions. Spectro-

scopic methods are used to indirectly monitor membrane transport of larger mol-

ecules like optical dyes or dye-labeled DNA.

Here, it is practical to differentiate between “in-field” responses and “post-field”

responses like the slower pore ensemble resealing phases. In classical electropora-

tion kinetics, the actual time-course Sig(t) of the respective signal is analyzed in

terms of (exponential) normal modes. Each exponential mode is characterized by

the relaxation time constant and the mode amplitude. It is shown below that flux

analysis requires “time-dependent rate coefficients.”

In particular, the relaxation kinetic data of unilamellar lipid vesicles [6] and of

densely packed CHO cells [7] are instrumental for elucidating the mechanism of

pore formation. Already the actual time courses of poration events show peculiar-

ities such as delayed parallel modes. In the low-field strength range, pore formation

is roughly mono-exponential with time. The (field-dependent) relaxation times are

in the range of 5 μs (low field) down to about 0.5 μs (high field). The post-field

relaxation covers a longer time range (stretched exponentials); the “zero-field” time

constants are in the range of 1 ms to 10 ms. Even if the ion concentration outside is

much smaller than the inside concentration, the post-field response indicates no net

transport of ions to the outside. So, the pores are conductive but do not indicate

measurable net outflux. These “rapid” pores appear to be permselective either for

single file cation flux or for single file anion flux; they are thus associated with local

4 K.H. Schoenbach et al.



Nernst potentials counteracting the field-induced potentials. They were called type-

1 pores (P1), estimated average pore radius of 0.5� 0.2 nm.

At field strengths higher than a “threshold field strength,” the initial exponential

phase (of P1 pores) appears to saturate, and at about 5 μs the signal slowly

increases. At about 5 μs, a delayed second transport mode appears. The delay is

particularly pronounced when adsorbed macromolecules are present or when shape

changes due to Maxwell stress lead to net outflux of intra-particle salt solution. This

special feature suggests that a second type of larger pores is formed at the expense

of P1 pores. The in-field time constants for the P2 pores are estimated to be in the

range of 100–30 μs, estimated pore radius of about 1.0 � 0.2 nm. The post-field

response is extremely stretched and can cover the time range of 10–100 ms and

even several seconds [7]. In the case of voltage clamp (i.e., the membrane field is

forced to be constant), ion fluxes do not reduce the transmembrane field and pores

may expand up to pore radii of 10 nm and more [8–12]. In both cases, structural

longevity of pore ensembles at zero field underlies (and rationalizes) the large post-

field membrane transport. This is particularly apparent when the unavoidable

adsorption of (macro) molecules leads to prolonged membrane insertion and thus

to delayed (zero-field) dissociation from the membrane. In addition, at higher field

strengths, electromechanical Maxwell stress leads to elongation of lipid vesicles

and cells in the field direction and to release of intracellular liquid. Adsorbed

molecules facilitate, by curvature effects, both electroporation and material trans-

port as well as shape changes.

In brief, the thermodynamic ensemble approach provides a comprehensive

formalism for quantitative analysis and characterization of electroporation data of

cells and tissue. Together with results obtained from flux analysis, using the concept

of time-dependent flux coefficients, the thermodynamic and kinetic information

provides not only a general guideline for the analysis of data correlations but also

for the goal-directed design of experiments and apparatus for the various biotech-

nological and medical electroporation treatments.

1.1.3 Molecular Chemical Schemes for Pore Formation

The chemical electro-thermodynamic concept of membrane electroporation (MEP)

views the primary effect of the induced membrane electric field as directly acting on

the interface between bulk water and the hydrated polar head groups of lipids,

leading to the formation of hydrophobic and hydrophilic pores. The chemical

process may be viewed as field-induced cooperative rearrangements of n lipids

Laq (hydrated polar head groups). Thereby aqueous pores Ln and Ln (W ) are formed

by water (W ) entrance., according to

1 Introduction 5



nLaq � Laq

� �
n
ÐþW

Laq
� �

n
Wð Þ ð1:1Þ

The water in the cluster-like configuration (Laq)n (W ) is polarized stronger in the

induced transmembrane field (Em) as compared to the smaller field E in the bulk

water. Therefore, water entrance into the higher electric field of the membrane site

contributes strongly to the thermodynamic stability of small aqueous hydrophobic

(HO) and larger hydrophilic (HI) or inverted pores [13]. The observed longevity

(larger pore life times) of the ensemble of local pore structures is due to the local

cooperativity of the ordered lipids in the highly curved pore wall of a hydrophilic

pore. The steps from the closed membrane sites (Laq)n (denoted C) to the various

pore states had been cast in the scheme: C � HO⇌HI.

Field-induced rotational motions of the polar lipids in the curved pore wall

(of the HI pore) also rationalize the huge acceleration of lipid flip-flop and other

intra-wall motions such as the translocation of phosphoryl inositol from the internal

membrane monolayer to the outer monolayer. Electric pulses of low-field intensity

but longer pulse duration facilitate, via electroporation, both endocytotic uptake of

external particles and exocytotic release of intracellular components.

The structural feature of pore longevity is also instrumental for rationalizing

some of the voltage pulse data for pulse train combination modes of high-voltage

(HV) pulses and low-voltage (LV) pulses and the effects of a time interval between

the pulses [14]. Viewed afterward, the originally applied “exponential field pulses”

[1, 2], with the longer RC-circuit discharge times, combine the HV part of the initial

time course with the LV part of the slower part.

As compared to the chemical thermodynamic approach, it appears that the

majority of detailed (physical) electroporation theories primarily address the phys-

ical aspects like the electric polarization term of pore water, pore line tension, and

membrane surface tension, membrane curvature and bending rigidity, and other

factors in terms of “pore radius.” They do not explicitly address the chemical free

energy changes of rearrangements of the lipids and water in pore wall formation

and pore resealing.

1.1.4 Global Electroporation Scheme

In order to understand the electroporation phenomena on the membrane level, it is

essential to recall that an electric field (of a voltage pulse) acts (here via the larger

induced membrane field) as a force on chemical structures, vectorial and simul-

taneously on all polar (ionic and dipolar) groups of the membrane components. Note,

the induced membrane field originates from the mobile ions near the two surface

sides of the dielectric membrane (Maxwell–Wagner ionic polarization). When

macromolecules adsorb on the membrane surface, the adsorption complex neces-

sarily is situated within the induced field across the “complex.”

6 K.H. Schoenbach et al.



It is common experience that cellular electroporation data correlations can be

satisfactory rationalized in terms of a global overall scheme for the structural

transitions of pore formation and pore resealing viewed as cascades of field-

sensitive closed membrane states (C) and a sequence of porous states (P):

ðCÞ ÐþW ðPÞ ! XðSigÞ ð1:2Þ

In scheme (1.2), the term X(Sig) is to indicate that the preceding structural transition
is necessarily coupled to transport phenomena and transport feeds back to the extent

of transition. The transport of small ion fluxes leads to reduction of the induced

transmembrane field; this reduces the extent of poration even if the external field

remains constant. Under the special condition of low external salt concentration,

oscillations in the membrane field and in the global shape are observed [12].

The thermodynamic overall distribution constant Kp (E) for the overall two-state
scheme is defined as

Kp Eð Þ ¼ P½ �
C½ � ¼

P½ �
P½ �max � P½ � ¼

f p
1� f p

ð1:3Þ

The thermodynamic field dependence is denoted by Kp (E). The state density of

potential pore sites is given by C½ � ¼ P½ �max � P½ �, where the maximum value [P]
max (at field infinity) is used as a reference for the pore state density [P]. The
overall fraction of pore states is given by

f p Eð Þ ¼ P½ �
P½ �max

¼ Kp Eð Þ
1þ Kp Eð Þ ð1:4Þ

The numerical value of fp (E) is limited to the range 0� fp� 1. (The previous

restricted assumption of K� 1, reducing Eq. (1.4) to fp(E)¼Kp(E), is justified only

for the low-field range [6, 7].) The analysis of the field dependence of fp (E) requires
to first express the fractional extent of poration as fp (Em), i.e., in terms of the

induced local membrane field Em.

1.1.5 Chemical Energetics of Field Effects

The various poration phenomena are thermodynamically rationalized in differential

form as dependence of Kp on the generalized thermodynamic forces in terms of a

generalized Van’t Hoff relationship (1.1). The total differential d ln K( p,T,E) is
expressed as partial change dT in the Kelvin temperature T, partial change dp in the
pressure p, and partial change dEm in the electric field strength Em of the “locally

active” electric field induced by the external applied field E. For a two-state

1 Introduction 7



structural equilibrium transition, Eq. (1.2), the general thermodynamic expression

reads

RT d‘nKðp, T, EÞ ¼ ΔrH
o
p,T dt� ΔrV

o
E,T dpþ ΔrM

o
p,T dEm ð1:5Þ

In Eq. (1.5), R ¼ kBNA is the gas constant, kB the Boltzmann constant, and NA the

Loschmidt–Avogadro constant. Equation 1.5 covers the overall electroporation

process in terms of the standard value ΔrM
0 ¼ M0 Pð Þ �M0 Cð Þ of the (molar)

reaction dipole moment, “sonoporation” with the standard value of the reaction

volume ΔrV
0, and “thermo-poration” and thermal aspects of laser “opto-poration”

with the standard reaction enthalpy ΔrH
0. The standard value of the total molar

reaction energy is ΔrH
0 Emð Þ ¼ ΔrG

0 Emð Þ þ TΔrS
0 Emð Þ and includes the standard

value ΔrG
0(Em) of the reversible work potential and the standard value ΔrS

0(Em) of

the molar reaction entropy at constant p,T.
The field effect distribution constant Kp (Em) is determined by the standard value

of the Legendre-transformed Gibbs reaction energy ΔrĜ
0(Em) in the field Em. Using

the transformation definition Ĝ Emð Þ ¼ G 0ð Þ � EmM, where G(0) is the ordinary

Gibbs reaction energy (at E¼ 0) and M the projection of the total electric moment

vector M onto the direction of the external field vector E, the standard value is

expressed as

ΔrĜ
0
Emð Þ ¼ ΔrG

0 0ð Þ � EmΔrM
0

Hence, in terms of the induced local field Em at constant p,T, Eq. (1.5) is

specified by

d‘nKp Emð Þ=dEm ¼ ΔrM
0
pp=RT ¼ Δrmpp

� �
=kBT ð1:6Þ

In Eq. (1.6), Δrmpp

� � ¼ ΔrM
0
pp=NA is the average “molecular reaction moment.”

For field-induced polarization, it is given by Δrmpp

� � ¼ Δrαpp
� �

Em, where the

reaction pore polarizability can be expressed as ⟨Δrαpp⟩ ¼ νppε0ðεpp � εlipÞ, ε0
being the dielectric permittivity of the vacuum. The “pore polarization volume”

vpp includes the pore wall and the aqueous inner part. The dielectric term is an

effective dielectric constant (order of 50) for the pore volume vpp, and εlip (¼2.3) is

the dielectric constant of the lipid phase.

The cylindrical pore polarization model specifies the pore polarization volume

as νpp ¼ dmπ r2out with the membrane thickness dm¼ 5 nm and the “outer pore

radius” rout. The inner ring radius rin specifies the aqueous volume as νaq ¼ dmπ r2in;

thus the volume of the pore wall ring is νpw ¼ dmπðr2out � r2inÞ. Integration of

Eq. (1.6) in the limits Em¼ 0 and Em, yields
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KpðEmÞ ¼ K0exp½⟨Δαpp⟩E2
m=2kBT� ð1:7Þ

In Eq. (1.7), K0¼Kp (E¼ 0) is the apparent distribution constant for occasional

fluctuative pore opening–closing events at zero-applied field. Usually K0 is in the

order of 10�4 or even smaller. At zero-applied field, K0 ¼ f 0= 1� f 0ð Þ refers to the

zero-field fraction f 0 ¼ f p E ¼ 0ð Þ of fluctuative pore events. In living cells f0 is

finite due to the membrane potential. Because of the very small values of K0, we

may use the approximation f0¼K0. It is outlined below that the primary parameter

obtained from thermodynamic data analysis is the “θ - average reaction polariz-

ability” hΔrαppi.

1.1.6 The Induced Potential Difference

The data of classical lipid membrane electroporation suggest that the externally

applied electric field E induces the larger membrane field Em that, in turn,

“operates” on the membrane structures. Obviously, Em is parallel to E, and in

spherical membrane shells, the curvature conditions the asymmetry of the field

effect on the lipid head groups, different on the anode side and the cathode side.

For porated membranes, the local induced field Em determines the current

density vector jm for the cross-membrane ion fluxes (of both, the cations and the

anions): jm ¼ λmð�∇φmÞ ¼ λmEm, where λm is the conductivity of the membrane

(referring to all conductive pores). Because of continuous misconceptions in the

literature, some further details have to be refined. In brief, for spherical membrane

shells in conductive media, after rapid buildup of both, the ion concentration

polarization and the interfacial charge separation polarization (Maxwell-Wagner),

the stationary value Δφind(θ,E)ss of the polarization buildup kinetics ΔφindðtÞ ¼
Δφindðθ,EÞssð1� exp½�t=τpol�Þ at the polar angle θ to the direction of the external

field E (Fig. 1.1) is given by

Δφindðθ,EmÞss ¼ �g � a � E � f λjcos θj ð1:8Þ

In Eq. (1.8), a¼ aout is the outer radius of the spherical membrane shell. The inner

radius is given by ain¼ a–dm, membrane thickness dm. Note, the polar angle for

spherical geometry is confined to the range 0� � θ� 180� (or 0� θ� π), thus 1	 |

cos θ|	 0. For ultra-short pulses (ps, ns) or for the high frequency range (>10 Hz)

of a.c. pulses, the Maxwell-Wagner limit of g= 3/2 applies. For short pulses (μs, ms

and longer) or for the low frequency range of a.c. pulses, the Dukhin g-term g(Du)
applies. This term contains the Dukhin factor, which for spherical particles is given

by Dusp = λsurf/asp λsx, where asp is the outer particle radius, λsurf
 1-3� 10-9 S the

surface conductance (linear surface conductivity of O’Konski) and λex the medium

conductivity. The g(Du) term thus accounts for the coupling of the polarization ion

fluxes to the ionic content of the suspending medium.
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Further, the validity of Eq. (1.8) is restricted to larger objects like cells (dm� a)

and to very low membrane conductivity λm, i.e., λm� λex, λin, where λex is the

external medium conductivity and λin the conductivity of the cell interior. For this

case, the conductivity factor for spherical shells in ionic media reduces to [9, 15, 16]

f λ ¼ 1� λm
2λex þ λin
2λexλindm=a

ð1:9Þ

Note that Eq. (1.8) is consistent with the Maxwell definition of the vector E as the

negative gradient (E¼�∇φ) of the electric potential φ. Since the induced

Fig. 1.1 Scheme for the membrane field amplification by interfacial charge separation polariza-

tion (Maxwell–Wagner). Cross section through the center point of the spherical shell (centrosym-

metric case) of outer radius r¼ a. The electric potential φ(x) through the center point as a function
of the x-coordinate for the presence of the dielectric sphere as compared to the absence of the

object. The field-induced potential differences Δφind are indicated for the anode (left) membrane

side and for the cathode (right) side. The field amplification by the ratio (a/dm) is specified for the

purely dielectric case of F¼ g¼ 3/2. For the anionic cell wall structures of bacteria and yeast cells

and other walled cells (glycocalix shells of up to 200 nm thickness), the Dukhin g-term, g(Du),
applies. Note, at finite ionic strength, g(Du)<3/2; see the text
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membrane potentials are dependent on position, experimental ensemble properties

of spherical shells reflect averages of the contributions of all ring positions (i.e., all

polar angles θ of the spherical shell).

The induced membrane field Em(θ) at the polar angle θ in the direction of

E (Cartesian coordinate system) is given in terms of membrane voltage UmðθÞ ¼
�ΔφðθÞ by

Em θð Þ ¼ Um θð Þ
dm

¼ �Δφ θð Þ
dm

¼ Em 0ð Þ cos θj j ð1:10Þ

In Eq. (1.10), Em(0) is the (maximum) membrane field at the pole caps at θ¼ 0� and
at 180�. In the (required) notation of the absolute |cos θ|, there is no change in sign

when going from the “cathode” pole cap, in the range 1� cos θ� 0, to the anode

one in the angular range 0	 cos θ	 (�1). Hence Eq. (1.10) is unrestrictive, i.e.,

generally applicable for the description of current flows in the direction of the

respective E vector, through the two electroporated hemispheres of a spherical

membrane shell in an external field.

1.1.7 Contribution of Natural Membrane Potential

Living cell membranes have a finite natural membrane potential (difference) Δφnat.

In electrophysiology, the membrane potential is defined as Δφ¼φ(i)�φ(o), where
the outside potential is taken as the reference φ(o)¼ 0. In many cells, the membrane

potential is dominated by the Nernst potential Δφ(Kþ) for Kþ-ions. Due to the

dominant contribution of permselectivity for Kþ, we may use the approximation

Δφnat¼Δφ (Kþ). Typically, Δφnat¼�70 mV. The contribution to Δφm of the

natural membrane potential (difference) Δφnat is readily incorporated. Due to the

natural law of additivity of electric potentials, the total term Δφm (θ) at the angular
ring position θ is given by ΔφmðθÞ ¼ Δφindðθ,EÞss � ΔφnatΔ sgnðcos θÞ, where sg
n cos θð Þ ¼ cos θ= cos θj j ¼ �1 is the sign of cos θ. Note, Δφnat is independent of

the angle θ (and of E).
Insertion of Eq. (1.8) yields [16]

Δφm θð Þ ¼ �g � a � E � f λ cos θj j � Δφnatsgn cos θð Þ ð1:11Þ

As required, the total membrane potential in the absence of Eind, but viewed in the

direction of the external field vector E, is given by Δφm ¼ Δφnatsgn cos θð Þ.
The geometrical amplification factor a/dm of a larger spherical shell, for

instance, radius a¼ 5 μm and dm¼ 5 nm is as large as a/dm¼ 103. It is this

geometrical amplification which rationalizes that comparatively small external

fields in the range of E¼ 1 kV/cm are amplified to yield the large field strength

Em¼ 103 kV/cm, which then has such high (electroporative) power on the mem-

brane structure.
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1.1.8 Positional Averages

It is recalled that the membrane potentials, which are induced by the external field,

are position dependent. For proper data analysis, it is instrumental to realize that the

respective experimental electroporation parameters of homogeneous cell suspen-

sions reflect the angular average of the different local poration reactivities (pore

densities) at the polar angle θ.
The overall membrane field Em induced by the applied field E can be expressed

in terms of the positional average h| cos θ|i. Since the field is poratively active as E2,

the effective field strength is

Em ¼ ⟨E2
mðθÞ⟩1=2 ¼ ðE2

mð0Þ⟨jcos2θj⟩Þ1=2 ¼ gða=dmÞE f λð⟨jcos2θj⟩Þ1=2 ð1:12Þ

Note, for charged surfaces and pulses of duration larger than μs or low frequency

a.c. pulses, the g factor has to be calculated from the Dukhin factor with the

respective medium conductivity. For ultra-short pulses or high frequency a.c.

pulses, the geometric factor is g¼ 3/2.

On the same line, the distribution constant Kp (Em) is given by hK(θ)i. Therefore,
analogous to the expression in Eq. (1.7), the average distribution constant is

expressed hK(θ)i as

K θð Þh i=K0 ¼ exp b cos 2θ Emð Þ� �
E2f 2λ

� � ð1:13Þ

The quantity b is given by

b ¼ Δαpp
� �
2kBT

g2 a=dmð Þ2 ð1:14Þ

The function h cos2θ(Em)i represents the field-dependent reactivity average and is

limited to the range 1=3 � cos 2θ Emð Þ� � � 1 for E¼ 0 and the virtual “E-infinity,”

respectively.

Comparing Eq. (1.7) with Eq. (1.13), the experimental quantity Kp (E) is

explicitly given as

K pðEÞ ¼ K0 exp b cos2θ E2f2λ
� �ii��� ð1:15Þ

It is recalled that K0 contains the “zero-field” standard value of ΔrG
0 containing the

sum of the chemical structural contribution of pore fluctuations, the interfacial

parameters of pore line tension, and membrane surface tension, membrane curva-

ture, and bending rigidity [9].

Using f p Eð Þ ¼ f p θð Þ� �
, the experimental pore density fraction fp (E) is, in line

with Eq. (1.4), specified as the polar angle average quantity:
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f pðEÞ ¼
KpðEÞ

1þ KpðEÞ ¼
K0exp½b⟨cos 2θðEmÞ⟩E2f 2λ �

1þ K0exp½b⟨cos 2θðEmÞ⟩E2f 2λ �
ð1:16Þ

At the half-point of the fractional electroporation, we have fp¼ 0.5; the respective

half-point field strength is E0.5. Because at fp¼ 0.5, the half-point value of Kp is Kp

(E0.5)¼ 1. For this case, we have in logarithmic form

‘nK0 ¼ �b cos 2θ E0:5ð Þ� �
E2
0:5 f

2
λ . As a practical estimate, we may use

cos 2θ E0:5ð Þ� �
f 2λ ¼ 1=2, including fλ¼ 1. Hence K0 ¼ exp � b=2ð Þ � E2

0:5

� �
may be

estimated and, later in the analysis, subjected to iterative refinement.

1.1.9 Experimental Data Correlations

If the measured quantity Sig (E), e.g., signal due to uptake of a dye or of DNA or

RNA, can be judged to reflect proportionality to the (pore) fraction fp (E), see
Eq. (1.3), the practical approximation is defined as

f p Eð Þ ¼ Sig Eð Þ=Sig maxð Þ ¼ P Eð Þ½ �= P½ �max ð1:17Þ

Indeed, the majority of measured field dependencies of Sig (E) look as if they

reflect Eq. (1.16), starting sigmoid exponentially and continuing toward saturation.

Due to the usually very low value of K0, the experimental data correlation Sig (E)
appears as an “onset E2 scale-shifted” exponential. This characteristic feature

deceives a “threshold field strength” Eth, operationally denoted as the field strength

range where the Sig (Eth) becomes “visible” under the given experimental condi-

tions. In single-pulse experiments, the value of Eth is dependent on the pulse length

(and the observation time).

It is noted that, at the start of the data analysis, the term Sig (max) is at first a

virtual quantity similar to P(max) and later accessible by iterative fitting.

In any case, the evaluation of the characteristic system parameters from the

experimental data is rather involved and has to proceed in several steps. The first

step is to explore the so-called “low-field strength range” of the data correlation Sig
(E) as a function of the applied field strength E by using the small-field approxi-

mations fλ
2¼ 1 and cos 2θ Eð Þ� � ¼ 1=3. Recalling Eq. (1.15) and using Eq. (1.17),

the initial part (up to about fp¼ 0.2) of the experimental data correlations Sig (E)
can be analyzed in the explicit form:

Kp Eð Þ ¼ K0exp b
0
E2

h i
¼ Sig Eð Þ=Sig maxð Þ ð1:18Þ

Practically, the low-field data are evaluated according to
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‘n Sig Eð Þj j ¼ ‘n Sig maxð ÞK0j j þ b
0
E2 ð1:19Þ

The slope yields the (experimental) term b0 ¼ (1/3) b and the intercept (at E¼ 0) is

‘n|Sig(max)K0|. The term Sig(max) can be determined from the product Sig(max)

K0 if an estimate of K0 is used. The value of K0 may be estimated in two ways. The

sigmoidal data function Sig (E) allows the estimation of a turning point range at the

half-point field strength E(at fp¼ 0.5)¼E0.5 by using the maximum of the deri-

vative d|Sig(E)|/dE. If we now apply the slope value b0, K0 is estimated from

the relationship ‘n K0 ¼ �ðb=2Þ E2
0:5, using the estimate cos 2θ Emð Þ� � ¼ 1=2 as a

mean value for this initial range of the field strength. Since Sig maxð Þ ¼ 2 Sig E0:5ð Þ,
K0 can also be estimated from the intercept ‘n|Sig(max)K0| by inserting a rough

visual estimate of Sig(max).

In the next step, the entire “zero-membrane conductivity transition curve,” i.e.,

for the case fλ
2¼ 1, is calculated according to f p Eð Þ ¼ Kp Eð Þ= 1þ Kp Eð Þ� �

using

the estimates for K0, the slope value b, and the exact function h cos2θ(Em)i in the

limits of 1/3 and 1. The differences between this curve and the actual data points

yield the conductivity factor as a function of the applied field strength. From the

value of hΔαppi, eventual pore polarization volume and pore radius may be

calculated.

1.1.10 Flux Coefficient Integrals

The newly introduced concept of time-dependent flux coefficient functions has

turned out to be instrumental for proper flux analysis [16] of the post-field conduc-

tance relaxations (resealing curves) reflecting transport through a decreasing num-

ber of pores. It is practical to start the analysis of the measured signals, for instance,

conductance relaxations g(t) with the introduction of reduced signals like signal

ratios Y(t). For example, the time course of the signal ratioYðtÞ ¼ ðgðtÞ�gð0ÞÞ=gð0Þ
¼ ðIðtÞ � Ið0ÞÞ=Ið0Þ of the after-field currents (I) or conductances (g), relative to

the zero time values I(0) and g(0) before pulse application, looks like an increasing
“stretched exponential” of the Kohlrausch type. However, the nonequilibrium

concept of a flux coefficient function k(t) provides an expression in terms of an

“exponential of an exponential.” Explicit, instead of the simple exponent term kt,
where k is a constant flux coefficient, the exponent term in the respective Y(t)-

function is an integral
R
k(t)dt, such that Y(t)¼ Y(max) exp[� R

k(t)dt]. For instance,

if in the simplest case of monoexponential pore resealing during the efflux phase,

the efflux coefficient function is given by,kRðtÞ ¼ k0ðtp,EÞexp½�t=τR�, where k0(tp, E)
is the initial value of the flux coefficient at the end of the pulse (at tp and E) and τR is
the ensemble time constant for pore resealing. Note, at this time point the new time

scale starts at t¼ 0 for the post-field efflux function Y(t). The integral is given by
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Z
kRðtÞdt ¼ k0ðtp,EÞτR½1� expð�t=τRÞ�g ð1:20Þ

Insertion of Eq. (1.20) yields the integral function [7, 9]:

Y tð Þ ¼ Y maxð Þ 1� exp �k0 tp;E
� �

τR 1� exp �t=τRð Þ½ �� 	� 	 ð1:21Þ

In Eq. (1.21), Y(max) refers to the virtual maximum value for the case of

complete equilibration between the intracellular ion concentration and that of the

external medium. The stationary value Y(ss)¼ Y(t!1)� Y(max) may be esti-

mated by extrapolation (parallel to the abscissa). It refers to the stationary value of

resealing (before concentration equilibration) and is given by

Y ssð Þ ¼ Y maxð Þ 1� exp �k0 tp Eð ÞτR
� �� �� � ð1:22Þ

In terms of pore fraction, the ensemble resealing of the porous area in the absence of

the field is given by f p tð Þ ¼ f p Eð Þexp �t=τR½ �.
This procedure of analysis was, for instance, successfully applied for the

resealing phase of densely packed CHO cells. As rationalized with Eq. (1.21), the

measured transport curves are therefore exponentials of exponentials. The actually

measured curves can deceive stretched exponentials (of the Kohlrausch type). As

seen in the case of exponential decrease in the pore fraction, the post-field kinetics

provides mechanistic details of the long-lived electroporated membrane states. This

analytical framework has been used to obtain the values of k0 (E, tE) as a function of
the field strength E and of the pulse duration tE, respectively, and of the (field-

independent) time constant τR of the resealing process [7].

Complementary to efflux of ions into the outer cell compartment, influx of a dye

into a cell, for instance, is analyzed in a similar way [11]. If the measured signals

Sig(t) can be expressed as the fraction y tð Þ ¼ Sig tð Þ=Sig ssð Þ, where the stationary

signal is given by the amplitude, Sig(ss)¼ S(t!1). The proper differential equa-

tion describing the signal increase is formally analogous to the linear form of dy(t)/d
(t):

d yðtÞ
dt

¼ �kpðtÞ½yðtÞ � yðssÞ� ð1:23Þ

where kp(t) is the influx coefficient function and the stationary term,

y ssð Þ ¼ Sig t ! 1ð Þ=Sig ssð Þ ¼ 1. Integration of Eq. (1.23) yields the integral flux

equation for the stretched increasing (or the delayed increasing) time course:

yðtÞ ¼ yðssÞ


1�

Z
kpðtÞdt

�
ð1:24Þ

1 Introduction 15



In the linear case, the flux coefficients for the (apparently stretched) increase are

kpðtÞ ¼ k0exp½�t=τp� and, for the delayed increase, kpðtÞ ¼ kðssÞexp½1� t=τp�,
respectively.

1.1.11 Elementary Kinetics of Electroporation

Since pore formation is a chemical structural process involving lipid reorgani-

zations and interfacial water molecules, see Eq. (1.1), the kinetic analysis uses

“chemical” rate equations. In terms of the scheme in Eq. (1.2), the individual rate

equation for a particular relaxation mode of the increase in the pore density is given

by

d½PðtÞ�
dt

¼ �kpðtÞ½PðtÞ � PðssÞ� ð1:25Þ

In Eq. (1.24), P(ss) is the conventional relaxation amplitude and the term, kp(t)
represents the reaction flux coefficient function. It replaces the normal relaxation

rate term 1/ τp¼ kpþ k-p, where kp is the ensemble poration rate coefficient and k-p
is the pore closing ensemble rate coefficient. In the case of a sigmoid onset of the

integral relaxation curve, we may use the membrane conditioning coefficient

(dimple formation preceding the actual pore formation process) in the form of

kpðtÞ ¼ kðssÞexp½1� t=τcond�.
Here, k(ss) is the constant stationary coefficient and τcond the ensemble time

constant of the respective conditioning process. We may start with the assumption

of proportionality between the measured quantity Sig(t) and [P(t)]. Consequently

the integrated rate equation is given by

SigðtÞ ¼ SigðmaxÞf1� exp½�kðssÞðt� τcondð1� exp½�t=τcond�Þ
�
�g ð1:26Þ

In Eq. (1.26), the—at first—virtual term Sig(max) is given by the measured

stationary value

SigðssÞ ¼ SigðmaxÞ


1� exp½�kðssÞτcond�

�
ð1:27Þ

Analogous to Kp, the field dependence of the rate coefficient is given by the

Arrhenius-like equation: k Eð Þ ¼ k 0ð Þexp �G* Eð Þ=RT½ �, respectively, for the

on-rate coefficient and the off-rate coefficient, where G*(E) is the respec-

tive field-dependent Gibbs activation free energy [12].

In each case, however, it must be checked which equation must be applied and

whether existing equations have to be modified or expanded [12], as dictated by

proper physical chemical reasoning along the fundamental laws of flux

nonequilibrium thermodynamics.
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1.2 Millisecond and Microsecond Pulse Effects: An

Introduction

Richard Heller, P. Thomas Vernier, and Justin Teissie

Electric fields can be used to elicit specific responses from biological cells.

Research exploring these effects has been ongoing since the 1960s [17–22]. The

electric fields are typically applied as a series of short-duration pulses and are

easily obtained by applying a voltage pulse between a set of two conducting

electrodes in contact with the sample. The time course and the magnitude of the

field are directly controlled by the voltage generator and the electrode geometry.

The voltage is obtained by charging a capacitor that is discharged under the

control of a trigger in an electronic circuit that controls the decay. This can be

an exponential decay or a square pulse of a controlled duration. Pulse duration

(or decay) is from micro- to milliseconds (see details in Chap. 2). The specific

effect on the cell(s) exposed to the field is dependent on the pulse characteristics

(amplitude, duration, and number). With micro-millisecond pulse durations, the

effect is predominately on the cell membrane and can result in reversible or

irreversible permeabilization. Reversible permeabilization also known as electro-

poration and electrotransfer can be used to move molecules from one side of the

membrane to the other, including large molecules such as proteins and nucleic

acids. When pulse characteristics are chosen, appropriately cells will typically

survive the reversible permeabilization process. Irreversible permeabilization

(electroporation) is done to induce cell death. This approach can be used to

effectively ablate tissue such as solid tumors without causing damage to vital

structures. Another result of the application of pulse electric field is fusion

between two cells that are in contact when the field is applied.

1.2.1 History

There is evidence through scientific history of the use of electric fields in biomed-

ical applications. This includes evidence from the first century that Largus utilized

electric fields as a treatment for taste and headaches [23]. In the eighteenth century,

several scientists utilized electric fields to evaluate the effects on animals, human

skin, muscle contractions, and basic responses of humans following electrical

stimulation [24–28]. In the twentieth century, work is more focused on the effects

on cells and the potential uses of these fields. In 1959, Pauly and Schwan reported

on an electrophysical model of a cell [29]. Coster reported on the ability to use

electricity to punch through biological membranes [17], and Hamilton and Sale

demonstrated how electric pulses could cause damage to cell membranes [30].

Following these breakthroughs in the 1960s, work began to evaluate utilizing

electric fields to manipulate cells and cell membranes. In the 1970s several
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breakthroughs occurred. The work during this decade focused on the membrane

effects following brief exposure to intense electric fields. Neumann and Rosenheck

in 1972 reported on permeabilization of vesicular membranes [3]. In 1974, Zim-

mermann et al. reported on increasing membrane conductance [22]. In the late

1970s, focus shifted more toward membrane breakdown and how this could be

utilized. Kinosita and Tsong demonstrated the electroporation of erythrocytes in

1977 [31]. Electrical stimulation and fusion of plant protoplasts were accomplished

in 1979 by Senda et al. [32]. This was followed in 1981 with Scheurich and

Zimmermann successfully fusing different plant protoplasts [33]. Transient electro-

poration in phospholipid vesicles was demonstrated by Teissie and Tsong in 1981

[34]. Gordon and Seglen demonstrated reversible permeabilization to accomplish

small-molecule uptake in 1982 [35]. In that same year, Neumann et al. demon-

strated that genes could be delivered to mammalian cells using electric pulses

[1]. Also in 1982, Teissie et al. demonstrated electrofusion of fibroblasts [36]. Potter

reported on a standard method for in vitro gene electrotransfer in 1984 [37]. Sugar,

Neumann, and Chizmadzhev reported on a model of aqueous pore in the late 1970s

early 1980s [13, 38]. The work performed in the 1970s and 1980s formed the

foundation for the current description of both electroporation and electrofusion. In

addition, the studies performed during this era made critical contributions to the

basic description of the interaction between electric pulses and biological mem-

branes. This confirmed that intense electric fields could be used to destabilize

membranes to facilitate transport and that this effect could be reversible, preserving

the cell viability.

In the late 1980s, the focus shifted to utilizing electric fields for specific

applications. Electrofusion was utilized to facilitate the production of monoclonal

antibodies [39]. In 1986, Okino and Mohri reported on using pulse electric fields to

deliver chemotherapeutic agent (bleomycin) to a tumor in a mouse model [40]. Mir

et al. optimized this approach demonstrating the potential as an anticancer therapy

[41]. This approach was later expanded to include other chemotherapeutic agents,

calcium delivery, electrode devices, and administration routes [42–44]. This work

was translated into clinical use with the first clinical results being reported by Mir

et al. in 1991 [45]. The in vivo delivery of genes was first reported in 1991 by

Titomirov purpose; while the delivery was done in vivo, the expansion and detec-

tion were done in vitro [46]. The first complete in vivo delivery of plasmid DNA

was accomplished in 1996 by Heller et al. [47]. The first delivery to a solid tumor

was accomplished in 1998 by Rols and Teissie [48] and to muscle by Aihara

et al. [49] The delivery of DNA has also been translated to clinical use with the

first clinical trial being reported in 2008 by Daud et al. [50] The use of pulse electric

fields has also been used for transdermal delivery as demonstrated by Prausnitz and

Weaver in 1993 [51, 52]. Electric fields can also be used to directly ablate tumors by

performing irreversible electroporation. This was initially demonstrated by

Davalos, Mir, and Rubinsky in 2005 [53]. In the late 1980s and early 1990s, Grasso

et al. demonstrated that electric pulses could be used to fuse cells directly to tissue

both in vitro and in vivo [54, 55].
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1.2.2 Physical Effects on Membranes (Experiments
and Modeling)

The first effect of applying a voltage pulse on a conducting sample is Joule heating.

The temperature of the sample is increased. This affects the thermodynamic

properties of the membrane. The amount of heating is dependent on the number

of pulses and the time between pulses. The shorter the time between pulses, the

more of an effect on heating [56].

The second effect is to induce electromechanical stress on the cells. The molec-

ular organization of the membrane is altered. Charged species are submitted to an

electrophoretic drift. The domain organization in the membrane is changed [57].

Cells can be considered as “spherical capacitors.” The membrane is indeed a

dielectric thin layer. The external field induces a charge loading of the membrane

that is position dependent due to the vectorial character of an electric field. This

charging time ranges from submicrosecond to a few microseconds. As a result, the

transmembrane potential is heterogeneously modified during the application of the

field pulse [58].

Details are in Sects. 4.1, 4.2, and 4.4.

1.2.3 Primary Biological Effects (Cytoplasmic Content
Changes and Swelling)

The most dramatic consequence is the observation of a membrane alteration to a

permeabilized state. Polar compounds that cannot freely cross the membrane under

normal resting conditions are observed to freely diffuse across it after application of

pulses with appropriate characteristics. This new organization can be reversible or

irreversible [3].

Under reversible conditions, the cytoplasmic content is going to be changed.

Due to the leakage, secondary messengers leave the cytoplasm. At the same time,

new species will flow inside such as Ca2þ. This results in a dramatic alteration of

the cell organization. Organelles (nucleus) and cytoskeleton are the main targets of

these changes. An additional change is that the cell undergoes osmotic swelling.

Those primary biological effects are secondary consequences of the physical trigger

(the electric field pulse). These changes are transient as the membrane is going to

reseal and recover its characteristic-specific permeability. Through an active pro-

cess (dependent on the energetic reserves of the cell), the cytoplasm will be brought

back to normal [59–61].

Under irreversible conditions, the membrane cannot recover and cell death

follows. When cells are aligned properly during the administration of pulses, fusion

may occur. This will result in a multinucleated cell. Cells can survive this

process [62].

Details are in Sects.. 4.4 and 4.9.
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1.2.4 Secondary Biological Effects (Fusogenicity, Apoptosis,
etc.)

Even when membrane permeabilization is reversible, the cytoplasmic alteration

may result in a cascade of reactions involving the organelles. In these circum-

stances, it is possible that the cell will undergo apoptosis.

Membrane electropermeabilization is a complex multimolecular event affecting

the interfacial properties of the cell surface. When cells are brought into contact

during (or after) the electric pulse application, membrane merging between the two

partners is observed as well as their content mixing. This is the direct evidence that

membrane fusion is mediated by the electric pulse application.

Details are in Sects.. 4.4, 4.6, 4.7, and 4.9.

1.2.5 Medical Applications

A major application of administration of pulse electric fields is to deliver molecules

with therapeutic or prophylactic potential to the interior of cells. Cell membrane is

an important protective barrier for cells. However, the membrane can also be a

barrier preventing therapeutic molecules from reaching their intracellular targets. In

the case of chemotherapeutic agents, the influx or efflux of the drug can be

influenced by the presence or absence of specific receptors or transport proteins

that move the drug out of the cell. The use of pulse electric fields can bypass this

process by giving the agent a more direct path into the cytosol. By allowing

uploading of hydrophilic compounds to the cytoplasm, electric pulses give access

to their cytoplasmic target to drugs that can only very poorly cross the plasma

membrane spontaneously. In addition, delivery in this manner will typically result

in higher concentrations of the drug within the cell thereby reducing the impact of

transport proteins moving drug out of the cell. Lower drug concentrations can be

used to obtain the clinical effect minimizing the secondary effects of chemotherapy.

This approach has been named electrochemotherapy (ECT) and has been under

development since the middle of the 1980s and is now a routine practice in Europe,

where the equipment is approved by the regulatory agencies [63].

Delivery of nucleic acids is another major application of reversible

permeabilization and its use has been steadily growing. Nucleic acids are signifi-

cantly larger than drugs and cannot easily pass through the cell membrane. The

administration of pulse electric field with the appropriate characteristics provides a

means to move nucleic acid into the cell even within a tissue. Immune responses

against the protein coded by the transferred plasmid can be induced resulting in

efficient delivery of DNA vaccines. Another promising approach is to boost the

immune expression by the expression of cytokines. Common target tissues are the

skin, tumor, or muscle that are easily accessible for the electrodes and therefore for

a calibrated field pulse delivery. The approach has been successfully translated
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from laboratory and preclinical models to both human and veterinary applications

[50, 64–68].

Membrane fusion can be used for the production of hybridomas for the produc-

tion of monoclonal antibodies [39]. It can also be used to make phenotypical

changes within cells.

Pulse electric fields can also be used to have direct effect on cells and tissues.

Using pulse characteristics that result in irreversible permeabilization can result in

death of exposed cells [52]. This can be used to ablate solid tumors. In this case, the

pulse electric field directly causes the destruction of the tissue instead of using the

fields to deliver the effector molecule. The irreversible approach can be done in a

manner that does not significantly elevate temperature which reduces or eliminates

effects on vital structures. This clinical technology is now on the market.

This is described in detail in Chap. 5.

1.2.6 Biotechnological Applications

Membrane permeabilization through the use of pulse electric fields can be utilized

to extract substances from cells. This can be utilized to enhance yields of products

being collected from cells acting as “factories” for specific substances (yeast,

microalgae, plants). This can be used to enhance olive oil production, lipid extrac-

tion, anthocyanin extraction from red cabbage, extraction of juice, or wine produc-

tion. The technology has advanced to the point that electroextraction is now used at

the industrial level through the development of flow process treating hundreds of

liters per hour. A suspension of cells is pumped through a chamber, where electric

pulses are delivered at high frequencies [69].

Irreversible permeabilization of bacteria and yeasts is now used in the food

industry for cold sterilization preserving the taste of the electrotreated product.

Here again flow processes are routinely used. A similar approach is under devel-

opment to treat wastewater without the use of chemicals [70].

Gene engineering by electrotransfer is used routinely in applications for the

obtention of GMO. A major advantage is that gene transfer is obtained on walled

species (yeast, bacteria) not on protoplasts. This makes regeneration easier [71–74].

Membrane fusion between protoplasts can be used for the production of hybrid

cells [75].

This is detailed in Chap. 6.
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1.3 Nanosecond and Picosecond Pulse Effects:

An Introduction

Karl H. Schoenbach and Stephen J. Beebe

1.3.1 From Classical Plasma Membrane Poration
to Subcellular Membrane Effects

The effect of intense pulsed electric fields on biological cells and tissues has been

the topic of research since the late 1950s. Intense means that the electric field is of

sufficient magnitude to cause instant, nonlinear changes in cell membranes. The

first paper reporting the reversible breakdown of cell membranes when electric

fields are applied was published in 1958 [76]. The first report on the increase in

permeability of the plasma membrane of a biological cell, an effect subsequently

named “electroporation,” appeared in 1972 [3]. The electric fields that are required

to achieve electroporation depend on the duration of the applied pulse. Typical

pulses range from tens of milliseconds with amplitudes of several 100 V/cm to

pulses of a few microseconds and several kV/cm.

More recently, the pulse duration range has been shortened into the nanosecond

range. The effects of such short pulses have been shown to reach into the cell

interior [77]. Pulse durations are as brief as several nanoseconds, with pulse

amplitudes as high as 300 kV/cm for short pulses [78]. A new field of research

opens when the pulse duration is decreased even further, into the subnanosecond

range. By applying such ultrashort pulses, it will also become possible to use

wideband antennas, rather than direct-contact electrodes, to deliver the pulses to

tissue [79].

Fig. 1.2 The effect of 7 μs long pulses with 1.1 kV/cm field amplitude (left) and that with 60 ns at
60 kV/cm amplitude (right) on cells. The electrical parameters were chosen such that the electrical

energy for both cases is identical [85], with permission
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The prediction that ultrashort pulses cause intracellular effects was based on a

simple analytical, passive, and linear electrical model of the cell. In this model, the

cell membranes, plasma membrane and subcellular membranes, were considered as

capacitors and the cytosol and the medium inside the organelles as resistors

[77, 80]. Passive and linear mean that changes in the properties of the cell struc-

tures, such as electroporation, are not considered. The assumption holds strictly,

therefore, only for electric field amplitudes below those required for electroporation

or nanoporation. The results of this model indicated that for pulses on the order of or

less than the charging time constant of the plasma cell membrane, τm, the applied
electric field reaches into the interior of the cell and therefore affects cell sub-

structures and possibly cell functions. Since typical charging time constants of cells

with dimensions of 10 μm are on the order of hundred nanoseconds,

submicrosecond pulses were expected to cause different effects on cells than pulses

with durations of microseconds and longer.

After the onset of poration, this simple linear, passive element approach is no

longer applicable to describe electric field–cell interactions. The membrane

becomes then an “active” cell element, with variable resistivity and variable

permeability. Modeling of cells with “active” membranes had been a topic of

multiple publications [81–84]. A detailed discussion on modeling by J. Weaver

can be found in Sect. 4.2. Figure 1.2 shows the results of a continuum model

[85, 86]. Here, the poration of the plasma membrane and subcellular membranes

was compared for pulses of 7-μs and 60-ns duration. The electric field of the pulses
was adjusted such that the energy density in both cases was identical. For 60-ns long

pulses, (left) the cell membranes, plasma and internal, are fully exposed to the

applied 60-kV/cm pulse, clearly demonstrating that nanosecond pulses allow us to

affect subcellular membrane potentials. When the cell was exposed to a long pulse

(7 μs) at 1.1 kV/cm, effects were only seen on the plasma membrane. The cell

interior is shielded.

Under the conditions mentioned above (assuming that all membranes are equal,

and the conductivity of organelle interiors and cytosol is the same), the voltage

across the organelle membranes never exceeds the voltage across the plasma

membrane. However, if we deviate from these assumptions and take into account

that cell and organelle membranes differ electrically as do their interiors, it is

possible to construct scenarios where the voltage across the organelle membranes

exceeds that of the plasma membrane in a certain spectral range. This has been

shown by using a simple equivalent circuit but assuming a lower capacitance of

subcellular membranes (thicker membranes) than that of the plasma membrane

[77, 87]. Similar results have been reported using a more elaborate continuum

model, by Kotnik and Miklavcic [88]. Also, a cell membrane of low curvature

requires a larger voltage to be electroporated than a highly curved membrane of

small vesicles [89]. Consequently, under certain conditions, poration of subcellular

membranes could be more likely than plasma membrane poration.

The first experimental study on the effect of nanosecond pulses on the intra-

cellular structures showed that such pulses affect membranes of subcellular struc-

tures [77]. Human eosinophils were loaded with calcein-AM (calcein-
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acetoxymethylester), an anionic fluorochrome that enters cells freely and becomes

trapped in the cytoplasm by an intact cell surface membrane following removal of

the AM group. The granules in the eosinophils stay unlabeled because the cytosolic

calcein is impermeant to the granular membrane. When 60-ns long pulses with an

electric field amplitude of 50 kV/cm and higher were applied to the eosinophils

suspended in Hanks Balanced Salt Solution, the granules, which were dark

(nonfluorescent) before pulsing, began to fluoresce brightly (Fig. 1.3). This is a

strong evidence for the breaching of the granule membranes and ionic binding of

free calcein from the cytosol to the cationic granule components. On the other hand,

the retention of the cytoplasmic calcein staining indicated that the surface (outer

membrane) was not electroporated in such a way that it became permeable for these

ions.

1.3.1.1 Nanoporation of Membranes

There is definitely an effect of nanosecond pulsed electric fields (nsPEFs) on the

plasma membrane. Laser stroboscopy with a temporal resolution of 5 ns showed a

rapid increase in membrane conductance in only a few nanoseconds when a 60-ns,

100-kV/cm pulse was applied [90]. The increase is assumed to be due to the

Fig. 1.3 Eosinophils

(white blood cells) before

(top) and after (bottom) the
application of 60 ns pulses

with electric fields of

50 kV/cm—photograph on

bottom shows that inner

structures have opened and

taken up dyes—shown as

“sparklers” [77] © [2001]

John Wiley & Sons, Inc
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formation of nanopores. This concept of nanoporation, the creation of a high

density of “nanopores,” had been introduced by Joshi [81] and by Weaver

[86, 91]. These are pores of such small diameters (1.5 nm) that they become

permeable only for small ions. Using whole-cell patch clamp to measure plasma

membrane conductance changes resulting from nanosecond pulsed electric field

(nsPEF) exposure, such nanopores have been observed following nsPEF exposure

[92]. In Sect. 4.5 by A. Pakhomov, nanoporation is discussed in more detail.

Molecular dynamics simulation is a method which is particularly suitable to

study these nanopores. The importance of this method is in the visualization of

membrane effects on timescale of nanoseconds, the inclusion of complex under-

lying physics, and the determination of critical electric fields for pore formation

[93–96]. T. Vernier provides an overview on “molecular dynamics in

electropermeabilization” in Sect. 4.3.

1.3.1.2 Scaling of Nanosecond Pulse Effects

Studies in the nanosecond and even in the near subnanosecond (700 ps) range

indicate that nanosecond bioelectric effects, S, scale with the product of electric

field, E, times pulse duration, τ, times the square root of the number of pulses,

N : S ¼ S EτN1=2
� �

[97]. Such a scaling law can be understood by assuming that the

intensity of the bioelectric effect is proportional to the total number of ions passing

through the cell membrane or, in other words, depends primarily on the current

density (times the pulse duration). The square root dependence on the pulse number

in in vitro studies can be considered the result of the thermally initiated statistical

rotation of cells with respect to the electric field direction. It needs to be noted that

this scaling law for nanosecond pulses has been derived for monopolar pulses. For

pulses of different shape, it will need to be modified. Recent measurements of the

diminished calcium uptake of cells when bipolar pulses are applied [98] could

possibly be explained by drift as the major transport process for the ions through the

nanoporated plasma membrane. The “reverse drift” model for bipolar pulses indi-

cates a reduced importance of diffusion for nanosecond pulses and allows estimates

on the recovery time of membranes [99].

1.3.2 Biological Effects

Whereas the previous section introduced biophysical effects of nanosecond pulses,

especially effects on plasma membranes, the following will give a brief overview

on biological studies of nanosecond pulsed electric fields: intracellular signaling,

physiological functions, and apoptosis or regulated cell death (RCD) induction. In

early experiments (1997–2005), new biological applications for nanosecond pulse

power technology, which had been used for decades mainly for military purposes,

1 Introduction 25

http://dx.doi.org/10.1007/978-4-431-56095-1_4
http://dx.doi.org/10.1007/978-4-431-56095-1_4


were realized. This was of much interest because organisms had not evolved to

respond to such brief and intense electric fields, which did not exist in nature. Thus,

cells must use mechanisms that evolved for responses to other stimuli, most likely

other stresses, especially when electric field intensities are high. (This aspect will be

presented in a chapter devoted to biological responses.) In addition, given that

nsPEFs had been shown to kill bacteria [100, 101], it seemed to be possible that

this technology has application for cancer therapy. Therefore, mechanisms for

cell death induction were of specific interest.

A variety of effects in living systems both in vitro and in vivo have been

observed in response to nsPEFs depending on the pulse duration, electric field

amplitude, and the number of pulses. With pulse repetition rates of one to two

pulses per second, elevated temperatures could be circumvented, and responses

were strictly due to nonthermal, electric fields. Since submicrosecond pulses were

hypothesized to induce intracellular effects [77], early analyses were focused on

effects on intracellular membrane permeability, calcium mobilization, and typical

responses indicative of apoptosis, including phosphatidylserine externalization,

caspase activation, cytochrome c release, and/or DNA damage as well as cell via-

bility. These early studies revealed a number of fundamental observations about

how cells responded to nsPEFs.

As might be expected, longer pulses with higher electric fields were found to be

more effective for all cell responses than shorter pulses with lower electric fields,

and essentially all cell responses were electric field and pulse number dependent.

As pulse durations were shortened, higher electric fields were required for given

effects seen at longer pulse durations. Furthermore, for many nsPEF effects,

including ethidium homodimer uptake (HL60, Jurkat), phosphatidylserine exter-

nalization (Jurkat), caspase activation (HL60, Jurkat), and cytochrome c release

(Jurkat), numbers of “sparkler” granules per cell and viability for human eosino-

phils did not scale with energy density, which is consistent with nonthermal

responses. In general, for cell death and apoptosis induction, longer pulses and/or

higher electric fields were required, while reversible effects on plasma membranes

and calcium mobilization could be observed at lower electric fields. These funda-

mentals will be reiterated in the sections below.

1.3.2.1 Calcium Mobilization and Intracellular Calcium Release

Most of the research in the lower range of pulse amplitudes was focused on its

effect on the release of intracellular free calcium. Calcium is known as a ubiquitous

second messenger molecule that regulates a number of responses in cell signaling,

including modulation of metabolism, gene transcription, secretion of neurotrans-

mitter and hormone, muscle contraction, and proliferation and apoptosis regulation,

among others. Intracellular calcium is primarily stored in the endoplasmic reti-

culum (ER) (α-granules in platelets) with lower levels in mitochondria. Neverthe-

less, several mitochondrial enzymes are calcium dependent, and there is continuous
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calcium cycling between the two organelles. Calcium is not only important for life,

but calcium-overloaded mitochondria are a harbinger for cell death [102, 103].

One of the earliest demonstrations of submicrosecond pulses on calcium mobi-

lization was carried out with human polymorphonuclear leukocytes (PMNs). When

the PMNs, crawling over a coverslip between electrodes, were exposed to a 300-ns

pulse with an electric field strength of 15 kV/cm, apparent random fluctuations in

intracellular calcium levels abruptly changed to cellular coordinated spikes in

intracellular calcium with cessation of crawling followed by slowly decreasing

levels in intracellular calcium when cells become mobile again 7–10 min after the

pulse [104]. The immobilization phase was electric field dependent. Lowering the

electric field allowed cells to recover mobility and fluctuations in intracellular

calcium more quickly. This mobility effect had been previously observed when

aquatic organisms, such as brine shrimp [61] or hydrozoans [105], were subjected

to submicrosecond pulsed electric fields; however, this was the first demonstration

of reversible coordinate effects on calcium dynamics and cell function.

The origin of this calcium release was not determined, but was later shown in

other cell types to be from extracellular sources through permeabilized plasma

membranes as well as from intracellular sources such as the endoplasmic reticulum

(ER). In experiments where cells were treated with nsPEF in the absence of

extracellular calcium, elevation of intracellular calcium was observed coming

from intracellular stores [104–109]. One reason for the observed calcium emission

from intracellular stores was the nanoporation of the subcellular membranes, in line

with the initial assumption that the high electric fields generated by the nanosecond

pulses cause permeabilization of these membranes. Another explanation for how

nsPEFs induce calcium release from the ER is that the nsPEFs mimic a ligand signal

that triggers receptors on internal membranes, thus causing calcium to be released

from the internal stores into the cytoplasm [109].

NsPEFs also cause platelet calcium release and aggregation in human platelet-

rich plasma and washed platelets [110], an effect which is now successfully used in

wound healing. Activation and aggregation of platelets with nsPEFs will avoid

adverse effects of adding exogenous thrombin for wound healing. This topic will be

presented in greater detail in Sect. 5.5 by S. Beebe and B. Hargrave.

1.3.2.2 Regulated/Programmed Cell Death

During development and homeostasis, cells that are no longer necessary, worn out,

or damaged during cell division are eliminated by a programmed cell death (PCD)

mechanism called apoptosis that is carried out by a genetically regulated program

(s). The term “programmed” in PCD is specifically used to define a regulated cell

death (RCD) that is part of a developmental program or used to preserve physio-

logical homeostasis. In contrast RCD, while genetically programmed, can be

“influenced,” at least partially, by specific pharmacologic or genetic interventions

[111] and as it turns out “influenced” by electrical interventions [112, 113]. These

developmental and homeostatic programs are initiated by extrinsic mechanisms
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activated by cell death receptors on plasma membranes (extrinsic apoptosis) or by

intrinsic mechanisms activated by internal signals in response to intracellular

errors, stress, or defects (intrinsic apoptosis). Under these circumstances apoptotic

cell death is anti-inflammatory and immunologically silent, protecting the organism

from inflammatory and autoimmune complications. In vivo apoptosis was not

readily observed under normal physiological circumstances even though millions

of cells are dying by the minute. This is because apoptotic cells are phagocytized

before their plasma membranes break and intracellular products that induce inflam-

matory reactions are contained and inhibited. Thus, the final stages of apoptosis

take place inside phagocytes in these homeostatic occurrences.

This apoptotic process is different than necrosis, which has, until recently, been

classically characterized as accidental cell death due to catastrophic, abrupt, and

irreversible membrane permeabilization and characterized by inflammation and

immunogenic recognition. Necrosis is now known to be programmed under certain

circumstances and classified as programmed necrosis, one of several regulated cell

death (RCD) mechanisms. While defects in apoptosis were first known to cause

diseases, regulated necrosis is now known to play roles in physiological (embryonic

development) and pathological (ischemic conditions) scenarios [111]. A later

chapter is dedicated to mechanisms of RCD including apoptosis. However, at the

beginning of experimentation with nsPEFs, around 1998, apoptosis was the only

known mechanism of RCD (necrosis was not known to be programmed), and

studies were focused to determine if nsPEFs induced apoptosis as a means for

causing losses in cell viability.

Early experiments to investigate cell death were carried out with HL-60 cells and

Jurkat cells for in vitro studies and fibrosarcoma tumors for ex vivo and in vivo

studies using pulse-forming networks with coaxial cable or a strip line giving pulse

durations of 10, 60, or 300 ns with electric fields as high as 280 kV/cm (28.0 MV/m)

[108, 112, 113]. Another study was carried out in Jurkat and rat glioma cells using a

MOSFET-based, inductive-adder pulse generator with pulse durations of 10 ns and

electric fields of 28 or 40 kV/cm (2.8 or 4.0 MV/m) [114]. Generally, these studies

showed that apoptosis was induced by ultrashort pulses when the electric field

amplitude exceeded a threshold value. All of these studies showed differences in

plasma membrane behavior between nsPEFs and classical electroporation pulses

and used phosphatidylserine (PS) externalization and caspase activation as apo-

ptosis markers.

These early studies on cell death induction demonstrated several fundamental

aspect of how cells responded to nsPEFs, stimuli that were not present during

evolution of the species. As might be expected, some cells were less sensitive to

nsPEFs. For example, unlike the Jurkat cells, rat glioma C6 cells [75] and 3 T3–L1

pre-adipocytes [113], which normally grow attached to surfaces, were found to be

highly resistant to the same pulses and pulse sequences. In other experiments where

cell survival was explored after ultrashort pulse application, adherent cells required

higher electric fields than nonadherent cells for cell death induction [115]. Gener-

ally, rapid progression of apoptosis induced by nsPEFs was quite different from that

obtained with other apoptotic stimuli, such as UV light and toxic chemicals, which
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require hours for apoptosis markers to appear. However, the kinetics of ultrashort

pulse-induced apoptosis depends on the pulse duration. Shorter pulses result in

slower apoptosis progression than longer pulses for the same electrical energy

density [113]. Likewise, it is possible for shorter pulse durations to induce apoptosis

by increasing electric fields or pulse numbers. For pulse regimens with higher pulse

numbers, no systematic studies have been conducted to determine the effect of

pulse repetition rate. However, these early studies, like many of later ones, used

pulse conditions with relatively low repetition rates so that the electric field was the

primary determinant or the only variable, because high repletion rates resulted in

increases in temperature.

Since the initial discovery that nsPEFs trigger an apoptosis signaling pathway,

there have been significant efforts made to determine the exact mechanism of this

process. One of the possible reasons for nsPEF-induced apoptosis was suggested to

be extensive intracellular calcium elevation [116]. Calcium at high concentration is

known to induce apoptosis [116]. Another possible mechanism for apoptosis

induction with ultrashort electric pulses was suggested by Weaver [2003]. The

electric field of nanosecond pulses correlated to the high current density in the

cytoplasm will affect subcellular membranes, e.g., mitochondrial membranes. It is

known that biochemically induced apoptosis involves the mitochondrial permeabil-

ity transition pore (mPTP) complex [113] and the mitochondrial membrane

voltage-dependent anion channels [117, 118]. A hypothesis is that ultrashort pulses

change the transmembrane voltage at mitochondrial membrane sites, which leads to

an opening of the mPTP, inducing apoptosis [119].

More recent nsPEF studies experimentally demonstrate the importance of

influxes of extracellular calcium and dissipation of the mitochondria membrane

potential (ΔΨm) for cell death [120–122]. However, calcium was necessary, but not

sufficient to induce cell death; cell death was coincident with a decrease in the

mitochondrial membrane potential, ΔΨm, in a calcium-dependent manner. The

calcium dependence for dissipation of ΔΨm is not consistent with a

permeabilization event of the inner mitochondrial membrane, but is consistent

with nsPEF-induced changes in the transmembrane voltage at mitochondrial mem-

brane sites in the presence of elevated calcium, which leads to the opening of the

mPTP and apoptotic cell death. This is a significant deviation from what is expected

for nsPEF effects on intracellular membranes such as that observed for calcium

release from the ER. Additional studies of nsPEF effects on mitochondria andΔΨm
will be necessary to further analyze this hypothesis.

More recently, a determining role for calcium in cell death was observed using

HeLa cells [123]. Calcium was shown to not only be important for cell death but to

determine what cell death mechanisms were activated in some cells. While

non-apoptotic mechanisms of nsPEF-induced cell death were known [124, 125],

no specific mechanisms were defined. However, in HeLa cells, calcium was shown

to be required for a type of regulated necrosis identified by formation of poly

(ADP-ribose) or PAR. While these cells could express apoptosis markers (caspase

activation), they underwent PAR-associated regulated cell necrosis, which was

suggested to be a preferential cell death mechanism. These authors also showed
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that nsPEF-induced cell death was cell type specific, since HEK 293 cells and K562

cells underwent PAR-associated regulated necrosis in the presence of calcium,

while Jurkat cells underwent apoptosis regardless of the presence or absence of

calcium.

The production of reactive oxygen species (ROS) and subsequent DNA damage

has also been proposed as a possible effect causing apoptosis [126]. NsPEFs do

increase intracellular ROS, but it is not clear that this has significant effects on cell

viability [127]. There is evidence that nsPEF stimulation with multiple, intense

pulses causes damage to DNA or other critical proteins. Studies by comet assay

have shown that significant DNA damage does occur very quickly after treatment

(90-s posttreatment) with nsPEFs [128]. Some DNA repair was observed when

permeabilization of cells for the comet assay was delayed for an hour. At this time it

is not known if DNA damage is a primary (direct) effect of intense nanosecond

electric fields or a secondary effect caused by membrane permeabilization and/or

mediated by apoptosis-inducing factor (AIF) released from mitochondria or fol-

lowing caspase cleavage of DNA. A more detailed discussion on cell death mecha-

nisms is given in Sect. 4.10 by S. Beebe.

Since earth life forms did not evolve in the presence of nsPEFs, it was of interest

to determine what cellular systems would function in response to nsPEFs. It has

been shown that cellular response to nsPEFs is distinct from those induced by

previously known forms of cellular stress such as the protein-unfolding response,

UV radiation, and heat [129]. A more specific discussion of these finding will be

presented in the chapter by K Yano.

The research on cell death caused by nanosecond pulses has triggered studies on

its application for cancer treatment. First studies [112] indicated the potential of

such pulses for the controlled destruction of tumor tissue. Tumors were grown in

flanks of mice and removed and treated ex vivo. In the first rudimentary experi-

ments treating tumors in vivo using electrodes with two needles, tumor growth was

decreased by 60%. When treatment regimens and electrode designs were opti-

mized, B16f10 melanoma [130] and hepatocellular tumors in mice [131] and rats

[132] were eliminated by 75–100%. These early studies have now led to the

development of therapeutic methods for cancer treatment, particularly treatment

of skin cancer [133–135]. This topic is described in detail in Sect. 5.12 by

R. Nuccitelli.

1.3.3 New Research Directions

1.3.3.1 From Nanosecond to Picosecond Pulses

By reducing the duration of electric pulses from microseconds into the nanosecond

range, the electric field–cell interactions shift increasingly from the plasma (cell)

membrane to subcellular structures. Yet another domain of pulsed electric field

interactions with cell structures and functions opens when the pulse duration is
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reduced to values such that membrane charging becomes negligible, and direct

electric field-molecular effects determine biological mechanisms. For dominance

of such effects, the pulse duration needs to be less than the dielectric relaxation time

of the cytoplasm. For mammalian cells, this holds for pulse duration of less than

1 ns.

The practical reason for entering this new field of bioelectrics by moving into the

subnanosecond range is the possible use of antennas as pulse delivery systems

instead of needle electrodes as well as the opportunity to observe direct electric field

effects on biological mechanisms. These antenna systems are mainly based on the

use of a prolate spheroidal reflector, where the pulse is launched from one focal

point and reflected into a second focal point [77]. The use of needle or plate

electrodes in therapeutic applications which rely on electroporation [136] or nano-

second pulsed electric fields (nsPEF) [133] requires that the electrodes are brought

into close contact with the treated tissue. This limits the application to treatments of

tissue close to the skin or surface of the body or by using invasive procedures or

minimally invasive procedures by laparoscopy to treat internal organs. The use of

antennas, on the other hand, would allow one to apply such electric fields to tissues

(tumors) that are not easily accessible with needles. Also, focusing electrical energy

on the target would reduce the damage to the tissue layers surrounding the target

and the skin.

1.3.3.2 From Membranes to Proteins

Most, if not all, effects of electric fields are analyzed in terms of electrical charging

of plasma membranes and/or subcellular membranes. Since nsPEFs are extensions

of classical electroporation, which was developed for permeabilization of plasma

membranes for drug or nucleotide delivery to cells, the focus with submicrosecond

pulses has remained on lipid bilayers for electric field effects. Although cellular

plasma membranes include integral and peripheral proteins, these structures have

generally been ignored because of their complexity compared to lipid bilayers.

Only a few experimental analyses have approached the subject of electric field

effects on proteins.

Initial studies with submicrosecond pulses demonstrated effects that breached

membranous intracellular vesicles in human eosinophils [77]. Yet caution was

exercised not to assume all cell responses would be exclusively on membranes.

The intracellular effects were referred to as “intracellular electromanipulation”

instead of “intracellular electroporation/permeabilization.” Beyond consideration

for membrane effects, nsPEFs have been considered for possible effect on DNA

[112, 115, 133]. However it is presently unclear if observed effects on DNA

damage are due to direct, primary electric field effects or if they are secondary to

intracellular assaults on upstream biological mechanisms that lead to DNA damage.

More specifically, it is debated whether nsPEFs deliver sufficient energy, power, or

high-frequency components to disrupt molecular bonding such as hydrogen bond-

ing that contributes to the structure and stability of DNA or such bonding in

1 Introduction 31



proteins. However, there are several simulation studies using molecular dynamics

(MD) suggesting that nsPEFs can affect protein structure and at least one experi-

mental study showing that nsPEFs can directly affect the catalytic activity of a

protein kinase.

Using MD, high-intensity nsPEFs were found to cause a marked structural

rearrangement along the major geometrical axis of the protein myoglobin

[137]. In other MD studies, nsPEFs caused the soybean hydrophobic protein, a

well-studied food protein, to unfold and lose all secondary structure [138]. Similar

conclusions were reached for static and oscillating effects of nanosecond pulses that

destabilized the structure of the insulin β-chain (30 amino acids) [139]. In a study

with the human aquaporin four channel, nsPEFs were shown to switch the dipolar

orientation of the histidine-201 residue [140]. However, it needs to be noted that

except for the last study where 50- and 100-ns pulses at 650 kV/cm were applied,

the assumed pulsed electric field amplitudes were in several MV/cm range,

although for shorter pulse durations. Such pulse amplitudes are not realistic when

considering the state of present pulse power technology.

However, both direct and indirect experimental evidence indicate that effects on

proteins are likely occurring at much lower electric fields. NsPEFs were shown to

have direct effects on the phosphotransferase activity of the catalytic subunit of the

cAMP-dependent protein kinase (PKA) [122]. NsPEFs caused a 41% and 45% loss

in catalytic activity with one and ten pulses at 60 ns, 60 kV/cm, respectively, and a

55% and 77% activity loss for one and ten pulses at 300 ns, 26 kV/cm, respec-

tively. Given that the one pulse and ten pulse conditions between 60 ns, 60 kV/cm

and 300 ns, 26 kV/cm exhibited similar energy densities (1.7 J/cc), the inhibitory

effects on kinase structure/function appear to be, at least in part, not to scale with

energy density. This is consistent with effects of nsPEFs on nsPEF-induced cyto-

chrome c release and caspase activity in intact cells [112, 113]. These studies

further indicate that nsPEF-induced inactivation of kinase activity is due, at least

in part, to charging effects transferred to the enzyme rather than energy deposition.

Also, observations that nsPEFs induce Ca2þ-dependent dissipation of the mito-

chondria membrane potential (ΔΨm), which is enhanced when high-frequency

components are present in fast rise-fall waveforms, suggest events that are not

due to permeabilization of the inner mitochondrial membrane; plasma membrane

poration (and thereby intracellular membranes) is not Ca2þ dependent. Since all

Ca2þ-mediated events require proteins, it is possible that nsPEFs affect a protein(s) or

protein complex that changes the transmembrane voltage, thereby leading to

opening the mitochondrial permeability transition pore (mPTP) [81, 85]. Effects

of nsPEFs on proteins open a new paradigm for electric field effects on cell

structures and functions.

1.3.3.3 Thermally Assisted Electroeffects

Thermal effects, although generally avoided in bioelectric studies, have their place

in bioelectrics, even for pulses short compared to the dielectric relaxation time of
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the membrane. Simultaneously pulsing and heating cells, either by utilizing the

Joule heat generated through high repetition rate pulsing [141] or using pulse-

independent methods such as microwave heating, allow us to reduce the electrical

energy required for inducing cell death by a considerable amount. This has been

shown recently in a study where 200-ps long pulses were applied to a slightly

heated cell suspension [142] Cell death, as recorded by means of trypan blue

uptake, increased considerably for heating above physiological temperature. The

results indicate that thermal assistance of electro-technologies, such as tumor

ablation and gene therapy, will allow us to reduce the electrical energy (pulse

amplitude) and consequently reduce tissue damage.

1.3.3.4 Nonthermal Plasmas for Environmental and Medical

Applications

A fascinating new field of research using pulsed electric fields to generate nonther-

mal plasma is plasma medicine [143, 144]. Plasma reactors for environmental and

medical applications have found their place in “bioelectrics.” Again, as in the field

of bioelectrics as discussed in this chapter, nanosecond pulses play a major role.

Experimental studies with nonequilibrium gliding gas discharges have shown their

potential for environmental and medical applications, such as chemical and bacte-

rial decontamination [145].
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Chapter 2

Pulsed Power Technology

Hidenori Akiyama, Sunao Katsuki, Luis Redondo, Masahiro Akiyama,

A.J.M. Pemen, T. Huiskamp, F.J.C.M. Beckers, E.J.M. van Heesch,

G.J.J. Winands, S.J. Voeten, L. Zhen, J.W.M. van Bree, Shu Xiao,

and Ross Petrella

Abstract Pulsed power refers to the science and technology of accumulating

energy over a relatively long period of time and releasing it as a high-power

pulse composed of high voltage and current over a short period of time; as such,

it has extremely high power but moderately low energy. Pulsed power is produced

by transferring energy generally stored in capacitors and inductors to a load very

quickly through switching devices. Applications of pulsed power continue expan-

sion into fields including the environment, recycling, energy, defense, material

processing, medical treatment, plasma medicine, and food and agriculture.

Building upon the development of pulsed power generators which offer both

high repetition and performance, scientists are now able to investigate effects of

pulsed power on living organisms, and their research has expanded to encompass a

new field known as bioelectrics. Section 2.1 summarizes pulsed power technology
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with a focus on this new field. Section 2.2 summarizes the basics of electric circuits,

while Sect. 2.3 discusses pulsed power generators utilized for bioelectrics.

Section 2.4 describes switches as a key technology. Measurement tools of pulsed

power are shown in Sect. 2.5, and delivery of electric pulses to biological tissues

using antennas is described in Sect. 2.6.

Keywords Pulsed power • Switch • Measurement • Antenna • Bioelectrics

2.1 Introduction

Hidenori Akiyama

Pulsed power refers to the science and technology of accumulating energy over a

relatively long period of time and releasing it as a high-power pulse over a short

period of time. Though pulsed power reaches 1 GW, which corresponds to the

output of a power plant, the energy in the case of 100 ns pulse width is only 100 J,

which is small enough to heat 1 cm3 water to only about 24 �C. Therefore, while the
power of the pulses is extremely high, their energy is moderately low.

Pulsed power is produced by transferring a primary stored energy to a load

quickly. Though chemical energy sources such as batteries or explosives or kinetic

energy sources such as generators may be used as the primary stored electrical

energy, in fact, capacitors and inductors are the most common methods. When the

primary stored electrical energy is transferred to a secondary stored energy through

a switching device, the pulse width decreases and the power increases while

maintaining the same energy. The third and fourth stored energies are used to

obtain a shorter pulse width and a higher output power.

Applications of pulsed power are expanding into disparate fields such as the

environment (concrete and other recycling methods, algae treatment), energy (oil

production from algae, improvement of engines), defense (electromagnetic wave

and particle beams), material processing (extreme ultraviolet light source and high-

pressure processing), medical treatment (drug delivery and plasma medicine), and

food and agriculture (pulse range and plant factories). Recently, the development of

high-repetition and high-performance pulsed power generators has enabled scien-

tists to investigate effects of pulsed power on living organisms. This has led to a

new field of pulsed power application on living organisms, which is known as

bioelectrics.

This chapter summarizes pulsed power technology focusing on bioelectrics.

Section 2.1 summarizes pulsed power technology with a focus on this new field.

Section 2.2 summarizes the basics of electric circuits, while Sect. 2.3 describes

switches as a key technology; both are in preparation to understand Sect. 2.4, which

discusses pulsed power generators utilized for bioelectrics. Measurement tools of

pulsed power are shown in Sect. 2.5, and delivery of electric pulses to biological

tissues using antennas is described in Sect. 2.6.
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2.2 Basis of Electric Circuit

Sunao Katsuki

Generation of pulsed power utilizes the transient energy flow in a relatively simple

circuit consisting of passive elements and a transmission line. In some bioelectric

applications, the main concern is satisfactory voltage flattop. Here, transient phe-

nomena of elemental circuits, voltage multiplication, transmission lines, and pulse-

forming networks are described as a basis of the generation and handling of pulsed

power which will be described later.

2.2.1 Resistors, Inductors, and Capacitors

2.2.1.1 Voltage–Current Relationships

Pulsed power circuits can be analyzed in terms of four elements: resistors, capac-

itors, inductors, and ideal switches, as shown in Fig. 2.1. These elements are

two-terminal passive components, which are characterized by two quantities: the

current through the device and the voltage between the terminals. The action of the

circuit element is described by the relationship between voltage and current.

A switch is either an open circuit (zero current at any voltage) or a closed circuit

(zero voltage at any current). In pulsed voltage circuits, a closing switch is an open

circuit for times t< 0 and a short circuit for t> 0. An opening switch has the inverse

properties.

A resistor contains material that impedes the flow of electrons via collisions. The

flow of current is proportional to the driving voltage

I ¼ V=R; ð2:1Þ

where I is in amperes, V in volts, and R is the resistance in ohms. Energy is

transferred from flowing electrons to the resistive material. With the polarity

shown in Eq. 2.1, electrons flow to the bottom of the resistor. Each electron absorbs

an energy eV0 from the driving circuit during its transit through the resistor. This

Fig. 2.1 Symbols and

polarity convention for

common circuit elements
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energy acts to accelerate the electrons between collisions. They emerge from the

top of the resistor with low velocity because most of the energy gained was

transferred to the material as heat. The power deposited is

P ¼ VI ¼ V2

R
¼ I2R ð2:2Þ

Basic capacitor geometry is of two conducting plates separated by a dielectric.

The voltage between the plates is proportional to the stored charge on the plates and

the geometry of the capacitor:

V ¼ Q

C
ð2:3Þ

The quantity V is in volts, Q in coulombs, and C in farads. Neglecting fringing

fields, the capacitance of the parallel plate geometry can be expressed as

C ¼ ε0εrA

d
ð2:4Þ

where ε0¼ 8.85� 10�12 and εr is the relative dielectric constant of the material

between the plates, A is the plate area in square meters, and d is the plate separation
in meters. The values of most plastic materials range between 2 and 5, whereas

those of strong dielectric materials such as barium titanate are on the order of

10,000. The current through a capacitor is the time rate of change of the stored

charge:

I ¼ dQ

dt
¼ C

dv

dt
ð2:5Þ

The capacitor contains a region of electric field. The inductor is configured to

produce a magnetic field. The most common geometry is solenoidal winding. The

magnetic flux linking the windings is proportional to the current in the winding,

such as

Φ ¼ LI ð2:6Þ

where L is a constant dependent on inductor geometry. Inductance is measured in

Henries. The voltage across the terminals is proportional to the time rate of change

of magnetic flux. Therefore,

V ¼ dΦ

dt
¼ L

dI

dt
ð2:7Þ
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2.2.1.2 Electrical Energy Storage

A resistor converts electrical energy to thermal. No stored electrical energy remains

in a resistor in the absence of a voltage supply. Conversely, capacitors and induc-

tors, known as reactive elements, store electrical energy in the form of electric and

magnetic fields, respectively. No average energy dissipation exists in a reactive

element. Energy stored in a capacitor in the form of electric fields is

Uc ¼ 1

2
CV2 ð2:8Þ

Magnetic energy stored in an inductor is

Uc ¼ 1

2
LI2 ð2:9Þ

2.2.2 Basic Circuits for Pulsed Power [1, 2]

2.2.2.1 Capacitor–Resistor Circuit

Figure 2.2 shows a familiar circuit combining a resistor, capacitor, and switch. This

is the simplest model for a pulsed voltage circuit; electrical energy is stored in a

capacitor and then dumped into a load resistor via a switch. Continuity of current

around the circuit combined with Eqs. 2.1 and 2.5 implies the following differential

equation for the load voltage after switching:

C
dV

dt
þ V

R
¼ 0 ð2:10Þ

The solution plotted in Fig. 2.2 for switching at t¼ 0 is

V tð Þ ¼ V0 exp �t=RCð Þ ð2:11Þ

where V0 the initial charge voltage. The product RC is the characteristic time for the

transfer of energy from a capacitor to a resistor in the absence of inductance. A

circuit with a resistor, capacitor, voltage source, and switch is shown in Fig. 2.3.

This circuit models the capacitor charged by a DC voltage source through a resistor.

Continuity of current and the V-I relations of the components, the time variation for

load voltage, plotted in Fig. 2.3, is
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V tð Þ ¼ V0 1� exp � t

RC

� �h i
ð2:12Þ

2.2.2.2 Inductor–Resistor Circuit

This is the simplest model for a pulsed current circuit on the basis of an inductive

energy storage system. Electrical energy is stored in an inductor as a magnetic field

and then released into a load resistor via a switch. Applying Kirchhoff’s voltage law
combined with Eqs. 2.1 and 2.7 leads to the following differential equation for the

load current after switching:

L
dI

dt
þ RI ¼ 0 ð2:13Þ

The time variation for circuit current, plotted in Fig. 2.4, is

I tð Þ ¼ I0exp � t

L=R

� �
ð2:14Þ

Fig. 2.2 Time-dependent load voltage in a switched RC circuit

Fig. 2.3 Time-dependent load voltage at capacitor from a pulse generator with series resistance
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where I0 is an initial current in the inductor. This initial current must be provided by

a separate circuit in advance. The voltage on the load resistor is i(t)R.
Figure 2.5 shows a circuit with an inductor, resistor, voltage source, and switch,

modeling the output region of a pulsed voltage generator under significant induc-

tance of leads and load. A rapid risetime for power to the load is typically desirable.

Current flow initiation time to the load is limited by parasitic inductance.

Kirchhoff’s voltage law after switching is given as

V0 ¼ L
dI

dt
þ RI ð2:15Þ

The time variation for load voltage, plotted in Fig. 2.5, is

V tð Þ ¼ V0 1� exp � t

L=R

� �� �
ð2:16Þ

The L/R time determines the speed at which current and voltage can be induced

to the load. The 10–90% risetime for the voltage pulse is 2.2(L/R). For instance,
where a fast pulse generator used to drive a 10 Ω load, the total inductance of

the load circuit would have to be less than 23 nH if the risetime was to be less

than 5 ns.

Fig. 2.4 Time-dependent load voltage in a switched LR circuit

Fig. 2.5 Time-dependent load voltage from a pulse generator with a series inductance
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2.2.2.3 CLR Circuit: Capacitive Energy Storage Circuit

All pulsed voltage circuits have an energy storage element where electrical energy

is contained in the form of electric or magnetic fields. The energy is transferred by a

fast switch to a load. The speed of transfer is limited by parasitic inductance or

capacitance in the circuit. The voltage pulse waveform is determined by the

configuration of the energy storage element and the nature of the load. The circuit

produces a variation in time of the voltage.

The simplest electrical energy storage device is a single capacitor. The voltage

modulator shown in Fig. 2.6 consists of a capacitor charged to voltage V0 and a

closing switch to transfer the energy. The energy is deposited in a load resistor, R.
The flow of current involved in the transfer generates magnetic fields, so the effects

of series inductance Lmust be included in the circuit. Setting the loop voltage equal

to zero gives

L
dI

dt
þ RI þ

ð
I

C
dt ¼ 0 ð2:17Þ

The second condition follows from the fact that, immediately after switching, the

total capacitor voltage appears across the inductor rather than the resistor. The

solution of Eq. 2.17 is usually written in three different forms depending on the

values of the following parameters:

ω0 ¼ 1=
ffiffiffiffiffiffi
LC

p
; ð2:18Þ

β ¼ R

2L
; ð2:19Þ

ω1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
0 � β2

q
, ω2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β2 � ω2

0

q
, and δ ¼ tan �1 β=ω1ð Þ ð2:20Þ

The solution with β<ω0, which is termed an under-damped circuit, is plotted as

curve (a) in Fig. 2.7. The circuit behavior is oscillatory. Energy is transferred back

and forth between the inductor and capacitor at approximately the characteristic

frequency, ω0. Slight energy loss occurs at each oscillation, determined by the

damping parameter. The time-dependent current is

Fig. 2.6 CLR circuit

(capacitive energy storage

circuit)
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I tð Þ ¼ CV0

cos δ

� �
exp �βtð Þ ω1 sin ω1t� δð Þ þ β cos ω1t� δð Þ½ �

¼ CV0ω0exp �βtð Þ sin ω0tð Þ β << ω0ð Þ
ð2:21Þ

Conversely, when β>ω0, the circuit is termed over-damped. As indicated in curve

(b) in Fig. 2.7, the circuit is dominated by resistance and does not oscillate. The

monopolar voltage pulse on the load rises in a time of approximately L/R and

decays exponentially over time RC. The current following switching in an over-

damped circuit is

i tð Þ ¼ CV0 β2 � ω2
2

	 

=2ω2

� �
exp ω2tð Þ � exp �ω2tð Þ½ �exp �βtð Þ β >> ω0ð Þ

ð2:22Þ

Finally, an LRC circuit when β¼ω0 or RC ¼ 2
ffiffiffiffiffiffiffiffiffi
L=C

p
is termed critically damped.

The current for a critically damped circuit is

i tð Þ ¼ βCV0 βtð Þexp �βtð Þ ð2:23Þ

Time-dependent load voltage is plotted as curve (c) in Fig. 2.7. The curves (a), (b),

and (c) in Fig. 2.7 share identical values for L and C, while those of R differ. Note

that the transfer of energy from the capacitor to the load resistor is accomplished

most rapidly under the critically damped circuit. Thus, the power extracted from a

pulsed circuit is maximum when R¼ 2√L/C, which is called the characteristic

impedance of the circuit. Energy transfer is optimized when the load resistance is

Fig. 2.7 Voltage on a load driven by a switched capacitor with series inductance as a function of

β/ω0: L and C are constant, load resistance R varied; (a) β << ω0 under-dumped, (b) β >>
ω0 over-dumped, and (c) β ¼ ω0 critically dumped
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matched to the modulator impedance. The peak power flow in a critically damped

circuit occurs at time t¼ 1/β. The maximum voltage at this time is Vmax ¼ 0.74V0,

the maximum current is 0.37V0/√L/C, and the maximum power in the load is

0.27V0/√L/C. The maximum power from this simple pulsed power generator is

limited by the parasitic inductance of the circuit.

2.2.2.4 CLC Energy Transfer Circuit

Transfer of energy between capacitors forms the basis of most pulsed power

generators. A circuit model for the transfer is illustrated in Fig. 2.8. A capacitor is

charged to voltage V0, and then energy is switched through an inductance to a

second capacitor by closing switch. The inductance may be introduced purposely or

may represent the inevitable parasitic inductance associated with current flow.

Current in the circuit is described by the equationð
I

C1

dtþ L
dI

dt
þ
ð

I

C2

dt ¼ 0 ð2:24Þ

If the initial conditions are I(0) ¼ 0 and Vc ¼ V0, the solution of Eq. 2.24 is

I tð Þ ¼ V0

ωL
sin ωtð Þ ð2:25Þ

where

ω ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
LC1C2= C1 þ C2ð Þ

p
ð2:26Þ

The quantities of interest are the time-dependent charge voltages on the two

capacitors:

V1 tð Þ ¼ V0 �
ð
Idt=C1, V2 tð Þ ¼

ð
Idt=C2 ð2:27Þ

Substituting Eqs. 2.25 into 2.27, we find

Fig. 2.8 CLC energy

transfer circuit
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V1 ¼ V0 1� C2

C1 þ C2

� �
1� cos ωtð Þð Þ

� �
; ð2:28Þ

and

V2 ¼ V0

C1

C1 þ C2

1� cos ωtð Þð Þ: ð2:29Þ

Waveforms are plotted in Fig. 2.9 for C2 ¼ C1 (a) and C2 << C1 (b). The first case

is the optimum choice for a high-efficiency power compression circuit. A complete

transfer of energy from the first to the second capacitor occurs at time t ¼ ω/π. In
the second case, though the energy transfer is inefficient, the second capacitor is

driven to a charge voltage twice that of the first. For this reason, the circuit of

Fig. 2.8 is often called the peaking capacitor circuit.

2.2.3 Impulse Generators [2, 3, 4, 5]

The level of the voltage generated by a single-capacitor modulator is limited by

both the power supply and the tolerance of the capacitor; in addition, insulation

must be taken care of carefully at levels above 30 kV when you work in atmo-

spheric air. Impulse generators enable production of pulsed voltages exceeding

100 kV relatively easily even with the use of inexpensive low-voltage power supply

and low-voltage capacitors. Recently, pulsed power modulators have utilized

semiconductor power device operation voltages below 5 kV. An impulse generator

configuration is often used to generate 50 kV even with the use of semiconductor

switches. Impulse generators consist of a number of capacitors charged in parallel

to moderate voltage levels. The capacitors are switched to a series configuration by

simultaneously triggered closing switches. The voltages of the capacitors add in the

Fig. 2.9 Voltage waveforms on storage capacitor and charged capacitor in a CLC circuit. (a)

Efficient energy transfer mode with C1 ¼ C2 and (b) voltage gain mode with C2 ¼ 0.1C1
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series configuration. Impulse generators that produce submicrosecond pulses

require less insulation than a single capacitor with a steady-state charge at the full

output voltage. Below, two widely used circuits are discussed: the Marx generator

and the LC generator.

2.2.3.1 Marx Generator

A typical configuration for a Marx generator is illustrated in Fig. 2.10a. The

charging current is carried to the capacitors through isolation resistors

(or inductors) that act as open circuits during the fast output pulse. The capacitor

stack is interrupted by high-voltage closing switches.

The circuit configuration immediately after switch closing is shown in

Fig. 2.10b. The voltage across the load rapidly increases from 0 to NV0, where

N is the number of switches and V0 is the magnitude of charge voltage on each

Fig. 2.10 Circuit diagram of a typical Marx generator and its equivalent circuit with all switches

on
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capacitor. The series inductance shown arises mainly from the narrow discharge

channels in the spark gaps. If voltage variations on timescales less than the

dimension of the generator divided by the speed of light in the insulating medium

are ignored, the inductances and capacitors can be lumped together as shown in

Fig. 2.10c. The Marx generator in the high-voltage phase is equivalent to a single-

capacitor modulator. Output to a resistive load is described by the equations of

Sect. 2.2.2.3.

The total series inductance is proportional to the number of switches, while the

series capacitance is C/N. Therefore, the characteristic generator impedance is

proportional to N. This implies difficulty in designing high-voltage Marx generators

with low characteristic impedance. High-energy density capacitors and short con-

nections help lower inductance, but the main limitation arises from the fact that the

discharge current must flow through inductive spark gap switches.

One favorable feature of the Marx generator is that triggering all switches

actively is unnecessary: shorts in the spark gaps at the low-voltage end of the

stack can be compensated with by overvoltage on the remaining gaps. Furthermore,

the trigger electrodes of the spark gaps can be connected by circuit elements so that

a trigger wave propagates rapidly through the generator.

2.2.3.2 LC Generator

The LC generator, illustrated in Fig. 2.11, is more difficult to trigger than the Marx

generator but has lower characteristic impedance for equivalent output voltage. As

in the Marx generator, a stack of capacitors is charged slowly in a parallel

configuration by a voltage supply. The main difference is that the switches are

external to the main power flow circuit. Transition from a parallel to a series

configuration is accomplished in the following way: half of the capacitors are

connected to external switched circuits with a series inductance, and when the

switches are triggered, each LC circuit begins a harmonic oscillation. After one-half

cycle, the polarity on the switched capacitors is reversed. At this time, the voltages

of all capacitors add in series, as shown in Fig. 2.11b. The voltage at the output

varies as

Vc ¼ 2NV0 1� cos

ffiffiffiffi
2

lc

r
t

 !" #
ð2:30Þ

where C is the capacitance of a single capacitor, N is the number of switches, and V0

is the magnitude of the charge voltage.

The load must be isolated from the generator by a high-voltage switch during the

mode change from parallel to series. It can be actively triggered near the peak
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output voltage. Energy transfer to the load should take place at t¼ √LC/2 so that no
energy remains in the external inductors. The transfer must be rapid compared to

the mode change time or energy will return to the inductors, reducing generator

efficiency.

The equivalent circuit for the LC generator in the series state is similar to that

of the Marx generator (Fig. 2.10c), with the main difference being that the series

inductances are reduced by elimination of the switches. Three main disadvan-

tages of the LC generator compared to the Marx generator are that the switching

sequence is more complex, a low-inductance output switch is required, and the

circuit remains at high voltage for a longer time. Because triggering one reversing

circuit does not result in an overvoltage on the spark gaps of other sections, all

switches in an LC generator must be actively fired with strong, synchronized

trigger pulses.

Fig. 2.11 Circuit diagram of a typical LC generator showing voltage at point P following

switching through the external inductor
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2.2.4 Transmission Line [1, 2, 3, 4, 5]

2.2.4.1 Transmission Line Theory

Most applications for pulse modulators require a constant-voltage pulse. The

critically damped waveform is the closest a modulator with a single capacitor and

inductor can approach constant voltage. Better waveforms can be generated by

modulators with multiple elements; such circuits are called pulse-forming networks

(PFNs), whose transmission line is the continuous limit of a PFN. Here, we analyze

transmission lines by a lumped element description rather than the direct solution of

the Maxwell equations. Discrete element PFNs are treated in Sect. 2.2.5.

We will concentrate on the coaxial transmission line, with properties of other

common geometries listed in Table 2.1. The coaxial line consists of an inner

conducting cylinder (radius Ri) and a grounded outer cylinder (Ro) separated by a

medium with dielectric constant εr. Assumed is linear magnetic permeability, μ.
Figure 2.12a shows a sectional view of a line divided into differential elements of

length Δz. Each element has a capacitance between the inner and outer conductors

proportional to the length of the element Δz. If C is the capacitance per length, the

capacitance of an element is CΔz. Magnetic fields are produced by current flow

along the inner conductor. Each differential element also has a series inductance,

LΔz, where L is the inductance per unit length. The circuit model of Fig. 2.12b can

be applied as a model of the transmission line. The quantities C and L for cylindrical

geometry are given by

Table 2.1 Typical transmission lines and their capacitance, inductance, and impedance
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C ¼ 2πE=ln Ro=Rið Þ ð2:31Þ
L ¼ μ

2π
ln Ro=Rið Þ ð2:32Þ

The outer conductor may be considered an ideal ground; voltage variations occur

along the inner conductor. The two quantities of interest that determine the fields in

the line are the current flow along the inner conductor and the voltage of the inner

conductor with respect to the grounded outer conductor. Voltage differences along

the inner conductor are inductive. Differences in current along the inner conductor

result from displacement current between the inner and outer conductors. The

current returns along the outer conductor to complete the circuit. The balance

between these effects determines the relationship between voltage and current

and the propagation velocity of the pulse. The voltage at point n is equal to the

total current that has flowed into the point divided by the capacitance. Using the

sign convention shown, this statement is expressed by

�CΔz
∂Vn

∂t

� �
¼ In � In�1 ð2:33Þ

Fig. 2.12 Coaxial transmission line. (a) Physical basis for lumped circuit model. (b) Lumped

circuit element analogue of a coaxial transmission line
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The relationship is a partial differential equation because the change in voltage with

time is viewed at a constant position. The difference in voltage between two points

is the inductive voltage between them:

�LΔz
∂In
∂t

� �
¼ Vn � Vn�1 ð2:34Þ

When Δz is small, the discrete voltages approach a continuous function, V(z, t). The
voltage difference between two points can be approximated in terms of this function

as continuous partial differential equations

∂V
∂z

¼ �L
∂I
∂t

ð2:35Þ
∂I
∂z

¼ �C
∂V
∂t

ð2:36Þ

The two above equations are called telegraphist’s equations and can be combined to

give wave equations for V and I of the form

∂2
V

∂z2
¼ LCð Þ∂

2
V

∂t2
ð2:37Þ

Similarly,

∂2
I

∂z2
¼ LCð Þ∂

2
I

∂t2
ð2:38Þ

Equations 2.37 and 2.38 are mathematical expressions of the properties of a

transmission line. It can easily be verified that any 3 functions of the forms

V z, tð Þ ¼ F t� z

v

� �
ð2:39Þ

I z, tð Þ ¼ G t� z

v

� �
ð2:40Þ

are solutions of Eqs. 2.37 and 2.38, respectively, if

v ¼ 1=
ffiffiffiffiffiffi
LC

p
ð2:41Þ

Equations 2.39 and 2.40 indicate that voltage or current pulses propagate in the

transmission line at velocity v without a change in shape. Pulses can travel in either
the +z or�z direction depending on input conditions. The velocity of propagation in
the coaxial transmission line can be found by substituting Eqs. 2.31 and 2.32 into

2.41:
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v ¼ 1=
ffiffiffiffiffi
εμ

p ð2:42Þ

This velocity is the speed of light in the medium; that is, geometric factors in C and

L cancel for all transmission lines, meaning that the propagation velocity is

determined only by the properties of the medium filling the line.

Inspection of Eqs. 2.35 and 2.36 shows that voltage is linearly proportional to the

current at all points in the line, independent of the functional form of the pulse

shape. In other words,

V ¼ IZ0 ð2:43Þ

where Z0 is called the characteristic impedance of the line. Its value depends on the

geometry of the line. The characteristic impedance for a coaxial transmission line is

Z0 ¼
ffiffiffiffiffiffiffiffiffi
L=C

p
¼

ffiffiffiffiffiffiffiffi
μ=ε

p
2π

ln
Ro

Ri

� �
ð2:44Þ

2.2.4.2 Reflection and Matching

Let us consider a stepped voltage pulse with amplitude of V0 traveling in a

transmission line whose end is terminated by a load with an impedance of ZL, as
shown Fig. 2.13a. The pulse reaches the load and is reflected by the load unless the

load impedance is equal to the characteristic impedance of the line, Z0. Figure 2.13b
shows a snapshot of the voltage distribution consisting of one traveling to the load

and the other traveling back to the transmission line. The voltage amplitude of the

reflected pulse is

Vr ¼ ρV0 ð2:45Þ

where ρ is a reflection coefficient given by

ρ ¼ ZL � Z0

ZL þ Z0

ð2:46Þ

The load voltage is the sum of the incident and the reflected pulses, as

VL ¼ 1þ ρð ÞV0 ð2:47Þ

Equation 2.46 indicates that the condition of ZL ¼ Z0 results in ρ¼ 0, i.e., no

reflection results, and all electromagnetic energy is absorbed in the load. This

situation of no reflection is called a matching between load and transmission line.
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Figure 2.13c, e shows the reflection at the special cases in (c) Zr is much larger than

Z0, (d) Zr ¼ 0, and (e) Zr ¼ Z0, respectively.

2.2.5 Pulse-Forming Network

Transmission lines are well suited for output pulse lengths in the range 5 ns<Δtp<
200 ns but are impractical for pulse lengths above 1 μs. Discrete element circuits are

usually used for long pulse lengths as they achieve better output waveforms than the

critically damped circuit due to their use of more capacitors and inductors. Discrete

element circuits providing a shaped waveform are called pulse-forming networks.

The derivations of Sect. 2.2.4 suggest that the circuit of Fig. 2.14 can provide a

pulse with an approximately constant voltage. A transmission line is simulated by a

Fig. 2.13 Reflection of a step-functioned voltage pulse at the load. (a) Transmission line (Z0)
terminated by load (ZL). (b–e) Reflection of a voltage pulse at load under various loads: (c) ZL >>
Z0, (d) ZL ¼ 0, and (e) ZL ¼ Z0
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finite number N of inductor–capacitor units. Following the derivation of Sect. 2.2.4,

the resistance of a matched load is

Z0 ¼
ffiffiffiffiffiffiffiffiffi
L=C

p
ð2:48Þ

The quantities L and C are the inductance and capacitance of discrete elements. We

shall call Z0 the impedance of the PFN. The single transit time of an electromag-

netic pulse through the network is approximately N√LC. The output voltage pulse
has average magnitude V0/2 and duration of

Δtp ¼ 2N
ffiffiffiffiffiffi
LC

p
ð2:49Þ

The output pulse of a five-element network into a matched resistive load is shown in

Fig. 2.15. Although the general features are as expected, there exist a substantial

overshoot at the beginning of the pulse and an undershoot at the end in addition to

voltage oscillations during the pulse.

For most applications, the main concern is a good voltage flattop; gradual

voltage variation on the rise and fall of the pulse can be tolerated. A large number

Fig. 2.14 Pulse-forming network; lumped element approximation of a transmission line

Fig. 2.15 Load voltage, five-element PFN discharged a matched load
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of elements are needed in the circuit of Fig. 2.14 for a relatively constant output

voltage.

2.3 Pulsed Power Generators

Hidenori Akiyama and Masahiro Akiyama

2.3.1 Pulse-Forming Line

A simple pulsed power generator is composed of a pulse-forming line using

distributed constant circuits. A coaxial line, which consists of inner and outer

conductors along with an insulator between these conductors, is shown in

Fig. 2.16. The coaxial line is charged by a high-voltage DC source through the

resistor with a resistance much higher than the characteristic impedance,

Z0 ¼ ffiffiffiffiffiffiffiffiffi
L=C

p� �
, where L and C are the inductance and the capacitance per unit

length. The charging voltage, V0, appears on the inner conductor along the coaxial

line.

Figure 2.17 shows the voltage change on the inner conductor at the times of

t ¼ 0, l=2v0, l=v0, 3l=2v0 after initiation of the switch S. Following initiation of

S at t¼ 0, the transmission line is expressed by wave equations, and right- and left-

going voltage waves with the voltage of V0/2 appear. Wave velocity is expressed as

v0 ¼ 1=
ffiffiffiffiffiffi
LC

p
. One wave, represented here by dots, moves left and is reflected at

the left edge of the transmission line since the reflection coefficient expressed by

ρr ¼ R0 � Z0ð Þ= R0 þ Z0ð Þ becomes 1 assuming R0 >> Z0. The other wave,

represented here by oblique lines, moves right; all energy moving right is absorbed

by the resistor since ρr ffi 0 assuming R ¼ Z0.

Voltage waveform at load R is shown in Fig. 2.18. A pulse voltage with

amplitude of V0/2 and pulse width of 2l/v0 appears, since R ¼ Z0. This pulse-

forming line is the simplest pulsed power generator.

Fig. 2.16 A simple pulsed

power generator composed

of a pulse-forming line
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Fig. 2.17 Voltage change on the inner conductor at the different time after initiation of the

switch S

Fig. 2.18 Voltage waveform at load R
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2.3.2 Blumlein Line

The pulse-forming line proposed by Blumlein is shown in Fig. 2.19. The Blumlein

line is composed of three long and narrow metal strips, A, B, and C; a closing

switch, Sc, between the center and lower strips; and the load, R. The characteristic
impedances between B and A (or C) are Z0 along l, and between A and C are 2Z0
along l1. The load resistance, R, is selected as 2Z0. The center strip is charged to V0

through a large resistance, R0, and the inductance L. After the switch, Sc, initiates at
t¼ 0, the waves propagate between A and B and between B and C as shown in

Fig. 2.19. The left-going wave propagating between A and B meets high impedance

and is reflected with the same polarity. The left-going wave propagating between B

and C meets Sc initiation and is reflected with the reverse polarity. The right-going

waves between A and B and between B and C are reflected with the same polarity

since ρr ffi 1. These phenomena exist until t ¼ l=v0 after initiation of the switch Sc.

A voltage difference between A and C begins to occur at t ¼ l=v0, and after this

time, waves both between A and B and between B and C propagate to the space

between A and C along l1. The characteristic impedance between A and C along l

becomes 2Z0, which corresponds to the characteristic impedance between A and C

along l1. Therefore, no reflection occurs at the right edge of B after t ¼ l=v0; instead,
the right-going wave is absorbed by the load resistance, R, since 2Z0 ¼ R. The
voltage VAB between A and B and VBC between B and C is summarized in Fig. 2.20,

which also shows the voltage VAC between A and C calculated by adding VAB and

VBC.

The voltage waveform at load R is shown in Fig. 2.21. The pulse voltage with

amplitude of V0 and pulse width of 2l/v0 appear. Though the pulse width is the same

as that in Fig. 2.18, the voltage is double.

2.3.3 Magnetic Pulse Compression

Figure 2.22 shows a schematic diagram of a pulsed power generator using a

magnetic pulse compression circuit. After the capacitor, C0, is charged to V0,

insulated-gate bipolar transistors (IGBTs) are initiated. Since the saturable induc-

tor, L0, has a large value, IGBT current remains low during its initiation. Therefore,

switching loss calculated from the IGBT voltage and current is minimized. Fig-

ure 2.23 shows waveforms of IGBT voltage and current. The inductor, L0, assumes

Fig. 2.19 The pulse-

forming line proposed by

Blumlein
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Fig. 2.21 The voltage waveform at load R

Fig. 2.22 Schematic diagram of a pulsed power generator using a magnetic pulse compression

circuit

Fig. 2.20 The voltage VAB between A and B and VBC between B and C are summarized, and the

voltage VAC between A and C calculated by adding VAB and VBC
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a low value at a finite time, Ts, after IGBT initiation. Detailed behavior of the

saturable inductor will be explained below in Figs. 2.25 and 2.26; presently, it is

sufficient to know that the inductance of saturable inductor changes from a large

value, L0u, of unsaturation to a small value, L0s, of saturation after Ts. Since the

main current, I, at IGBTs begins to flow at Ts after IGBTs are initiated at t¼ 0 as

shown in Fig. 2.23, the switching loss of IGBTs is minimized by the existence of the

saturable inductor.

When the capacitor, C1, is charged to nV0, where n is the amplification factor of

the transformer, L1u shifts to L1s and, concurrently, the stored energy of C1 transfers

to C2. Subsequently, the energy transfer from C2 to C3 occurs concurrently with the

shift of L2u to L2s. The energy transfer from C3 to the load occurs in the same way.

These energy transfers are summarized in Fig. 2.24. When the voltage at point A in

Fig. 2.22 becomes nV0, the value of L1 becomes small and the voltage at B becomes

nV0. In the same way, the voltages at C and D become nV0. No backward current

from C2 to C1 occurs since L1u, which appears by the shift from saturation to

unsaturation just after the energy transfer from C1 to C2, is much larger than L2s.

When capacitances of C1, C2, and C3 reach the same value, voltages at A, B, C, and

D become nV0 without considering loss. The risetime of voltage decreases gradu-

ally as shown in Fig. 2.24, when L1s� L2s� L3s. The fall time at D is dependent on

load resistance.

Saturable inductors are used as the closing switches shown in Fig. 2.22. Fig-

ure 2.25 shows a B–H curve of the magnetic material used to make a saturable

Fig. 2.23 Waveforms of

IGBT voltage and current

Fig. 2.24 When the

capacitor, C1, is charged to

nV0, where n is the

amplification factor of the

transformer, L1u shifts to L1s
and, concurrently, the

stored energy of C1

transfers to C2.

Subsequently, the energy

transfers from C2 to C3 and

then from C3 to the load

occur
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inductor. The saturable inductor sits near the residual magnetism (negative) on the

B–H curve. The magnetic permeability during unsaturation is far larger than that

during saturation. Since inductance is proportional to magnetic permeability, the

inductance during saturation is far smaller than that during unsaturation.

How Ts is determined is of importance. Figure 2.26 shows a case in which a step

function with voltage of V0 is applied to saturable inductance. The following

equation is obtained from ∂ N∅ð Þ=∂t ¼ V0:

1

N

ðTs

0

V0dt ¼ TsV0

N
¼
ð
S

B 	 dS ¼ 2BsA; ð2:50Þ

where N, φ, Bs, and A are winding number, magnetic flux, saturation magnetic flux

density, and cross section of the magnetic material. The time Ts, at which the

magnetic material changes from unsaturation to saturation states, is expressed as

Ts ¼ 2BsAN

V0

: ð2:51Þ

The time Ts is adjusted by N, Bs, and A at the constant applied voltage V0. In the

circuit of Fig. 2.22, Ts is a half period of sine wave as shown in Fig. 2.24.

Fig. 2.25 B–H curve of the

magnetic material used to

make a saturable inductor

Fig. 2.26 The case in

which a step function with

voltage of V0 is applied to

saturable inductor
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2.3.4 Inductive Energy Storage Using Opening Switch

Figure 2.27 shows a typical pulsed power generator using inductive energy storage

and an opening switch. The capacitor, C0, which is charged to V0, is discharged

through a pulse transformer, PT, and SiC-MOSFET as a power device, and the

capacitor, C1, is charged to 10V0 through the saturable transformer, ST, and the

diode, D. The total winding ratio of PT and ST is 10. After C1 is charged, ST is

saturated, and the backward current flows through D since the carrier stored into D

by the forward current moves by reverse voltage. After a short time of backward

current, a depletion layer is formed in D, and the current is interrupted quickly. A

high voltage at D, VD, is produced by L∂ID=∂t, which corresponds to RID, where
L is the inductance of the saturated ST and R is the equivalent resistance of

D. Figure 2.28 shows waveforms of ID and VD. The positive and negative currents

show the forward and backward current at D, and the high voltage at D is produced

between the peak backward current and zero current. This diode is called a fast

recovery diode.

2.3.5 Generator Using Power Semiconductor Device

Both the rise and fall times of switches and switching loss have decreased with the

development of power semiconductor devices used as switches. Pulsed power

generation is possible by direct switching of a DC power source with high voltage

and current. Figure 2.29 shows a schematic circuit composed of a DC power source,

SiC-MOSFET module, and load. The rise and fall times are several tens of

nanoseconds.

Figure 2.30 shows a schematic circuit of a fully solid-state Marx-type pulsed

power generator. The voltage level, polarity, pulse width, and repetition rate can be

changed by a series connection of full-bridge switch-capacitor cells (SCCs). The

operation of this generator is explained in Fig. 2.31a–c. The capacitors C1, C2, and

C3 are charged to V0 as shown in (a), where C3 is charged through S1, S2, and S3; the

diode at B3, D2; the diode at B2, D1; and the diode at B1.

Fig. 2.27 The typical pulsed power generator using inductive energy storage and an opening

switch
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Fig. 2.28 Waveforms of ID and VD

Fig. 2.29 The schematic circuit composed of a DC power source, SiC-MOSFET module, and

load

Fig. 2.30 The schematic circuit of a fully solid-state Marx-type pulsed power generator
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When only Bs and Cs are initiated just after charging of Cs, as shown in

Fig. 2.31b, the voltage of 3V0 is applied to the load. When only As and Ds are

initiated, as shown in (c), the voltage of �3 V0 is applied to the load. The load

voltage of �2V0 appears by turning off A3 and turning on B3 in (c).

2.3.6 Conclusions

Pulsed power generators with extremely high power have been developed for

military and big science applications. Since moderate pulsed power is suitable for

Fig. 2.31 The operation of a fully solid-state Marx-type pulsed power generator is explained: (a)

the capacitors C1, C2, and C3 are charged to V0, (b) the voltage of 3V0 is applied to the load, (c) the

voltage of �3V0 is applied to the load. The load voltage of�2 V0 appears by turning off A3 and

turning on B3
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bioelectrics, the use of present power switching devices rather than gap switches is

sufficient to generate pulsed power. Therefore, reliable, maintenance-free, and

highly repetitive pulsed power generators which are completely solid-state have

been developed.

Pulse-forming and Blumlein lines have been used for comparatively large

generator using gap switches. These lines are utilized in the bioelectric field for

small generators using power switching semiconductors. Pulsed power generators

using magnetic pulse compression circuits have become popular both for research

in the bioelectric field and for industrial applications of pulsed power. Pulsed power

generators using inductive energy storage and opening semiconductor switches are

able to generate pulsed power with a nanosecond or subnanosecond pulse width.

Pulsed power generators using power semiconductor devices are advancing rapidly

due to the recent remarkable development of power semiconductor switching

devices.

2.4 Switches

Luis Redondo

This chapter reviews the main characteristics of the most used switches in pulse

generators for bioelectric applications. The switch is a fundamental component in

the pulse generators performance and a key factor for achieving the best results. The

generator output characteristics, pulse width, waveform, voltage and current peaks,

power, and frequency, depend greatly on the switch behavior. As a single switch

cannot be used in all the pulse generator topologies for different applications, it is

essential to understand which can be used in each situation, depending on the output

characteristics of the pulse applied to the load.

2.4.1 Magnetic Switches

Magnetic switches, also known as saturable inductors, are passive switches, having

no control gate to trigger. Instead they consist of a ferromagnetic core inductor

(or coupled inductors), comprising of significant inductance variation, between

saturated and unsaturated ferromagnetic core conditions, due to core nonlinear

permeability behavior. These switches can operate at high-repetition (kHz) and

power (kW) rates, due to their small losses, short recovery time, and no moving

parts, giving long lifetime [6].

A typical B–H curve of a magnetic switch is shown in Fig. 2.32, where the

optimum switching characteristics are obtain if the external circuit imposes a flux
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swing, ΔB 
 Bs � �BRð Þ between the negative remanent flux density, BR, into the

positive saturation flux, BS [6].

The two magnetic switch key operating conditions can be define as an off-state
condition with unsaturated magnetic material, with switch inductance given by

Lu ¼ μ0μruAmN
2

l
; ð2:52Þ

where μ0 and μru are the free space and unsaturated relative permeability of the core,

respectively, Am is the magnetic material cross-section area, N is the number of

conductor turns, and l is the magnetic field path length and an on-state condition

with saturated magnetic material, with switch inductance given by

Ls ¼ μ0μrsAmN
2

l
; ð2:53Þ

where μrs is the saturated relative permeability of the core. The difference between

the on and off states of the magnetic switch depends on the fact that a special type of

magnetic material is used, which has the ratio between (2.52) and (2.53) of several

thousands to tens of thousands, resulting in a large impedance difference.

Considering the B–H loop in Fig. 2.32 and switch operation, with the magnetic

core, initially, biased at a negative saturation, -Bs. As voltage is applied across the

magnetic switch, there is a flux change in the core in order to hold the voltage, the

bias magnetizing point of the core move to where the slope is very steep. The

relationship between the voltage-time product and the flux density change can be

expressed as

ðTs

0

v tð Þdt ¼ NAmΔB; ð2:54Þ

Fig. 2.32 B–H loop from a

typical magnetic switch

material, where Bs is the

saturation flux density, Hs

the corresponding

magnetizing field intensity,

and BR the remanent flux

density
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where Ts is time to saturation, v(t) is the applied voltage, and ΔB is the magnetic

flux density swing. Initially, little current flows through the switch and the device is

seen as having relatively large impedance. As the voltage continues to be applied,

the bias point moves further up the B–H curve until the positive saturation flux is

reached, Bs. When the core saturates, it can no longer provide the flux change

necessary to hold the voltage, and the impedance decreases dramatically, as in a

close switch [6].

Before next operating cycle, the core is reset to the negative saturation flux,�Bs,

by applying a DC current through the main, or auxiliary, winding in a direction that

provides a magnetizing field, �Hs, opposite to that induced by normal operating

conditions [7, 8].

The main characteristics required for magnetic cores, used as magnetic switch,

include [6] (a) large Bs to reduce size, (b) large μru and unity μrs, (c) saturation that
occurs drastically, hard core, (d) low loss, (e) low-frequency dispersion, (f) the

ration between Bs and Br that is close to one, and (g) very low magnetostriction, to

reduce mechanical stress on the core.

2.4.2 Semiconductor Opening Switches

Semiconductor opening switches (SOS) are modified PIN high-voltage diodes,

using a P+PN�N+ structure with gradual doped P layer, not presented in PIN diodes,

which can generate nanosecond or subnanoseconds kV and kA range pulses with

kHz operation in inductive energy storage circuits [9–11].

For proper operation, first, carriers need to be pumped by a current in the forward

(anode to cathode) direction, IF, during hundreds of ns time range and then pulsed

rapidly (dozens of ns) with a current in the reverse direction, IR, until the carriers are
completely discharged (Fig. 2.33). The interruption of the reverse current can be

very fast and this effect is used as an opening switch [12].

The opening, or reverse recovery of SOS diodes, differs from traditional PIN

diodes, since current interruption occurs mostly in the narrower P doped layer, not

I

Imax

t0 t1 t

t2

lF

lR

t3

Fig. 2.33 SOS diode

reverse blocking behavior
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in the long drift region. Combined with dense excess plasma in the PN junction, the

SOS can switch high-density currents in nanosecond opening times [10, 11].

SOS are used correctly in inductive storage circuits where they are pumped and

pulsed via an inductor, L, and connected in parallel with a load, RL. For optimum

conditions of pumping time and current density in the junction, charge conservation

can be achieved [12] as

ðt1
t0

IFdt ¼ �
ðt2
t1

IRdt ð2:55Þ

However, for reaching high values of the energy compression coefficient, it is

necessary to reduce the excess plasma concentration that leads to recombination

losses, which can be achieved by having a short pulse of forward pumping or by

decreasing the pumping current density.

The output peak voltage, VLmax, generated is correlated to the diode turn-off time

between t2 and t3 and to the reverse peak current, Imax, by

VLmax

 L

Imaxj j
t3 � t2


 Imaxj jRL ð2:56Þ

where the abrupt current interruption induces a very short pulse of voltage across

the switch [12].

For a given charge at the junction and for its given turn-off time, it follows from

(2.55) and (2.56) that, in order to increase the load peak voltage, it is desirable to

increase |Imax| by increasing the rate of the diode reverse pulsing, dIR/dt. The
minimum possible length of the pulse is determined by the current cutoff time,

which depends on the load. The current cutoff time decreased with decreasing

pumping time. SOS operation can be optimized by maximizing the value of charge

extracted by reverse current and in achieving a minimum time of the current

cutoff [10].

Other SOS devices use unique diffusion techniques to achieve ultrafast

switching times, such as the Drift Step Recovery Device (DSRD), the Inverse

Recovery Diode (IRD), and the Delayed Ionization Devices (DID). These devices

are capable of producing pulses ranging from 1 to 10 kV, with risetimes between

100 ps and 1 ns. Also, the PIN diode-based Silicon Avalanche Sharpener (SAS) is a

sharpening device that shortens the pulse risetime [11].

2.4.3 Metal–Oxide–Semiconductor Technology Transistors

A metal–oxide–semiconductor field-effect transistor (MOSFET) is a unipolar,

majority carrier device controlled by the vGS voltage applied at the gate-source
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terminals. The N channel enhancement mode device is more common because of

higher mobility of electrons (Fig. 2.34 and 2.35) [11, 13, 14]. The MOSFET switch

speed is mostly due to the absence of carrier recombination since in N-type

MOSFETs, the carriers are almost only electrons. Hence, this device has the

capabilities for high-speed switching in the nanosecond or subnanosecond range,

with low switching loss, within the rating of a few W to a few KW [15, 16].

The device has a slow intrinsic reverse source-drain diode, vDS<0, and for high-

speed applications often requires bypassing with external fast recovery diodes.

Being a voltage-controlled device, the gate circuit impedance is extremely high.

However, during fast turn-on and turn-off, the gate needs a current pulse to charge

and discharge, respectively, the effective gate-source capacitance.

The switching times can be in the order of some nanoseconds or lower and can

be affected by an external input resistance RG value, used to damp the input RLC

circuit. Considering a RG value, by lowering it the input capacitance can be charged

faster in order to fasten the turn-on and turn-off of the device, which decreases the

commutation losses, but the EMI generated is greater due to the higher di/dt

generated. Sometimes, switch-on ton and off toff times can be tailored using different

resistive paths, limiting the charging current and the output voltage rise or fall rate,

at the expense of increased switching losses.

During on-state the MOSFET behaves almost like a resistor RDSon, with con-

duction drop VDSon
RDSonID and positive temperature coefficient. Since the on-
resistance increases with voltage rating, the device is very lossy at high current,

limiting its voltage to 1200 V and hundreds of amperes. The resistance has positive

temperature coefficient and therefore enables easy paralleling of devices. The

MOSFET goes to off-state with vGS�0 V, with vDS>0 [11, 13, 14].

Insulated-gate bipolar transistors (IGBTs) are MOS technology-based semicon-

ductor devices, which reduce on-state voltage drop, in comparison to MOSFETs, by

adding an extra P+ semiconductor layer in the drain side (punch-through PT-IGBT)

D

G

S

iD

vDS

vGS

Fig. 2.34 MOSFET

electronic symbol

G

C

E

Fig. 2.35 IGBT common

symbol
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or by substituting the N+ by a P+ layer (non-punch-through-NPT or reverse

blocking IGBT, RB-IGBT) [11, 13, 14]. The P+ layer injects holes in the drift

layer reducing voltage drop by conductivity modulation.

Due to the injected minority recombination into the base, IGBTs are relatively

slow turned-off devices and exhibit tail currents, in relation to MOSFETs. How-

ever, they can withstand much higher hold-off voltages (up to 6.5 kV) and currents

(up to 3 kA) than MOSFETs [11, 13, 14].

IGBTs are turn-on and turn-off using a drive signal vGEwith similar properties as

the MOSFETs. Most considerations about the MOSFET drive and protections are

still valid for IGBTs.

2.4.4 Thyristors and Turn-Off Thyristor Devices

High-voltage high-power thyristors, or Silicon-Controlled Rectifiers (SCR), are

PNIPN structures that can be gated on by injecting a relatively small gate current

into the device. In pulsed power applications, thyristors can be used in capacitor

discharging circuits and resonant circuits, since they can be easily turn-on gate

controlled [11, 13, 14]. Thyristor turn-off behavior is not gate controlled, being

similar to the PIN diode and of little use in pulsed power.

Thyristors can block voltages near 12 kV (the silicon limit is near 15 kV) and

conduct currents up to 8 kA.

Modern thyristor structures like the Light-Activated Silicon-Controlled Rectifier

(LASCR) or the Light-Triggered Thyristors (LTT) are optically triggered

(Fig. 2.36) using an optical fiber and can be valuable in high-voltage applications

to enable reducing stray capacitances [11].

Gate turn-off thyristors (GTO) are distributed gate thyristor structures, roughly

equivalent to an NPN-PNP bipolar transistor association [11, 13, 14], having turn-

on and turn-off gate capability, which enable blocking voltages up to 6 kV and

forward currents up to 6 kA.

The GTO is much slower than MOSFET or IGBTs, since it is a bipolar carrier

device, and it needs high turn-off gate currents, only slightly lower than their anode
currents, meaning their turn-off current gain is small (between 2 and 10). Therefore,

the GTO use in pulse power is usually limited to the generation of relatively long

prepulses to be applied, through transformers, in sharpening devices such as the

SOS diode. Symmetrical GTO structures are even slower than asymmetrical,

Optic-fiber
A

K

Fig. 2.36 LTT operating

principle
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although they can block both forward and reverse voltages (Symmetrical Gate

Controlled Thyristor—SGCT).

Some GTO-derived devices, such as the integrated gate-commutated thyristor

(IGCT), incorporate distributed gate drives in close association with the GTO,

being a single device thus improving reliability [17]. This approach tries to cir-

cumvent the gate wiring inductances and enables accurate control of the turn-on
speed.

Some GTO devices integrating MOSFET-based distributed gate turn-off drivers,
with very low gate stray inductances, are sometimes called MOS turn-off thyristors

(MTO) [11, 14]. They have the potential to block up to 9 kV and can be faster than

the GTO itself, although they need hybrid gate drives to turn-on.
The MOS-controlled thyristors (MCT) [11, 14] are silicon fully integrated

devices that try to improve GTOs, using integrated both turn-on and turn-off
MOS devices. They can have lower on-state losses than an IGBT, current densities

higher than IGBTs, working temperatures up to 200 �C, and block forward voltages
of few kV. Switching speed is higher than in the GTO or even in the higher voltage

IGBTs.

2.4.5 Power JFETs and Derived Devices

Power junction field-effect transistors (Fig. 2.37), or static induction transistors

(SIT), are short-channel depletion-type junction field-effect devices operating in the

prepunch through zone [11, 14]. Being unipolar devices, based on the flow of

majority carriers (electrons) only, with very low stray capacitances, they have

low switching losses and the potential to switch at very high frequencies, even

higher than MOSFETs, up to the THz band.

The SIT is a normally on device (with vGS¼ 0 it is in the on-state) that turns off
by applying negative gate-source voltages vGS, up to several tens of volts.

Unlike SCRs, GTOs, MOSFETs, or IGBTs, SIT normally on property enables its
use in high-speed pulse generation circuits similar to those of SOS diodes, the main

difference being the controlled turn-off with a negative gate voltage.

A SIT-derived structure, which is being used in pulsed power, is the static

induction thyristor (SITh) also called field-controlled thyristor (FCTh) or field-

controlled diode (FCD). It includes a P+ layer (instead of the SIT drain N+ layer) to

obtain a PN junction (hence the name pinched diode). Present SITh devices block

4 kV and can switch peak currents in the kA range, with long lifetimes. The SITh is

D
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Fig. 2.37 Power JFET
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being used for pulse generation as an opening switch in inductive circuits much like

the SOS diode (the SITh behaves as a controlled diode) [11].

Much attention is being devoted to new SITs based on silicon carbide (SiC)

structures and their derived structures, which can switch voltages in the kV range

and current near the kA, specially the 4H–SiC SIT cascodes, which are expected to

attain 8–10 kV blocking voltages. Other semiconductor materials such as gallium

arsenide, GaAs; gallium nitride, GaN; and superjunction structures (SJ) are being

investigated to build SJ power MOSFET structures, super trenchMOSFETs (STM),

vertical deep trench (Resurf DMOS—VTR-DMOS), SJ DMOS and UMOS, SITs,

and SIT-derived structures. The GaAs SIThs are expected to be faster devices than

existing power semiconductors [18, 19].

2.4.6 Conclusions

The most typical switching devices such as the magnetic switch, SOS diodes,

IGBTs MOSFETs, and the emerging devices like SITh based on Si or SiC tech-

nology and the SiC devices such as JFETs were described. As the performance of

these devices continues to improve, it is expected they will replace the more

conventional switching devices for high-voltage applications.

The future of solid-state pulse power is linked to the capability of making

semiconductor-based high-voltage generators with superior properties in compact-

ness, low weight, low cost, high efficiency, modularity, and very important porta-

bility to deal with future applications near the consumer.

2.5 Measurements

A.J.M. Pemen, T. Huiskamp, F.J.C.M. Beckers, E.J.M. van Heesch,

G.J.J. Winands, S.J. Voeten, L. Zhen, and J.W.M. van Bree

2.5.1 Electrical Measurements

During the execution of a PEF treatment, it is important that the parameters of the

applied electric field can be established reliably. Important pulse parameters are the

amplitude, the pulse shape, the pulse duration, the pulse repetition frequency, and

the energy of the pulse. These parameters must be determined with accurate voltage
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and current measurements. With the measured voltage v(t) and current i(t), the

energy e(t) in a pulse can be determined by e tð Þ ¼
ð T
0

v tð Þi tð Þdt. This section gives

an overview of the concepts for pulsed high-voltage and pulsed current measure-

ments. To be able to measure fast, high-amplitude voltage and current waveforms in

an environment with large EM fields, much attention has to be paid to the measur-

ing systems from EMC point of view.

2.5.1.1 High-Voltage Pulse Measurements

For measuring high-voltage pulses, several systems can be used, like capacitive

dividers, resistive dividers, differentiating-integrating (D–I) circuits, and D-dot

sensors. The general concept of a high-voltage pulse measurement system is

shown in Fig. 2.38, and the corresponding transfer function is given by Eq. 2.57.

The measured voltage V0 relates to the high-voltage VHV by the ratio of the

impedance of the top part (or HV part) of the divider Z1 and the total impedance

Z1 + Z2, where Z2 is the impedance of the bottom (or low-voltage) part of the

divider. This concept can be configured in several ways; all options will be

discussed below and are summarized in Table 2.2:

V0

VHV
¼ Z2

Z1 þ Z2

¼ R2 1þ jωτ1ð Þ
R1 1þ jωτ2ð Þ þ R2 1þ jωτ1ð Þ , with τ1 ¼ R1C1, and τ2 ¼ R2C2

ð2:57Þ

Resistive dividers, the case that only resistors R1 and R2 are used, are mainly used

for DC or low-frequency HV measurements. For pulse measurements they are not

so suitable, since due to the skin effect of the resistors, the transfer function

VHV

V0

R1

R2

C1

C2

HV part

Low voltage
part

Fig. 2.38 General concept

of a divider for high-voltage

pulse measurements
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nonlinearly depends on the frequency. Also many resistances must be applied in

series to hold the high-voltage level. This makes such dividers large and very

sensitive for stray capacitance and inductance, which hampers the bandwidth.

A mixed divider has a much wider bandwidth as compared to a resistive divider,

and it is also capable of measuring DC voltage. However, as for the resistive

divider, the size of a mixed divider is generally large, making it sensitive for

stray capacitance and inductance. The bandwidth is limited by the resonance

frequency caused by the inductance and the total capacitance of the system. To

some extent, effects of stray capacitance can be compensated by proper tuning of

the values of C1 and C2. An example of a wide bandwidth divider is given in

[20]. Various commercial HV probes are available, based on the mixed divider

concept. An example is given in [21].

A capacitive divider is very suitable to measure pulses with bandwidths of over

100 MHz. Capacitive dividers can be compactly constructed, resulting in low

inductance. A capacitive divider is generally loaded by the input impedance of a

measuring instrument (represented by R2 in the case of Fig. 2.38). This impedance

is typically 50 Ω or 1 MΩ and results in a cutoff frequency ωc as given by Eq. 2.58.

For frequencies below ωc, the system measures the derivative of VHV. For frequen-

cies above ωc, the system acts as a true divider, with a divider ratio that depends of

the ratio of the two capacitances. For a capacitive divider, the cutoff frequency is

generally chosen to be low (<100 kHz) by applying relative large values for

capacitances C1 and C2:

Table 2.2 Configurations of the voltage divider as in Fig. 2.38

Choice Name Behavior Low ω High ω

Only R1 and R2 Resistive

divider

Not suitable for high

frequencies

Also DC Low

τ1 ¼ τ2 Mixed divider Wide bandwidth Also DC Up to reso-

nance

frequency

Only C1 and C2 Capacitive

divider

Good at high ω No DC Up to reso-

nance

frequency

C1, C2, and R2 Loaded divider Good at high ω No DC, cutoff

at ωτ2 < 1

Up to reso-

nance

frequency

C1, C2, and R2,

C1 is very small

Differentiating,

or D-dot sensor

Very good at high ω,
measures derivative of

VHV

No DC, cutoff

at ωτ2 < 1

Up to reso-

nance

frequency
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V0

VHV
¼ jωR2C1

1þ jωR2 C1 þ C2ð Þ

V0

VHV
¼

jωR2C1 for ω � ωc ¼ 1

R2 C1 þ C2ð Þ
C1

C1 þ C2

for ω � ωc ¼ 1

R2 C1 þ C2ð Þ

8>><>>:
ð2:58Þ

For the situation that the measuring capacitor C1 is small, such that the cutoff

frequency ωc is above the frequency range to be measured, the sensor has an output

signal V0 that corresponds to the derivative of the high-voltage VHV. In this case,

the measured signal needs to be integrated, e.g., by a passive RC integrator. We

generally refer to this situation as a differentiating-integrating (or D–I) measuring

system (Fig. 2.39). Interesting examples of D–I systems are given in [22–29].

In a D–I system, a differentiated signal is transported via a coaxial cable to the

passive RC input section of an integrator at the wall of an EMC cabinet. As a result

of the differentiation, the high-frequency components of the signal are amplified

with respect to the lower frequencies. The integrator restores the original wave-

form, but with a much smaller amplitude. Now the amplitude of the high frequen-

cies is decreased with respect to the lower ones. A disadvantage of a D–I system is

the inability to measure DC signals. The advantages of a D–I system are:

• A major advantage is the high signal-to-noise ratio, since the high-frequency

noise that couples in via the coaxial cable will also be suppressed by the

integrator. In other words, the integrator acts as a filter for the noise.

• The possibility to apply large amplitude signals to the sensors and a very wide

dynamic range.

• The bandwidth of the sensors (can be as large as several hundred MHz).

• Differentiating sensors do not load the system.

• The sensors can be constructed with excellent EMC properties.

• Only one high-voltage component is required (capacitance C1).

For a voltage measurement, a capacitive sensor (with capacitance Ci) is used to

determine the voltage waveform VHV. The output of this sensor induces a voltage

across the resistor Rd equal to RdCd∙dVHV/dt. The value of Rd must be the same as

the characteristic impedance of the coaxial cable, which is typically 50 Ω. The
signal over Rd is integrated by the passive Ri�Ci network. The total transfer

VHV
Ri

Rd

Cd

Ci Z0

EMC cabinet

Coaxial cableFig. 2.39 Basic principle

of a D–I measuring system
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function of the D–I system as shown in Fig. 2.39 can be approximated (ignoring

parasitic effects) by Eq. 2.59:

VHV tð Þ ¼ 1

RdCd
RiCiVm tð Þ þ 1þ Ri

Z0

� �ð
Vm tð Þdt

� �
ð2:59Þ

where Vm(t) is the waveform that can be recorded on an oscilloscope with input

impedance Z0 (typically 50 Ω). The effects of the parasitic inductances and capac-

itances of the sensors have been ignored during the derivation of Eq. 2.59. In

general, these parasitic effects deteriorate the high-frequency response of the

sensors. A bode plot of the magnitude of the transfer function of a D–I system is

given in Fig. 2.40. The D–I system acts as a divider in the frequency range between

the two cutoff frequencies 1/(2πRiCi) and 1/(2πRdCd). For frequencies below the

low-frequency cutoff point, the system measures the derivative of VHV. Therefore,

the low-frequency part of the system response needs to be numerically corrected by

the second term in Eq. 2.59. The high-frequency cutoff point must be higher than

the highest frequency component in the signal to be measured. The resonance

frequency of the system must be higher than the high-frequency cutoff point.

As the capacitive voltage sensor is usually a small electrode viewing a high-

voltage conductor, calculating the value of Cd is not sufficiently accurate. Instead,

the sensor has to be calibrated. The value of (RdCd)
�1 can be considered as the

calibration factor of the D–I system. It can be determined by comparing the output

signal of the D–I system with that of a calibrated voltage probe. Preferably, the

calibration is carried out at a number of frequencies. This can be done by adding

self-inductance between the output and the load of the pulse source. Preferably, the

calibration is also performed at a number of voltage levels. As a control, the current

through a known resistive load can be measured. Multiplication of this current with

the value of the resistors indicates the voltage to be measured.

When a very high bandwidth measuring system is required (several 100 of MHz

up to several GHz), the measuring capacitance C1 must be very small in size and

consequently has a very small capacitance value. A D-dot probe is a good choice for

such measurements. The D-dot probe is a capacitive-coupled electrode that mea-

sures the voltage created by the displacement current through the capacitance from

1/(2π RiCi) 1/(2π RdCd)

Frequency (log axis)

|H
| 

(lo
g 
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is)

SensorIntegrator

Total

Fig. 2.40 Bode plot of the magnitude of the transfer function of a D–I measuring system
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the high-voltage electrode and the D-dot sensor electrode. This current is the

derivative of the voltage on the high-voltage electrode; thus the sensor measures

purely the derivative of VHV. Consequently, the high-voltage signal must be

reconstructed by integration. Given the high bandwidth electronic integration is

difficult. Therefore, the signal is usually numerically integrated. An example of a

>4 GHz D-dot sensor for HV pulse measurements is given in the next section.

2.5.1.2 Example of a Very Wide Bandwidth D-Dot Probe [30]

At the Eindhoven University of Technology, nanosecond pulse technology has been

developed which can deliver very short (0.5–10 ns) high-voltage (�0–50 kV)

pulses with a very short risetime (<200 ps). The design, first implementation, and

final realization of the pulse technology are given in [31, 32, 35]. The nanosecond

pulse generator is connected to its load by a SA24272 coaxial cable, and D-dot

sensors have been integrated with this cable for very wide bandwidth high-voltage

pulse measurements. This solution can be applied at any coaxial connection

between a pulse source and a load (e.g., PEF electrodes).

To obtain a very high bandwidth, a very small electrode (with very small

capacitance) is used as D-dot sensor [32, 33]. The D-dot sensor is shown in

Fig. 2.41a. The electrode that picks up the capacitive current from the high-voltage

electrode is the tip of an SMA bulkhead connector (shown clearly in Fig. 2.41b).

Figure 2.41c shows the hole made in the solid outer conductor of the SA24272 cable

for the capacitive coupling between the inner conductor of the cable and the D-dot

sensor electrode. Finally, Fig. 2.41d shows how the D-dot sensor is clamped onto

the SA24272 cable.

Fig. 2.41 (a) Drawing of

the D-dot sensor. (b)

Cut-away drawing of the

D-dot sensor. (c) Drawing

of the SA24272 cable with a

hole in the outer conductor.

(d) D-dot sensor mounted

on the SA24272 cable
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The D-dot sensor is calibrated by two ways: a network analyzer and a reed-relay

pulse generator. The D-dot sensor was calibrated before the SA24272 cable was

installed into the nanosecond pulse generator. For calibration, N-connectors were

connected to both sides of the SA24272 cable. The N-connectors and the SMA

connector of the D-dot sensor were connected to the network analyzer. The transfer

function of the D-dot sensor is now determined by measuring the S12-parameters of

the setup.

Figure 2.42 shows the results of the measurement. We measured the

S-parameters of the D-dot sensor up to 4 GHz. The result shows that the D-dot

sensor is indeed a good differentiator up to this frequency. The lower-frequency

limit of the network analyzer is 10 MHz and it has a usable signal-to-noise ratio of

about 90 dB. This explains the results below 100 MHz in Fig. 2.42. Figure 2.43

shows the electrical equivalent circuit of the D-dot sensor system. Here, VDdot is the

voltage from the D-dot sensor, VHV is the voltage on the inner conductor of the

SA24272 cable, Zcable is the impedance of the measuring cable, Cpar is the parasitic

capacitance from the D-dot sensor electrode to ground, and CDdot is the capacitance

Fig. 2.42 Magnitude of S12 of the D-dot sensor measurement and the fitted values. Note that the

measured results below 100 MHz are limited by the signal-to-noise ratio of the network analyzer

Fig. 2.43 Cut-away drawing of the D-dot sensor (compare with Fig. 2.41b) and its equivalent

circuit
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from the D-dot sensor electrode to the inner conductor of the SA24272 cable. This

system has a transfer function as in Eq. 2.60:

VDdot

VHV
¼ jωZcableCDdot

1þ jωZcable CDdot þ Cpar

	 
 ,
VDdot

VHV
¼ jωZcableCDdot when jωZcable CDdot þ Cpar

	 
 1

ð2:60Þ

The parasitic capacitance Cpar is typically much larger than CDdot and will cause a

deviation from the fitted transfer function at higher frequencies. However, for the

frequency range, we are interested in (up to 4 GHz) the term jωZcable(CDdot + Cpar)

which is small and can therefore be neglected in the denominator in Eq. 2.60. We

are then left with an ideal differentiator. From this simplified transfer function, we

fitted a transfer function, which is shown in Fig. 2.42. With Zcable as 50 Ω, we found
a value of around 0.8 fF for CDdot.

To verify the fitted transfer function, we tested the D-dot sensor with a reed-relay

pulse generator. This is a Blumlein pulse generator, which is switched by a mercury

wetted reed relay [34]. This pulse generator is able to generate very fast pulses with

a risetime of several hundred picoseconds and a voltage amplitude of up to around

750 V. We did one measurement at a charging voltage of 5 V with the output of the

reed-relay pulse generator connected directly to an oscilloscope. Then, we gener-

ated the same pulse at a higher voltage, but now connected to one end of the

SA24272 cable. A 0–4 GHz 50 Ω load was connected at the other end of the

SA24272 cable. The output of the D-dot sensor was captured by the oscilloscope

and integrated using the inverse of the fitted transfer function from Fig. 2.42.

Figure 2.44 shows the result together with the scaled result of the 5 V measurement

directly on the oscilloscope. The figure shows that we can measure correctly with

the D-dot sensor.

After connecting the SA24272 cable with the implemented D-dot sensor to our

(sub)nanosecond high-voltage pulse generator, the output pulses can be measured

for all possible settings of the pulse generator. The results are shown in Fig. 2.45

and show that 200 ps risetime pulses can successfully be measured at pulse

durations from 0.5 to 10 ns and pulse magnitudes from �5 to 40 kV [35].

Fig. 2.44 Output voltage

when the reed-relay pulse

generator is connected

directly to the oscilloscope

(at a lower voltage) and

when the same pulse is

measured by the D-dot

sensor
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2.5.1.3 Pulsed Current Measurements

A current sensor (Fig. 2.46) is based on Faraday’s induction law. The pulsed current
to be measured produces a changing magnetic field, which is enclosed by one or

more windings of the sensor. By induction, a voltage is induced in the windings.

This voltage is proportional to the derivative of the enclosed magnetic flux, the

permeability of the magnetic core of the sensor, and the dimensions and the number

of windings of the sensor. When the current sensor is loaded by a measuring resistor

R1, the output voltage V0 of the sensor is given by Eq. 2.61, where I is the current to

be measured, andM and L are respectively the mutual and the self-inductance of the

sensor:

V0

I
¼ jωR1M

R1 þ jωL

V0

I
¼

jωM for ω � ωc ¼ R1= ωLð Þ
R1M

L
for ω � ωc ¼ R1= ωLð Þ

( ð2:61Þ

For the situation that the self-inductance L of the sensor is large, such that the cutoff

frequency ωc is low (few to a few 100 Hz), the sensor has an output signal V0 that

linearly corresponds to the current to be measured. In this case, the sensor has a

Fig. 2.45 (a) The output

voltage of the pulse

generator for different

lengths of the PFL. The

pulse duration can

successfully be varied

between 0.5 and10 ns. (b)

The output voltage of the

pulse generator for different

amplitudes at pulse duration

of 8 ns
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magnetic core (thus the relative permeability of the core of the sensor μr >1), and

we speak of a self-integrating sensor. Various commercial current probes are

available, based on the self-integrating concept. An example is given in [36]. For

the situation that the self-inductance L of the sensor is small, such that the cutoff

frequency ωc is above the frequency range to be measured, the sensor has an output

signal V0 that corresponds to the derivative of the current to be measured. In this

case, the sensor generally has an air core and we speak of a Rogowski coil

[37]. Advantages of an air core-Rogowski coil are the large bandwidth, its linearity,

and that no saturation occurs at too high magnitude of the current. The measured

signal needs to be integrated, e.g., by a passive RC integrator as in Fig. 2.46.

Fast pulsed currents are conveniently measured by Rogowski coils. The

Rogowski coil gives an output voltage equal to M∙dI/dt, where M is the mutual

inductance between the coil and the conductor passing through it. As was the case

for the voltage sensor, the current sensor must also be calibrated since the value of

M cannot be calculated with sufficient accuracy. In this section, we give the

example of the calibration of the current sensor embedded into Vabrema’s
Mitoplicator [38]. This current sensor was calibrated by comparing the obtained

signal with that of a calibrated, commercial current monitor.

The Mitoplicator (Fig. 2.47a) is a device for noncontact exposure of cells to

nsPEF. The cells can be treated in their native cell culture medium and culture

vessel. A single-turn loop antenna is designed that can contain a cell culture vessel.

The electric field within the loop is created by magnetic induction and depends on

the time derivative of the current through the loop. To generate the required field

strength of 10 kV/cm with duration of �6 ns, a fast high-voltage, low-inductance

I

Ci

Ri

R1
T

VoutZ

(a)

MdI/dt

L

T Ci

Ri

R1

VoutZ

(b)

Z

V

Ci

Ri

R12V

Z Vout
(c) L

MdI/dt

Fig. 2.46 (a) Schematic

diagram of a current probe

(Rogowski coil) as part of a

D–I system; (b) equivalent

circuit; (c) simplified circuit

model, where the

transmission line T is

represented by a resistor

Z and by a voltage source

2 V in series with a resistor

Z at both sides, respectively

[39]
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RLC circuit is used (Fig. 2.47b). A fast-rising current of 100 A/ns is achieved in this

circuit.

The device is equipped with a single-turn Rogowski coil to measure the current

through the circuit (Fig. 2.47b). The air-cored Rogowski coil is included in the

bottom flange of the device to measure the current without affecting the operation

of the circuit. A single-turn sensor is used to obtain the desired high bandwidth

(>100 MHz).

Figure 2.46 shows the schematic diagram of the current probe used [39]. The

single-turn Rogowski coil is connected to an integrator via a transmission line T,

which is terminated with a resistor R1 (value is equal to the characteristic imped-

ance of T, which is 50 Ω). The integrator with resistor Ri and capacitor Ci is

connected to an oscilloscope with 1 MΩ input impedance. Figure 2.46b shows

the equivalent circuit of the current probe where M is the mutual inductance

between the current I and the coil and L represents the self-inductance of the coil.

Representing the transmission line T by its characteristic impedance Z at the left

side of T and by a voltage source 2 V in series with Z at the right side of T, one can

derive the simplified circuit model as shown in Fig. 2.46c, where Z and V are the

characteristic impedance of T and the voltage across T at the left side, respectively.

The transfer function for this equivalent circuit is given by Eq. 2.62:

I ¼ kV0 þ kτ1
dV0

dt
þ k

τ2

ð
V0dt, when RiCi >>

L

Z
, and R1 
� Z ð2:62Þ

In the above equation, k
 RiCi/M, τ1 
 L/Z, and τ2 
 RiCi. There are three terms at

the right side of Eq. 2.62. The first term represents the ideal system; the second term

is a correction factor for the high frequency; the third term is a correction factor for

low frequency. To obtain the actual current, first the obtained signal V0 must be

corrected by Eq. 2.63. Then, by multiplying the corrected Vcorrected and the coeffi-

cient k, one can derive the actual current I:
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Fig. 2.47 (a) Mitoplicator, a device to generate intense nanosecond-duration electric fields to

expose cells in their native culture medium and vessel (the Mitoplicator is commercial available

from Vabrema, Netherlands). (b) RLC circuit to generate a high di/dt in the single-turn loop
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I ¼ kVcorrected ¼ k V0 þ τ1
dV0

dt
þ 1

τ2

ð
V0dt

� �
ð2:63Þ

The self-inductance L and mutual inductance M of the single-turn Rogowski coil

are estimated to be about 0.12 nH. Thus τ1 and the second term in Eq. 2.63 were

ignored when the signal V0 was corrected. The calibration of the designed current

probe was done by comparing the obtained signal with that of a calibrated current

monitor, a Pearson 6600 probe (bandwidth 120 MHz). From this, a reliable value

for k can be obtained (τ1 is ignored, and τ2 is known from the design of the

integrator). A typical result of a calibrated current measurement is given in

Fig. 2.48. With a peak current of 1250 A and a risetime of 5 ns, the di/dt is
�250 A/ns. This corresponds to an induced peak electric field of � 10 kV/cm

with a duration of �5 ns.

2.5.1.4 Electromagnetic Compatibility and Measuring Systems

EMC, electromagnetic compatibility, is an important issue when dealing with

pulsed voltage and current measurements. In [24, 27, 40] details of a simple and

proven EMC approach are given. Sources of interference are generally time-

varying magnetic fields produced by the interfering equipment. As a result of

these magnetic fields, interference currents (or common mode currents) are induced

on the cables in a system (in our case the coaxial cables connecting the sensors with

the measuring equipment). So an efficient EMC strategy must focus on minimizing

the coupling of these interference currents with the signals to be measured.

First we need to make a distinction: common mode current and differential mode

current (Fig. 2.49). An interference current is called common mode (CM) current

ICM because it is the net current in a specified multiconductor structure (such as a

coaxial cable or a power cord). The CM circuit is always there and generally large.
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Fig. 2.48 Measured

current in the Mitoplicator

88 H. Akiyama et al.



Most often, interference is caused by CM currents that are generated by the

enclosed time-varying magnetic flux of an interference source. A CM current is

distinguished from differential mode (DM) currents IDM. These are the balanced

currents that follow a two-conductor structure such as a coaxial cable or power

cord. The DM current causes a DM voltage VDM over the impedance Z, which, e.g.,
can be the input of a measuring instrument. The transfer impedance Zt is defined as
the coupling between the CM current and the DM voltage as VDM ¼ ICM.Zt. Ideally,
the voltage over Z is equal to the source voltage V (the signal to be measured). In

practice, however, via the transfer impedance, the CM current can interfere with the

DM or measurement voltage as VDM ¼ V + ICM.Zt.
The basis of an effective EMC strategy is an EMC wall, a low transfer imped-

ance, and correct routing of interference currents. To avoid interference it is crucial

that interference currents do not pass the EMC wall. An EMC wall can be realized

by means of an EMC cabinet, a metallic enclosure/cabinet that contains all mea-

suring equipment such as integrators and an oscilloscope (Fig. 2.39). An EMC

cabinet does not have to be completely closed, such as a Faraday cage: its main

function is to force interference currents on cables to take a path that does not cross

this wall, see Fig. 2.50. Of course, cables (coaxial) must cross the wall to transport

the measuring signals to the oscilloscope. But they are firmly connected by their

braid to the EMC wall. This prevents interference currents from flowing over or in

the vicinity of the sensitive measuring equipment, thus protecting this equipment

from unwanted interference.

The EMC wall is generally connected to a grounding system (by a connection

either via a grounding wire or via the (large) parasitic capacitance of the EMC wall

to ground). In this way the interference currents follow paths as shown in Fig. 2.50.

When the transfer impedance of the cable and its connector is sufficiently low, the

interference currents cause minimal interference voltage across the differential

mode cable terminals on the interior side of the EMC wall. These terminals can

be the input to, e.g., measuring equipment. Generally the transfer impedance of

coaxial cables with a double outer braid, like RG223 and RG214, is sufficiently

low. The transfer impedance of connectors strongly depends on their connection to

ZV VDMIDM

ICMΦ

Common-mode circuit

Differential-mode circuit

Fig. 2.49 Definition of common mode (CM) and differential mode (DM) signals. The DM circuit

is the intended signal circuit. The CM circuit carries a CM current, or interference current, and is

the net current through the two conductors, driven by an external interference flux Φ
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their contra connector. N-type or SMA-type connectors have proper screw connec-

tions and thus a low transfer impedance. BNC-type connectors have much higher

transfer impedance due to their two-point connections. Figure 2.50 shows various

CM and DM systems in combination with an EMC wall. Most CM sources occur

due to time-varying magnetic flux in the space surrounding the DM circuits.

Proper EMC is also aided by using a D–I measuring system. In a D–I system, it is

the large differentiated signal that is transported via the coaxial cable to the passive

RC input section of an integrator at the wall of an EMC cabinet (Fig. 2.39). The

integrator restores the original waveform but it also acts as an effective EMC filter.

Large common mode currents are allowed to flow on the signal cables from sensor

to integrator and back via grounding systems. A sufficiently low coupling imped-

ance between the common mode currents and the measuring equipment leaves the

measuring electronics undisturbed.

2.6 Delivery of Electric Pulses to Biological Tissues Using

Antennas

Shu Xiao and Ross Petrella

2.6.1 Introduction

Intense electric fields with durations from milliseconds to nanoseconds interact

with cells through charging membranes, for which the conductivities of the extra-

cellular medium and intracellular medium primarily determine the charging time

constants of the cell components. For shorter pulses in the subnanosecond range,

the permittivities of various cell components, rather than their conductivities,

V DM

EMC wall

ICM

Φ

DMDM
Line filterICM

High disturbance area Low disturbance area

Fig. 2.50 Concept of EMC

wall for effective reduction

of interference
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determine the electric field distribution in the cell [41]. The electric field acts

directly on membranes in the dielectric phase, rather than through charging.

Thereby, the mechanism of interaction is different. The electric field intensity

required for inducing biological effects depends on the end-goal applications. The

critical electric field for stimulating pain nociceptors with subnanosecond pulses

(e.g., 200 ps) can be extrapolated as 1 MV/m [42] and may be decreased to

20–50 kV/m if the pulses are applied at a high-repetition rate, suggested by Jiang

and Cooper [43]. For cell killing, the electric field intensity in general is higher than

the conditions for stimulation. For example, electric pulses of 800 and 200 ps have

been studied in vitro on melanoma and hepatoma cells [44, 45]. The magnitude of

the electric field needs to be approximately 2MV/m or higher in order to increase

cell membrane permeability [44]. The temperature increase due to the high-

repetition rate (10 kHz) and prolonged exposure (up to 10 min) can no longer be

ignored.

Delivering subnanosecond pulses to tissues in the form of electromagnetic fields

can be done by antennas, which is a step forward from using needles for delivering

pulses of milliseconds to nanoseconds [46]. Previous studies have shown the

promise of heating or imaging deeply situated lesions by narrowband microwave

or RF wave antennas [47]. Clinical use of RF heating for hyperthermia is available

[48]. By contrast, ultrawideband (UWB) pulses in biomedical applications are still

in the research phase. In the meantime, UWB pulses (10 ps–1 ns) were shown to

cause fewer hot spots than narrowband RF waves [49]. The study of pulsed radar

also showed a better penetration into amorphous materials because the pulse has a

wide-frequency spectrum [50]. In addition, the spatial distribution of the pulse can

be small, offering high resolution for medical treatments. For example, in brain

white matter that has a dielectric permittivity of 37, the spatial width of a 200-ps

pulse is 1 cm. Despite all these advantages, there are still no UWB antennas

available for clinical treatments.

Radiating UWB pulses relies on antennas evolved from narrowband types, such

as the resistively loaded dipole antenna [51], antennas that contain multiple-

resonance structures [52], and frequency-independent structures that can support

transverse electromagnetic (TEM) waves, such as bicone or conical waveguides

[53]. There is no single antenna that can work for all targets. When targeting tissues

at various depths, the antenna is different. Here we give two options for subcuta-

neous targets and deep targets. A dielectric rod waveguide fed by conical TEM

structure is used for shallow-depth subcutaneous targets, whereas a reflector

antenna fed by a wave launcher is used for reaching deep targets. We start with

the discussion of the general principle of radiation. It is important to point out that

radiation consists of different terms with different dependence of distance. As the

fields enter a biological medium, the transmittance largely depends on the field

polarization and the difference of dielectric permittivity between tissue and air. It is

important to utilize the right polarization to maximize the transmittance by choos-

ing a certain antenna configuration and in the meantime place the antenna in a

matching medium. The dielectric rod antenna in this sense can incorporate a

desirable dielectric rod for sending the field into a tissue. For deep targets, we
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show the penetration of pulses in a human brain and the formation of a focal spot,

but the challenge of tissue attenuation is discussed. Finally, we conclude this

chapter with some biological implications with UWB antennas.

2.6.2 Fundamental Discussion of Radiation

Electromagnetic radiation is the result of changing the speed of moving charges.

Along the trajectory of the charge, it creates the Lienard–Wiechert potentials,

which contain the magnetic vector potential function A
*

related to the current and

the electric scalar potential function φ related to the charge alone. The electric field

resulted from the potentials is

E
* ¼ �∂A

*

∂t
�∇φ ð2:64Þ

The Maxwell equations allow the calculation of electric field and magnetic field.

The electric field for a moving charge is given as

E
*

r
*
, t

� �
¼ q

4πE0

1� v2

c2

� � bRq � v
*

c

� �
Rq

2 1�bRq	v*
c

� �3
þ
bRq � bRq � v

*

c

� �
� dv

*

dt

h i
c2Rq 1�bRq	v*

c

� �3

26664
37775 ð2:65Þ

where q is the charge, R
*

q is the distance from the charge to the observing point P

(Fig. 2.51), c is the speed of light, ε0 is the free space permittivity, and v
*

is the

velocity of the charge. The first term in the bracket depends on the velocity vector

and the second term is dominated by the acceleration. Accordingly, their electric

fields decrease from the charge in the manner of 1/Rq
2 or 1/Rq. In the near distance

from the charge, the 1/Rq
2 term dominates, but the 1/Rq term dominates in the far

distance. The direction of speed with respect to the direction of an observer at r
*
has

Fig. 2.51 Electromagnetic

fields from a moving charge

q [54]
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an impact on the field. For example, in a linear dipole, the speed of moving charges

is aligned with the direction of the dipole axis, which results in zero radiation (1/Rq

term) on the axis, whereas in a small coil, the speed is perpendicular to the axis,

which results in the largest radiation for the observer on the axis.

As the radiated fields from single charges are dependent on the speed and

acceleration, a series of moving charges, i.e., current, are responsible for the

radiation. Generally, the current distribution in the antenna is known, so the

calculation of radiated fields could start from the vector potential in the frequency

domain by integrating the current distribution over the antenna structure, followed

by the curl operation to obtain the magnetic field intensity. Further, the electric field

is the curl of the magnetic field. Laplace transformation is then conducted to obtain

the time-domain expression of electric fields [55]. This procedure is straightforward

for simple antenna structures such as a linear dipole, but requires more analysis

when a more complicated antenna structure is involved. Such a case can be seen in

aperture antennas (e.g., reflector antennas or horn antennas), which are often used

for focused radiation. On the aperture plane (Fig. 2.52), the current is not the real

current anymore, but according to the Huygens–Fresnel principle, it is replaced by

the equivalent current such as magnetic current or electric current. They are

determined by the tangential components of electric fields (�n� E
*
) or magnetic

fields (n� H
*
), which are established by the field structure of the antennas. Knowing

the equivalent current distributions, the radiated fields can be calculated from the

vector potential. As the equivalent current is set up by the feed structure at the

aperture plane, the vector potential integration has a dependence on the aperture

geometry as well as the design of the feed structure. One example is in a reflector

antenna, and the field on the aperture is set up by a spherical TEM waveguide

Fig. 2.52 Electromagnetic

fields from a source plane S0

[55]
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originating from the first focal point. The tangential component of the electric field

on the aperture plane is known, so the field radiated at a point on the axis is

Ey
~R0 , t
	 
 ¼ E0 α 1ð Þ

y,y

a2

R0c

∂
∂t

f t� R0

c

� �
þ α 2ð Þ

y,y

a2

R0
2
f t� R0

c

� � �
ð2:66Þ

where R0 is the distance of an observer on the axis from the aperture center. The

input pulse has a time dependence of f(t), but has a propagation delay t – R0/c.
Similar to the single-charge case, the field has a dependence of the input pulse

voltage and the time derivative of the pulse. Specifically, for the field term near the

antenna, f(t) is dominant and the time derivative term ∂f(t)/∂t is dominant for the

field far from it. The coefficients α(1 or 2)
y,y depict the integral of the tangent electric

fields over the aperture plane. In general, homogenous, unidirectionally aligned

“currents” from a uniform illumination result in larger coefficients and hence the

electric field. The aperture size preferably is comparable to the observing distance,

so the ratios of α(1 or 2)
y,y over R0 or R0

2 are not small. One implication from these

expressions is that for biomedical targets that are in the near distance, both f(t) and
∂f/∂t terms are important, suggesting both the amplitude of the pulses and the

risetime contribute to the high fields at the target.

Once the electromagnetic waves are detached from antennas, they propagate in

the free space through the induction process, i.e., the electric field inducing mag-

netic field, magnetic field inducing electric field, and so on. Even when the source is

shut off, the fields continue to propagate toward the larger distance at the speed of

light.

2.6.3 Entry of Electromagnetic Waves to Tissue

In the tissue, the physics of the propagation of electromagnetic waves is that they

induce currents by mobilizing the dipole moments of tissue molecules, which

reradiates electromagnetic waves in various directions, including back to the

medium that the antenna is in (reflected waves) and those forward toward the tissue

(refracted waves). The response of tissue dipole moments to the excitation of

incident fields varies as frequency changes, which results in a different reradiation

efficiency. A difference in phase exists between the incident field and the reradiated

field. As a UWB pulse has a broadband spectrum, the overall phase differences are

manifested in the broadening of the pulse width in the time domain. The response of

dielectrics to wave excitation can be described by a complex dielectric permittivity

ε0ε(ω), which has a real part which accounts for the frequency-dependent phase

shift with respect to the original field and an imaginary part that accounts for the

damping effects resisting the displacement of the dipole moment. One can use a

Debye single dispersion equation to describe ε(ω) [56]
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ε ωð Þ ¼ ε1 þ εr � ε1ð Þ= 1þ jωτð Þ ð2:67Þ

ε1 is the dielectric constant at infinite frequency and εr is the dielectric constant at
low frequency and τ is the relaxation time constant. For simple dielectrics, such as

water, τ is on the order of 10 ps (the frequency corresponding to 16 GHz). For

pulses much longer than 10 ps or frequencies much lower than 16 GHz, ωτ<<1, the

complex dielectric permittivity becomes real,

ε ωð Þ ¼ εr ð2:68Þ

In addition to the dielectric response, tissues have finite conductivity σ due to free

charges or ions, which results in Joule heating and attenuation of the fields. So the

overall complex dielectric permittivity can be written as

ε ωð Þ ¼ εr � jσ=ε0ω ð2:69Þ

At the air–tissue interface, the tangential electric field is continuous, i.e., the

addition of incident field and reflected field should be equal to the refracted field,

which governs the sign and amplitude of the transmittance and reflectance. Largely,

three factors contribute to the transmittance: dielectric permittivities of the two

media (ε1 and ε2), the angle of incidence, and the polarization of the electric fields.

Their impact on the reflection coefficient can be seen in the plot of reflection

coefficient versus the incident angle (Fig. 2.53).

If the wave is linearly polarized perpendicular to the tissue surface (bn), a minimal

reflectance is shown when the incident angle is 0. In this case, the reflectance is

entirely limited by the dielectric constant:

Fig. 2.53 The reflection coefficient for a wave that propagates from one medium to a tissue [57]
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Γ ¼
ffiffiffiffiffi
ε1

p � ffiffiffiffiffi
ε2

pffiffiffiffiffi
ε1

p þ ffiffiffiffiffi
ε2

p ð2:70Þ

Note that Eq. 2.7 can be negative in sign, suggesting that a reflected wave reverses

its polarity at the air–tissue surface as tissues have a higher dielectric constant than

air. Since the tissue electrical property (ε2) is static and can’t be changed, it is

important to maximize the transmittance of waves, so a matching medium with a

dielectric constant close to the tissue is desirable to minimize the difference in the

dielectric constants.

When the wave is linearly polarized in parallel to the tissue surface (bn ), the
reflectance can be reduced to zero if the wave’s incident angle is the Brewster angle,
allowing for a maximal entry of waves. When the incident angle α1 becomes 0, the

magnitude of reflectance equates the expression given by Eq. 2.7, which is the same

as for perpendicular polarization. For waves to enter the tissue, preferably they

should be polarized such that the incident angle is zero. In this case the reflectance

is again determined by the two dielectric permittivities.

2.6.4 Delivery of Electric Pulses to Shallow Region

We have considered the factors that may allow us to maximize the transmittance of

waves into tissues. Because the wave decreases over distance, tissue targets are

ideally placed close to the antennas. The angle for the wave to enter the tissue can

be chosen 0�, which means the electric field exiting from the antenna is linearly

polarized with respect to the tissue. In that regard, antennas such as a TEM horn

antenna or a tapered notch antenna can be used. It appears that a coaxial cable might

even work. When a TEM mode is propagated in the cable, the electric field at the

coax opening is mainly tangential. By making contact with the tissue, an open-

ended coaxial cable seemingly could deliver the pulses to a certain depth.

Such a case was modeled by placing a coaxial cable on top of a tissue slab with

εr¼ 38 and σ¼ 1.18 S/m. The cable was fed with a subnanosecond pulse for a peak

voltage of 1 V. The electric field distribution on the axis inside a tissue is shown in

Fig. 2.54. The electric field near the surface within the first 1–2 mm is very large,

but the field decreases rapidly, faster than the inverse of distance. So, if one just

wishes to expose the epidermis, a coaxial cable will suffice. But to a target in deeper

region, since the field is small already, it may not be sufficient to induce any

biological effects. However, if the field on the surface is too high, the surface tissue

may be at risk. To give some perspective on how the electric field must penetrate

biological tissue, we can consider the human skin. Skin thickness varies by location

but it is reasonable to say that most of it is between 2- and 3-mm thick. Addition-

ally, a sizeable skin melanoma can reasonably be 4 mm beneath that. Comparing

this assessment to the relationship between field and depth (Fig. 2.54), it becomes

apparent that the coaxial cable is only effective at the surface of the tissue. Why
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does the electric field decrease so fast? One can examine Eq. 2.1. The field has a

dependence on the coefficients αð1Þy;y and αð2Þy;y, which contain the aperture size and

tangential field distribution of that aperture. For a coaxial cable with a small

aperture (smaller than the observing distance R0), the integration of the “surface

current” over the aperture results in small coefficients. Furthermore, the field is

azimuthally symmetrical about the axis, which leads to the cancelation of the

transverse field on the axis, leaving only the axial field.

To allow the field to penetrate deeper, we use a cylindrical dielectric waveguide

fed by a conical waveguide. First of all, using a rod with a high dielectric constant,

the diameter of the waveguide can be small as long as it is still comparable to the

spatial width of the pulse, allowing the establishment of a hybrid wave (HE), for

which there is practically no cutoff frequency. This favors the transmission of UWB

pulses. For HE waves, the energy is largely confined to the center of the rod.

Secondly, the electric fields for HE waves are polarized in the cross section of the

dielectric waveguide (as is the tissue surface), thereby minimizing the reflection as

discussed previously. Finally, the dielectric constant of the waveguide can be

chosen as a value close to that of tissue, avoiding the abrupt transition of dielectric

constant from air to the tissue. To setup an HE wave in the dielectric rod, one can

use a hollow conical waveguide wrapped around a conical dielectric rod. The apex

of the conical waveguide is where the electric pulses are fed. The electric field

distribution for a dielectric rod antenna is also plotted in Fig. 2.54. The field on the

surface in this case is smaller than that of coaxial cable, but it decreases slower than

Fig. 2.54 The electric field decreases as the depth increases. The depth starts from the tissue

surface. The solid line is the field on the axis of the coaxial cable but inside the tissue (εr¼ 38 and

σ¼ 1.18 S/m). The coaxial cable has a radius of 0.45 mm for the inner conductor and the inner

radius of 1.3 mm for the outer conductor. The dashed line is the field on the axis of the dielectric

rod antenna but inside the tissue. The dielectric rod antenna has a radius of 1 cm and the dielectric

constant εr¼ 20. The input voltage for both cases is 1 V
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the coaxial cable. So in the deeper region, the field can still be on the same order as

that on the surface. Such distribution will then allow us to create a sufficiently high

field in the subcutaneous region, and in the meantime, the field on the skin surface

may not be damaged.

2.6.5 Delivery of Electric Pulses to Deep Region

To deliver pulses to deep targets, such as the ones in the range of 6–8 cm, the use of

our previous antenna is insufficient. To this end, a large-aperture reflector antenna

that has two focal points can be used. From the first focal point, a wave-launching

antenna is placed and the spherical waves are emitted. The waves that will converge

after scattering from the reflector surface are called impulse, while the other part of

the wave being emitted in a diverging fashion is called prepulse. Two typical wave-

launching antennas are shown (Fig. 2.55). One relies on a pair of conical wave-

guides, feeding the reflector waves backward, which results in a converging

impulse at the second focal point. This pulse has the opposite polarity to the

prepulse (which is the diverging pulse). An example of such antenna was designed

by Baum et al. [46, 58] and further studied at Old Dominion University

[59, 60]. The second can be a cone that feeds the reflector waves forward, so the

electric fields at the focus for both prepulse and impulse have the same polarity. In a

study conducted at Kumamoto University [61], this type of antenna was used for

radiating 800-MHz burst signals. Three radiating structures were compared: a

sleeve antenna, a brown antenna, and a discone antenna (Fig. 2.56). The simulation

results showed that burst electromagnetic waves are focused around the second

focal point. The discone antenna outperforms the others, creating the narrowest

confined region of electric fields.

Fig. 2.55 An ellipsoidal reflector focuses radiation for reaching deep target. The polarization of

the electric field at the second focus depends on the feed structure at the first focal point. (a)

Conical plates are used to feed spherical TEM waves to the reflector, resulting in a vertically

polarized electric field at the second focus; (b) a cone on a ground plane is used to feed a TEM

wave to the reflector, resulting in a horizontally polarized electric field. In the drawings, a step

input pulse is used
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In the case where the pulse is directly delivered to the brain by an impulse

radiating antenna (Fig. 2.57), a simulation using the CST HUGO model was

conducted to determine the temporal and spatial distribution of the pulsed electric

fields in a human brain. In the human head model used in this study, the dielectric

constants and conductivities of the tissues are bone (εr¼ 11.78, σ¼ 0.28), gray

matter (εr¼ 50, σ¼ 1.39), fat tissue (εr¼ 5.35, σ¼ 0.08), nervus opticus

(σ¼ 30.87, σ¼ 0.84), white matter (εr¼ 37, σ¼ 0.91), and skeletal muscle

(εr¼ 55.33, σ¼ 1.44). These tissue dielectric properties are the values chosen at

1.8 GHz. In the frequency range of 0.9–5 GHz, the tissue properties stay relatively

flat as the bulk tissue dispersion is mainly dominated by the water contained in the

tissue. For example, white matter has εr¼ 38.89 and σ¼ 0.59 at 0.9 GHz and

εr¼ 33.44 and σ¼ 2.86 at 5 GHz. The dispersion of the dielectrics in general

broadens the pulse waveforms and lowers the pulse intensity; the results of the

simulation without dispersion loss therefore serve as the best scenario estimate of

the pulse delivery in terms of pulse intensity and focal spot size.

Fig. 2.56 The

configurations of radiation

antenna at the first focal

point. (a) Sleeve antenna;

(b)
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The pulse waveform at the geometric focus in the brain (6-cm deep from the top

of the skull) only has the y component, and the x and z components are negligible

[62]. Figure 2.58 shows the propagation of subnanosecond pulses in the head. The

intensity of the electric fields is shown as the linear isoline in the clamped range

0.1–0.3 V/m, meaning any values that are greater than 0.3 are clamped to 0.3. At

1.8 ns, the prepulse has already reached the brain. At the same time, the prepulse in

the face and back side of the head has traveled faster and farther than the prepulse in

the brain. At 3.1 ns, the impulse appears in the brain along the axis of the antenna. It

gradually reduces in size and, at 3.7 ns, appears to be at its smallest. As the wave

penetrates deeper, the intensity decreases. The isoline plot clearly indicates that

there is no resonance in the brain except the impulse. In the side view of the wave

propagation (Fig. 2.58), at 3.1 ns, the impulse actually consists of two parts

indicated by two bright spots. In the time domain, the corresponding impulse

waveform is bipolar, which is the time derivative of a Gaussian pulse. At 3.7 ns,

the wave converges, which is consistent with the side view. A top view of the wave

propagation is also shown in Fig. 2.58. The view is taken at a depth of 8 cm from the

top of the head. Figure 2.59 shows the field distribution along various radii from the

skin. The largest field is on the axis and the fields on the two sides seem symmet-

rical about the axis. They all decrease due to the strong absorption in the brain.

Despite the fact that the field decreases as the penetration depth increases, the field

values converge at 7–8 cm, slightly deeper than the geometric focus (6 cm in

depth). The inhomogeneity of the brain does not seem to create any difference in

the arrival time of the spherical waves along different radii, but the strong attenu-

ation in brain tissue prevents the wave from reaching the highest amplitude near the

focal point. Still, the focal volume can be estimated as 1� 2� 1 cm in the xyz

directions and is situated in the white-matter region. As white matter has a dielectric

constant of 37, the spatial width of such pulse is 1 cm, which is consistent with the

simulation result for an input pulse of 200 ps (Fig. 2.58). It is therefore reasonable to

Fig. 2.57 An impulse radiating antenna is used to focus the radiation to the brain
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predict the focal spot size simply by estimating the pulse spatial width in the

dielectric where the focal point is to be created.

Although the field is confined at the focal point, it attenuates quite severely on its

way to the focal point, resulting in a monotonically decreasing trend from the

surface. So the spatial field distribution is not satisfactory. To improve the field

distribution, one can introduce a second antenna, which can be a conical plate, in

addition to the reflector antenna [63]. While the radiation from the reflector antenna

is converging, the radiation from the conical plate is diverging. The input pulses for

these two antennas can be set to be opposite in polarity, so that the fields in the

shallow region are canceled, and in deeper regions, the field is largely dominated by

the radiation from the reflector antenna. A deep, localized focal region may be

formed, but the caveat is that the overall field intensity is reduced due to the

cancelation.

Fig. 2.58 The isoline plots of electric field distribution in the human brain exposed to a reflector

antenna at various times with a clamp range of 0.1–0.3 V/m along x-axis (side view), y-axis (back
view), and z-axis (top view) [62]. The input voltage is 1 V
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2.6.6 Experimental Results of Reflector Antennas

Before the antennas are applied to actual biological targets, they were studied in air

and water. Two experimental results are shown here: one is the impulse radiation in

air and the other is the pulse burst in water. In Fig. 2.60, a subnanosecond pulse

(Fig. 2.60a) was fed to the impulse antenna and the pulse at the focal point was

shown in Fig. 2.60b. The prepulse is wider than the impulse since the prepulse is

just the replica of the input pulse and the impulse is proportional to the time

derivative of the feed pulse shown in Fig. 2.60a. The feed pulse, which was directly

measured from the pulse generator, was differentiated to obtain dV/dt (dashed line

in Fig. 2.60b). Apparently, the impulse part of the electric field is overlapped with

dV/dt, which confirms the prediction of Eq. 2.3. The separation in time between

these two pulses, defined as cleartime, is approximately 1 ns. The postpulse after

4.5 ns may contain both diffractions from various parts of the antenna (reflector rim,

edge of the conical plate, etc.) and the resonance signal of the sensor itself. The

amplitudes of both prepulse and impulse are plotted in y and z axes in Fig. 2.61. The

prepulse decreases in the z direction, with 1/z dependence. The power density of the
impulse, which is proportional to the square of the electric field, is focused in both

lateral and axial directions. The distribution of power density has a full width at

half-maximum (FWHM) width of 32 cm in the axial direction and a FWHM width

of 10 cm in the lateral direction. The experimental results agree very well with the

modeled results. This is true especially near the focal point in both the axial and the

lateral electric field distributions. At an observing distance closer to the reflector

Fig. 2.59 The electric field distribution in the brain exposed to the reflector antenna. The data is

shown along different paths at various angles [62]
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edge, we observe a slight discrepancy between the modeled field and measured

field, which could be due to the fact that the sensor may pick up other electric field

components besides the x-directed field and the model only gives the x-directed

field.

Figure 2.62 shows a distribution map of electric field intensity in the case of

three feeding antennas. The burst electromagnetic waves reflect on the reflector and

are focused around the second focal point. The results were obtained when the

antenna and reflector were submerged in water. The focal area, which is higher than

half maximum around the second focal point, is approximately 14 cm2. The FWHM

(full width at half maximum) of the radial direction is narrower than that of the

longitudinal direction. Figure 2.62 shows the electric field intensity distribution in

the transverse and longitudinal directions. In the longitudinal direction (Fig. 2.62a),

Fig. 2.60 The measured electric pulse from the pulse generator that was fed into the antenna. (b)

The measured electric field at the second focal point (solid line). The dashed line is dV/dt, and V is

the feed pulse shown in (a). The peak of dV/dt was normalized to the impulse amplitude [59]

Fig. 2.61 The measured electric field (x-directed) distribution in the axial direction (z-axis). The

prepulse, the impulse, and the square of impulse are shown. The curve with down-triangle symbols

is the modeled impulse distribution in the z-axis. (b) The measured electric field (x-directed)

distribution in the lateral direction (y-axis). The prepulse, the impulse, and the square of impulse

are shown. The curve with down-triangle symbols is the modeled impulse distribution in the y-axis

[59]
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the FWHM of the discone antenna is shortest. In the transverse direction

(Fig. 2.62b), the FWHMs have almost identical values.

2.6.7 Concluding Remarks

The delivery of electric pulses to biological tissue can be implemented through the

use of antennas for either shallow or deeper target regions. The heterogeneity of

tissue composition does not seem to affect the operating principle of a reflector

mirror, so the field is confined near the focal point. However, there is a major

challenge, which is the tissue attenuation, making the field monotonically decreas-

ing from the surface to a small field at the focal point. Using the brain as an

example, while the pulse can be locally confined in a region of 1 cm3 at a depth

of 8 cm, the field intensity is only 0.3 V/m for a 1 V pulse input, which suggests that

pulses of 170 kV need to be fed into the antenna in order to meet the estimated

stimulation threshold of 50 kV/m. Such a high-amplitude pulse generator becomes

technically challenging and harder to be incorporated with the antenna system. It is

easier to focus the field on a shallow target with the dielectric rod antenna. The

electric field is in the range of 5 V/m at a depth of 1 cm, which is the motor cortex

region in the brain. This means an input voltage of 10 kV may be sufficient for an

effective stimulation to meet the stimulation threshold of 50 kV/m. But this

conclusion is based on the assumption of a biological threshold of 50 kV/m,

which has not strictly been proven for subnanosecond pulses. Therefore, more

biological experiments are called for in order to provide the guidance for antenna

and pulsed power design.

Fig. 2.62 Distribution of the electric field in the experiment using the sleeve antenna, the brown

antenna, and the discone antenna: (a) longitudinal direction; (b) radial direction. The input peak

voltage was 320 V [61]
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Chapter 3

Special Electromagnetic Agents: From Cold

Plasma to Pulsed Electromagnetic Radiation

Petr Lukes, Hidenori Akiyama, Chunqi Jiang, Andrea Doria,

Gian Piero Gallerano, Alfonsina Ramundo-Orlando, Stefania Romeo,

Maria Rosaria Scarfı̀, and Olga Zeni

Abstract Pulsed power is applied to gases and liquids to produce plasmas; these

may interact with living organisms. Plasma, known as the fourth state of matter,

consists of charged and neutral particles and is characterized by a quasi-neutral

state. Two types of plasma exist, nonthermal and thermal equilibrium. Nonthermal

plasma, the type most frequently employed in the bioelectric field, has a gas

temperature much lower than its electron temperature. The biocidal agents which

may be produced by nonthermal plasmas are heat, electric fields, ultraviolet radi-

ation, shock waves, and reactive chemical species. Additionally, secondary biolog-

ical effects can be induced through post-discharge reactions of chemical species

produced by plasma in gases and liquid.

Interactions between pulsed electromagnetic fields and biological systems are

studied in order to elucidate whether cellular systems are able to demodulate

rapidly oscillating electric fields. Pulsed electromagnetic radiation comprises

a central carrier frequency in the range from several GHz to about 1 THz and

an electric field peak amplitude of tens of kV/m. High-power ultrawideband
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electromagnetic pulses (UWB-EMP) have recently been used for research in the

bioelectric field to elucidate basic interactions with biological systems, to study

induced biological effects, and to develop THz-based diagnostic technologies.

Keywords Nonthermal plasma • Ultrawideband electromagnetic pulse • Biocidal

agents • Pulsed electromagnetic radiation • Secondary biological effects

3.1 Introduction

Hidenori Akiyama

Pulsed power is applied to gases and liquids to produce plasmas; these may interact

with living organisms. Plasma, known as the fourth state of matter, consists of

charged and neutral particles and is characterized by a quasi-neutral state. Two

types of plasma exist, nonthermal and thermal equilibrium. The latter is used for

applications such as nuclear fusion and welding. Nonthermal plasma, however, has

a gas temperature much lower than its electron temperature and is produced

primarily from gases at atmospheric pressure; such plasmas are known as nonther-

mal atmospheric-pressure plasmas (NTAPs). Plasma sources developed for appli-

cation of NTAPs to biomedical and environmental fields include corona discharges,

micro-hollow cathode discharges, dielectric barrier discharges, and plasma jets.

The biocidal agents which may be produced by nonthermal plasmas are heat,

electric fields, ultraviolet radiation, shock waves, and reactive chemical species.

Additionally, secondary biological effects can be induced in plasma-treated gases

and liquid through post-discharge reactions of chemical species produced therein.

Interactions between pulsed electromagnetic fields and biological systems are

studied in order to elucidate whether cellular systems are able to demodulate

rapidly oscillating electric fields such as wideband pulses, with durations ranging

from picoseconds to microseconds. The term “pulsed electromagnetic radiation” is

used here to refer to high-power, radiated electromagnetic pulses, with central

carrier frequency in the range from several GHz to about 1 THz and electric field

peak amplitude of tens of kV/m. Radiation sources available for research will be

detailed.

High-power ultrawideband electromagnetic pulses (UWB-EMP) may be utilized

for such military applications as intentional electromagnetic interference, motor

disablement, and improvised explosive device disruption; however, current

bioelectric-related research mainly seeks to elucidate basic interactions with bio-

logical systems, the study of induced biological effects, and the development of

THz-based diagnostic technologies.
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3.2 Nonthermal Plasmas

Petr Lukes and Chunqi Jiang

Plasma is the fourth state of matter and characterized as a quasi-neutral entity that

consists of charged and neutral particles (e.g., ions, electrons, and excited species).

A plasma in strong ionization often exhibits a thermodynamic equilibrium of the

plasma species where the electron temperature approaches the gas temperature,

Te� Tg. In this case the temperature describes the mean kinetic energy of the

plasma species, and we have

Emean ¼ 3=2KTg ð3:1Þ

where K is Boltzmann constant. The velocities of the particles in a thermal

equilibrium plasma (aka. thermal plasma) satisfy the Maxwellian distribution. On

the contrary, a weakly ionized plasma sustained by an electric field usually does not

have sufficient ionization degree that allows thermalization by collisions between

electrons and heavy particles or reaches a thermodynamic equilibrium. The electron

temperature Te, indicating the mean energy of electrons, needs to be much higher

than the gas temperature Tg (i.e., Te>> Tg), so that there is a sufficient number of

energetic electrons to ionize atoms and/or molecules to form plasma. These weakly

ionized plasmas are thereby nonequilibrium (aka nonthermal).

Recent development of nonthermal plasmas at atmospheric pressure is particu-

larly interesting to the environmental and biomedical fields, although nonthermal

plasmas can also be generated under lower or higher pressure. The biomedical

applications of nonthermal atmospheric-pressure plasmas (NTAPs), in turn, have

motivated the plasma source development itself.

3.2.1 Nonthermal Plasma Sources for Biomedical
Applications

To date, there are many different types of NTAPs that have been applied for

biomedical applications. According to the range of driving frequencies and elec-

trode configurations, the NTAP discharges can be categorized into several basic

types which are briefly described in further text.

3.2.1.1 Corona Discharges

Corona discharges occur when a sharp nonuniform electric field forms near one or

both electrodes and the localized field near the electrode(s) is much stronger than in

the rest of the gap [1]. Typical configurations of corona discharges are point-to-
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plane, point-to-point, and concentric rod-to-cylinder. For modern industrial appli-

cations, such as surface treatment and cleansing of gas and liquid exhaust streams,

arrays of multiple points or large scales of concentric wire-to-cylinder are proposed

and employed [2, 3]. However, the application of the continuous corona discharge

is limited by very low currents, in order to prevent the arc formation, and hence a

low rate of treatment of materials and exhaust streams. Pulsed corona discharges

allow higher application voltage and peak power than continuous corona and

thereby are more attractive in environmental and biomedical applications with

their enhanced chemistry and increased energy efficiency.

3.2.1.2 Micro-hollow Cathode Discharges

Micro-hollow cathode discharges (MHCDs) [4] are nonthermal glow discharges

capable of stable DC operation at atmospheric pressure. Perforated metal–

dielectric–metal configurations and the submillimeter-range characteristic dimen-

sions (i.e., the thickness and the aperture diameter) of the dielectric material enable

high-pressure breakdown at relatively low voltages. These MHCD plasmas may

serve as the cathode or the electron source for a larger-volume glow discharge,

which allows more efficient processing and treatment in environmental and bio-

medical applications [5–7].

3.2.1.3 Dielectric Barrier Discharges

In a dielectric barrier discharge (DBD), dielectric layers are used to cover at least

one of the electrodes. DBD discharges, also known as silent discharges, can be

operated at a relatively wide-frequency range, i.e., from 50 Hz up to RF, and pulsed

modes. The typical operation frequencies for DBDs are between 50 Hz and

500 kHz. By applying a sinusoidal voltage of sufficient amplitude to the electrodes,

a large number of micro-discharges occur due to charge accumulation on the

dielectric. The dielectric serves both as a discharge “current stopper” by limiting

the amount of charge transported by a single micro-discharge and a discharge

“transporter” by distributing the micro-discharges over the entire electrode surface

[8]. Although the DBD was originally considered filamentary, relatively large

volume, diffused atmospheric-pressure glow discharges can also be generated in

a pulsed DBD in helium or mixture of helium and small trace of other gases

[9, 10]. This resulted in biomedical applications of the diffused DBDs [11, 12]. In

addition, one-atmosphere uniform glow discharges in air generated by a water-

cooled DBD reactor powered with RF were also reported for room temperature

sterilization of surfaces and fabrics [13].
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3.2.1.4 Radio-Frequency (RF) Discharges

RF discharges are obtained when the gas is subjected to an oscillating electromag-

netic field generated by inductively or capacitively coupling of the power. In an

inductively coupled RF discharge, a high-frequency (typ. in the range of

0.1–100 MHz) current is passed through a solenoid coil that surrounds a dielectric

tube filled with the gas to be studied. The most common industrial frequency is

13.56 MHz. Pulsed discharges are produced if a sufficiently strong current pulse is

fed into the coil. High-pressure, inductively coupled RF plasmas have relatively

high gas temperature (>7000 K) and have been typically used for material heating

as equilibrium plasmas [1]. In capacitively coupled RF discharges, the systems of

two electrodes behave as capacitors to the high-frequency voltage. The two elec-

trodes may be bare and in direct contact with the discharge plasma or may be

insulated by dielectric layers. Geometry of the electrodes may be as simple as two

parallel plates or in more complex configurations such as coaxial wire-to-cylinders.

3.2.1.5 Microwave Discharges

Microwave-induced plasmas are mostly produced in waveguide structures or res-

onant cavities where the electromagnetic fields were excited at microwave frequen-

cies between 300 MHz and 3 GHz [8]. The most common frequency is 2.45 GHz,

which is used in microwave ovens. Large-volume nonequilibrium plasmas can be

generated with the microwave-induced, surface-wave-sustained discharges [14],

which provide a good option for applications including plasma–chemical

processing and lasing.

3.2.1.6 Plasma Jets

Plasma jets have become one of the most attractive discharges for biomedical

applications due to their advantage in extending the plasma to regions not confined

by electrodes or dielectrics. Based on aforementioned NTAP plasma excitation

schemes, the “internally” generated NTAP plasma plumes or jets are pushed

outside the device by gases flowing at rates that are sufficient to “extend” the

plumes externally without disturbing or distinguishing the discharge. DC, pulsed,

AC, RF, and microwave plasma jets have all been reported and applied for

environmental and biomedical applications. Due to a relatively large number of

plasma jets that have been developed through the years, not all of them will be

covered in this chapter. Instead only a few of them with representative or origina-

tive configurations and implications in biomedical applications are listed in the

following. Additional examples of atmospheric plasma jets can be found in a recent

review given by Laroussi et al. [15].
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3.2.1.6.1 DC-Driven Plasma Jets

The so-called plasma brush, developed by Duan et al., was able to be ignited and

sustained in both continuous and pulsed modes with different plasma gases such as

argon or helium at atmospheric pressure [16]. A typical plasma brush electrode

system consisted of a dielectric gas compartment and two metallic electrodes

placed a certain distance apart inside the gas compartment [16]. At a typical DC

power of 10.4 W, the gas temperature of the plasma was measured from 120 to

40 �C as the gas flow rate decreasing from 3500 to 1000 sccm [17]. Another

reported DC operational atmospheric plasma jet was based on the afterglow of a

micro-hollow cathode discharge [7]. The gas temperature of the plasma jet was

above 200 �C near the device nozzle and dropped to below 55 �C as the distance

from nozzle increased to 5 mm at a flow rate of 220 ml/min.

3.2.1.6.2 Pulsed Power-Driven Plasma Jets

Laroussi and Lu developed a pulsed plasma device that generated 5-cm long pencil-

shaped plasma jets at atmospheric pressure [18]. The discharge system, based on a

tubular DBD configuration consisted of two electrodes, each made of a thin copper

ring attached to the surface of a centrally perforated alumina (Al2O3) disk. The

electrodes were typically powered by up to 10 kV, 200 ns voltage pulses at a

repetition rate up to 10 kHz. The authors reported a plume gas temperature of 290 K

for the 5-cm-long atmospheric He plasma jet operating at its typical power condi-

tions. Jiang et al. generated a several-centimeter-long He or He–O2 plasma jet using

a concentric tubular configuration-based device powered by 100 ns, 6 kV voltage

pulses at typical repetition rate of 1–2 kHz [19]. The authors reported an average

power of less than 1 W for the plasma source operated at its typical treatment

condition. In addition, Lu et al. advanced the NTAP pulsed plasma jet with a single-

electrode design in which up to 4-cm-long He plasma jet was generated between the

high-voltage wire and surrounding room air [20]. The rotational and vibrational

temperatures of the plasma were measured to be about 300 K and 2950 K,

respectively.

3.2.1.6.3 AC-Driven Plasma Jets

Kedzierski et al. were among the earliest groups that reported an atmospheric-

pressure helium plasma jet generated by a cylindrically symmetric DBD device,

powered by sinusoidal high voltages (1–15 kV, 5–50 kHz) [21]. At a typical

operation condition (AC voltage of 7 kVp-p at 13 kHz), the plasma jet consumed

an electrical power of 4 W. Cheng et al. developed an AC-driven cold plasma jet

generated by a concentric cylindrical configuration [22]. The high voltage was

applied to the outer tube, separated from the inner ground tube by an air gap. The

working gas (Ar) was flowing through the center ground tube. With sufficient gas
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flow (e.g., 50–2,500 l/h or 0.8–41.7 lpm), steady plasma jets were obtained when

the device was powered by the AC voltage of 30–80 kVp-p at 6–20 kHz. The authors

reported a plasma gas temperature of only 25–30 �C.

3.2.1.6.4 RF-Driven Plasma Jets

Janca et al. developed one of the early versions of RF jets, also named as a “HF

plasma pencil,” for surface processing [23]. The electrode configuration is based on

a center hollow electrode surrounded with a pencil-shaped dielectric tube. The

working fluids (gas or liquid or dispersed particles) were flowing through the center

hollow tube electrode that was powered by RF (13.56 MHz) power ranging from

20 to 200 W or the RF voltage amplitude ranging from 100 to 1,000 V. The

rotational temperature was measured to be 300 K to 550 K for varying power

input (50–130 W). Forest et al. developed RF (at 27 MHz) plasma jets using two

types of electrode configurations [24]: (1) one used a pair of ring electrodes

wrapped around a quartz capillary tube through which the working gas flows and

(2) the other consisted of center pin-type electrode, a surrounding glass capillary

(as the gas flow channel), and a ground ring outside the capillary tube. The

temperature was measured in the range from 40 to 100 �C depending on the gas

flow (3–10 slpm) and the power (5–25 W) applied.

3.2.1.6.5 Microwave-Driven Plasma Jets

The development of microwave plasma jets/torches can be traced back to the 1960s.

The recent work by Al-Shamma’a et al. reflected an interesting design for a 2.45-

GHz waveguide-based applicator to generate a microwave plasma jet at atmo-

spheric pressure [25]. The system consisted of a 1–6-kW magnetron power supply,

a circulator, a water-cooled matched load, and the plasma applicator. Working gas

could be Ar, He, or N2. Although the primary applications of the microwave plasma

jet were for high-temperature material processing, the authors also suggested other

possible tasks by tailoring the jets. Later, Stonies et al. reported a microwave

plasma torch (with length up to 4-mm long) generated by a small coaxial plasma

source powered by 2-W microwave (at 2.45 GHz) power and with an argon flow of

<70 ml/min [26].

3.2.2 Biocidal Agents Produced by Nonthermal Plasmas

Different types of nonequilibrium atmospheric-pressure plasmas (NTAPs) gener-

ated by electrical discharges in gases and liquids have been applied for biological

and medical applications [27–40]. NTAPs have been shown to be effective in

inactivation of wide range of microbes and have been also applied directly to the
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human body for wound healing [41, 42] and dental operations [43, 44]. Other direct

applications of plasma to the human body that do not involve microbial disinfection

include cancer treatment [45–49], lithotripsy [50–53], and electrosurgery [54, 55].

While this is a very broad scale of plasma applications, there are some common

aspects with regard to basic chemical and physical mechanisms that may be

involved in the biological effects induced by plasma. These are thermal, electric

field, ultraviolet radiation, direct chemical reactions of neutral reactive species, and

interactions of charged particles with living matter [33]. The contribution of these

processes in particular biological effect induced by plasma is dependent on the type

of discharge plasma, its energy, and the nature and the chemical composition of the

surrounding environment. Chemical effects induced by the reactive oxygen species

(ROS) are generally accepted to play the dominant role in the inactivation process

of NTAPs (e.g., atomic oxygen, metastable oxygen molecules, ozone, and OH

radicals) [34]. In addition to the ROS, reactive nitrogen species (RNS) produced

by electrical discharge plasma under atmospheric conditions with suitable nitrogen

sources such as with air or nitrogen carrier gases can participate in the inactivation

process of NTAPs (e.g., nitric oxide, nitrogen dioxide radical) [56]. In the case of

plasmas in gas/liquid environments, the presence of water adds more complexity to

the system. Reactive species formed by discharges in the gas and at the gas–liquid

interface can penetrate or dissolve into the liquid and initiate chemical and biocidal

processes in the liquid [57]. When plasma is generated directly in the liquid phase,

the physical processes such as high electric field, ultraviolet radiation, and shock

waves may significantly contribute to the biocidal activity of the plasma in addition

to the chemical effects (driven mainly by OH radicals and H2O2) [58–64]. There are

also possible synergistic effects of the abovementioned processes and post-

discharge chemical reactions in plasma-treated liquids (e.g., peroxynitrous acid)

that may contribute to the biological effects induced by NATPs [56, 57, 65]. These

effects are described in the following sections.

3.2.2.1 Heat

Thermal effects from the plasma depend strongly on the plasma energy. In

low-energy (J/pulsed) corona-type discharges in and over water, small thermal

effects are found as is the case of plasma jets, DBDs, or gliding arc discharges

developed over the liquid. The development of NTAPs such as nanosecond- or

microsecond-pulsed plasma jets with He as the carrier gas provides gas tempera-

tures around 300� 50 K or below 34 �C [18, 19, 66] and reduces any potential

heating effects during the microbial inactivation process. RF or other high-

frequency dielectric barrier discharges reported heating target surface temperature

ranged from 40 to 55 �C for direct plasma exposure for minutes [67–69]. These

NTAPs of relatively low gas temperatures enabled surface treatment for heat-

sensitive materials and implied that heat played a minor or negligible role for

microorganism inactivation. However, in high-power kJ/pulse discharges, high-

pressure radio-frequency, or microwave discharge-based plasmas, thermal effects
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can be an important process. Plasma generation in saline solutions for electrosur-

gery applications involves significant generation of thermal effects in addition to

the chemical species formed [54, 55]. Local heating near the electrodes leads to the

formation of vapor layers where plasma is generated [70–72]. The radical and ions

formed in the plasma zone, coupled with possible thermal effects, lead to reactions

with proteins such as collagen and tissue cutting and cauterization. Since the

denaturing of tissue protein due to thermal necrosis initiates above a temperature

of 43 �C [51], it is possible that local thermal effects as well as the chemical effects

may participate in the tissue ablation, and clearly thermal effects can generally

increase the rates of the chemical reactions.

3.2.2.2 UV Radiation

The effects of UV radiation on microorganisms have been studied since the late

nineteenth century [30, 73]. It has been widely accepted that only light with

wavelength below 300 nm was mostly effective on germicidal actions via nucleic

acid (DNA/RNA) damage of microorganisms [74, 75]. Mainly the formation of

pyrimidine dimers causes inhibition of cell replication and transcription and hence

the prevention of bacteria or virus from multiplying. High UV absorbance of DNA

was observed around 260 nm and below 230 nm, which explains the popular use of

low-pressure mercury lamps (monochromatic UV radiation) and medium-pressure

mercury lamps (polychromatic UV radiation) for a variety of UV-based disinfec-

tion applications.

The relative importance of ultraviolet radiation in the plasma-induced biological

effects is strongly dependent on the type of electrical discharge (including its

contact with liquid) and the energy input to the system. Ultraviolet radiation is

one of the principal forms of energy, which is dissipated from high-current/high-

voltage arc electrical discharges in water [60, 76–78]. For underwater plasmas

initiated by exploding fine wires, it was shown that up to 28% of the energy

transferred into the plasma (1.5 kJ/pulse) is converted to UV radiation with a

peak radiant power of 200 MW [79]. For the pulsed arc discharge generated in

the plate–rod reactor, it was found that the UV light energy has a 3.2% total energy

injected into the reactor [80]. This radiation, especially vacuum ultraviolet

(λ¼75–185 nm), could cause photolysis resulting in the dissociation of water and

oxygen molecules into the primary radicals, hydrogen and oxygen atoms, and

hydroxyl radicals (Eqs. 3.2 and 3.3). However, the effect of VUV photolysis will

be associated only with a very thin layer of liquid since strong absorption of the

light with a wavelength smaller than 180 nm by water:

H2O þ hv ! H� þ OH � ð3:2Þ
O2 þ hv ! O þ O ð3:3Þ
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UV light with a wavelength greater than 185 nm penetrates into the bulk of the

solution and can inactivate microorganisms in water. UV light intensity generated

by the pulsed arc discharge was estimated to be of the order 106 W/cm2, and the UV

radiation was determined as the main disinfection process in the discharge [60]. For

pulsed streamer discharge in water with pulse energy of the order of 1 J/pulse, it was

determined that the UV radiation (190–280 nm) could reach in dependence on the

solution conductivity the intensity of the order 0.1–10 mW/cm2 and that the UV

radiation from the discharge contributes about 30% to the overall inactivation of

bacteria E. coli [64].
UV light emissions from atmospheric-pressure gas-phase plasmas are signifi-

cantly lower compared to those produced by underwater plasma, although the

amounts and intensities vary with type of reactor, gas composition, and other

conditions [81]. UV emissions from air plasma discharges were reported mostly

at UVA and UVB wavelengths with radiation intensity below 50 μW/cm2 [33]; no

significant emission was observed in the UVC spectrum. The addition of water

vapor leads to characteristic emissions of OH• (at 284 and 309 nm) [82, 83]. The

role of vacuum ultraviolet radiation in plasma-induced chemistry was considered in

argon/oxygen plasma jets in contact with water [84, 85].

3.2.2.3 Shock Waves

In underwater discharges (especially pulsed electrohydraulic sparks/arcs with the

pulse energy of the order kJ/pulse), a rather significant amount of discharged energy

is also transformed into the formation of shock waves in water. An important role of

shock waves in electrohydraulic treatment of water was demonstrated when used

for decontamination of sludge, killing of bacteria, and removal of zebra mussels

from the intake pipes of water treatment facilities [86]. Li et al. [62, 63] observed a

mechanical rupture of intracellular gaseous vacuoles of cyanobacteria cells exposed

to underwater streamer discharge, which was caused presumably by the physical

effects of shock waves induced by the discharge. Underwater shock waves are also

used in extracorporeal shock wave lithotripsy (ESWL) to noninvasively disinte-

grate kidney stones and gallstones [50–53]. The treatment involves focusing shock

waves generated by an ESWL device (lithotripter) outside the patient’s body to

disintegrate the stone at a depth in tissue. In electrohydraulic lithotripters, the shock

wave is generated by an underwater high-current spark discharge between a pair of

electrodes placed at the focus of an ellipsoidal reflector. The targeted stone is

located at the second focus of the ellipsoid and several hundreds to thousands of

shock wave pulses are delivered to comminute the stone. Lithotripsy has been in

clinical use worldwide for treating kidney stones and continues to be the favored

method for uncomplicated, upper urinary tract calculi, even with the advent of

percutaneous surgical methods. Shock waves are also used in other branches of

medicine in orthopedics and traumatology, such as in the treatment of the nonunion

of long bones, plantar fasciitis, epicondylitis humeri radialis, and calcific tendinitis
of the shoulder, as well as in cardiac shock wave therapy. Shock waves have also
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been used to treat erectile dysfunction, Peyronie’s disease, and chronic pelvic pain

syndrome, in oncology, and to mediate cell transfection and bacterial transforma-

tion [87, 88]. Using micro-shock waves to facilitate particle delivery in gene

therapy, food preservation and cancer treatment have also been studied, and new

technologies for drug release and needleless vaccine delivery have been developed

[89, 90]. Therefore, shock waves can cause various types of cell damage. Apart

from immediate lethal effects such as fragmentation of cells, permeabilization of

cell membrane, swollen mitochondria, altered vimentin structure, cytoplasmic

cisternae, and nuclear changes have been described [91–96]. In vivo treatments

have shown that shock waves induce necroses in tumors and can cause delay of

tumor growth, which can be significantly potentiated using cytostatic drugs [97–

101]. It has been demonstrated that enhanced cytotoxicity of anticancer drugs

results from shock wave-induced transient increase of cell membrane permeability

in which cavitation plays an important role [102–106]. Two shock waves, generated

with an appropriately selected time delay between pulses (i.e., tandem shock

waves), were shown to have considerably higher efficiency than traditional shock

wave lithotripters and have been demonstrated to cause significant cytotoxic effects

in tumor cells both in vitro and in vivo [49, 107, 108]. However, the optimal shock

wave profile and pulse combination have yet to be established.

3.2.2.4 Reactive Chemical Species

The type and quantity of the reactive species formed by discharge plasma depend

on the nature and the composition of the ambient gas and, in the case of liquid water

contacting the plasma, the properties of the solution. The amount of energy

delivered by the discharge, other parameters (e.g., utilization of a separator or a

barrier), and the nature of the working electrodes can be important. Common to

plasma systems interacting with living matter is the presence of a gas–liquid

environment, in which plasma typically occurs in humid air and touches a wet

surface (biofilms, cell tissue, skin). Among various chemical species produced by

plasma at the gas–liquid environment, OH radical, atomic oxygen, ozone, and

hydrogen peroxide are the main reactive oxygen species (ROS) generally accepted

to play the dominant role in the biological effects of NTAPs [34]. Contribution of

nitrogen-based reactive species (RNS) has to be also considered such as nitric oxide

and its derivatives formed with water, including nitrites and peroxynitrites [56, 57,

65]. The ROS/RNS possess high oxidizing properties and are expected to cause

oxidative attack of cell membrane as the primary target of cell or tissue injury by

plasma in both dry and humid environments. Only relatively recently, the naturally

developed mechanisms and strategies in aerobic organisms to modulate or control

the generation of ROS and maintain redox (oxidation–reduction reaction) homeo-

stasis intrigued “the forefront of biomedical research in view of the expanding

knowledge on the roles” of these species [109, 110]. A review on ROS and RNS,

produced by NTAPs, and for potential plasma-mediated applications was given by

Graves [111]. For example, the degradation of bacterial outer structures by plasma
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species (i.e., OH radical) may involve attack on various functional groups and

degrade specific cell membrane components such as the lipidic part of lipopoly-

saccharide or phospholipids and proteins. The membrane is being weakened, and

the inner fluid may leak out, which prevents the bacteria from stimulating the anti-

stress and repairing processes, or reactive species produced by plasma can pass

through the membrane and cause damage inside the cell (e.g., hydrogen peroxide or

peroxynitrite). In the following text, the main properties of these species in terms of

their biological effects are described.

3.2.2.4.1 Hydroxyl Radical

The hydroxyl radical (OH•) is the major ROS produced in electrical discharge

plasmas in water and gas/liquid environments. In gas-phase plasmas with humid

gas, absolute ground state OH density was measured in a pulsed He plasma jet to be

on the order of 1012 cm�3 near the nozzle using laser-induced fluorescence (LIF)

[112]. Adding water vapor in the ambient air was able to increase the OH concen-

tration up to one order of magnitude [112]. Another measurement using broadband

UV absorption showed OH density to be in the range of 1013–1014 cm�3 in an

RF-powered, He–H2O NTAP [113]. The OH radical has a high oxidizing power

(Eo¼ 2.85 V), and it is the strongest oxidant that can exist in an aqueous environ-

ment. It reacts with most organic compounds with rates that approach diffusion-

controlled limits. Its high reactivity causes a very short lifetime in the order of

100 μs in the gas phase and less than ns in aqueous solution, so that it may directly

react with a target species only in its immediate surroundings. In the case of

microbial cells, the primary target of the OH radical is the outer cell wall, including

the cell membrane. The cell membrane, composed largely of organic compounds

such as lipids, proteins, and polysaccharides, is susceptible to the OH radical attack.

Lipids are the most vulnerable macromolecules of the cell membrane to oxidation.

Lipid reactions with OH radicals proceed mainly via H abstraction from the

unsaturated carbon bonds of fatty acids, which in the presence of oxygen cause

lipid peroxidation [114, 115]. Similarly, OH radicals can damage membrane pro-

teins by H abstraction from α-carbon of peptide bonds –CO–NH– between chain

peptide-linked amino acids. OH radical attack leads then to peroxidation and

backbone cleavage of proteins [116].

3.2.2.4.2 Ozone

Ozone is a powerful oxidant and it has the highest standard redox potential among

conventional oxidants (Eo¼ 2.07 V). Ozone was detected by most NTAPs in

contact with ambient air even without an addition of O2 in the carrier gas (typ.

noble gases). Ellerweg et al. quantified O3 density in the effluent of a microscale

atmospheric-pressure RF plasma jet either in ambient helium or air to be on the

order of 1014–1015 cm�3 using molecular beam mass spectroscopy
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[117, 118]. Another quantitative measurement of ozone concentration in a 6-kV,

140-ns pulsed plasma jet via UV absorption spectroscopy showed a density in the

order of 1015 cm�3 for less than 2-W average power [119]. For an RF He–O2

plasma, 0.1 to 4.0� 1015 cm�3 of O3 was measured in the afterglow at a power

density between 6.1 and 30.5 W/cm3, a gas temperature of 100� 40 �C, and the O2

concentration between 0.26% and 2.6% [120]. For the same plasma and power

conditions, Jeong et al. also identified singlet-delta metastable oxygen, O2(
1Δg),

and singlet-sigma metastable oxygen, O2(
1Σg

+), to be on the order of 1016 cm�3 and

1015 cm�3, respectively, using absolute visible or infrared optical emission spec-

troscopy [120]. Although ozone is formed by the gas-phase discharge, when a

discharge is generated in close proximity to the water surface, ozone can transfer

from the gas phase into the liquid and subsequently inactivate microorganisms or

oxidize organic compounds in the water. The reactivity of ozone is, however, more

selective compared to the reactivity of the OH radical. Ozone is less reactive with

saturated and aliphatic hydrocarbons and its reactivity in water is strongly pH

dependent. The direct oxidation with molecular ozone is of primary importance

under acidic conditions and proceeds with organic compounds with specific func-

tional groups in their molecules such as unsaturated and aromatic hydrocarbons

with substituents such as hydroxyl, methyl, or amine groups. In water ozone is

unstable and decomposes via a series of chain reactions to produce hydroxyl

radicals (Eqs. 3.4 and 3.5):

O3 þ H2O þ OH� ! OH� þ HO2 �þ O2 ð3:4Þ
O3 þ H2O2 þ OH� ! OH� þ HO2 �þ O2 þ OH� ð3:5Þ

The addition of hydrogen peroxide accelerates the decomposition of ozone and

increases the hydroxyl radical concentration. This process, also referred to as the

Peroxone process, occurs very slowly at low pH, but at pH values above 5, it is

greatly accelerated. The process is further enhanced by the photochemical gener-

ation of hydroxyl radicals in the O3/H2O2/UV process [121, 122].

3.2.2.4.3 Hydrogen Peroxide

Hydrogen peroxide is a very important species, which increases the collective

oxidizing power of the plasma, especially in the case of underwater plasmas, in

which hydrogen peroxide is the most abundant long-lived plasma–chemical product

[123]. The antimicrobial properties of H2O2 are well recognized and a variety of

applications have been developed. H2O2 is able to react in the gas phase, at the

liquid surface, and in the bulk target solution with solutes since it is completely

soluble in water and can readily transfer across cell membranes. Its action may take

place both in direct exposure of the target to the discharge and in post-discharge

conditions. The principal mechanism of the H2O2 cytotoxicity involves penetration
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into cells and the generation of hydroxyl radicals through interactions of H2O2 with

intracellular transition metals (Cu+ and/or Fe2+) by the Fenton’s reaction [124]:

Fe2þ=Cuþ þ H2O2 ! Fe3þ=Cu2þ þ OH � þ OH� ð3:6Þ

In a bacterial cell, this process might be initiated with the reduction of ions Fe3+ to

Fe2+ liberated from bacterial iron storage proteins, ferritin or bacterioferritin, by

superoxide radical ∙O2
�. The released Fe2+ ions can then react with H2O2 outside

the proteins or close to their surface to yield hydroxyl radicals that might cause

oxidative damage in bacterial cells and stimulate, e.g., double-strand breaks of

DNA [125]. Such mechanisms, however, require relatively large concentrations of

hydrogen peroxide to penetrate into the cell since bacterial cells possess an adaptive

response to low concentrations of H2O2, and they may protect themselves against

its oxidant toxicity with defense proteins and enzymes, and they even produce

H2O2[126–128]. Nevertheless, the protective mechanisms of bacterial cells against

hydrogen peroxide might be strongly reduced under the influence of high electric

field due to polarization and a subsequent increase of the cell membrane perme-

ability [61, 129].

3.2.2.4.4 Peroxynitrite

The main RNS to be considered are nitric oxide NO, the primary species formed by

an electrical discharge in air, and its derivatives formed with water, including

nitrites NO2
� and peroxynitrites O¼NOO�. Stoffels et al. investigated an RF

He–N2–O2 plasma needle using mass spectrometry and found NO to be the

dominant reaction product: the NO density reached up to 20% of the total

atmospheric-pressure density or on the order of 1018 cm�3 [130]. Interestingly, a

recent study on air chemistry of NTAPs showed that there were two “regimes” in

generation of the plasma reactive species for an AC-powered surface micro-

discharge: the low-power, ozone-dominated mode and the high-power, NOx-dom-

inated mode [131]. That is, ozone production was dominant immediately after

plasma ignition and for low-power density plasmas where the gas temperature is

relatively low. With the increase of power density and for longer treatment times,

production of NO and NO2 started increasing and at the same time quenched ozone-

producing reactions [131, 132], leading to the nitrogen oxide-dominated mode.

Peroxynitrite is produced by the reaction of nitric oxide and superoxide anion

radicals (Eq. 3.7), by the reaction of the nitrite anion with hydrogen peroxide

(Eq. 3.8) or by the reaction of NO2 with an OH radical (Eq. 3.9) [133–137]:

O2
�� þ NO�! O ¼ N-OO� ð3:7Þ

NO2
� þ H2O2 þ Hþ ! O ¼ N� OO� þ H3O

þ ð3:8Þ

122 P. Lukes et al.



OH �þNO2 �! O ¼ N� OO� þ Hþ ð3:9Þ

Among these three pathways, the second utilizing hydrogen peroxide (Eq. 3.8) is of

particular importance in gas–liquid plasmas since a significant amount of NO2
- and

H2O2 is produced by discharges in contact with water or in humid atmospheres.

Recently, the rate of formation of peroxynitrite in plasma-treated water was quan-

titatively determined through kinetic analysis of the post-discharge reaction

between H2O2 and nitrite ions in air plasma-treated water [57] (see further text in

Sect. 3.2.2.6).

The oxidant reactivity of peroxynitrite (Eo¼ 2.05 V) is highly pH dependent and

both peroxynitrite anion (ONOO�) and its protonated form peroxynitrous acid

(ONOOH) can participate in direct one- and two-electron oxidation reactions.

ONOOH oxidizes organic molecules directly or through H+ or CO2-catalyzed

homolysis yielding nitrogen dioxide radical (∙NO2), hydroxyl radical (OH•), or

carbonate anion radical (CO3
∙�). Only a few chemical groups directly react with

peroxynitrite, which favors selective reactions with key moieties in proteins, such

as thiols, iron/sulfur centers, and zinc fingers [134]. The half-life of peroxynitrite is

short (~10–20 ms), but sufficient to cross cell membranes and diffuse quite far on a

cellular scale (~ one to two cell diameters) [138] and allow significant interactions

with most critical biomolecules [139]. This is a significant difference with reactiv-

ity and biocidal effects of hydroxyl radical which is so reactive that it can only

diffuse about the diameter of a typical protein [134, 140, 141]. In contrast,

peroxynitrite reacts slowly enough to react more selectively throughout the cell.

Thus, peroxynitrite can have more subtle and specific actions on cells

[137]. Koppenol [142] and Pryor and Squadrito [143] demonstrated that

peroxynitrite was a key agent in oxidative stress and is involved in various diseases

(e.g., HIV, Alzheimer’s disease, arteriosclerosis, gut inflammation) [144–146].

3.2.2.5 Secondary Biocidal Agents in Plasma-Treated Liquids

In addition to the primary biological effects induced directly by plasma via chem-

ical and physical processes described in previous sections, secondary biological

effects can be induced in the plasma-treated liquid through the post-discharge

reactions of chemical species produced by plasma in the liquid either directly or

transferred from the gas-phase discharge plasma via a gas–liquid interface (e.g.,

hydrogen peroxide, ozone, nitrates, nitrites, peroxynitrites, etc.). Many of these

chemical species, especially produced by air plasmas, are not stable in the liquid,

and subsequent reactions can take place such as catalytic reactions (mainly of H2O2

with metal impurities sputtered from electrodes, e.g., Fe, Cu, W, Pt (Eq. 3.6))

[124, 147–149] or pH-dependent reactions (e.g., reaction between H2O2 and nitrites

under acidic conditions (Eq. 3.8)) [57, 150] or decomposition of ozone under

alkaline conditions (Eqs. 3.4 and 3.5) [121, 122]). Products of these reactions are

giving rise to new transient species as OH•, O2
•�, NO•, and NO2• radicals, and
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peroxynitrite, which have highly cytotoxic properties and cause prolonged

antibacterial activity of plasma-treated solutions even several days after the solu-

tion’s exposure to the discharge [151–159]. In addition to post-discharge chemical

reactions of reactive species from plasma in liquid, the UV radiation from the

plasma can induce photochemical reactions in water with hydrogen peroxide,

dissolved ozone, nitrates, or nitrites to produce secondary OH•, O, NO•, and

NO2• radicals.

3.2.2.6 Post-discharge Chemical Processes in Plasma-Treated Liquids

Prolonged antibacterial activity of plasma-treated aqueous solutions was recently

reported for electrical discharges generated directly in water and at gas–liquid

environments [151–159]. This extended biological effect phenomenon, hereafter

referred to as plasma-activated water (PAW) [151–154], can be generally defined as

the chemical reactions that initiate or continue in plasma-treated water after the

plasma discharge is switched off and in the absence of any external energy source,

and they probably involve the presence of long-lived reactive species transferred

from the discharge into the liquid. For solutions that were treated by air–liquid-

phase plasmas, the antimicrobial properties of PAW were attributed to the syner-

getic effect of acidic conditions, nitrites, and peroxides through the cytotoxic

activity of secondary reactive chemical species NO•, NO2•, OH•, and ONOOH

and possibly also contribution of ozone transferred from plasma into the liquid

[57, 154, 156, 157, 160].

Nitrites and nitrates are formed in plasma-treated water through the dissolution

of nitrogen oxides formed in air plasma by gas-phase reactions of dissociated N2

and O2. Along with the formation of NO2
� and NO3

� in the plasma-treated water,

the dissolution of NOx in water produces H+ ions in water, which can be described

by overall reactions (3.10) and (3.11) [161, 162]:

NO2 aqð Þ þ NO2 aqð Þ þ H2O lð Þ ! NO2
� þ NO3

� þ 2 Hþ ð3:10Þ
NO aqð Þ þ NO2 aqð Þ þ H2O lð Þ ! 2 NO2

� þ 2 Hþ ð3:11Þ

Nitrites are not stable under acidic conditions (pH<3.5). Nitrous acid HNO2, which

is in acid-base equilibrium (pKa¼ 3.3) with nitrites (3.12), decomposes under

acidic conditions into nitric oxide NO• and nitrogen dioxide NO2• via reaction

(3.13) or forms a nitrosonium ion via HNO2 protonation via reaction (3.14).

Nitrogen dioxide further undergoes hydrolysis in aqueous medium to yield nitrite

ion as the final product via reaction (3.15) [161–164]. NO• and NO2• may also react

with dissolved oxygen to produce nitrite and nitrate ions according to the overall

reactions (3.16) and (3.17), respectively [65, 156, 164]:
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NO2
� þ Hþ $ HNO2 ð3:12Þ

2 HNO2 ! NO � þ NO2 �þ H2O ð3:13Þ
HNO2 þ Hþ ! H2NO2

þ ! NOþ þ H2O ð3:14Þ
2 NO2 �þ H2O ! NO3

� þ NO2
� þ 2 Hþ ð3:15Þ

4 NO � þ O2 þ 2 H2O ! 4 NO2
� þ 4 Hþ ð3:16Þ

4 NO2 �þ O2 þ 2 H2O ! 4 NO3
� þ 4 Hþ ð3:17Þ

Formed nitrogen radicals NO• and NO2• possess strong cell toxic properties and are

more likely to be the main causes of the cytotoxic effects of nitrites under acidic

conditions (also known as acidified nitrites) [56, 157]. In addition, peroxynitrite is

formed through the reaction of nitrites with hydrogen peroxide under acidic con-

ditions (Eq. 3.8). Peroxynitrite can react either directly or, more often, indirectly

through reactions of secondary OH• and NO2• radicals, which are formed by the H+

-catalyzed decomposition of peroxynitrite by reaction (3.18) at pH<6.8 [133–137]:

O ¼ NOOH $ OH � þ NO2 � ð3:18Þ

Post-discharge formation of peroxynitrite by the reaction between H2O2 and NO2

can last in plasma-treated water for many hours, and peroxynitrite along with

acidified nitrites was shown to be the key source of the prolonged antibacterial

properties of plasma-treated water caused by the cytotoxic activity of secondary

reactive chemical species NO•, NO2•, and OH• [57]:

O
��
2 þ NO � $ O ¼ NOO� $� Hþ

O ¼ NOOH
$ �OH þ NO2 � ð3:19Þ

However, since the peroxysystem is reversible, intracellular cytotoxicity of the

peroxynitrite system might be driven not only by its decomposition into OH• and

NO2• radicals (Eq. 3.18) but also through superoxide and nitric oxide radicals

(Eq. 3.7), which might be formed through reversible dissociation of peroxynitrite,

when pH becomes more alkaline (e.g., inside the cell) and thus more favorable for

the reverse reaction of peroxynitrite (Eq. 3.19) [137].

3.2.2.7 Photochemical Processes in Plasma-Treated Liquids

It was shown in Sect. 3.2.2.2 that UV radiation from underwater plasma can

significantly contribute to the inactivation of microorganisms in water. In addition,

the UV radiation from the plasma can induce photochemical reactions in water with

hydrogen peroxide, dissolved ozone, nitrites, or nitrates to produce secondary

OH•, O, NO•, and NO2• radicals.
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The photolysis of ozone in the 200–280-nm region involves the light-induced

homolysis of ozone and the subsequent production of OH radicals by the reaction of

excited oxygen (O(1D)) with water (Eqs. 3.20 and 3.21) [165]:

O3 þ hv ! O2 þ O 1D
� � ð3:20Þ

O 1D
� � þ H2O ! 2 OH� ð3:21Þ

The primary process of H2O2 photolysis in the 200–300-nm region is the dissoci-

ation of H2O2 to hydroxyl radicals with a quantum yield of two OH• radicals

formed per quantum of radiation absorbed [166–168]:

H2O2 þ hv ! 2 OH� ð3:22Þ

The OH• radicals thus formed enter a radical chain mechanism, in which the

propagation cycle gives a high quantum yield of the photolysis of H2O2:

OH � þ H2O2 ! H2O þ HO2 � ð3:23Þ
HO2 �þ H2O2 ! O2 þ H2O þ OH� ð3:24Þ

This process has been demonstrated to occur in underwater plasma, especially in

solutions of more conductive electrolytes. As the solution conductivity increased,

the yield of H2O2 produced by the discharge decreased due to increasing photolysis

of H2O2 accounting for up to 14% of the total decomposition rate of H2O2 [64].

Nitrites and nitrates can also act as indirect photosensitizers to produce second-

ary oxidants such as the oxide atom and superoxide and hydroxyl radicals via the

following mechanism [168]:

NO2
� þ hv ! NO � þ O�� ð3:25Þ

NO3
� þ hv ! NO2 �þ O�� ð3:26Þ

NO3
� þ hv ! NO2

� þ O ð3:27Þ
O þ H2O ! 2 OH� ð3:28Þ

O�� þ H2O ! OH � þ OH� ð3:29Þ
2 NO2 �þ H2O2 ! NO2

� þ NO3
� þ 2 Hþ ð3:30Þ

UV(A) photolysis of nitrites was reported as the most likely reason for observed

enhanced antimicrobial effect achieved in aqueous suspension by the synergistic

interaction between UV(A) and ambient-condition air plasma treatment of

E. coli [160].
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3.3 Pulsed Electromagnetic Radiation

Andrea Doria, Gian Piero Gallerano, Alfonsina Ramundo-Orlando,

Stefania Romeo, Maria Rosaria Scarfı̀, and Olga Zeni

3.3.1 Introduction

An intriguing issue in the study of the interactions between electromagnetic fields

and biological systems is to understand whether cellular systems are able to

demodulate rapidly oscillating electric fields, like wideband pulses with durations

ranging from picoseconds to microseconds. Direct application of short and ultra-

short, high-voltage electric pulses on cells and tissue, by means of electrodes, has

been shown to elicit a variety of biological effects with cell membranes as primary

site of interaction, while gaps in knowledge exist regarding how radiated electric

fields with frequency components from the MHz to the THz interact with biological

structures.

The term “pulsed electromagnetic radiation” will be used here to refer to high-

power, radiated electromagnetic pulses, with central carrier frequency fc in the

range from several GHz to about 1 THz, pulse width (τ) from subnanoseconds to

microseconds, and electric field peak amplitude Ep of tens of kV/m. In terms of

bandwidth, these pulses can be narrowband at a specific frequency, as long as the

inverse of pulse duration is smaller than the carrier frequency (τ fc >> 1), or

wideband when the pulse duration is so short that a burst of radiation is generated,

with a bandwidth extending from virtually DC to radiofrequencies and even to the

THz region.

We will also use definitions of the gigahertz and terahertz regions that extend

each approximately two decades in frequency, namely, 0.1–10 GHz and

0.1–10 THz. In describing the available radiation sources, this should allow a better

understanding of the effort in the extension of microwave electronics toward high

frequencies on one side and the development of photonic devices from the optical

region toward low frequencies on the other side.

Limited data on the effects of exposures to pulsed electromagnetic radiation on

biological membranes are available in the literature, and they can be mainly

extracted from papers dealing with high-power ultrawideband electromagnetic

pulses (UWB-EMP) and THz radiation pulses.

UWB-EMP are pulsed electromagnetic radiations characterized by durations in

the range of nanoseconds, rise and fall time of picoseconds, electric field amplitudes

on the order of units to tens of kV/m, and very large bandwidth, ranging from DC to

microwaves. High-power UWB-EMP are emitted by systems used for both military

and civilian applications, such as for intentional electromagnetic interference, fast

boat and car neutralization, and improvised explosive device disruption. Most of
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the literature dealing with the principles of penetration and propagation of such

signals into biological matters, and with their biological effects, mainly addresses

health issue aspects, with particular attention to the possible hazards to personnel

involved in the use of such systems and to the possible exposure of general

population [169]. These occupational safety issues have stimulated scientific curi-

osity toward the understanding of the basic interactions between such short-pulsed

electromagnetic signals and living cells and tissues, along with the development of

possible technological applications in medicine and biology.

THz waves are electromagnetic radiation in the frequency range from 100 GHz

to 10 THz, occupying the region of the electromagnetic spectrum lying between the

microwaves and the infrared. The applications of THz radiation in biology, bio-

medicine, and environmental studies have exponentially increased over the last

decades due to the unprecedented development of many new types of THz sources,

detectors, and components. Current research is mainly addressed to the understand-

ing of basic interactions with biological systems, the study of induced biological

effects, and the development of THz-based diagnostic technologies [170, 171]. The

THz sources employed by different research groups worldwide very often show

quite different characteristics, in terms of the radiation spectral content and its

temporal structure, continuous wave or pulsed emissions, which may be crucial in

eliciting specific responses from biological systems.

We provide, in this subchapter, a brief overview on the different sources of short

radiated pulses together with the main literature results on bioeffects at membrane

level, in order to highlight possible common features and differences when com-

pared to the effects of short and ultrashort high-voltage electric pulses. As far as the

effects of THz pulses are concerned, the main results have been obtained on

artificial membranes by ENEA and CNR-IFT group and are reported in the last

section.

3.3.2 Principles of Generation

In this section we will focus on the description of THz sources taking into account

that the principles of generation for UWB-EMP have been covered in Chap. 2.

Although THz radiation was first observed about hundred years ago, the

corresponding portion of the electromagnetic spectrum has been for long time

considered a rather poorly explored region at the boundary between the microwaves

and the infrared. This situation has changed during the past 20 years with the rapid

development of coherent THz sources, such as solid-state oscillators, quantum

cascade lasers, optically pumped solid-state devices, and novel free electron

devices, which have in turn stimulated a wide variety of applications from material

science to telecommunications and from biology to biomedicine.

THz sources include pulsed microwave generators, like klystrons, traveling-

wave tubes, gyrotrons, and free electron lasers in the range from several GHz to

about 10 THz. The spectral and temporal characteristics of the radiation pulses will
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be discussed, with an emphasis on high-peak power devices and on the peak electric

field that can be reached by focusing the radiation on a small spot.

Regarding the pulse duration, we will limit ourselves to describing sources that

can produce short pulses of radiation, typically from 10 ps to 10 ns. As to the output

power, we will consider high-peak power radiated pulses that, when focused to a

spot of about 1 cm2, can generate a peak electric field in the range 10 kV/cm to

1 MV/cm.

We will not cover solid-state oscillators and amplifiers utilizing Gunn, IMPATT,

and TUNNET diodes, which have been developed by several research groups [162],

since they are essentially continuous wave (CW) devices that can provide an output

power of about 100 mW at 100 GHz. The output power falls off as 1/f2 and then as

1/f3 as the frequency increases. Similarly we will omit quantum cascade lasers

(QCLs), which lie at the high-frequency boundary of the THz region [173, 174].

A brief review of far-infrared gas laser and laser-driven THz emitters will be

presented, which are the most widely used sources of THz radiation. We will also

briefly discuss the physical principles of the generation of THz radiation from free

electrons and the development of tabletop free electron laser (FEL) sources.

3.3.2.1 Far-Infrared Gas Lasers

Far-infrared (FIR) gas lasers are the oldest coherent sources developed in the THz

region, their early development dating back to the 1960s [175]. They are optically

pumped lasers, which use a CO2 laser to excite the roto-vibrational levels of gas

molecules at pressures in the mbar range. The most widely used gas is methanol,

which provides a powerful (typically 100 mW) emission line at 118 μm. Gas lasers

are line tunable in the range 0.3–5 THz (1,000–60 μm), although with limited

power, and are commercially available. The technology of FIR lasers has seen

modest development in recent years, as it has been the case of most gas lasers.

However they still are ideal sources for specific applications in which continuous

tunability is not a must. They can provide short pulses, if the CO2 laser pump is

operated in the so-called Q-switched mode. Subnanosecond pulsed can be achieved

in this way [175].

3.3.2.2 Laser-Driven THz Emitters

Today’s most widely used sources of pulsed THz radiation are laser-driven THz

emitters based on frequency down-conversion from the optical region. Two main

techniques have been developed to produce THz radiation. The first one is based on

a short-pulse (femtosecond) Ti: sapphire laser [176] which illuminates the gap

between closely spaced electrodes on a photoconductor (e.g., silicon on sapphire

or GaAs) generating carriers, which are then accelerated by an applied bias field

(100 V). The resulting current transient, which is generally coupled to an RF

antenna through a strip line, radiates in a wideband at THz frequencies

3 Special Electromagnetic Agents: From Cold Plasma to Pulsed Electromagnetic. . . 129



corresponding to the Fourier transform of the laser pulse time profile. The upper

limit in frequency for these devices is given by the carrier recombination time in the

semiconductor and by the bandwidth of the strip line.

A similar terahertz spectrum can be obtained by applying a sub-picosecond laser

pulse to a crystal with a large second-order susceptibility like ZnTe [177]. Due to

the nonlinear response of the crystal, photomixing occurs, producing a time-varying

polarization, which in turn gives rise to THz emission. In this case higher frequen-

cies can be reached due to the fast response of the crystal and to the absence of any

strip line or conductor. Both techniques and the related electro-optical detection are

at the basis of most THz imaging systems [178, 179].

Laser-driven solid-state emitters also include CW photomixers, in which offset-

frequency-locked CW lasers are focused onto a photoconductor under bias. The

laser-induced photocurrent is modulated at the laser difference frequency and is

coupled to an antenna, which emits THz radiation [180]. In this case a narrowband

continuous wave emission is obtained, which can be tuned over a fairly wide range

by shifting the optical frequency of one of the two drive lasers.

The typical frequency range covered by laser-driven solid-state emitters is

0.2–2 THz or higher depending on the laser pulse parameters. Average power

levels range from nanowatts to hundred microwatts and pulse energies are typically

in the femtojoule to nanojoule range.

3.3.2.3 Free Electron-Based Sources

Historically, the first propagation of electromagnetic radiation was observed in

experiments on the fields generated by moving charges. In 1887 R. Hertz demon-

strated that the fields generated by spark gap closure could propagate in the free

space and induce a current on a coil; this was the first evidence of an electromag-

netic wave. Since then, many devices have been designed and constructed for the

generation of radiation in the spectral region between 300MHz and 300 GHz, based

on the interaction of free electrons with “structures” of different natures. Free

electron-based sources like klystrons, traveling-wave tubes (TWTs), backward

wave oscillators (BWOs), and gyrotrons have been extensively studied since the

mid of the past century to approach the high-frequency part of the microwave

region. Gyrotrons are generally designed to reach high average power and are not

described here since they deserve a review on their own [181].

The problem of energy transfer between a beam of relativistic electrons and a

co-propagating wave can be easily addressed within the framework of classical

electrodynamics [182]. It is known that the rate of energy exchange between

flowing charges and a wave is given by the integration of the ~J � ~E product over

the volume V ¼ Σ � L of the region of space where the interaction occurs:
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ΔP ¼ �1

2

Z

V

ℜ ~J � ~E� �
dV ð3:31Þ

Here ~J is the electron current density, which can be expressed as a sum over the

distribution of electrons with individual velocity ~vi and phase φi:

~J ¼ 1=V
X

i
e~viexp iφi½ 	 ð3:32Þ

~E is the electric field of a wave of the form ~E ¼ ~E x; yð Þexp i ωt� kzð Þ½ 	 and the

interaction volume V is defined by a mode cross-section Σ and an interaction length

L along the direction of propagation z. It is clear from (3.31) that energy exchange

can only occur between corresponding components of the electron current density

and of the wave electric field. In general, the longitudinal component of the current

density due to the drift motion of the electrons will not couple to an electromagnetic

wave propagating in the free space, since the latter one has zero longitudinal

electric field component. However, in a waveguide or in a suitable loaded structure,

TM modes can be excited, which have a longitudinal component of the electric

field.

Equations (3.31) and (3.32) tell us that the power exchanged between electrons

and the radiated field increases significantly when the electrons, or a great number

of them, have the same or similar phase φi. This happens if they are “bunched” on

the scale of the wavelength of the electromagnetic field (λ¼ 2π/ω). In order to

bunch the electrons, we need to induce a velocity modulation to the beam and

among the possible techniques, the most elementary one involves a structure,

realized with metal components, that exploits, again, the interaction between a

charged particle and an electromagnetic wave: this is a gridded gap as sketched in

Fig. 3.1.

When the gridded gap is coupled to a resonant cavity, we can excite a specific

frequency in the microwave spectral region, due to the energy exchange mecha-

nism. The central emitted frequency has a bandwidth related to the quality factor of

the resonant cavity.

Fig. 3.1 The “gridded gap”

circuit: an oscillating

voltage is applied between

two grids traversed by an

electron beam
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The simplest device exploiting the velocity modulation in a gridded gap is the

klystron. It uses two coupled cavities as illustrated in the schematic layout of

Fig. 3.2a.

The electron beam is generated by an electron gun and passes through the grids

of the first cavity: the input cavity. In this case an RF signal is coupled into the

cavity by means of a coaxial cable; the voltage developed across the cavity imparts

the velocity modulation to the beam. After the first cavity, we find a drift space,

where the velocity modulation is transformed into a spatial modulation or bunching.

A multi-cavity klystron and a klystron whose cavities are coupled by transmis-

sion lines are shown in Fig. 3.2b. A natural development of this scheme is to

introduce a large number of cavities. This condition corresponds to have the

electron beam that becomes only partially bunched between successive cavities.

The result is that the gain per cavity is reduced with respect to the klystron, while,

due to the increased number of cavities, the gain per unit length is increased.

Moreover the transmission line loading has the effect to lower the values of the Q

parameter of the cavities, increasing the bandwidth, without a corresponding power

loss. A sketch of a multi-cavity device with a transmission line connecting them is

reported in Fig. 3.2c: this device is a traveling-wave tube (TWT) amplifier. A TWT

is designed in such a way that the backward-traveling-wave contributions coming

from successive resonant cavities have canceling phases in order not to have energy

propagating in the backward direction. Moreover, due to the necessity to maintain a

phase relation between the electron beam and the electromagnetic wave, the TWT

is a so-called slow-wave structure. A slow-wave structure is a periodic composition

of elements in a guiding device in which the wave phase velocity ( vp
�� �� ¼ ω=kj j

where k is the electromagnetic wave momentum) has a value lower than the

vacuum speed of light c.

A periodic slow-wave structure is also used in the backward wave oscillator,

which is discussed next. The BWO [183] is a slow-wave device where the electrons

spiralize through a corrugated structure in an axial magnetic field interacting with

the first spatial harmonic of the backward wave. Indeed, in this region of the

dispersion relation, the phase velocity of the wave is positive and the group velocity

is negative. BWOs are tabletop devices that can operate in the THz region at

moderate power levels (1–100 mW). The technology of BWOs has been mostly

developed in Russia and they are now commercially available through companies

in the USA and Europe. BWOs operate with an accelerating potential in the range

1–10 kV and axial magnetic field of about 1 T. They can be tuned over tens of GHz

by varying the accelerating potential. A number of different BWOs can be

implemented in an integrated system to cover altogether a wide-frequency range

extending from 30 GHz to 1.2 THz.

As the frequency is increased toward the THz region, klystrons, TWT, and BWO

suffer from simple physical scaling problems and increasing metallic wall losses.

The small size of the resonant cavities that compose the periodic structure has

hindered the TWT from being developed at very short wavelengths, typically below
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3 mm, i.e., frequencies higher than 100 GHz. The need for high electron current

densities also becomes an issue.

Fig. 3.2 Operating scheme of the Klystron and its derived devices: (a) two-cavity klystron

amplifier; (b) klystron oscillator; (c) multi-cavity klystron or traveling-wave tube (TWT)
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The free electron-based radiation sources exhibit a time structure that is directly

related to that of the electron beam generator, because the electromagnetic field

generation mechanism is “quasi-instantaneous” and thus does not significantly

affect the electron pulse profile. Generally speaking, the electron pulse duration,

which can be as long as CW, and the repetition rate are related to the maximum

power (voltage times current) available from the modulator and of the pulse-

forming line. The electron guns used in commercial klystrons, for instance, have

voltages of hundred kilovolts, pulse durations of few microseconds, and kilohertz

repetition rates. Different electron guns have been developed in the past like, for

instance, the field emission electron gun that has an accelerating voltage higher than

1 MV, currents in the range of 1 kA, and pulse durations of 10–30 ns. These could in

principle be used as drivers of any free electron-based radiation source, leading to

short-pulse operation (few nanoseconds).

To overcome the necessity of reducing the physical size of the source compo-

nents as the frequency is increased, different schemes have been developed to let

the electrons exchange momentum and allow photon emission. The most frequently

used one is the magnetic undulator originally proposed by Motz [184] which was

employed by Phillips in the ubitron [185] back in 1960 to generate mm-wave

radiation and which led to the realization of the first free electron laser (FEL) in

1977 [186]. Other free electron devices are the Cherenkov FEL, based on the

interaction with a dielectric-loaded waveguide [187], and the metal-grating FEL,

based on the Smith–Purcell effect [188]. A summary of free electron-based gener-

ators of short pulses GHz and THz radiation is reported in Table 3.1.

Two free electron undulator-based sources of THz radiation have been devel-

oped at the ENEA Frascati Research Center, covering altogether the spectral range

from 90 GHz to 0.7 THz. The ENEA Compact FEL utilizes a 2.3-MeV microtron to

provide 13 ps electron bunches with four A peak current [189] (Fig. 3.3). The

electron beam is injected into an eight-period permanent magnet undulator

(λu¼ 2.5 cm), and the emitted radiation is stored in a hybrid resonator, which

utilizes a WR42 waveguide for transverse confinement of the mode and wire grid

electron transparent mirrors (ETMs) for the longitudinal confinement. Micropulses

occur with 330-ps spacing in a 4-μs long macropulse, which is repeated at 10 Hz.

Peak power in excess of 3 kW is obtained in the micropulse at 130 GHz. When the

Table 3.1 Free electron-based generators of short pulses GHz and THz radiation

Type Frequency range Electron beam type/voltage Pulse duration Peak power

Klystron 1–10 GHz Diode or triode e-gun 1–5 μsa 5–50 MW

HV TWT 35 GHz Diode or triode e-gun 50 ns 1 MW

Gyrotron 50–60 GHz Diode or triode e-gun 50 ns 40–50 MW

HV BWO 0.1–1.4 THz Diode or triode e-gun 20–100 ns 100 kW

Compact FEL 200–700 GHz Electrostatic <1 MV 20–100 ns 1 MW

300–3 THz RF driven 1 MV–5 MV 10–100 ps 1 MW
aTypical pulse duration of commercially available devices
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beam is focused to a spot size of about 0.5� 1 cm2, a peak electric field greater than

2 kV/cm is obtained in the micropulse.

The second FEL source, named FEL-CATS (Compact Advanced THz Source),

is a small-scale device that occupies an area of 0.5� 1� 2 m, comparable to that of

a standard optical table (Fig. 3.4). It exploits a high-efficiency generation scheme

based on the mechanism of coherent spontaneous emission [190]. FEL-CATS

utilizes a 2.5-MeV RF linac to generate the electron beam, which is injected into

a linearly polarized magnetic undulator composed of 16 periods, each 2.5-cm long,

with a peak magnetic field of 6,000 G. The electrons accelerated by the linac enter a

second RF structure, called phase-matching device (PMD), placed between the

linac and the undulator, which is controlled in phase and amplitude to correlate the

electron distribution in energy as a function of time in the bunch. In this way the

contributions to the total radiated field by individual electrons in the bunch are

added in phase, leading to a manifold enhancement of the coherent emission in a

single pass through the undulator and without the use of any optical cavity. Power

levels up to several kilowatts have been measured over a pulse length of about 5 μs.
The absence of resonators, and the use of a short length undulator, results in a

broadband emission. Tunable operation was obtained in the spectral region between

0.4 and 0.7 THz (800 μm to 400 μm wavelength) with a relative line width of about

10% FWHM [191].

A variety of biological systems have been studied with the ENEA Compact FEL

in the frame of the European project THz-BRIDGE [192]. The peculiar temporal

structure of the emitted radiation (Fig. 3.5) allows the investigation of the effects of

high-peak power while maintaining a low-average power incident on the sample,

typically few mW, thus avoiding heating effects.

Fig. 3.3 View of the ENEA Compact FEL source
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3.3.3 Biological Effects

Although a large number of experiments have been performed aimed at giving

insight into the biological effects of electromagnetic fields [193, 194], the bioeffects

of pulsed electromagnetic radiation have not been studied in as much detail as for

continuous wave (CW) radiation. The available studies mainly address the health

issue, giving emphasis on effects on carcinogenesis, teratogenesis, genotoxicity,

behavior, and nervous and cardiovascular systems. The majority of studies have

been carried out on laboratory animals, but cultured cells or yeasts have also been

employed. Overall results do not seem to indicate any consistent effect, but are far

to be conclusive since they are carried out under very different conditions in terms

of biological models, electromagnetic conditions, and assessed parameters

[169, 195].

Fig. 3.4 View of the ENEA FEL-CATS source

Fig. 3.5 Temporal structure of the ENEA Compact FEL
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A limited number of papers have been identified, which address the interactions

between pulsed electromagnetic radiation and biological membranes. They cover

the following radiation parameters ranges: electric field amplitude from 50 kV/m up

to 15 MV/m, pulse duration from 150 ps up to 500 ns, pulse rise time from 70 ps up

to 20 ns (not always indicated), and pulse repetition rate from 0.5 Hz up to 1 kHz.

Such studies are presented in the following.

In five in vitro studies, permeabilization effect of plasma membrane was

addressed either as evaluation of structural rearrangements or as uptake/release of

drugs and small molecules.

In particular, atomic force microscopy scanning of Chinese hamster ovary

(CHO) cells exposed to pulsed electromagnetic radiation revealed alteration in

the structure of plasma membrane, which increased upon increasing either the

electric field strength (from 50 to 400 kV/m) or the pulse number (from 10 to

200) [196]. It is worth noting that, in this paper, pulse parameters were not

accurately reported.

Kolb and coworkers detected an increased intracellular calcium levels in plate-

lets exposed to 150-ps long pulses at nonlethal electric field amplitudes (100 kV/

cm) [197].

Jordan and coworkers employed two cell lines, the non-excitable African green

monkey kidney cells (COS-1) and the excitable mouse neuroblastoma cells

(N1E-115), to compare the effectiveness in electroporation of three distinct RF

electromagnetic field modalities: (i) 25-kHz unipolar RF bursts, (ii) dc square

pulses, and (iii) bipolar RF burst (0–1.5 kV/cm) at 13.56 MHz and 20 kHz. In

both cell lines, the exposure modality at 25-kHz unipolar RF bursts resulted in

killing fewer cells (trypan blue uptake) in comparison to exposure modality at dc

square pulses, determining a measurable improvement in the electroporation yield

(DAPI uptake). The authors also claimed that exposure to bipolar RF burst

(0–1.5 kV/cm) at 13.56 MHz and/or 20 kHz was not able to cause electroporation;

however, no data were presented in the manuscript supporting such a claim [198].

Further, the same authors observed an increased uptake of the commonly

employed chemotherapy agent, bleomycin, in Jurkat cells. These cells were

exposed, in an electroporation cuvette, to trains of 10–100-UWB pulses at 1-Hz

pulse repetition rate and 50–200-kV/cm peak electric field strength, generated by a

gigahertz transverse electromagnetic cell-like structure. As a matter of fact, 24 h

after the exposure, UWB treatments gave rise to a significant increase in

bleomycin-induced cell killing, compared to pulse-only or drug-only

treatments [199].

Recently, Macaire and coworkers demonstrated an increased permeability in

plasma membrane of murine melanoma cells (B16f10) exposed to pulsed electro-

magnetic radiation. In particular, two trains of 30,000 pulses, each 2.4-ns long,

separated by 20-min interval at 100-Hz pulse repetition rate and 930-kV/m electric

field amplitude, were able to evoke, in the absence of significant alteration of cell

viability, the rapid release in the culture medium of the cytoplasmic adenosine

triphosphate (ATP), a highly polar, energy-related, signal molecule [200].

3 Special Electromagnetic Agents: From Cold Plasma to Pulsed Electromagnetic. . . 137



In seven different papers, the blood–brain barrier (BBB) was used as biological

model, either ex vivo from exposed rats or as BBB model coculture. One of these

papers reported also results in the blood–testis barrier (BTB).

The BBB is a highly specialized structural, transport, and biochemical (enzy-

matic) barrier, which mainly consists of microvascular endothelial cells and over-

lying astrocytic foot processes. It regulates the entry of compounds and cells

between blood and brain and, thus, has a fundamental role in brain homeostasis.

It also forms a route of communication between circulating blood and underlying

brain tissues. This barrier results from the selectivity of the tight junctions (TJs)

between microvascular endothelial cells that restrict the passage of solutes. At the

interface between the blood and the brain, endothelial cells are stitched together by

these TJs, which are transmembrane proteins anchored into the endothelial cells by

another protein complex. Transmembrane proteins of the TJ include occludin,

claudins, and junctional adhesion molecule [201].

The BTB in mammalian testes is constituted almost exclusively by different

specialized junctions between the Sertoli cells of the seminiferous tubule near the

basement membrane, where they create a unique microenvironment for the devel-

opment and maturation of meiotic and postmeiotic germ cells [202].

Different methods can be used to assess changes in the permeability of the blood

barriers. Histological methods involve the preparation of brain sections after the

experiment, which are then stained for the presence of the permeability marker in

the brain extravascular space. The permeability marker is either naturally present in

the blood or artificially injected during the experiment, and the most commonly

employed are horseradish peroxidase (HRP), Evans blue (EB), lanthanum nitrate,

and albumin. Physiological methods include comparison of the concentrations of

the tracer and a reference molecule in the blood, brain tissue, or both [203].

The measurement of transendothelial electrical resistance (TEER) is also an

accurate and sensitive indicator of the integrity of BBB. TEER represents the

impedance of the barrier structure; thus a decrease in TEER reflects an increase

in the permeability and a loss of barrier function.

Finally, the mechanisms underlying changes on permeability of BBB can also be

addressed by studying the localization and the expression levels of the tight junction

specialized proteins abovementioned.

Ding and coworkers studied changes in BBB permeability in Sprague–Dawley

rat models after exposure to 200 and 400 pulses, 14-ns long, with 200-kV/m electric

field amplitude, delivered at 1 Hz. The effect was detected by transmission electron

microscopy and immunohistochemistry using lanthanum nitrate and endogenous

albumin as vascular tracers, respectively. The increased BBB permeability resulted

reversible and associated with altered localization and decreased expression levels

of TJ proteins [204, 205]. In a series of subsequent studies, the same authors further

characterized the permeabilization of BBB induced by electromagnetic pulses, in

the same rat model, by determining (1) the role of protein kinase C signaling

pathway [206]; (2) the expression levels of TJ proteins, in different organs of

adult rats (i.e., the cerebellar cortex, hippocampus, heart, lung, and testis) [207];

and (3) the involvement of matrix metalloproteinases [208].
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Zhou and coworkers demonstrated in an in vitro model, established by

coculturing brain microvascular endothelial cells and astroglial cells isolated

from rat brain, an increase of BBB permeability after exposure to 100, 200, and

400 pulses, 350-ns long, at 100 kV/m and 400 kV/m and 2-Hz repetition rate. In this

case, changes in the permeability were assayed by measuring the TEER, the HRP

transmission, and the levels of BBB TJ-related proteins [209].

In a further in vitro BBB model composed by the epithelial/endothelial-like

human ECV304 cell line and primary rat cerebral astrocytes, increased BBB

permeability was also demonstrated after exposure to pulsed electromagnetic

radiation, 500-ns long, at a frequency of 2.856 GHz, with power density of

50 mW/cm2, 500 Hz repetition rate, for a total treatment duration of 5 min. Also

in this case, TEER and HRP transmission were assayed, and authors also demon-

strated the involvement of TJ-related proteins [210].

One study reported increased permeability of the BTB in BALB/c mice

subjected to 200 electromagnetic pulses, 350-ns long at 200-kV/m and 400-kV/m

electric field amplitude, by measuring the expression of TJ-associated

proteins [211].

Taken together, when considered over time, the effects on BBB and BTB were

found to be reversible and provided certain evidences that plasma membrane

structure represents a possible site of interaction of pulsed electromagnetic radia-

tion with mammalian cells.

3.3.4 Experimental Results on THz-Pulsed Electromagnetic
Radiation

As far as THz-pulsed electromagnetic radiation is concerned, the only investiga-

tions addressing direct effects on biological membranes were carried out on artifi-

cial membranes, such as liposomes [212]. Liposomes or lipid vesicles are

polymolecular aggregates, formed in dilute aqueous solution on dispersion of

individual bilayer-forming amphiphiles or of mixtures of geometrically comple-

mentary amphiphiles (cylindrical molecular shape). Liposomes are composed of

one or more closed shells (lamellae with a thickness of usually 4–5 nm), entrapping

a small volume of the aqueous solution in which the vesicles are formed [213]. Lipo-

somes prepared from biologically relevant amphiphiles (e.g., phosphatidylcholine)

are often used as biomimetic model system to study certain aspects of biological

membranes, e.g., peptide–membrane interactions and membrane permeability. In

particular, enzyme-containing liposome is a useful model to study even in small

alterations in lipid bilayer permeability induced by external stimuli (i.e., physical or

chemical), because the material exchange (i.e., substrate) between the bulk aqueous

phase and the liposome aqueous interior is very low.

Carbonic anhydrase (CA)-containing liposomes (Fig. 3.6) are prepared by using

a mixture of phosphatidylcholines, commonly present in natural membranes in
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combination with cholesterol, to increase the stability of the lipid bilayers, and the

charged lipids stearylamine added with the aim of preventing aggregation of the

liposomes. Carbonic anhydrase-loaded liposomes have been well characterized,

[214] and they are considered to retain typical permeation rates of solute across the

lipid bilayer [215]. They also enable a direct comparison with the permeability

function of the lipid bilayer in cell membranes.

The influence of 130-GHz radiation, at different peaks and average power levels,

was studied on the above model by evaluating induced changes on the diffusion rate

of the substrate p-nitrophenyl acetate (p-NPA) across the lipid bilayer. The influx of

the p-NPA across the lipid membrane was followed by means of a spectrophotom-

eter measurement of CA enzymatic activity. CA activity measurements were

performed in TRIS–saline (pH¼ 7.55) using p-NPA as substrate [216]. The appear-

ance of reaction product p-nitrophenolate anion (p-NP), at its peak absorbance at

λ¼ 400 nm, was followed. The enzyme reaction rate, expressed as change in

absorbance units at 400 nm/min (ΔA/min), was computed automatically as the

slope of a linear fit to the experimental recorded curves.

The exposure system has been designed in a way that made it possible to perform

the kinetic measurements of CA in real time during irradiation. For this purpose, the

sample cell of the CARY-50 spectrophotometer was modified to directly deliver the

130-GHz radiations to one side of the cuvette containing the liposomes in a final

volume of 1.5 ml (Fig. 3.7).

Fig. 3.6 Schematic representation of CA-loaded liposomes (left). The chemical structure of

dipolar (DPPC) and unipolar (SA) portion of lipids is depicted (right). CA enzyme molecule

partially located on the external surface of liposome is depicted
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The CA-loaded liposomes were unilamellar and homogeneous in size (�30 nm).

They showed a typical basal enzymatic activity in the sham samples due to the

presence of CA molecules partially located on the external surface of intact

liposome (Fig. 3.8 white column). Overall twelve different liposome preparations

were used for irradiation to 130 GHz, at different peaks and average power levels,

as well as pulse modulated at low-frequency repetition rate of 5, 7, or 10 Hz. The

analyses in both the frequency repetition rate domain and peak electric field domain

showed a window effect of irradiation on liposome permeability. A significant

enhancement of CA enzymatic activity, related to an increase of bilayer permeabil-

ity, occurred when the pulse repetition rate was 7 Hz more than 5 Hz or 10 Hz. It

was previously indicated that CA-loaded liposomes have a natural resonant fre-

quency; they may respond selectively to 7-Hz frequency [217]. It is worth nothing

that liposome bilayer is about 4-nm thick and that the peak electric field applied

through the 130-GHz radiation was up to 2,700 V/cm, about two orders of magni-

tude lower than naturally developed across lipid bilayer. A clear role of the peak

electric field in eliciting the observed effect resulted in a window effect around

Fig. 3.7 Exposure system:

(a) an electroformed copper

horn is used to match the

circular cross section of the

THz beam to the rectangular

cross section of the cuvette.

(b) Internal view of the

CARY-50

spectrophotometer modified

to allow THz irradiation of

the sample from the side of

the cuvette. (1) THz beam,

(2) electroformed copper

horn, (3) cuvette containing
the liposome preparation

(width� height� thickness

¼ 1� 3� 0.5 cm), (4)
spectrophotometer probe

beam
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2,580 V/cm (Fig. 3.8). In this case, by applying an electromagnetic pulse at this

frequency, the liposome may store the combined energy of each pulse as some sort

of vibration. This could enable it to rearrange phospholipids in the lipid bilayer

leading to change of permeability, which would not have been possible from the

energy of each pulse alone, but only at this resonant frequency.

3.4 Concluding Remarks

Although high-voltage electric pulses and ultrawideband pulsed electromagnetic

radiation are generated and delivered to biological system in different modalities,

they present some common specific properties, such as very high amplitude, a

complex temporal signature, ultrashort duration, and very low-energy deposition in

biological material [218]. As a matter of fact, in all cases cell membrane

permeabilization occurred, consistently with the effect highlighted, in much more

detail, in the case of high-voltage ultrashort electric pulses, on both cell membrane

and intracellular targets. An intriguing question is whether biological systems are

able to demodulate rapidly oscillating electromagnetic fields. A schematic repre-

sentation of this issue is reported in Fig. 3.9, to help visualizing such a concept from

a qualitative point of view. A nonlinear response of the biological system may filter

out a low-pass envelope of the wave electric field, which resembles a short electric

pulse comparable to those applied with electrodes. Short pulses of electromagnetic

energy in the frequency range 30–3,000 GHz could then be used to investigate the

basic interactions in cellular systems by comparing their effect to that of short

electric pulses with same amplitude of the electric field and same pulse duration.

Whether the basic mechanisms of interaction are the same or not is still an open

question. A possible unifying view comes out from studies of molecular dynamic

Fig. 3.8 Effects of pulsed 130-GHz radiation on permeability of CA-loaded liposome. The

enzymatic hydrolysis rate increases as function of the calculated peak electric field is shown

142 P. Lukes et al.



simulation, which identifies the lipid electropore, a nanometer-scale conductive

pathway forming across the membrane structure, upon the electric stimulus appli-

cation, as the primary event leading to plasma membrane permeabilization [219].

Only few studies address direct effects of pulsed electromagnetic radiation on

biological membranes, the majority being related to health issues. For this reason,

pulse parameters actually experienced by cell structures are often inaccurately

described or even missing. Therefore more systematic investigations on this topic

are needed both for elucidating basic interaction mechanisms and for the develop-

ment of new minimal invasive diagnostic and therapeutic procedures. The latter are

also fostered by the most recent technological advancements that have led to the

availability of new radiation sources.

With this respect, the possibility of using pulsed electromagnetic radiation for

reversible opening of blood–brain barrier is particularly attractive in view of the

development of new therapeutic strategies for brain tumors and neurodegenerative

disorders like Alzheimer’s disease, Parkinson’s disease, or different types of met-

abolic disorders.

Electrical discharge plasma in dry and humid gases as well as over and directly

inside liquid water can also effectively inactivate a wide range of microorganisms

over many orders of magnitudes by chemical and physical means. While our

knowledge of many of the chemical pathways and the various physical factors

that affect cellular structures are known, there remain many challenges to develop

predictive tools and mathematical analysis to quantify these effects and to deter-

mine how much of a given inactivation is due to the specific factor. Beyond

Fig. 3.9 Qualitative comparison of wave-packets and short electric pulses (T, duration of the

wave packet; τ, optical cycle; E, amplitude of the wave electric field)
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microbial inactivation, current and future efforts in biomedicine involve plasma

interaction with eukaryotic cells and in particular with human cells from stem cells

to cancer cells. Plasma interaction with such cells can certainly be destructive, as

desired for cancer treatment, but perhaps new advances in plasma technology will

enable more constructive alterations of cellular metabolism. These processes were

not covered in this chapter; however, the research on biomedical applications of

plasmas, also called plasma medicine, becomes a rapidly developing field during

recent years. A wide range of studies in the field of plasma medicine include the

treatment of skin diseases, wound sterilization, treatment of dental cavities, plasma

stimulation of blood coagulation, skin cancer, prion, and protein and pyrogenic

substance inactivation. Such developments clearly require the combination of new

plasma technologies (e.g., new power supplies and methods to deliver and control

the plasma) with advanced understanding of the biochemical and physiological

responses.
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Chapter 4

Biological Responses

Ken-ichi Yano, Lea Rems, Tadej Kotnik, Damijan Miklavčič,

James C. Weaver, Kyle C. Smith, Reuben S. Son,

Thiruvallur R. Gowrishankar, P. Thomas Vernier, Zachary A. Levine,

Marie-Pierre Rols, Justin Teissie, Lluis M. Mir, Andrei G. Pakhomov,

Peter Nick, Wolfgang Frey, David A. Dean, Keiko Morotomi-Yano,

Robert E. Neal II, Suyashree Bhonsle, Rafael V. Davalos,

and Stephen J. Beebe

Abstract Cells are the structural and functional unit of all living organisms and

exhibit fundamental properties of life. Cells are surrounded by the cell membrane

and subdivided into various compartments. Pulsed electric fields (PEFs) exert

profound effects on cells by interacting with the cell membrane and other cellular

components. This chapter describes the biological effects of PEF at cellular and

subcellular levels. First, this chapter begins with the overview of cell exposure to

PEF from a biophysical point of view. Second, the interaction of PEF with biological

membranes, membrane pore formation, and their physiological significance is

described from multifaceted standpoints. Next, this chapter explains subcellular

events induced by PEF, including the effect on cytoskeleton and signal transduction.
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Lastly, detailed description on irreversible electroporation and cell death by PEF is

provided. The topics covered in this chapter serve as the basis for the applications of

PEF in medicine, environmental science, and food and biomass processing.

Keywords Electroporation • Electropermeabilization • Computational model •

Cell membrane • Cellular effect • Cell death

4.1 Biophysical Aspects of Cell Exposure to Electric Pulses

Lea Rems, Tadej Kotnik, and Damijan Miklavčič

Abstract Exposure of a cell to an external electric field results in induced trans-

membrane voltage (ΔΨm) which superimposes onto the membrane resting potential.

If the absolute value of ΔΨm is high enough and present long enough, an increased

transmembrane transport of ions as well as charged and neutral molecules can be

observed, i.e., the cell membrane electroporates. Theoretical models predict thatΔΨm

(related to increased electric field in the membrane) reduces the energetic barrier for

formation of small pores in the membrane lipid bilayer and allows pore expansion and

stabilization. Although the process of formation and dynamics of each pore is

stochastic, on the scale of cells and tissues, the effects of membrane electroporation

only become detectable at ΔΨm exceeding a certain “critical” value. This critical

value has been reported in the range from few hundreds of millivolts to about 1 V;

though, it was found that it depends on experimental conditions and cell type. Since

ΔΨm appears to be the driving mechanism of electroporation, it is crucial to know its

time and spatial distribution during application of an electric pulse. In this chapter we

thus review three different approaches for determining ΔΨm: analytical, numerical,

and experimental. Based on combined measurements of ΔΨm and transmembrane

molecular transport, we also demonstrate that transmembrane transport is indeed

confined to the membrane regions, where ΔΨm exceeds a certain critical value.
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4.1.1 Cell in the Electric Field

From the electrical point of view, a cell can roughly be described as an electrolyte-

resembling solution (the cytoplasm) surrounded by a thin layer of dielectric mate-

rial (the cell membrane) and immersed into another electrolyte-like solution (the

extracellular medium). The cell can be thus considered as a closed capacitor. This

(electrically) heterogeneous structure allows electric fields to act particularly on the

cell membrane and modify the transmembrane voltage. Modification of the trans-

membrane voltage can then result in a variety of profound biochemical and

physiological responses in biological cells, such as cell migration, modulation of

cell growth, triggering of action potentials in excitable cells, and membrane elec-

troporation [1–3].

In practically every cell, there is already an endogenous transmembrane voltage

present in physiological conditions, which is termed the resting potential (or resting
voltage). The resting potential arises from a charge imbalance on two sides of the

cell membrane and is maintained by a system of ion channels and pumps in the

membrane. Typically, the interior of the cell is slightly more negative than its

exterior, and the resting potential reaches up to several �10 mV (depending on the

cell type), when measured from the inside toward the outside of the cell. When

exposed to an external electric field (such as by placing the cell between two

electrodes connected to a voltage pulse generator), an additional component termed

the induced transmembrane voltage and denoted by ΔΨm is superimposed onto the

resting potential. Unlike the resting potential, ΔΨm is present only for the duration

of the exposure to the electric field, is proportional to the electric field strength, and

varies with the position on the membrane.

Let us first consider the general physical picture of what happens when the cell is

placed between two electrodes, and we change the electric potential on one of the

electrodes (i.e., a step change in the voltage between the electrodes). At first

instance, an electric field is established between the electrodes. The electric field

then acts to rotate (polarize) water and other dipolar molecules, e.g., lipid head

groups and proteins. The relaxation time of water molecules in pure water is about

8 ps at room temperature, the relaxation time of water molecules bound to the

membrane interface is on the order of 100 ps, lipid head groups on the order of 1 ns,

and proteins up to the order of 100 ns [4–6]. Particularly the polarization of dipoles

at the water–membrane interface partially contributes to an increase in ΔΨm

[7]. The other contribution comes from redistribution of charged ions and mole-

cules in the extracellular and intracellular solutions by the influence of the electro-

phoretic force, which begins to charge the membrane. How fast this process is,

depends on the cell size and the conductivity of the solutions (the mobility and

concentration of charged particles in the solution). For cells in medium with

physiological conductivity, it takes up to few microseconds to fully charge the

cell membrane; however, in low conductive extracellular medium, this process can

also take tens of microseconds [8]. As long as the cell membrane is charging and its

transmembrane voltage is changing, the interior of the cell is exposed to the electric
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field and the membranes of the intracellular organelles are charged as well. In the

first tens of nanoseconds, the voltage induced on an organelle membrane is com-

parable to the voltage induced on the cell membrane. However, the more the cell

membrane is charged, the lower is the electric field inside the cell. Due to lowering

of the intracellular electric field, the voltage on the organelle membranes starts to

drop. After a certain time, the cell membrane is completely charged and reaches a

steady-state value of ΔΨm. The cell membrane at this point acts as a shield,

preventing its interior to be exposed to the electric field.

This physical picture can be mathematically described in terms of the partial

differential equation:

∇ σ þ ε
∂
∂t

� �
∇Ψ x; y; z; tð Þ

� �
¼ 0 ð4:1Þ

with Ψ denoting the electric potential, σ denoting the electrical conductivity, and ε
denoting the dielectric permittivity. If we replace the partial derivative ∂/∂t with its
complex equivalent s, the equation can also be solved in the complex frequency

domain for sinusoidal electric fields or arbitrary pulse shape using Laplace trans-

form [9, 10]. This approach is general regardless of the size, shape, and arrange-

ment of the cells, but is only valid as long as the finite speed of electromagnetic

wave propagation can be neglected, i.e., we assume that the electric field is

established between the electrodes instantly. This equation needs to be solved in

every region that can be attributed a certain electrical conductivity σ and electric

permittivity ε (Fig. 4.1a). TheΔΨm can then be calculated as the difference between

the electric potentials on each side of the region, representing the membrane.

If at any point ΔΨm gets high enough to induce sufficient number of conductive

pores, the pores allow enhanced ionic transport through the membrane which

increases the membrane conductivity by several orders of magnitude. This in turn

partially discharges the membrane and thereby reduces ΔΨm during the pulse

[11, 12]. In such case the membrane conductivity has to be considered as a function

of ΔΨm [13], which will be in more detail described in Sect. 4.2. In this chapter,

however, we will only consider the case of ΔΨm for nonporated membrane, where

the membrane conductivity can be considered constant.

4.1.2 Determination of the Induced Transmembrane Voltage

For cells with regular shapes (spheres, spheroids, cylinders) that are sufficiently far

apart (in dilute suspensions), Eq. (4.1) and thereby the time dependence and spatial

distribution of the ΔΨm can be derived analytically [15]. In the case of irregular

shapes, cells close to each other (in dense suspensions, cell clusters, tissues), or

when including nonlinear equations describing pore formation and pore dynamics

accompanied by changes in the membrane conductance, the analytical approach is

no longer possible. In such case, Eq. (4.1) has to be solved numerically. Another
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way for determining the ΔΨm is by experimental measurements with voltage-

sensitive fluorescence dyes. In the following subsections, we describe these three

methods in more detail.

4.1.2.1 Analytical Derivation

We will begin with a model of an isolated spherical cell placed in a homogeneous

electric field. Although biological cells are not perfect spheres, in theoretical

treatments they are often considered as such. Particularly for cells in suspensions,

this is a reasonable approximation.

If an electric pulse is long enough so that ΔΨm reaches steady state, the time

derivatives in (4.1) are zero, and the partial differential equation simplifies to the

Laplace equation: ΔΨ(x, y, z) ¼ 0. This equation can be solved in a particular

coordinate system: for a spherical cell, in spherical coordinates by applying phys-

ically realistic boundary conditions (finiteness of Ψ, continuity of Ψ and its deriv-

atives, and asymptotic vanishing of the cell’s effect on Ψ with increasing distance

from the cell). The detailed derivation of the spatial distribution of ΔΨm can be

found in [15]; we will only outline the results here.

As a first approximation, we can consider that the cell membrane has zero

conductivity and that the intra- and extracellular solutions are perfect conductors.

Moreover, since the cell membrane acts as a shield, the interior of the cell can also

be neglected. This leads to a well-known steady-state Schwan equation:

Fig. 4.1 (a) Model of a spherical cell with a concentric spherical organelle. The model consists of

five regions, each characterized by an electrical conductivity (σ, in S/m) and a dielectric permit-

tivity (ε, in As/Vm). Subscript index “e” corresponds to the extracellular solution, index “1” to the

cell and index “2” to the organelle. (b) The time course of ΔΨm (solid) and ΔΨm,org (dashed),
normalized by the electric field strength E and the cell radius R1, at the point on the membrane,

where the ΔΨm and ΔΨm,org reach the highest value (θ¼ 0). Calculation was obtained based on

analytical approach for solving (4.1) (see Sect. 4.1.2.1) for a spherical cell with radius R1¼ 10 μm
containing a concentrically positioned spherical organelle with radius R2 ¼ 3 μm in medium with

physiological conductivity. Inset shows the normalized ΔΨm along the cell membrane in steady

state, when the charging of the cell membrane is completed (Adapted from Ref. [14])
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ΔΨm ¼ 1:5ER cos θ ð4:2Þ

The ΔΨm is proportional to the electric field strength E and the cell radius R and

varies with the cosine of the angle θ between the direction normal to the membrane

surface and the direction of the applied electric field (Fig. 4.1, inset in B). The

highest absolute value of ΔΨm is thus established at the points, which are closest to

the electrodes (often referred to as the “poles” of the cell). This approximation is

well suited for cells, which are placed in a solution of physiological conductivity

(~1 S/m); however, for media with much lower conductivity (particularly 0.01 S/m

and less [8]), the factor 1.5 reduces considerably. Moreover, when pulses are few

microseconds long or less, the time dependence of ΔΨm of the membrane charging

should also be taken into account. The more general expression describing ΔΨm,

which also takes into account the membrane conductivity, is the first-order Schwan

equation:

ΔΨm ¼ f ER cos θ 1� e�t=τm
� �

ð4:3aÞ

f ¼ 3σe 3dR2σi þ 3d2R� d3
� 	

σm � σið Þ
 �
2R3 σm þ 2σeð Þ σm þ 1

2
σi

� 	� 2 R� dð Þ3 σe � σmð Þ σi � σmð Þ ð4:3bÞ

τm ¼ Rεm
d 2σeσi
2σeþσi

þ Rσm
ð4:3cÞ

Note that both the factor f and the time constant of membrane charging τm depend

on the properties of the extracellular medium as well as the electrical and geomet-

rical properties of the cell.

If the pulse length is further reduced below 1 μs, the dielectric permittivity of the

aqueous media surrounding the cell needs to be taken into account, and expression

(4.3) expands into the second-order Schwan equation [10]. This also applies for

sinusoidal electric fields with frequencies above 1 MHz.

In the submicrosecond range, particularly for pulses that are on the order of

10 ns, the transmembrane voltage on intracellular organelles becomes comparable

to the transmembrane voltage on the cell membrane (Fig. 4.1) [14]. For a spherical

organelle positioned concentrically inside a spherical cell, the ΔΨm (here denoted

ΔΨm,org) can also be derived analytically. Such representation of a cell is referred to

as the “double-shell model” and is also often used for determining electrical

properties of cells using dielectric spectroscopy [6, 16]. The analytical expression

is rather complicated and lengthy and will not be presented here, but can be found in

[14]. Let us just note that both the ΔΨm and ΔΨm,org are proportional to the electric

field strength and vary with cosine of θ, but both are also dependent on the electrical
properties of the extracellular medium, as well as geometrical and electrical

properties of the cell and the organelle. For cells that have a large nucleus, the

nucleus can considerably affect the ΔΨm during the charging phase, so a double-

shell model needs to be used also for correctly determining ΔΨm on the cell
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membrane, even if ΔΨm on the nuclear membrane is not of interest [17]. The ΔΨm,

org is also roughly proportional to the size of the organelle, so a higher electric field

is required to induce a similar ΔΨm,org on a smaller organelle [18].

In the nanosecond range, ΔΨm and ΔΨm,org become comparable; therefore,

nanosecond pulses which result in sufficiently high electric field can be used to

electroporate both the cell membrane and membranes of intracellular organelles.

This corroborates with experiments [19–22]. An example is shown in Fig. 4.2,

where multiple 60-ns, 50-kV/cm pulses were used to electroporate membranes of

postendocytotic vesicles in mouse melanoma cells B16-F1 [22]. Electroporation of

vesicles (detected by release of fluorescent dye Lucifer yellow) was also accompa-

nied by plasma membrane electroporation, detected by uptake of propidium ions.

Fig. 4.2 Electroporation of postendocytotic vesicles in mouse melanoma cells B16-F1 cells after

applying multiple 60 ns, 50 kV/cm at 1 kHz repetition frequency. Vesicles were loaded with

membrane-impermeable dye Lucifer yellow (LY), and the extracellular medium contained

membrane-impermeable dye Propidium Iodide (PI). Phase contrast, LY, and PI fluorescence

images of cells before pulsing (a–c), 10 min after applying five pulses (d–f) or 20 pulses (g–i).

When no pulses are applied, vesicles appear in LY fluorescence image (b) as distinct bright dots.

The cell membrane is intact as can be seen by the absence of fluorescence in PI fluorescence image

(c). After application of five pulses, only electroporation of the cell membrane is detected by an

increase in PI fluorescence inside the cells (f). After 20 pulses, electroporation of vesicles is also

detected by release of LY from the vesicles, which can be seen as decrease in fluorescence of the

vesicles accompanied by increased LY fluorescence in the cytosol (h) (From Ref. [22])
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4.1.2.2 Numerical Computation

Numerically, (4.1) can be solved, e.g., with finite difference method [23], finite

volume method [24], finite element method [25], distributed equivalent circuit

representation [26], or a transport lattice approach [27]. Here, we present the finite

element method, which is well suited for handling curved boundaries and has been

used by our group to compute the steady-state ΔΨm of irregularly shaped cells

[25, 28]. Finite element computation of ΔΨm is generally performed in four steps.

First, the three-dimensional geometry of the cell(s) of interest is constructed.

Second, the continuous geometry is “meshed” into discrete, usually tetrahedral

elements, and the partial differential Eq. 4.1 describing the electric potential is

transformed by the finite element method into a matrix equation of algebraic

expressions. Third, the matrix equation is solved, either directly or iteratively

(until reaching adequate convergence). Finally, the transmembrane potential is

extracted from the computed spatial distribution of the electric potential as the

difference between the electric potential on each side of the membrane. The three-

dimensional model of an irregularly shaped cell can be constructed from a sequence

of cross-sectional images of the cell under consideration, based on microscopic

images of the cell membrane, stained with a fluorescent membrane dye, such as

di-8-ANEPPS (Fig. 4.3). This model can be imported into a suitable software

package (e.g., Comsol Multiphysics), which discretizes the model into finite ele-

ments and solves (4.1) by the finite element method.

Explicit representation of the cell membrane in the model can nevertheless lead

to problems. The meshing of the cell membrane, which is over 1000-fold thinner

than the dimensions of a typical cell, requires the model to consist of an extremely

large number of small finite elements. This consequently requires a large amount of

computer memory and long computational time to solve the matrix equation.

However, unless the spatial distribution of the electric potential inside the mem-

brane is of interest, this can elegantly be avoided by representing the membrane

with a boundary condition describing the transmembrane current density Jn [25]. As
far as intracellular and extracellular potential is concerned, the effect of the

membrane with thickness d, electrical conductivity σm, and electric permittivity

εm is equivalent to the effect of an interface with thickness 0, surface electrical

conductivity σm/d, and surface electric permittivity εm/d:

Jn ¼ σm
d

Ψint � Ψextð Þ þ εm
d

∂
∂t

Ψint � Ψextð Þ ð4:4Þ

The first term on the right-hand side represents the conductive and the second

term the capacitive component of the electric current flowing through the mem-

brane. By assuming that σm is a function of ΔΨm, this approach can be extended

further, e.g., to simulate the time course of electroporation [28].

In addition to irregular cells, numerical computation can be used for determina-

tion of ΔΨm in cells in dense suspensions. When cells are close to each other, the

local field around each cell is affected by other cells, and the spatial distribution of

ΔΨm starts to deviate significantly from that given by (4.2) and (4.3). As the volume
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fraction occupied by the cells increases beyond 10% and approaches 50%, the

factor 1.5 gradually decreases toward 1, and the distribution also starts to diverge

from the ideal cosine shape [29, 30]. Due to the lower ΔΨm, the efficiency of

electroporation with the same pulse parameters is typically lower in dense suspen-

sions than in dilute ones [31].

4.1.2.3 Experimental Measurement

An alternative to both analytical and numerical determination of ΔΨm is the

experimental approaches. These include measurements with microelectrodes and

with potentiometric fluorescent dyes. Microelectrodes (either conventional or patch

clamp) were used in pioneering measurements of the action potential propagation

[32, 33] and were preferred for their simple use and high temporal resolution.

Nevertheless, the invasive nature of microelectrodes, their low spatial resolution,

Fig. 4.3 Numerical computation of ΔΨm: (a) fluorescence cross-section images of two cells, (b)

contours of their cross sections, (c) three-dimensional model of the cells constructed from the

contours, (d) computed distribution of electric potential, (e) computed ΔΨm (red: left cell, black:
right cell) (From Ref. [25])
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and physical presence, which distorts the external electric field, are considerable

shortcomings. In contrast, measurements by means of potentiometric dyes are

noninvasive, offer higher spatial resolution and do not distort the field and by that

the ΔΨm, and allow the measurement to be performed on a number of cells

simultaneously. Potentiometric dyes such as di-8-ANEPPS [34–36], RH292

[11, 12], and ANNINE-6 [37, 38] have thus become the preferred tool in experi-

mental studies and measurements of ΔΨm, experimental studies of voltage-gated

membrane channels, and monitoring of nerve and muscle cell activity. These dyes

incorporate into the lipid bilayer of the cell membrane, where they start to fluoresce,

with their fluorescence spectra being dependent on the amplitude of the transmem-

brane voltage; the relative change in fluorescence of these dyes is linearly depen-

dent on the transmembrane voltage in a certain range of voltages. With a suitable

experimental setup incorporating a pulse laser, a fast and sensitive camera, and a

system for synchronizing the acquisition with the field exposure, these dyes enable

monitoring of the time variation of ΔΨm with a resolution of microseconds, and in

the case of ANNINE-6, down to nanoseconds. The latter dye was used to determine

ΔΨm during exposure to electroporating 60-ns long pulses [37, 38]. However, the

measurements revealed that ΔΨm on the cathodic side of the membrane is consid-

erably lower that on the anodic side, which was attributed to reorientation of lipid

head groups by the electric field. This reorientation could locally affect the electric

field, which is felt by the dye molecules incorporated into the outer leaflet of the

membrane bilayer.

The measured voltage can then be compared to theoretical prediction, either by

analytical derivation (e.g., the case of spherical cells) or by numerical computation

for irregularly shaped cells. In both cases, one obtains a very good agreement,

which confirms the applicability of (4.1) for determining the transmembrane volt-

age (Fig. 4.4), at least in the microsecond and millisecond range and below

electroporation threshold, i.e., while membrane conductivity can be considered

constant. Figure 4.4c compares ΔΨm measured with di-8-ANEPPS during a

nonporative 50-ms pulse to numerically predicted steady-state ΔΨm.

4.1.3 Correlation Between Induced Transmembrane Voltage
and Molecular Transport

To monitor transmembrane molecular transport and thereby determine the

electroporated regions of the membrane, cells are exposed to the electroporating

electric field in the presence of an otherwise membrane–impermeant fluorescent

dye such as propidium iodide (PI). The fluorescence of PI increases by several

orders of magnitude when the dye is bound to nucleic acids, due to which the

localized entry of the dye through electroporated regions of the membrane into the

cell is detected as a local increase in fluorescence. The correlation between theΔΨm

and the electroporation-mediated transport across the membrane can be demon-

strated particularly clearly by combining potentiometric measurements and
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monitoring of transmembrane transport on the same cell. An example is shown in

Fig. 4.4. These experimental results confirm the theoretical prediction that the

highest values of ΔΨm are found in the membrane regions facing the electrodes

(the “poles” of the cell) and show that electroporation-mediated transport is

detected in these same regions, i.e., the areas for which the absolute value of

ΔΨm is above a certain critical value. This critical value is though a very rough

estimate. It has been reported in the range from few hundreds of millivolts to about

1 V; however, it was found that it depends on experimental conditions and cell type

and can vary even among cells of the same type [39]. Furthermore, the threshold of

uptake detection depends on the sensitivity of the imaging system and generally on

the dye being used for detection of molecular transport [40–43]. Due to stochastic

nature of pore formation, higher ΔΨm is also predicted to be required for formation

of a similar number of pores, and hence detectable electroporation, if the pulses are

shorter [44]. Albeit the critical value of ΔΨm cannot be considered as a general

predictor of detectable electroporation, the dependence of membrane electropora-

tion and transmembrane molecular transport on sufficiently high ΔΨm clearly

demonstrates that molecular transport is closely correlated to ΔΨm.

Fig. 4.4 The induced transmembrane voltage (ΔΨm) and electroporation of an irregularly shaped

Chinese hamster ovary (CHO) cell: (a) changes in fluorescence of di-8-ANEPPS reflecting ΔΨm,

with dark regions corresponding to membrane depolarization and bright regions corresponding to

membrane hyperpolarization; (b) fluorescence of propidium iodide (PI), reflecting transport of PI

across the membrane; (c) ΔΨm along the path shown in (a) as measured (black solid) and as

predicted by numerical computation (gray dashed); (d) fluorescence of PI along the path shown in
(a) (Adapted from Ref. [45])
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4.2 Continuum Modeling for Bioelectrics

James C. Weaver, Kyle C. Smith, Reuben S. Son, and Thiruvallur R. Gowrishankar

Abstract A model is a quantitative hypothesis. For bioelectrics a model predicts

what will happen for particular electrical conditions. Here we consider isolated,

single cells with a single, outer membrane (plasma membrane or PM). Related

models with multiple membranes treat cells with organelles or multiple cells close

together (tissue). We use computational models, which can be both precise and

complex, while still allowing quantitative testing. Existing models include multiple

interactions and parameters and accept a wide range of applied field waveforms as

inputs. Complex computational models are increasingly key to science and engi-

neering. Here we present bioelectric modeling based on nonequilibrium processes.

Physically, fields drive movement and/or reorientation of entities with permanent or

induced charge. Biologically, living cells exist far from equilibrium, driven by

metabolism. We recognize both sources of nonequilibrium processes as a basis for

bioelectric models. Living cells involve many active processes. Some take place

near or within membranes, which amplify externally applied electric fields by

responding with larger membrane field changes. These amplified membrane fields

couple to cell functions such as voltage-gated channels and the transient pores of

electroporation (EP). For bioelectrics the electrical response (transmembrane volt-

ages, local fields) and chemical changes (transport) are of interest. Many early

models are passive, with electrical properties remaining fixed when a field is

applied. We describe a meshed transport network method, focusing on EP, which

causes changing membrane properties. These models’ responses can be estimated

for fields with strengths of 0–100 kV/cm and durations from ~1 ns to ~1 s, for both

idealized and digitized experimental pulse waveforms.

4.2.1 Model Construction

Passive models with analytical expressions for cell responses are well established

[10, 48]. Models with irregular membrane geometries and complex physiologic

behavior are also established for normal physiology where bioelectrics is

unimportant. Here we focus on models with large, spatially distributed membrane

conductance changes by EP, using a general method. EP is the generally accepted

mechanistic hypothesis for rapid (nanosecond) increases in local membrane con-

ductance by field pulses [46, 47]. EP accounts for key experimental behaviors (e.g.,

flattening of the transmembrane voltage profile) and transport of dissolved (free)

ions and molecules through the outer (plasma) and inner (organelle) membranes.

EP is fundamentally nonthermal: there is Joule heating, but temperature rise itself

causes insignificant pore creation.
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4.2.2 Modeling Based on Nonequilibrium Transport

Models based on transport recognize that (1) fields drive charged species transport,

e.g., electrodiffusion of small ions and large molecules, and (2) living cells operate

far from equilibrium, e.g., metabolically driven resting potential sources. Basing

models on transport inherently allows inclusion of both gentle and steep gradients

in space and time. Gradients in electric potential define fields; gradients in solute

concentrations (ions and molecules) drive electrodiffusion. Ubiquitous small ions

control electrical behavior, while electrodiffusion of larger ions and molecules

occurs within bulk media and through dynamic pore populations [46]. Meshing

constrained by membrane geometry establishes transport networks [46]. Transport

between nodes is governed by established equations, with solutions obtained by

Kirchhoff’s laws [49]. Here we discuss basic features of our modeling methods.

Details and basic equations are publicly available [46, 47].

4.2.3 Simplest Cell Model

For basic concepts we use a cell model with a single curved membrane (cylindrical

geometry, Fig. 4.5a, d) [46, 47]. In addition to being the simplest case, it is a starting

point for multiple membrane models (Fig. 4.5b, c, e, f). In our models “transport” is

general, including sources and sinks for transported free solutes. Even “movement”

of pore radius (rp) within a changing landscape where pores expand and contract is

considered transport, mathematically analogous to electrodiffusion of solutes,

described by the Smoluchowski equation (SE) [46, 50]. Here we focus on the

simplest model (Fig. 4.5a, d).

4.2.4 Pore Models

Models of nanometer-scale pores include cylindrical, toroidal, and trapezoidal

holes. Trapezoidal geometry reflects some cylindrical and toroidal features

(Fig. 4.6a, b) and compares favorably with molecular dynamic (MD) pore geom-

etries (Sect. 4.1). The trapezoidal model has some of the focusing fields within the

flared openings, with the full focusing fields having well-known “spreading resis-

tance” or “access resistance” [46, 47]. Focusing fields guide free charged solutes

(ions and molecules, approximated as cylindrical) toward and away from pore

interior regions. Within heterogeneous focusing field regions, solutes move by

electrodiffusion toward and away from membrane pore interiors. Inside the restric-

tive, cylindrical pore interior (half the membrane thickness), electrodiffusion is

more complicated.
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The mesh interconnects all nodes, with most in bulk aqueous media (Fig. 4.5).

The most complex interactions occur in the membrane. Transmembrane node pairs

contain local models for fixed (passive) components of the conductive and capac-

itive membrane properties, a metabolically driven resting potential source, and also

a complete nonlinear, hysteretic membrane EP model with (1) an absolute rate

equation for pore creation at r*, (2) the Smoluchowski equation (SE) for pore

expansion/contraction within the changing (Um-dependent) energy landscape

(Fig. 4.6c), and (3) pore destruction. The many interconnected interactions yield

a cell system model.

The model includes K, the partition factor, which depends on pore size (radius,

rp) and electrical charge (charge number, zs). Transport also depends on H, the
hindrance factor, which is most restrictive for the pore interior. H depends on the

relative size of the solute (radius, rs) and pore radius (rp) [46]. Electrodiffusion of

each solute (e.g., propidium, calcein) is computed separately [47].

Fig. 4.5 Geometry and meshed transport network for cell models. (a) PMwith the simplest, single

curvature [46, 47]. (b) Multiple intracellular membranes, for example, two mitochondria (ovals)
with mitochondrial outer and inner membranes (MOM and MIM, respectively), a very large

endoplasmic reticulum membrane (convoluted) and a large double-membrane nuclear envelope

(circular). As depicted here, a single curve represents either a single or double membrane, but the

models have separate membranes, with different electrical properties when appropriate [46]. (c)

Multiple cell model for studying basic EP-mediated solute transport in tissue. (d–f) Corresponding

meshed transport networks for (b–c)
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4.2.5 Pore Energy Landscape and Pore Behavior

When a pore is created, it appears in the landscape, W, at r* (0.65 nm, Fig. 4.6c).

The Smoluchowski equation and landscape together govern the resulting “motion”

of rp, with pore expansion equivalent to rp increasing and for pore contraction rp
decreasing. During a pulse W at each of the many transmembrane node pairs

changes, so that pore populations (pore-size histograms) at different membrane

sites evolve and eventually vanish postpulse. Pore populations interact through the

aqueous portion of the mesh, so that the model’s behavior is a system response. The

landscape is usually shown for the case with a single minimum size pore (rmin �
1 nm) present. The landscape is populated by stochastic pore creation at r*,
estimated by an absolute rate equation with a highly nonlinear dependence on

Um. After a typical pulse, the membrane is depolarized (Um ¼ 0). The landscape

is then depopulated as pores diffuse to reach a small pore radius rd slightly below r*
(a model feature) [46]. Due to the landscape’s downward slope away from rd at

elevated Um, a negligible fraction of pores reach rd during a pulse.

Fig. 4.6 Pore and solute geometries and energy landscape [46, 47]. (a) Toroidal and trapezoidal

pores. (b) Trapezoidal pore with approaching cylindrical solute. (c) Pore energy landscapes for

transmembrane voltage Um¼ 0 to 1.25 V
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4.2.6 Active and Passive Versions of Cell Models

To understand Um-mediated effects, we need to know Um(t) over the PM. Early

models use fixed (passive) electrical properties [10, 48]. But experiments [51]

showed vividly that the local membrane conductance increases dramatically in

some regions of a cell membrane for large field pulses, those now associated with

electroporation. This is an active response. For the same membrane geometry, both

passive and active versions can be created, with the only difference that electropo-

ration is “knocked out” (omitted) in passive models, leaving only fixed local

conductance and capacitance (dielectric) membrane values (Supplementary Infor-

mation of [47]).

Figure 4.7a is early (t¼ 1 μs) in the long pulse. It exhibits the traditional

cosinusoidal passive (dot-dash curve) response, with “approximate amplification”

(RE)max � 2300, but for the active (solid) curve (RE)max � 1800, and at the poles

only ~50, the site of appreciable RE flattening [51]. (b) As in (a) but at 99 μs, end of
the short pulse flat peak value. Here the passive case has (RE)max � 4000, but the

active case has smaller (RE)max within porated regions, owing to significant expan-

sion of some pores, which increases membrane conductance that diminishes Em.

Both (a) and (b) show voltage division dominated by membrane conductance,

which due to poration is much larger for (b) than (a). (c) Early (1 ns) in short

pulse with passive and active curves indistinguishable, as only a few pores are

created, with insignificant membrane conductance increase. (RE)max is only ~10,

due to dielectric voltage division (displacement current >> conductance density)

[13] (Fig. 4.7c). (d) Late (9 ns) in the short pulse, the passive and active responses

are indistinguishable except near the poles, where enough pores exist that conduc-

tion currents exceed displacement currents. Here (RE)max� 100 for the passive case

and � 90 for the active case.

Figure 4.7 illustrates important constraints. Comparison of the long pulse (con-

ventional EP) and short pulse (surpa-EP by nsPEF) reveals the increasingly impor-

tant contribution of dielectric effects as pulse durations are shortened. RE becomes

Fig. 4.7 Amplification gain factor, Em/Ee, is shown as a function of angle at different times. (a, b)

Show the response to a 1.5 kV/cm, 100 μs pulse at the start and end of the pulse maximum. (c, d)

Show the response to a 40-kV/cm, 10-ns pulse at the start and end of the pulse maximum. The

dash-dotted curve represents the passive membrane amplification response, in which the dynamic

electroporation model has been “knocked out.” In (c), the two curves are indistinguishable because

the onset of electroporation has not occurred [47]. Light red and gray regions show porated regions
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relatively small, and an increasingly large creation rate is needed to compensate for

a shorter pore creation time. Both small RE and short pulse duration tend to decrease

pore creation. Nevertheless nsPEF is very effective in porating multiple cell

membranes. As field strength increases progressively, smaller organelle mem-

branes are porated, such as the MOM and MIM of mitochondria are permeabilized

and then depolarized after the pulse.

4.2.7 Electrical and Poration Behavior

EP is characterized by first rapid and then slow changes. Figure 4.8d, j shows pore

number, N(t) for the entire membrane. Figure 4.8a, g shows Um(t), averaged over

quadrants of the membrane. Although the total pore number, N(t), increases for

widely used pulses, the pore-size distributions (dynamic pore populations) change

during the pulse. Importantly, Um(t) and N(t) are interrelated, each affecting the

other. This complexity arises from rapid electrical interactions within the cell and

almost equally rapid changes in membrane properties (pore creation/expansion).

This results in spatially distributed, conducting pores of changing sizes, which

interact electrically through the aqueous media within the model [46, 47].

Figure 4.8a showsUm� first rising by membrane charging for the long pulse. As

Um approaches ~1 V, a burst of pore creation occurs, creating a large membrane

conductance, andUm falls in ~1 μs to ~0.5 V. This phenomenon is termed reversible

electrical breakdown (REB). Figure 4.8g has simpler behavior for the short pulse,

with a peak Um due simply to the pulse maximum ending at 9 ns. For both pulses

(Fig. 4.8a, g), pore creation and destruction are well separated on the pulse

timescales. Creation rates are finite, so a nonzero time is needed to create enough

pores to cause a detectable EP effect. This means there are no general critical values

of Um. For typical pulses longer than a few microseconds, two pore populations

evolve during a pulse. One has small pores, while the other has dynamic large

pores. At the pulse end, large pores rapidly contract, leaving a narrow distribution

of small pores, and these slowly (seconds) vanish stochastically [46, 47].

4.2.8 Solute Transport Rates and Cumulative Amounts

Figure 4.9 shows illustrate influx rates and cumulative amounts (molecule numbers)

for transport of two fluorescent probes, calcein and propidium, for the long pulse.

This provides estimates of the relative importance of free solute transport during

and after a pulse. These show the rates of influx, both during and after the pulse,

with postpulse diffusive transport estimated for five 4 s pore lifetimes (20 s), for two

versions of the basic model.
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Fig. 4.8 Illustrative EP responses for a “long pulse” (1.5 kV/cm, 100 μs; a–f) and a “short pulse”
(40 kV/cm, 10 ns; g–l). Average transmembrane voltage, < Δφm(t) >, is spatially averaged over

the polar quadrants. Angular transmembrane voltage, Δφm(θ), at the end of the pulse maximum

shows the spatial heterogeneity in the electrical response across the membrane. Light red and black

shaded regions represent electroporated regions of the membrane. Similarly, pore density, n(θ), at
the end of pulse maximum shows the spatial extent of electroporation. The total number of pores,

N(t), rises after REB and decreases exponentially after the pulse in accordance with pore lifetime,

τp¼ 4 s. Similarly, the total membrane conductance, Gm(t), increases with pore creation and

expansion [47], with short pulse creating ~10� larger membrane conductance
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4.3 Molecular Models of Lipid Electropores

P. Thomas Vernier and Zachary A. Levine

4.3.1 Molecular Models of Electroporation Before Molecular
Dynamics

Early studies of electroporation (electropermeabilization) combined experimental

observations of artificial and living cell membranes in porating electric fields with

analytical models of the transformation of an impermeant barrier to a permeabilized

Fig. 4.9 Electrodiffusive transport rates of propidium and calcein, dns/dt, into the cell for a 1.5-

kV/cm, 100 μs pulse on two different timescales (a, b) [47]. Cumulative solute influx, ns(t) (c, d),
shows the total amount of solute inside the cell as a function of time. During the 1.5-kV/cm, 100 μs
pulse, 3.2� 107 molecules of calcein and 1.5� 107 molecules of propidium are transported into

the cell. After the 100 μs pulse, 2.8� 105 molecules of calcein and 2.1� 107 molecules of

propidium are transported into the cell
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membrane. Electroporation at first was understood primarily phenomenologically,

as an increase in membrane conductance caused by the application of external

electric fields. This change in the electrical properties of the membrane was

associated with an increase in the permeability of the membrane to ions and

small molecules, but there were at the time no experimental methods capable of

revealing the membrane structural modifications that might be involved. Thus the

first models of electropermeabilization were based on selected physical properties

of lipid bilayers combined with the understanding of cell membrane structure that

was available at the time, summarized in the fluid mosaic model [52], and did not

include a description of the molecular rearrangements of membrane constituents

that must be involved. The phenomenon was clear, but the mechanism was poorly

understood.

Even the earliest models of electropermeabilization, however, did not entirely

ignore the molecular composition and organization of cell membranes and lipid

bilayers. The stochastic membrane defects whose formation is favored when the

transmembrane potential is increased were defined, almost from the beginning, not

simply as “defects” or as sites of “breakdown”, but as populations of membrane-

spanning pores, with probabilities of creation and annihilation, subject individually

and in composite to expanding and contracting forces. Theoretical models and

experimental observations were consistent with pore diameters on the order of

1 nm, comparable to the area occupied by the individual phospholipid molecules

making up the lipid bilayer [53]. Placing the electric field-facilitated evolution of a

population of transient aqueous pores on the framework of the fluid mosaic model

of the cell membrane implied nanometer-scale dimensions for individual pores, but

the molecular architecture of the pores themselves was not known.

Not surprisingly, given the absence of observational evidence and the likelihood

that none would be forthcoming soon, this lack of knowledge did not prevent

theoreticians (and some experimentalists) from picturing lipid electropores in

molecular detail, at least in schematic form. Diagrams (“cartoons”) of porated

membranes, showing the individual phospholipids in the bilayer with the arrange-

ment of the head and tail portions of the molecules emphasized, appear in some of

the earliest electropermeabilization papers [54–57]. These drawings demonstrate

the conceptualized structures of hydrophobic and hydrophilic pores, and they help

to visualize how the head group dipole might participate in pore formation.

Because these schematic views do not include water and because they do not

quantitatively represent how head group dipoles respond to the electric fields that

are present when pores form, they fostered assumptions that led to incomplete

descriptions of the roles of water and head group dipoles in lipid electropore

initiation and construction [7, 58, 59]. With no direct observational methods on

the horizon, the next step toward a more complete understanding of the mechanisms

of electroporation was a physics-based, atomically detailed model of the lipid

electropore, through molecular dynamic simulations.
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4.3.2 Molecular Dynamic Models of Lipid Bilayers

The term molecular dynamics is commonly applied to two broad categories of

molecular models. One kind of molecular dynamics—quantum mechanical

(QM)—incorporates quantum mechanical considerations into the electronic inter-

actions, both intramolecular and intermolecular, among the constituent atoms of the

system. This approach is necessary when simulating chemical reactions, including

electron transfer, or any system in which the conformation or any other property of

a molecule is dependent on electronic energy levels or electron density

distributions.

Quantum electronic molecular dynamics is computationally demanding, how-

ever, which limits simulations in most cases to a relatively small number of atoms

and relatively short timescales. Representing pore formation in a lipid bilayer

requires the inclusion of hundreds of thousands of atoms and hundreds of nanosec-

onds, system sizes that are at present out of reach.

The second kind of molecular dynamics—molecular mechanical (MM)—does

not explicitly represent electronic states. Instead, MM tracks the mechanical and

electrostatic interactions of atoms described by utilizing classical potential func-

tions (with coefficients that are determined by “force fields,” in the jargon of

molecular dynamics). This greatly reduces the computational complexity per

atom, enabling molecular simulations of systems large enough to represent lipid

electropore formation.

The mathematics that permit this depend on several assumptions. For instance,

the Born–Oppenheimer approximation allows us to calculate nuclear (atomic)

trajectories without taking electron distributions into account. Atoms are treated

as point masses with fractional charges, classically distributed to mimic the true

electronic structure. Bonded interactions are described by three functions: axial

(stretching), angular (planar), and torsional (twisting). The functional forms of

these functions are harmonic, necessitating the use of spring constants across

multiple degrees of freedom. Nonbonded interactions are tabulated over longer

ranges (electrostatic) and shorter ranges (van der Waals). Each of these functions

are optimized empirically, atom type by atom type, to produce spatially dependent

potential energy expressions that map as closely as possible to the experimentally

known behavior of the molecules represented in a given system.

A third variant of molecular dynamics, which we may expect to see more in the

future, is a hybrid of the quantum and molecular mechanical approaches

(QM/MM). In QM/MM, a critical portion of a molecule (e.g., the active site of an

enzyme) is described quantum mechanically and then mapped onto a set of molec-

ular mechanical coordinates across the entire system [60].

Within the framework of the molecular mechanical approach, which has proven

to be both useful and practical for studies of phospholipid bilayers in electric fields,

several levels of detail and definition are possible. One must judge whether the

increased precision or accuracy justifies the longer simulation times or the larger

number of computing cores needed for a given simulation. For example, instead of
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“all-atom” force fields, which represent each individual atom in the system, one

may elect to use a “united-atom” model, in which small groups of atoms are treated

as single entities. The –CH3 and –CH2 groups in a hydrocarbon chain, including

those in the “tail” of a membrane phospholipid, behave very similarly in united-

atom and “all-atom” simulations, but the computational demands of united-atom

models are considerably smaller. For lipid bilayers, at least, the united-atom

approach has proven effective [61, 62].

Some groups have moved even further in this direction, with coarse-grained

models that extend the united-atom method to larger atom groups. This has the

benefit of further savings in computational costs, but it remains to be seen whether

coarse-grained simulations of electroporation are accurate enough to be quantita-

tively predictive or to capture the details of pore creation and annihilation, which

seem to be critically dependent on the interactions of individual water molecules

and phospholipid atoms. It seems likely that atomic-scale resolution is necessary,

not only to represent the molecule-by-molecule construction of membrane-

spanning bridges of intruding water that marks the pore initiation process and the

closely coordinated hydration of the phospholipid head groups that follow the water

into the membrane interior but also to model the interactions of ions and other

solutes with pore walls in simulations of electrophoretic and diffusive transport

through electropores.

Additional simulation details for phospholipid bilayer systems that must be

taken into account include the specific models chosen for water and inorganic

ions and for other constituents such as amino acids, sugars, mononucleotides, and

larger molecules. More accurate models, such as those including polarizable bonds

(e.g., for water), may be essential for accurate predictions of pore creation time and

pore lifetime and for better representations of pore geometries in the presence of

different salts at varying ionic strengths and interfacial lipid and water properties at

the pore mouth and along the pore walls. Increasing access to more computing

power will make the implementation of these options more efficient and standard-

ized within the molecular dynamic community.

Although great insights and improved understanding have come from molecular

dynamic simulations of lipid bilayers, it is important to keep in mind the limitations

of these models, which constrain what they can tell us about living cell membranes

in electric fields. The patch of membrane represented is very small, about one

ten-millionth of the area of a typical cell. Even areas of a few hundred square

nanometers, where multiple pores might form simultaneously and which would be

large enough so that the diverse composition of a cell membrane (multiple lipid

types, membrane attachments and associations with intracellular and extracellular

structures, membrane proteins) might begin to be represented, are barely within

reach. Simulation times are similarly limited by practically available computing

power, to less than a microsecond for typical computing clusters. Finally, as

mentioned above, most of the systems simulated today in electroporation studies

contain only a few lipid types (often only one) and usually no other membrane

constituents, the most glaring missing component being membrane proteins.
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4.3.3 Molecular Dynamic Simulations of Lipid Bilayers
in Electric Fields

To simulate electroporation, we first assemble a membrane. Most molecular

dynamic simulations of electroporation in the literature use homogenous, fully

hydrated phospholipid bilayers, for reasons discussed above. A system might

contain, for example, palmitoyloleoylphosphatidylcholine (POPC, a common phos-

pholipid found in many cell membranes), water, and nothing else (Fig. 4.10).

Although this is far from the complexity of a living cell membrane and the

Fig. 4.10 Water bridge in POPC bilayer formed after application of an external electric field.

Water molecules are red (oxygen) and white. Note the alignment of the water dipoles in the electric

field in the low-permittivity environment of the membrane interior. The gold spheres are the acyl
oxygens on the glycerol backbone of POPC. The phospholipid hydrocarbon tails are not shown.

The simulated volume is approximately 7� 7� 10 nm
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surrounding medium, much has been learned from experimental observations of

electroporation of artificial membranes of similar composition, and this body of

knowledge can be used to validate the molecular models. With accumulated

experience and increasing computing power, molecular simulations can iteratively

become more complex and more realistic.

More and more, as molecular simulation tools are used to probe the process of

electroporation more deeply, it becomes necessary to move beyond homogenous

(single-phospholipid) bilayers in water; and consistently to include other lipids like

phosphatidylserines, cardiolipins, sphingolipids, glycolipids, and cholesterol, and

to represent a more physiological aqueous medium containing sodium, potassium,

chloride, calcium, and other ions.

After the construction and stabilization of the membrane, a transmembrane

electric potential must be applied. This can be done either by applying an external

electric field or by creating an imbalance in the distribution of free charges on either

side of the membrane. (These two methods can also be combined.)

The first method, which is simpler and is more often used, is implemented by

globally applying a force vector qE to each charged atom in the system, in the

direction of a specified external electric field E. This force vector is summed with

the other force vectors acting locally on each atom at each simulation step, which

updates the position and velocity of each atom in the system. The field can be

applied with the same magnitude at each simulation step or the magnitude can be

time varied, for example, to approximate the effect of a finite rise time for the

electrical stimulus.

It is important to note that the “applied” field is only one component of the

electric force experienced by any given charge in the system. In a typical phospho-

lipid bilayer simulation, the water dipoles and the phospholipid head group dipoles

reorient in a globally applied electric field (which is the field that would be felt in a

vacuum at that point). This produces a counter “polarization field”, so that the net

electric field experienced by a particular atom or atom group, which is the sum of

the vectors of the external field, the fields from nearby charges, and all of the dipole

fields at that point, is considerably less than the value of the externally applied field

alone.

In the second method, a charge imbalance is imposed across the membrane by

placing an excess of positive ions on one side and an excess of negative ions on the

other. Because molecular dynamic simulations use periodic boundary conditions to

minimize edge effects in small simulation volumes, it is not possible to create an ion

imbalance in a system containing a single bilayer with water on each side, since the

solvent on the two sides of the bilayer is actually connected (the simulation box

“wraps around” in the x-, y-, and z-directions). One way to work around this is to

place two parallel bilayers in the system, so that there is an inner volume of water

that is confined between the two bilayers in the direction normal to the bilayers.

This inner compartment is isolated from the outer compartment, which is located on

the other side of the two bilayers, as long as the membranes remain intact. Another
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approach is to create a simulation with a single bilayer with a stack of water

covering the bilayer on each side, followed by a slab of vacuum (or air) covering

the water layer on each side. The vacuum is continuous in the z-direction and

“wraps around” the water slabs, but the water on each side of the bilayer is isolated

by the vacuum from the water on the other side.

4.3.4 Lipid Electropore Formation in Molecular Dynamic
Simulations

Initial reports of molecular simulations of the electroporation of lipid membranes

[63–65] were followed by an extension of the early results to a variety of lipid types

and simulation conditions and to detailed molecular descriptions of pore creation

and annihilation [59]. These processes are similar for many types of amphiphilic

phospholipid bilayers, for heterogeneous and asymmetric bilayers containing

anionic phospholipids, and even for “membranes” composed of octane [66] or

vacuum [67]. The common sequence of events for all of these systems is the

intrusion of interfacial water into the low-permittivity environment of the mem-

brane interior and the stabilization of membrane-spanning water columns by the

applied electric field [68]. For phospholipid bilayers the construction of these water

bridges is accompanied by the energy-minimizing reorganization of the head

groups along the field-stabilized water columns to form the wall of a lipid pore.

Although the construction of an electropore, once initiated, is deterministic and

driven by the electric field, the first step—the appearance of the first stack of two or

three water molecules climbing away from the interface into the membrane inte-

rior—is a random event. Increasing the transmembrane potential increases the

probability that a pore will form at a certain place within a certain time [59]. The

statistical nature of pore initiation at the molecular scale is consistent with the

stochastic pore model that is the basis of popular continuum models of electropo-

ration, bolstering confidence that the two perspectives will someday be unified.

With model membrane systems that are more complex and more representative

of living cell membranes, we will be able to see how this simple, field-driven,

water-directed mechanism of lipid electropore formation is modified by a variety of

factors: ions in the medium, cholesterol, regions of different lipid compositions

(lipid rafts, sites of peroxidation), membrane protein–lipid boundaries,

permeabilizing peptides, DMSO, detergents, cytoskeletal attachments and other

mechanical constraints on lipid motion, and many others. In this way we can move

from molecular-scale reconstructions of the membrane in an applied electric field to

a better understanding of electropermeabilization in living cells and tissues.
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4.4 Electropermeabilization

Marie-Pierre Rols, Justin Teissie, and Lluis M. Mir

Electropermeabilization using μs and ms pulses has also been termed “classical

electroporation,” as opposed to the nsPEF effects achieved using ns pulsed electric

fields. This subchapter reviews what is known about the electropermeabilization

processes of cells and tissues submitted to μs and ms electric pulses. It aims to

describe the basic aspects at the membrane level (the modulation of the transmem-

brane potential, the way to conduct experiments) and summarizes its short- and

long-term consequences at the membrane and cell levels.

4.4.1 Resting and Electro-induced Transmembrane
Potentials

As already described in Sects. 4.1.1 “Cell in the Electric Field” and 4.1.2 “Induced

Transmembrane Voltage,” the key nonthermal effect of electric field on cells is a

position-dependent change in the resting transmembrane potential difference ΔΨo

of the plasma membrane [69–71]. The electrically induced potential difference

ΔΨE, which is defined as the difference between the potentials inside (Ψin) and

outside (Ψout) the target cell, at a point M on the cell surface, is given by

ΔΨE tð Þ ¼ Ψin � Ψout ¼ g λð ÞrE cos θMð Þ 1� e
�t
τ

j k
ð4:5Þ

where t is the time after the onset of the electric pulse; g is a function that depends

on the conductivities λ of the cytoplasm, the plasma membrane, and the extracel-

lular medium; r is the radius of cell; E is the field strength; θM is the angle between

the normal to the plasma membrane at the position M and the direction of the field;

and τ is the membrane-charging time (�1 μs in the case of eukaryotic cells in

suspension in a physiologically conductive medium) [72].

For isolated spherical cells, in a conductive buffer a few microseconds after the

beginning of the pulse, a steady-state potential difference is present:

ΔΨE ¼ 1:5 rEcos θ ð4:6Þ

The field-induced potential difference is added to the resting transmembrane

potential difference:

ΔΨ ¼ ΔΨ0 þ ΔΨE ð4:7Þ

180 K.-i. Yano et al.



Being dependent on the angular parameter θ, the field effect is position depen-

dent on the cell surface. Membrane electropermeabilization is observed when the

transmembrane potential reaches a critical value (between 0.2 and 0.4 V) [73]. The

transmembrane potential difference of a cell exposed to an electric field is a critical

parameter for successful cell permeabilization, whatever the size of cell, its shape,

and its orientation. It defines the sites (location, size) where molecule uptake can

take place [74–76].

4.4.2 Basics Aspects of Electropermeabilization

4.4.2.1 How to Conduct Experiments (Determination

of the Experimental Protocol According to Cell Characteristics:

Choice of Electrodes, of Cuvette or Petri Dish, of Pulsing

Medium, of Temperature, etc.)

In most experiments, square wave electric pulses generators are used. They allow

the independent control of the amplitude of the electric field and the duration of the

pulse [77]. The electric pulses are delivered through a set of electrodes connected to

the generator. Like the electric pulse parameters, the choice and the placement of

electrodes have to be carefully selected considering the characteristics of the cells,

both in the case of in vitro 2D and 3D cell cultures or of tissues in vivo [78].

The biodistribution of the local electric field is dependent on the electrode

geometry and placement. The most commonly used applicators are plate, contact,

and needle electrodes [79]. The plate electrodes are mostly used for attached cells

grown on Petri dishes, for cells in suspension and for skin, muscles, and other

superficial tissues. The tissue must be pinched between the electrodes to obtain an

optimized distribution of the field effect [80]. With the contact electrodes, the

penetration depth of an effective electric field is rather small and depends on the

interelectrode distance. In contrast to plate electrodes, needle electrodes are inva-

sive and have to be inserted throughout the tissue. Regardless of the kind of

electrodes, the local electric field is highest around the electrode for needle and

contact, whereas for plate electrodes, it decreases very rapidly outside of the

electrode gap. Thus, if the cells (or the tissues) to be treated are grown on a surface

that is larger than the interelectrode distance, the entire surface (or tissue) will have

to be treated by successive displacements of the electrodes to cover the entire

surface by the repetitive application of electric pulses [81]. Because of the structural

heterogeneity of cell cultures grown at high density, especially in the case of 3D cell

cultures and tissues, the electric field is difficult to determine. So the applied voltage

(V) to distance between the electrode (d) ratio has to be used to describe the pulse

amplitude instead of an electric field value. To this end, both V and d must be

reported.

While tissues can be “simply” permeabilized by the direct application of the

electric pulses through contact or needle electrodes, permeabilization of cells in

culture can be conducted on different ways. The bottom of the Petri dish serves as
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an electropulsation chamber. For cells in suspension, special cuvettes can be

purchased but “homemade” chambers can be designed: the cells can even hold by

surface tension forces between two plate electrodes if the distance between the

plates is 1 or 2 mm. Alternatively, the plate electrodes can be placed directly on the

bottom of the Petri dish to form a sort of open cuvette.

Another parameter that can be adjusted is the temperature. Experiments are

usually performed at room temperature, but incubating the cells on ice before

pulsation or during the minutes following can improve the uptake of molecules.

However, for preserving cell viability and depending on the goal of the experiment,

the tip is to place the cells immediately at 37 �C after the pulses [82]. In another

respect, to limit the Joule effect that strongly depends on the buffer conductivity,

classical culture medium can be replaced by a low ionic, iso-osmotic buffer

particularly in the case of cells grown on Petri dishes. The composition of this

medium is generally a 10-mM phosphate buffer pH 7.4, 250-mM sucrose (to keep

the isotonicity), and 1-mM MgCl2 (for preserving the cell physiology) [83].

4.4.2.2 Limits on Detection Due to the Sensitivity of the Assay Method

The first experiments to detect membrane permeabilization were performed on cell

populations by measuring conductivity changes or radioactive and/or small-

molecule uptake (such as sugars, trypan blue, Lucifer yellow) [84–87]. The use

of fluorescent dyes allows detecting membrane permeabilization by a more conve-

nient way. Visualization can be performed at the single-cell level using a fluores-

cent light microscope, while flow cytometry permits to quantify the uptake of

molecules on a large number of cells [88, 89]. Quantification can be subject to

artifacts as the sensitivity of the detection method highly depends on the fluorescent

dye (size, fluorescent quantum yield) and on the cell autofluorescence [86]. Another

very sensitive method constitutes the exposure of the cells in the presence of a toxic

compound such as Ca2+ or bleomycin, a non-permeant cytotoxic drug at very low

external concentrations [90]. Indeed, the uptake of 500 molecules is sufficient to kill

the cells in culture. Interestingly, quantitative comparisons can be performed

through the determination of cell viability using precise methods like the cloning

efficiency approach. Consequently, the statement that a cell has been successfully

permeabilized or not requires the delivery of additional information including the

type of molecule used in the assay and the detection method employed (Fig. 4.11).

4.4.2.3 Effect of the Electric Field Parameters (Pulse Amplitude, Pulse

Shape, Pulse Duration, Number, Polarity, and Repetition

Frequency)

Permeabilization occurs only on the areas of the plasma membrane where the

membrane potential difference has been brought above its critical value (ΔΨc,
close to 200–300 mV for ms pulses independently of the cell type). Membrane

permeabilization is therefore controlled by the electric field strength. This means
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that a field intensity E larger than a critical value, Ep, needed to induceΔΨc must be

applied. Ep is dependent on the size of the target cells (Eqs. 4.5 and 4.6, above).

Large cells are more sensitive than the small ones. Electric field values have to be

adapted to each cell line in order to avoid affecting their viability. The field strength

triggers permeabilization: when E > Ep, it controls the area of the cell surface,

which is affected. From Eqs. 4.5 and 4.6, it is clear that for field intensities close to

Ep, permeabilization is only present for θ values close to 0 or π. Under that

condition, only the localized parts of the membrane surface facing the electrodes

are affected. However, within these permeabilized cell regions, the local level of

permeabilization is controlled by the number and the duration of the electric pulses.

So, membrane permeabilization only occurs for electric field values E higher than

the threshold value Ep, whatever the number and duration of electric pulses.

Increasing E, above Ep, leads to increase in the extent of membrane area where

permeabilization takes place, and in that specific area, the extent efficacy of

permeabilization is determined by the number and duration of electric pulses

[75, 86].

As it will be described in Chap. 5, “Electrotransfer Mechanism for Drug and

Gene and Delivery,” permeabilization can be improved by changing the polarity of

the electric pulses and the frequency.

Fig. 4.11 Tips for your experiments. Cells grown in Petri dish can be directly electropermeabilized

on the Petri dish by using plated electrodes (1). Detection and quantification of the

permeabilized cells can be performed by direct counting under microscope (2) or by flow

cytometry after careful trypsinization of the pulsed area (3). They can also be electropulsed in

suspension on cuvettes after trypsinization (4). Cells grown in suspension can be

electropermeabilized on cuvettes (5) or on “homemade” pulsation chamber by using plated

electrodes (6). Detection of the permeabilized cells can be performed under microscope (7) or by
flow cytometry (8)
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4.4.3 Electropermeabilization, a Fast, Transient,
and Localized Process

4.4.3.1 Available Direct Methods for Cell Electropermeabilization

Measurement: Optical Imaging, Atomic Force Microscopy,

Nuclear Magnetic Resonance, Electron Microscopy,

and Coherent Anti-Stokes Raman Scattering

These methods are not based on the transport of substance across the

electropermeabilized membranes. Video microscopy allows visualization of the

process at the single-cell level. In addition to fluorescence microscopy, phase

contrast can be used to detect cell swelling or bleb formation that can appear

following cell electropermeabilization or to detect lipid loss inducing several

membrane alterations (pore, tubule, and vesicle formation) as observed on giant

unilamellar vesicles [91]. The need of data recorded directly at the single-cell level

without any staining or preparation is of great interest. In this context, the effects of

membrane destabilization resulting in permeabilization to small molecules can be

addressed by performing direct quantitative biophysical measurements using

atomic force microscopy (AFM) [92, 93] and nuclear magnetic resonance (NMR)

[94, 95] or phase-contrast and coherent anti-Stokes Raman scattering (CARS)

microscopy as relevant optical approaches to gain insight into membrane changes

[96]. The resolution of these techniques is quite poor compared to electron micros-

copy where ultrastructural modifications of membranes and cell organelle can be

detected (but EM requires fixation of the cells).

4.4.3.2 Visualization of the Uptake of Molecules and Its Dependence

to the Molecule Properties

Membrane electropermeabilization is a fast and localized process. Propidium

iodide, a fluorescent non-permeant molecule, can be used as a probe for small

molecules (�4 kDa). Its uptake in the cytoplasm is a fast process that can be

detected during and after the application of electric pulses. In less than 1 min, it

appears at the nucleus level [41, 89]. PI does not allow for quantitative measure-

ments as its fluorescence depends on its molecular environment. As reported by

Silve and Mir, there is an inverse relationship between the size and number of

molecules internalized using identical cells and pulse parameters [97].

As described in Sect. 4.4.2.2, fluorescent dyes allow visualizing membrane

permeabilization on a convenient way. Visualization can be performed at the

single-cell level under fluorescent microscopes but can be subject to artifacts as

the sensitivity of the detection depends on the molecule properties (size, charge)

and the way the experiments are conducted (microscope adjustment).
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4.4.3.3 Direct and Localized Access to the Cytoplasm

Exchange across the pulsed cell membrane is not homogeneous on the whole-cell

membrane. It occurs on the two caps at the cell surface facing the electrodes.

Uptake is asymmetrical. Using PI (which has a direct access to the cytoplasm

after the cell membrane permeabilization), it has been shown that uptake is more

pronounced at the anode-facing side of cells than at the cathode one, i.e., in the

hyperpolarized area than in the depolarized one, in agreement with above theoret-

ical considerations and Eqs. 4.5 and 4.6 [98]. As will be described in Chap. 5

“Electrotransfer Mechanism for Drug and Gene and Delivery,” large molecules

such as plasmid DNA are internalized in the cells by more complex mechanisms.

4.4.3.4 Resealing (Assays, Temperature, Energy, Cytoskeleton)

Once electropermeabilized, cells can stay permeable after switching off the pulse

generator. Lifetime of permeabilization can be assayed by adding fluorescent dyes

at various times following the pulses. If the cell membrane is still permeable, then

the cell will be fluorescent. One key actor of that phenomenon is the cytoskeleton

[99]. Lipid vesicles can be permeabilized but resealing occurs in less than 1 s. Cells

pretreated with drugs that affect the cytoskeleton can be permeabilized by electric

pulses but have a very fast resealing rates. Resealing varies from a few seconds

(when cells are put at 37 �C just after pulsation) to several hours (when cells are

maintained on ice) according to the experimental conditions (temperature and pulse

parameters). However, one has to take into account that viability can be affected

since ATP release will occur [100].

4.4.3.5 Short- and Long-Term Membrane Permeabilization and Cell

Alterations (Lipids and Proteins and Cytoskeleton)

Mechanisms at the molecular level are detected after the pulse application. These

data could be correlated with the transient reorientation of the phospholipid head

group reported on mammalian cells and lipid bilayers by 31P NMR as well as a field

pulse correlated phosphatidylcholine flip/flop restricted to the permeabilized

regions [101]. Transient phosphatidylcholine flip/flop in nucleated mammalian

cells appears as a direct effect of electric fields and not a secondary one as reported

in red blood cells.

Changes in living cell membrane properties due to EP process can be assessed by

AFM in real time. AFM can be used for the quantification of the destabilization

process in terms of elasticity. Stiffness data gives new insight of the

permeabilization process. Data obtained on fixed cells give access to information

at a specific moment of the EP phenomenon. Topological images of membrane on

living cells at high resolution can be recorded and give direct visual information
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about EP effect. Moreover, AFM senses an effect of EP that is shorter than plasma

membrane permeabilization and that is linked to cortical actin destabilized by

electric pulses [92].

Altogether, these short- or long-term membrane alterations will have direct

consequences on molecule uptake as will be described in the next chapter.

4.4.4 Cells Responses: From 1D (Single-Cell Analysis) to 3D
Studies (Using 3D Cell Aggregates)

4.4.4.1 Single Cells: Endocytosis-Like Processes Are Present

Electric pulses alter the plasma membrane permeability leading to the uptake of

molecules that can enter the cells. The membrane structures driving the permeabil-

ity are thought to result from lipid mismatches (aqueous conductive defects),

allowing small molecules to have a direct access to the cytoplasm. Although

these membrane defects are present for several minutes and are associated to its

passage, DNA has not a direct access and accumulates at the membrane as will be

described in chapter 5. DNA internalization thus occurs after membrane resealing

and involves the passage of large-sized DNA aggregates [102]. Endocytosis-like

process takes place as it is the case for many viral or chemical vectors.

Macropinocytosis was earlier reported for the delivery of proteins, when added

during the minutes following pulse delivery. One has to notice that electric pulses,

applied under conditions that do not lead to “classical” permeabilization, can

enhance natural endocytosis pathways [103, 104].

4.4.4.2 Monolayers: A Fusogenic State Is Triggered

One direct consequence of membrane permeabilization, which may occur when

cells are into contact, as it is the case of cells growing in Petri dishes up to

confluence or artificially brought into contact, is membrane fusion

[105, 106]. Fusion can also be obtained when cells submitted to electric pulses

are brought into contact by centrifugation or filtration. This fusogenic state can also

be observed in vivo in the liver [107].

4.4.4.3 Spheroids: The Use of 3D Models of Cell Culture as Relevant

Tools to Access In Vivo Electropermeabilization Constraints

(Mainly Cell Density and Contact)

Even if the high majority of studies underlying molecule transfer by electric fields

have been performed on 2D cell culture in Petri dish or in cells cultured in

suspension, 3D multicellular spheroids represent a nice, relevant, cheap, easy-to-
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handle in vitro model to gain understanding of in vivo tissue

electropermeabilization and electrogene delivery processes [108] and optimization

of electromediated drug delivery protocols [109]. Small-molecule uptake is present

but spatially heterogeneous within a 3D multicellular spheroid after electropora-

tion, with a progressive decrease from peripheral to interior cells [110]. This can be

due to the increased diffusional lag time required for solutes to penetrate homoge-

neously throughout the extracellular space within spheroid before applying electric

field, to limited extracellular reservoir of molecules surrounding densely packed

cells, to local perturbation of the electric field due to heterogeneous high-density

multicellular environment electrical properties, and finally to a position-dependent

variation in cell size as reported in Sect. 4.1.2.2 “Numerical Computation.”

Moreover, in the case of large molecules as plasmid DNA, spheroids allow

showing that electrophoresis, and not tissue deformation or electroosmosis, is the

driving force for interstitial transport. At the opposite of cells in 2D cultures, only

cells on one side of the outer leaflet expressed the reporter gene [111]. This low

expression is in fair agreement with in vivo experiments on tumors [112]. Close

contacts between cells and extracellular matrix may act as a physical barrier that

limits/prevents uniform DNA distribution and explain the absence of gene expres-

sion in the inner region of spheroid [113]. The limited access of plasmid DNA to

central region of spheroid remains a significant barrier to efficient gene delivery in

tissue. In addition, three-dimensional reconstructed human connective tissue model

could become a useful tool to study skin electrotransfer mechanisms and would

help improve electrogene therapy approaches such as the systemic delivery of

therapeutic proteins and DNA vaccination [114].

4.5 Basic Properties of Nanoelectropores and Their Impact

on Cell Function

Andrei G. Pakhomov

4.5.1 Nanoelectropore Definition

High-amplitude electric pulses weaken the barrier function of the cell membrane,

making it more “leaky.” As a result, solutes that were unable or had a limited ability

to cross the membrane move more freely down their electrochemical gradients. For

example, the concentration of free Ca2+ inside biological cells is roughly 105 times

lower than in the outside medium, so opening of membrane pores permeable to Ca2+
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will cause its transmembrane flow from outside into the cytosol. The negative charge

inside the cell will assist the flow of positively charged Ca2+.

Likewise, electropermeabilized membranes may allow the transmembrane flow

of anions and neutral solutes, small molecules (such as ATP and dyes like

YO-PRO-1), and water. The size of pores puts a limit on which species can cross

the membrane; therefore testing different species may be the first step to estimate

the size of pores. In the first approximation, the size of pores formed by electropo-

ration depends on the electric pulse amplitude and duration. Once pores are created,

the continued application of external voltage leads to pore expansion. That is why

“long” (micro- and millisecond duration) pulses may open pores permeable to

larger solutes than pores opened by shorter nanosecond-duration electric pulses

(nsEP). The diameter of pores formed by the conventional electroporation using

micro- and millisecond pulses is estimated to fall within 1–100-nm range [115–

117]. The principal primary effect of nsEP, as demonstrated by both in silico

models [13, 118–120] and live cell measurements, is the formation of small pores

having the diameter on the order of 1–1.5 nm [43, 121–123]. Consequently, the

term “nanoelectroporation” has established a dual meaning as (1) application of

nanosecond-duration pulses for electroporation and other bioeffects and (2) a

treatment that causes preferential formation of the smallest membrane pores (also

called “nanopores” or “nanoelectropores”). The size-based definition is more com-

mon and will be used below in this chapter. With that said, application of high-

voltage nsEP is perhaps the most common way to create nanometer-sized pores, so

the two definitions of “nanoelectropore” are not necessarily contradictory.

At present, there is no consensus as to whether nanoelectropores are discrete

membrane structures with long lifetime; or they are transient structures which

randomly emerge and expire in membranes disrupted by electric pulses; or the

term “nanopores” is just a convenient way to characterize the selective leakiness of

electropermeabilized membranes to certain solutes. Although the exact nature of

electropermeabilization of membranes by nsEP is not fully understood, the concept

of the formation of long-lived nanopores is consistent with most if not all available

experimental data.

4.5.2 How to Make Nanoelectropores in Live Cells

As mentioned above, exposure of living cells to high-voltage nsEP is a common

way to open long-lived nanopores, but other approaches may be employed as well.

In principle, nanopores may be the first stage of larger pore formation by conven-

tional electroporation [115, 124], and stable nanometer-sized pores were also

reported to form by gradual shrinking of larger electropores [115–117]. Some

chemical and physical factors cause membrane perturbations and bioeffects similar

to nsEP, which could potentially be explained by nanopore formation [125–

127]. Finally, prolonged holding of cell membrane at marginally permeabilizing

transmembrane potentials (~200 mV) using whole-cell patch clamp increases the
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membrane conductance by opening nanometer-sized pores [128]. The sameness of

these pores to those opened by nsEP has yet to be proven, but there are no reasons to

suspect that they are different.

While nanopores are not a unique effect of nsEP, stimulation by nsEP is a

convenient way to create nanopores to study their properties and impact on cells.

With longer electric pulses (“conventional electroporation”), it is problematic to

identify nanopores and explore their properties in heterogeneous pore populations.

The time interval until larger pores shrink is variable and uncertain, and profound

consequences of large pore opening can mask nanopore effects. On the contrary,

nsEP forms a relatively uniform population of stable nanopores, thereby offering an

opportunity to explore nanopore properties and their impact on cells. At the same

time, anticipated findings with nsEP-opened nanopores will likely broadly apply to

nanopores created by longer pulses and nonelectrical stimuli as well.

4.5.3 Detection of Nanoelectropores and Their Properties

Contrary to larger pores formed by the conventional electroporation, nanopores

exert complex behaviors that are traditionally thought to be unique for protein ion

channels [122, 129]. Nanopores are inward rectifying, voltage and current sensitive,

and ion selective; they can remain open for minutes while oscillating between

electrically silent and open states. Nanopores appear adequately equipped to

replace or complement a number of transmembrane ion transport functions that

are now ascribed to classic ion channels. Consequently, the lasting disruption of the

cell membrane barrier function impacts a wide spectrum of living cell functions.

The detection of nanopores is inherently related to their specific properties,

which is why they are considered together in this chapter. We will consider

nanopore detection by (1) differential uptake of fluorescent markers (dyes, reporter

ions, or molecules), (2) changes of the cell volume due to water uptake or loss, and

(3) direct measuring of membrane current using patch clamp.

4.5.3.1 Fluorescent Dye Uptake Techniques

The cell membrane integrity can be routinely tested by measuring the transmem-

brane flow of substances which do not penetrate through the intact membrane. DNA

stains like propidium iodide and YO-PRO-1 are essentially nonfluorescent in

extracellular media, but show bright fluorescence upon binding to nucleic acids

(DNA in particular) inside the cell. The intact cell membrane is essentially imper-

meable to these dyes, and adding them to the external medium does not change the

fluorescence of cells. However, if the membrane barrier function is compromised,

these dyes can enter the cell and bind to DNA and RNA, which is detected by an

increase in cell fluorescence (Fig. 4.12).
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(Of note, traditionally most publications abbreviate propidium iodide to “PI” and

discuss the PI uptake by electroporated cells. However, it should be taken into

account that in water, PI dissociates into propidium cation and iodide anion; it is the

propidium cation that penetrates the membrane and causes fluorescence changes,

not the entire PI molecule. This difference is particularly important when talking

about the pore size. Therefore, below we will use a more accurate term “propidium

uptake” (Pr uptake). The YO-PRO-1 dye actually is supplied and added to solutions

as an iodide salt (which also dissociates), so referring to YO-PRO-1 uptake is

correct.)

Pr fluorescence is commonly used to detect dead cells and cells with membrane

disrupted by conventional electroporation. However, the entry of Pr through

nanopores is relatively modest, so when fluorescence detectors are tuned to the

detection of dead cells, the Pr entry through nanopores can remain undetected. In

Fig. 4.12 (bottom), there is no detectable Pr uptake after a single 600-ns pulse at

10.4 kV/cm, whereas the application of the second pulse triggers the uptake. In

early studies with nsEP, this peculiarity was erroneously interpreted as a lack of

damage to the cell membrane by nsEP. More detailed later studies suggested that it

is the small size of membrane pores that limits Pr uptake, whereas the fact of

membrane permeabilization can be readily demonstrated by other methods, such

YO-PRO-1 uptake. The molecule of YO-PRO-1 is smaller and its passage through

nanopores is not restricted to such a degree as for Pr. In Fig. 4.12 (center row), the

entry of YO-PRO-1 is obvious even after the first nsEP treatment.

Fig. 4.12 Detection of membrane nanoporation by the entry of fluorescent dyes YO-PRO-1

(center row) and propidium (bottom). Shown are sequential images of CHO cell images subjected

to two treatments with nsEP, at 90 and 390 s into the experiment (a single 600-ns pulse at 10.4 kV/

cm) . The top row shows the cells as seen with differential interference contrast (DIC) optics. The

time from the start of the experiment is indicated under the images. Note that the entry of

YO-PRO-1 after the first nsEP treatment was not accompanied by any detectable entry of

propidium
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Even more sensitive detection of nanoporation is based on the uptake of still

smaller solutes, such as Ca2+ and Tl+ ions [123, 130, 131]. For Tl+ uptake detection,

cells are preloaded with a Tl+-sensitive dye FluxOR® (Invitrogen, Eugene, OR) and

placed in a medium with Tl+ added (of note, Tl+ precipitates with Cl�, so the

medium should be properly formulated to exclude Cl� or minimize its concentra-

tion). Since Tl+ cation is not found in living cells in any appreciable amount, the

fluorescent method of detection of Tl+ entry is highly sensitive and always reflects

Tl+ entry through the plasma membrane (in contrast to Ca2+ detection, since Ca2+

can come into the cytosol from intracellular depots). Intact lipid membrane is

impermeable to Tl+, but this ion can potentially enter the cell via “classic”

voltage-gated K+-selective ion channels and various nonspecific cation channels.

The differentiation between Tl+ entry through endogenous channels and through

nsEP-opened nanopores may be challenging and requires careful selection of the

cell type and/or pharmacological inhibition of the channels.

Most of living cells at rest have about 100 nM of free Ca2+ in the cytosol, which

is about 10,000-fold less than in extracellular fluids. Thanks to this naturally high

transmembrane Ca2+ gradient, opening of nanopores quickly leads to an increase in

the intracellular Ca2+ concentration, which can be detected by various Ca2+-sensi-

tive fluorescent dyes. Ca2+ detection methods are among the best developed, most

affordable, and most reliable. A broad selection of Ca2+-sensitive dyes is available,

including dyes like Fura-2 for fast quantitative measurement of Ca2+ concentration

by ratiometric imaging. Detection of nanopores by Ca2+ uptake is almost as

sensitive as with Tl+, but more caveats need to be taken into account. First, the

resting level of Ca2+ in the cytosol can transiently increase into the millimolar range

when cells are activated. Second, Ca2+ can come into cells through voltage-gated

Ca2+ channels and many types of other channels. Third, Ca2+ can enter cytosol not

only from the outside but also from intracellular stores, such as the endoplasmic

reticulum (ER). Finally, cells express multiple mechanisms that can either amplify

weak Ca2+ signals by opening Ca2+ channels in both the plasma membrane and the

ER or reduce and terminate Ca2+ increase by actively pumping Ca2+ out of the

cytosol. While it is tempting to use ratiometric Ca2+ imaging to quantify its inflow

through the nanoporated cell membrane (in order to measure the nanopore trans-

port), the impact of biological factors may be difficult to rule out. This is the reason

why Ca2+ imaging is more often employed to study the downstream consequences

of nanopore formation rather than for quantitation of the transport.

The dye and ion uptake methods described above are only indicative of the pore

size and, as a rule, are more useful for comparison of different treatment conditions

rather than for accurate pore-size measurements. Smaller pores will restrict the flow

of larger molecules to a greater extent than the flow of smaller ones. For example, if

a 100-ns pulse triggers high uptake of Tl+ (a small solute) and little uptake of Pr

(a relatively large solute), whereas a 10-ms pulse triggers high uptake of both Tl+

and Pr, such data indicate that pores opened by the 10-ms pulse are larger. Under

certain conditions, the ratio of the entry of two solutes of different molecular size

can be used for a more definitive estimation of pore size [43].
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4.5.3.2 Changes of the Cell Volume Due to Water Uptake or Loss

Typically, permeabilization of cell membrane leads to cell swelling. The mecha-

nism of cell volume changes is reasonably well understood and results from

Donnan-type colloid osmotic pressure [116, 122, 132]. It should be emphasized

that the colloid osmotic force depends on the molecular size of solutes rather than

on the overall osmolarity of the medium.

The mechanism of the colloid osmotic effect is explained in Fig. 4.13. The

simplified scenario presented in this figure disregards any active volume control

mechanisms [132, 133] and considers only three types of solutes which differ in the

molecular size. In the top row (before poration), the extracellular buffer contains

only small molecules, whereas inside the cell, there are both large and small

molecules. The osmolality inside and outside the cell is made the same

(300 mOsm/kg), which results solely from small solutes outside and from both

small and large solutes inside (250 and 50 mOsm/kg, respectively). We assume that

electroporation (right panel) makes the membrane permeable to the small solutes

but not to the large ones. Then, the small solutes enter the cell up to the same

concentration as outside and their osmolality inside reaches 300 mOsm/kg (the cell

volume is assumed to be negligible compared to the outside solution volume).

Large solutes remain trapped in the cell, still contributing their 50 mOsm/kg. Hence

the total osmolality inside will be 350 mOsm/kg (more than outside), causing water

entry and cell swelling. In real life, even a small increase in osmolality is offset by

water uptake and continual swelling (so that the maximum osmolality stays just

above 300 mOsm/kg).

Alternatively, if we initially have only large (pore-impermeable) solutes outside

the cell, the electroporation leads to the loss of small intracellular solutes which is

not compensated by any uptake (Fig. 4.13, middle row). The osmolality within the

cell drops to 50 mOsm/kg (from large solutes only), and water leaves the cell,

causing its shrinking. Finally, an extracellular solute which is marginally permeable

through the pores (comes in very slowly, e.g., because it can utilize just a small

fraction of pores) may cause biphasic volume changes, namely, initial shrinking

followed by swelling (bottom row).

Thus, the direction of volume changes (shrinking or swelling) after the electro-

poration depends on whether the outside solute(s) can or cannot enter the cell

through the pores. One can put molecules of different sizes into the outside solution

to test if they inhibit swelling in electroporated cells. When a solute blocks swelling

(and converts it into shrinking), it indicates that pores are smaller than the molecule

of this solute.

This approach was employed for measuring nanopore size, by using differently

sized neutral sugars and different polyethylene glycols to “calibrate” the pore size

by blocking swelling [121]. This method was remarkably sensitive, e.g., it readily

distinguished between the effects of adonitol and mannitol, the molecules which

have the same cross section and differ just by a single carbon alcohol group. This

study established that cell volume changes after the exposure to either 60- or 600-ns
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pulses are determined by pores smaller than 0.9 nm in diameter, which is arguably

the most accurate to date assessment on nanopore size. However, there is a small

fraction of Pr-permeable (larger) pores, which would allow Pr entry, but have little

impact on cell volume. The study also suggested that the pore diameter may

increase with more intense nsEP treatments.

4.5.3.3 Direct Measuring of Membrane Current Using Patch Clamp

Once the cell membrane is permeabilized, its electrical conductance increases. This

change is most reliably and quantitatively measured using the whole-cell configu-

ration of the patch clamp method [134]. To date, electrophysiological

Fig. 4.13 A simplified schematic explaining the colloid osmotic mechanism of cell swelling or

shrinking after membrane permeabilization. Smaller, intermediate, and larger solutes are depicted

by different size circles. Three rows represent three different scenarios depending on the size of

solutes in the extracellular medium. The scenarios are with a small solute which easily passes the

electroporated membrane (top), with a large solute that cannot pass the electroporated membrane

(center), and with an intermediate-sized solute with slow or limited pore permeability (bottom).
The initial osmolality inside and outside the cell is the same for all scenarios (300 mOsm/kg). The

intracellular osmolality (before poration) is produced by large, pore-impermeable solutes

(50 mOsm/kg) and small, pore-permeable solutes (250 mOsm/kg). In the bottom row, the cell is

shown before poration and early and late after the poration. See text for more details
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measurements proved more sensitive for the detection of nanopores than any

fluorescent dye detection. With a single pulse of either 60- or 600-ns duration and

using different pulse voltages, the extent of membrane permeabilization was shown

to be proportional to the absorbed dose, with the threshold at about 10 mJ/g

[135]. Sample heating at this dose is less than 0.01 �C, which shows that membrane

electropermeabilization is a nonthermal effect.

The electrical conductance of nanopores is dependent on the membrane poten-

tial. The maximum conductance increase occurs at the most negative potentials and

corresponds to the maximum inward current. Such differential enhancement of the

inward current, or inward rectification, proved to be a hallmark feature of nanopores

and distinguishes them from larger, propidium-permeable pores (which show a

linear current–voltage dependence). We found that cells which display inward

rectification after nsEP exposure remain completely or largely impermeable to

propidium, whereas the onset of the propidium uptake marks the reduction and

subsequent loss of the inward rectification [129].

Numerous experiments performed to date suggest that the inward rectification is

an intrinsic and universal property of nanopores, which also points to their func-

tional and structural asymmetry. The induction of inward rectification can be used

as a nanopore “signature,” i.e., as an indirect but reliable and sensitive sign of

nanopore formation. However, it may not be easy to distinguish nanopores from

classic ion channels which may also display inward-rectifying properties (e.g.,

[136, 137]).

Other remarkable features of nanopores include their extended lifetime

(minutes), the sensitivity to the electric current, and ion selectivity

[122, 138]. Among various pharmacological agents that block ion channels and

were tested for blocking nanopores, only lanthanide ions (Gd3+ and La3+) inhibited

nanopore currents, probably by restructuring of the lipid bilayer [122, 139, 140].

4.5.4 Impact of Nanopore Formation on Cell Physiology

Long-lasting disruption of the plasma membrane barrier function expectedly affects

many if not all physiological processes in living cells. Therefore, it is usually not

productive to explore the impact of nanopores on a certain intracellular structure in

isolation; instead, one should look at mechanisms and pathways which result in

biochemical, physiological, and morphological effects.

In simple terms, bioeffects of nanopore formation can be divided into physio-

logical and pathological. Physiological effects usually are associated with (1) depo-

larization of the membrane and activation of voltage-gated Na+ and Ca2+ channels

and/or (2) Ca2+ entry into the cytosol through nanopores. In both cases, nanopore

formation leads to an increase of the cytosolic Ca2+ level.
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This increase is perhaps the most consequential effect of nanopore formation.

The resting Ca2+ concentration in most cells is held tightly at about 100 nM, and its

changes (increases) serve as a versatile and universal signal for activation of Ca2+-

dependent cascades. Depending on the cell type and physiology, as well as on the

amplitude and timing of Ca2+ transients, they may lead to such diverse effects as

cell differentiation or division, cytoskeleton rearrangements, endo- and exocytosis,

synthesis and release of neuromediators, activation of immune cells, and apoptotic

or necrotic cell death [141]. Ca2+ entry through nanopores mimics Ca2+ signaling

that would normally originate from the activation of membrane receptors and

channels and may lead to similar downstream effects. Among the first downstream

effects are the amplification of the Ca2+ signal by calcium-induced calcium release

(CICR) [130, 131] and activation of the phosphoinositide signaling cascade

[142, 143]. Nanopore formation by nsEP stimulation may be a unique approach

for nonchemical activation of Ca2+ signaling in various types of cells, including

cells that have no voltage-sensitive membrane channels. It has been proposed

earlier to employ nsEP for heart pacing [128] and stimulation of catecholamine

release [130, 138], but better understanding of nsEP effects may open the way for

numerous other applications.

However, if nanopores are too numerous, flooding of cells with Ca2+ may

become the primary cause of cell death. Ca2+ signaling is critically involved, in

many ways, in both the initiation and effectuation of the cell death (see [144] for a

review and other chapters of this book). Damaged cells develop necrotic blebbing,

swelling, cytoplasm granulation, destruction of the cytoskeleton, shrinkage of the

nuclei (pyknosis), and other pathological signs. While nanoporation can lead to

either necrotic or apoptotic cell death [145–150], the increased Ca2+ facilitates the

early necrosis and thereby decreases the cell population that could potentially

become apoptotic. Recently we demonstrated that Ca2+-mediated necrosis results

from a delayed, abrupt, irreversible, and osmotically independent expansion of

pores in the cell membrane [148].

Even with lower levels of ambient Ca2+, the disruption of the membrane barrier

function by nanopore formation may culminate in cell death. In this case, the

primary cause of necrosis is the persistent plasma membrane permeabilization to

small solutes (<1 nm). As described above, it results in the osmotic imbalance,

water uptake, cell swelling, and cell membrane rupture. When the uptake of water is

blocked by an iso-osmotic addition of a pore-impermeable solute such as sucrose

[121], cells are rescued from the necrotic death, but nonetheless die later on by

apoptosis [149]. However, the cause of the apoptosis in cells rescued from the

necrosis is not fully understood. The cell death mechanisms and pathways resulting

from nanopore formation are discussed in more details in other chapters of this

book. For a more detailed analysis of nanopore properties, impact on cell physiol-

ogy, and their hypothetical structure, please see a specialized review [122].
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4.6 The Cytoskeleton as Target: Electromanipulation

of Sensing at the Plant Cell Membrane

Peter Nick and Wolfgang Frey

Electromanipulation by pulsed electric fields can induce very specific and some-

times surprising, cellular effects. In this context, the current chapter wants to

transport two main ideas: (1) The cellular effect is not determined by physics

alone, but decisively shaped by cell biology. (2) The cellular effect is intimately

linked with the cytoskeleton, and the specific differences in the electrically induced

responses of animal and plant cells have to be seen in the context of qualitative

differences in cytoskeletal functions. This chapter will therefore first survey the

structural features of the plant cytoskeleton and then explore the different cellular

functions conveyed by these plant-specific cytoskeletal arrays. Whereas the cyto-

skeleton in animal cells has been mostly discussed with respect to its structural and

architectural role, the plant cytoskeleton seems to be rather of a sensory nature. It is

this sensory function that renders the plant cytoskeleton a versatile and rewarding

target for bioelectrical manipulation. Since plant cells are immobile and stabilized

by a cell wall, the architectural function of the cytoskeleton has become partially

obsolete. However, the tensegral organization of the cytoskeleton cannot only be

used to confer structural organization; it can simultaneously be used as integrative

sensory structure. This sensory function of the cytoskeleton has become dominant

in plant cells and provides the conceptual framework to understand the effect of

electromanipulation on the membrane-associated cytoskeleton, and the physiolog-

ical functions conveyed by this membrane–cytoskeletal signaling hub with focus on

volume control and programmed cell death/apoptosis. We propose a role for a

membrane-associated, highly dynamic population of actin as a sensor for mem-

brane integrity and a primary target for electromanipulation.

4.6.1 The Cytoskeleton as Central Switch for Plant Cells

Similar to their animal counterparts, plant cells can be specifically manipulated by

bioelectrical treatments. However, the response of plant cells shows certain char-

acteristics that can only be understood, when the plant-specific peculiarities of

cellular structure and function are considered.

Although it is important to describe the biophysics behind these effects, a mere

reduction of the phenomena to physics will fail to explain most of the biological

effects. Cells are not passive targets of physical manipulation, but they actively

respond to this physical manipulation by specific cellular events that are integrated

into a biological context. This subchapter is motivated by the idea that electric
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manipulation will be actively perceived as signal that conveys information and

therefore will elicit in the receiver cell an active response. When we understand the

biological context of this active response, we will be able to design smarter and

more specific strategies to evoke the cellular effects we desire to achieve. This

subchapter will attempt to illustrate this mission using electromanipulation of the

plant cytoskeleton as a proof of concept.

Plant cells move only rarely, and therefore this central topic of animal develop-

ment does not play a role in plants. On the cellular level, plants respond to signals

(such as electromanipulation) by three phenomena: (1) directional cell expansion,

(2) directional cell division, and (3) patterned cell differentiation. All three phe-

nomena are intimately linked with plant-specific arrays of the cytoskeleton.

4.6.2 Players of the Plant Cytoskeleton

In contrast to their animal counterparts, plant cells harbor only two of the cytoskel-

etal systems: microtubules and actin filaments. Despite intensive efforts, the third

cytoskeletal system, the intermediate filaments, could never be convincingly dem-

onstrated in plants, neither on the structural nor on the molecular level. However,

microtubules and actin filaments are complemented by a structurally complex cell

wall that is linked with the cytoskeleton through transmembrane connections into a

tensegral network that is often termed cell wall cytoskeletal continuum [151].

4.6.2.1 Microtubular Arrays

During interphase, plant cells display a peculiar array of parallel microtubule

bundles subtending the plasma membrane and usually oriented perpendicular

with the axis of preferential cell expansion (Fig. 4.14a). These so-called cortical
microtubules control the movement of cellulose-synthesizing enzyme complexes in

the plasma membrane and thus the direction of cellulose deposition. Since cortical

microtubules can reorient in response to various stimuli, they represent a tool, by

which plant cells can regulate the directionality of expansion [152].

When a cell prepares for mitosis, cortical microtubules are complemented by

additional arrays that are not seen during interphase. As the first event heralding the

ensuing mitosis, the nucleus moves into the cell center which is nothing else than

the site where later the new cross wall will be laid down. This nuclear movement is

linked with a radial microtubule array that emanates from the nuclear surface and

merges with the cortical cytoskeleton (Fig. 4.14b), tethering the nucleus to its new

position. This nuclear movement sets the pace for the actual mitotic division—in

tobacco cells, where the movement is delayed—due to overexpression of a plant-

specific microtubule motor, cell division is delayed as well [153]. Once the nucleus

has reached its final position in the cell center, the cortical microtubules suddenly
disappear and are replaced by a broad band of microtubules around the cell equator

(Fig. 4.14c). This so-called preprophase band predicts site and plane of the new cell

plate that will be formed much later, once mitosis has been completed. The
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preprophase band is necessary and sufficient for the correct organization of the cell

plate [154]. The division spindle is always laid down orthogonal with the

preprophase band [155] such that the spindle equator is located in the plane of

the preprophase band (Fig. 4.14d). As soon as the chromosomes have separated, a

new array of microtubules, the phragmoplast, appears at the site that had already

been marked by the preprophase band (Fig. 4.14e). The phragmoplast controls the

transport of vesicles to the periphery of the growing cell plate and consists of a

double ring of interdigitating microtubules that increases in diameter with growing

size of the cell plate and acts as a track for plant-specific minus-end-directed

kinesins [156].

4.6.2.2 Actin Arrays

The dynamic complexity of microtubular organization is mirrored and

complemented by a complex structure of the actin cytoskeleton.

During interphase, three distinct arrays can be discriminated (Fig. 4.15a): an

array of transvacuolar actin cables (1), connecting a highly dynamic network of

short actin filaments underneath the plasma membrane (2), and a perinuclear basket

of actin bundles (3).

Unlike microtubules, the overall setup of the transvacuolar actin cables does not

change much during the cell cycle, except for the fact that these cables are

reoriented into a structure resembling a Maltesian cross during the premitotic

nuclear migration (Fig. 4.15b). This so-called phragmosome seems to be

interconnected with the premitotic radial microtubules. In contrast to the

Fig. 4.14 Dynamic organization of plant microtubules during interphase and the cell cycle
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microtubular preprophase band, the phragmosome persists during meta- and ana-

phase and seems to participate in the organization of new microtubules during the

formation of the phragmoplast [156]. During interphase, these transvacuolar cables

are oriented parallel with the axis of cell expansion [157], and the rigidity of these

transvacuolar strands as well as the degree of their bundling is under control of

signals including plant hormones [158], kinase cascades [159], or light [160].

The transvacuolar cables are complemented by a fine network of highly dynamic

microfilaments subtending the plasma membrane. This network had first been

overlooked, because it could be rendered visible only by specific pretreatment

with protein cross-linkers [161] or upon very mild fixation [160]. This peripheral

meshwork was found to be linked with auxin-triggered cell elongation [162, 163],

but only recently the advances of GFP-based live cell imaging made it possible to

visualize this network in a consistent way such that it could be followed through the

development or the response to signals [164, 165].

The perinuclear actin basket had first been discovered in dividing cells [166] and

overlaps with radial microtubules. The actin basket and radial microtubules are

cross-linked by a plant-specific minus-end-directed kinesin motor [153, 156]. The

function of this actin basket is to move the nucleus to the division site. By super-

resolution microscopy, we were able to see the three-dimensional topology during

nuclear movement [167] and found, surprisingly, that the nucleus is not pulled by

actin, but squeezed in a peristaltic manner.

Fig. 4.15 Organization of

plant actin filaments during

interphase and the cell cycle
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4.6.2.3 Molecular Players of the Cytoskeleton

The qualitatively different organizations and functions of the plant cytoskeleton are

achieved on the base of surprisingly similar building blocks: The major components

tubulin and actin are almost identical between plants and animals (for a review on

tubulins, see [168]; for a review on actins, see [169]). Although both proteins are

encoded by gene families, whose members are differentially expressed depending

on tissue, developmental stage, or signals (reviewed in [170] for actin and in [171]

for tubulin), there seems to be little, if any, functional diversification of these

isotypes. For instance, tubulin from animals can readily co-assemble with plant

tubulin in vitro as well as in vivo. Upon microinjection into plant cells, it partici-

pates in the dynamic reactions of the host cytoskeleton in the same way as the

endogenous tubulin (cell division [172, 173], cell expansion [174, 175]. From this,

it can be concluded that the factors responsible for the specific organization of the

plant cytoskeleton are extrinsic to actin and tubulin themselves. In fact, there is

considerable diversification between plants and animals with respect to actin-

binding proteins (for a review see [176]), microtubule-binding proteins (for a

review see [177]), kinesin motors (for a review see [178]), and myosin motors

(for a review see [179]).

4.6.2.4 The Cell Wall Cytoskeletal Continuum

In animal cells, a continuum between the cytoskeleton and the extracellular matrix

is central for mechanosensing (reviewed in [180]) and employs membrane-

spanning integrins that bind on their one side to proteins of the extracellular matrix

containing Arg-Gly-Asp (RGD) motives and on the other side to the actin cyto-

skeleton (for a review see [181]). Plants seem to lack integrin homologues, but there

is evidence for cytoskeletal reorganization after treatment with RGD peptides [182–

184]. As a molecular basis for the plant cytoskeleton–plasma membrane–cell wall

continuum, cell wall-associated kinases, arabinogalactan proteins, pectins, and

cellulose synthases are discussed (for a review see [185]). The rich, but more or

less circumstantial evidence for such transmembrane interactions of the cell wall

and cytoskeleton has been assembled into a model of a so-called plasmalemmal
reticulum as a third element of the plant cytoskeleton [151]. This plasmalemmal
reticulum is probably a tensile structure and seems to participate in the control of

cellulose deposition. Moreover, it was proposed to represent a manifestation of the

plant version of lipid rafts.
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4.6.3 The Plant Cytoskeleton as Membrane Sensor

Plants have evolved the peculiar cytoskeletal arrays described in the previous

section to address specific functions. It is important to consider these functions,

because they set the logical framework to understand the specific effects of

electromanipulation. For all of these functions, a system property of the cytoskel-

eton is relevant: tensegrity. Microtubules are fairly stiff structures, which, with

respect to their mechanic properties, can be compared to delicate glass fibers and

therefore they are able to transduce compression forces [186]. In contrast, actin

filaments are more flexible (mechanically comparable to silk) and therefore able to

transduce traction forces. The concept of tensegrity became popular by the funda-

mental architectural work of Richard Buckminster Fuller (1895–1983). He accom-

plished the highest structural stability by combining a minimum of stiff and tensile

elements. In fact, it is cytoskeletal tensegrity that shapes animal cells (for a review

see [187, 188]). However, this architectural function of the cytoskeleton became

mostly obsolete in plant cells due to the presence of a cell wall which is built as a

composite structure with elongate load-absorbing elements (cellulose microfibers)

embedded in an amorphous matrix of hemicellulose pectins and proteins.

Cellular architecture employs the tensegral principle to reach maximal mechan-

ical stability and, simultaneously, flexibility on the basis of parsimonious use of

resources and load-bearing elements. In addition, it can adapt continuously to the

ever-changing conditions of growing and developing cells. This requires efficient

sensing of forces and strains followed by appropriate reorganization of the tensegral

building blocks. Thus, the tensegral cytoskeleton is not only a device to provide

mechanical stability. It must also sense patterns of stresses and strains. This

mechanical stimulation feeds back to the organization of the cytoskeleton in such

a way that a stable minimum of mechanical energy is reached and continuously

adjusted. It is this hidden sensory function of the tensegral cytoskeleton that

dominates over architectural roles in the walled plant cells that are under continu-

ous turgor pressure and use this pressure for regulated expansion. During plant

evolution, the interphasic plant cytoskeleton was therefore shaped by selective

pressures toward optimized sensing and integration at the plasma membrane. It is

this sensory nature of the cytoskeleton that becomes also relevant for the response

of plant cells to electromanipulation.

4.6.3.1 Cortical Microtubules and Cell Wall Texture

The parallel bundles of cortical microtubules are usually oriented perpendicular to

the axis of preferential cell expansion. The cortical microtubules were found to

define the biophysical properties of the yielding cell wall and thus the geometry of

expansion. In cylindrical cells, where isotropic action of turgor pressure is predicted

to produce only half of the strain in the longitudinal direction relative to the

transverse direction, a transverse orientation of cellulose microfibrils maintains
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the lateral reinforcement needed to drive elongation [189]. In fact, filamentous

structures acting as “reinforcement mechanism” to counteract lateral expansion

were predicted merely from these biophysical considerations and termed “micro-

tubules” [190]. This prediction stimulated an intense search for such structures and

1 year later led to the discovery of “microtubules” by electron microscopy

[191]. The classical model assumes that cortical microtubules control the orienta-
tion in which newly synthesized cellulose microfibrils will be laid down (reviewed

in [192, 193]).

Cortical microtubules can change their orientation in response to a broad range

of signals, both exogenous and endogenous, and thus allow tuning of plant mor-

phogenesis with the challenges of the environment. Signal-dependent reorientation

of microtubules will cause altered deposition of cellulose microfibrils, a mechanism

that allows adjusting the direction in which the cell wall yields to the turgor

pressure exerted by the expanding protoplast and eventually alters the proportion-

ality of cell expansion in response to the stimulus. The cellulose-synthesizing

enzyme complexes are integrated into the membrane by fusion of exocytotic

vesicles and are thought to move within the fluid membrane leaving a “trace” of

crystallizing cellulose. The movement of the enzyme complex will determine

cellulose orientation and thus the anisotropy of the cell wall. It is the direction of

this movement where cortical microtubules interfere with the mechanical anisot-

ropy of the expanding cell wall.

The direct contact between cortical microtubules and newly emerging cellulose
microfibrils has been demonstrated by electron microscopy, but is also supported by

a wealth of data, where signal responses of cell expansion were preceded by a

corresponding reorientation of cortical microtubules. As to be expected from a

microtubule-based mechanism for cellulose orientation, elimination of cortical
microtubules by inhibitors produces a progressive loss of ordered cellulose texture.
The resulting loss of axiality causes lateral swelling and bulbous growth. The

striking parallelism between cortical microtubules and newly deposited cellulose
microfibrils led to a “monorail” model proposing that motor proteins move along

cortical microtubules and pull cellulose synthetases [194]. A concurrent “guard-

rail” model, where the crystallizing cellulose pushes the synthetase complex within

microtubule-dependent protrusions, has been recently discarded, based on direct

molecular evidence: Mutants with reduced cell wall integrity were affected in the

microtubule-severing protein katanin [195] or in kinesin-related proteins

[196]. Moreover, fluorescently tagged cellulose synthases were shown to move in

tracks adjacent to the subtending cortical microtubules [197], and a cellulose

synthase (CSI1) binds directly to microtubules [198].

This means that cortical microtubules are physically linked to proteins that span
the plasma membrane and might transduce conformational changes (such as those

caused by electromanipulation) directly upon the microtubular cytoskeleton.
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4.6.3.2 Cortical Microtubules Act as Sensors for Abiotic Stress

As a central element of their adaptive strategy for survival, plants must integrate the

signaling evoked by different stress factors into a balanced and appropriate

response. Many of these stress factors can be sensed through alterations of mem-

brane tensions: These not only include evident situations such as direct mechanic

load or osmotic forces (that in the case of ionic stress are complemented by

electrostatic forces) but also stimuli reporting on other environmental factors,

such as gravity, wounding, wind, touch, or pathogen attack, as well as factors

modulating membrane fluidity, such as cold and heat (for a review, see [199]).

As the tensegral cytoskeleton is connected with the cell wall through integrative

linkers, the mechanical strains produced by cellulose microfibrils can align cortical

microtubules, thus closing a self-referring circuit between the cell wall and cyto-

skeleton in the growing plant cell. The cell expansion reinforced in a direction

perpendicular to the orientation of microtubules and microfibrils will generate

forces parallel with the major strain axis [200]. These forces will then relay back

through the plasma membrane upon cortical microtubules that are aligned in

relation to these strains. As individual microtubules mutually compete for tubulin

heterodimers and as the number of microfibrils is limited by the quantity of

cellulose synthase rosettes, this regulatory circuit should follow the rules of a

reaction–diffusion system [201] and therefore be capable of self-organization and

patterning.

Microtubules might sense mechanical stress themselves, because during growth,

they build up considerable mechanical tension [202]. This tension has to be

compensated by specific proteins complexing the growing end (so-called +TIP

proteins). Any mechanic stimulus at the tip will impair this compensation and the

accumulated tension will be discharged as catastrophic outward bending of

protofilaments. This innate mechanosensitivity makes microtubules ideal signal

amplifiers in concert with other mechanosensors. In fact, microtubules were iden-

tified as interactors of stretch-activated ion channels from genetic studies in the

worm Caenorhabditis [203] and pharmacological studies suggest that

mechanosensitive calcium channels are also active in plants [204, 205]. Moreover,

osmotic challenge of membranes causes assembly of cortical microtubules

[206, 207]. This will stimulate phospholipase D, whose product phosphatidic

acid-dependent activates a membrane-bound NADPH oxidase, producing an oxi-

dative burst as a trigger for plant adaptation to drought stress [208].

Cortical microtubules have therefore emerged as important components of a

signaling hub at the membrane of plant cells that is able to sense and process

different stress signals into different and specific signatures [209].
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4.6.3.3 Cortical Actin Filaments Act as Sensors of Membrane Integrity

Plant actin is essential for intracellular transport of various cargoes such as perox-

isomes [210], chloroplasts [211], mitochondria [212], or Golgi vesicles [213]. Also,

the active transport of plasmid DNA after electrotransfer is accomplished by the

actin cytoskeleton [214]. Transvacuolar actin cables structure transvacuolar cyto-

plasmic strands [215] and drive the premitotic migration of the plant nucleus

[153, 156]. The function of the dynamic actin network subtending the plasma

membrane has remained enigmatic, however. The cortical actin net seems to be

physically interconnected with the distal ends of the transvacuolar cables that on

their proximal ends are linked with the perinuclear actin basket. The bundling of

cortical actin filaments can be modulated by signals such as the plant hormone

auxin [160, 163], and this will feed back on the cellular sensitivity to auxin [216],

leading to the concept of an actin–auxin oscillator [217]:

Auxin regulates actin organization [165] by controlling actin dynamics through

auxin-dependent differential membrane association of actin depolymerization fac-

tor 2 [167]. Actin, in turn, regulates auxin transport [218] constituting a self-

referring oscillating circuit. This circuit oscillates with a period of around 20 min

and underlies the regulation of cell expansion and cell division by auxin. Any

disturbance of membrane integrity will impact on these oscillations and result in a

dissociation of actin from the membrane and a contraction of the transvacuolar

cables toward the nucleus.

This remodeling of actin is usually followed by programmed cell death. Similar

to apoptosis of animal cells, programmed cell death in plants fulfills important

functions for genetic integrity and plant survival. In particular, it is a central feature

of immunity against so-called biotrophic pathogens (for a review, see [219]). This

specialized group of pathogens does not kill the host cell, but invades them after

manipulating basal immunity and reprogramming the host cell to deliver nutrients,

thus turning its victim into a kind of defenseless zombie. The most efficient strategy

to encounter these pathogens is to activate programmed cell death. Thus, the

infected cell will commit suicide for the sake of its healthy neighbors. Prior to its

final sacrifice, the reprogrammed cell activates the accumulation of antimicrobial

toxins in the vacuole. The controlled breakdown of the vacuole will then execute

suicidal cell death, but at the same time kill the invader in a kind of “kamikaze”

strategy.

Elicitors or pharmaceutical compounds that can trigger programmed cell death

cause a rapid breakdown of the dynamic meshwork of cortical actin filaments

followed by a contraction of transvacuolar cables [220–222]. This phenomenon is

not confined to plant immunity, but is found across eukaryotic cells in general (for

reviews see [223, 224]) and for plant cells in particular [225, 226].

Cortical actin filaments have therefore emerged as part of an oscillatory sensor

that can sense membrane integrity. Any impact on membrane integrity will cause a

phase shift of the actin–auxin oscillations and result in actin remodeling, which is

then transduced into programmed cell death. Since actin filaments are linked with

204 K.-i. Yano et al.



the unknown plant functional analogues of animal integrins, they should be able to

respond to conformational protein changes at the membrane. From these consider-

ations it is predicted that electromanipulation, even at energies that are not suffi-

cient to cause irreversible pores, should impact on this actin-based switch between

life and death.

4.6.4 The Plant Cytoskeleton Responds to nsPEFs

Methods shape concepts—the availability of fluorescent proteins allowing for

imaging of specific organelles in living cells has revealed the seemingly static

plant cells as highly dynamic systems. The term “cytoskeleton” was coined at a

time when actin filaments and microtubules were accessible only through electron

microscopy in ultrathin sections of fixed material. The concept of a static “cellular

skeleton” has been replaced meanwhile by the model of a dynamic cytoskeletal

equilibrium as evident, when fluorescent markers are followed after local bleaching

(so-called fluorescence recovery after photo bleaching, FRAP) or when local

changes of fluorescent color are followed, a novel approach made possible by the

use of photoconvertible fluorescent proteins [227]. The fluorescent protein technol-

ogy in combination with advanced fluorescence microscopy provided the tools to

get insight into the dynamic changes of the plant cytoskeleton and the plant

endomembrane system in response to electromanipulation. A panel of transgenic

lines of the cellular plant model tobacco BY-2 (reviewed in [228]) expressing either

GFP fusions of plant tubulin, the actin-binding domain 2 of plant fimbrin, or the

retention motif for the endoplasmic reticulum, HDEL, in fusion with GFP, made it

possible to follow the response of cytoskeleton and endomembrane system in living

cells. These reporters were chosen, because they do not constrain the functionality

of the cytoskeleton (in contrast to fluorescent phalloidin). A second prerequisite

was the construction of a device that allowed administering nanosecond pulsed

electric fields (nsPEFs) directly under the microscope, such that the cellular

responses could be followed already during the first minutes after challenge. In

fact, this approach revealed that the membrane-associated cytoskeleton responds

swiftly and dramatically to electromanipulation [229].

Already a single pulse of 33 kV.cm�1 at a duration of 10 ns was sufficient to

disorder and disassemble cortical microtubules such that the fluorescently tagged

tubulin used for visualization diffused into the mesh-like cortical cytoplasmic

strands. This response had already initiated in the first minute after the pulse and

was fully manifest at 3 min after pulsing. At the same time, the nucleus lost its

ellipsoidal shape and was rounded up, which was a few minutes later followed by

blebbing of the nuclear envelope. The response of actin was even swifter: cortical

actin meshwork was rapidly depleted, while the transvacuolar cables contracted

toward the nucleus within the first minute after the pulse. Similar to actin, the

endoplasmic reticulum is subdivided into a highly dynamic submembrane mesh-

work of sheets that are connected by strands, whereas the transvacuolar ER strands
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and the nuclear envelope appear to be relatively static. Nevertheless, a treatment

with nsPEFs not only degraded the cortical ER, but produced a disintegration of the

nuclear envelope followed by invasion of the GFP signal into the karyoplasm, from

where it remained excluded in non-challenged control cells. This breakdown of the

nuclear envelope occurred around 3–4 min after pulsing, which parallels the

blebbing of the perinuclear microtubules.

These rapid responses of cortical microtubules and especially cortical actin were

followed by somewhat slower changes in the behavior of the plasma membrane. To

probe for potential disintegration of the plasma membrane, we measured the uptake

of trypan blue, a dye that cannot permeate the membrane of living cells and is

therefore classically used for viability assays. A variation of the electric dose by

increasing the number of pulses showed that uptake of the dye became detectable

from two pulses and was saturated at ten pulses [230].

A detailed time course of trypan blue permeability using five pulses revealed that

the penetration of the dye initiated from the tip of the cells, whereas it was slower at

the lateral flanks suggesting a strong impact of membrane curvature. This is to be

expected from geometrical considerations of membrane charging: in a sphere, the

local membrane voltage induced by a field depends on the radius, the field strength,

and the cosines of the angle with the field vector [76].

Although the leakage of the dye became detectable already from the first minute

after the five pulses, it required 6 min to become fully expressed [230]. In contrast,

the cytoskeletal effects described above were already seen for a single pulse and

earlier, which means that the response of the cytoskeleton was more sensitive and

more rapid as compared to the permeabilization of the plasma membrane.

In the search for other cellular responses to nsPEFs, we had to decrease the

stringency to a range, where cells still were able to survive for a sustained period. A

mapping of prolonged viability over electrical energy density revealed that the

cellular response followed an all-or-none pattern: below a certain threshold, all

cells remained viable; above this threshold, all cells died [231]. For a treatment

above the threshold, we observed a stratification of cytoplasmic strands, a block of

cytoplasmic streaming, and a loss of nuclear positioning within 3–5 h after the

treatment. The auxin efflux carrier PIN that was strictly localized to the plasma

membrane in unpulsed controls partially detached from the membrane, such that its

localization became diffuse. Since this loss of membrane localization of PIN should

impair auxin flow through the cell file, this should also impinge on the synchroni-

zation of cell division within a file, a phenomenon, which can be scored as a

reduction in the frequency of a diagnostic peak for hexacellular files and an increase

of quadricellular files [232]. In fact, this very specific readout was observed

following nsPEF treatment, indicative of an impaired auxin flow, corroborating

the observed delocalization of the PIN protein. It should be mentioned that both,

this division synchrony and the localization of the PIN protein, depend on actin

filaments (reviewed in [217]).

In the next step, a subthreshold treatment of 20 pulses of 25-ns duration and

10 kV.cm�1 was used to detect more subtle changes of cellular physiology. In fact,
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two phenomena could be observed: A delay of mitotic activity by 1 day and a delay

of premitotic nuclear migration by 1 day.

The (rapid) response of the submembranous cytoskeleton [229–231] is thus

followed by (slower) increases of membrane permeability, impaired localization

of auxin efflux carriers, delayed premitotic nuclear migration, and delayed onset of

mitosis, and all these responses are intimately linked with the cytoskeleton.

Although these correlations are consistent with a model, where the response of

the membrane-associated cytoskeleton might be the cause of all these slower

cellular responses to nsPEFs, they remain correlations and are no proof for a causal

link. The question of causality will be investigated in the next section.

4.6.5 Plant Actin Controls the Response to nsPEFs

To state that a phenomenon A (nsPEF response of the actin cytoskeleton) is

causative for a different phenomenon B (membrane permeability and cell death),

three conditions have to be met: (1) A must precede B in time, (2) A must be

necessary for B, and (3) A must be sufficient for B.

The first condition has already been discussed in the previous section: the

cytoskeletal responses, especially the response of actin filaments, are observed

earlier than the leakage of trypan blue into the cell [229, 230].

To test the second condition, it is necessary to manipulate the actin cytoskeleton

before challenging the cell by nsPEFs. In addition to pharmacological manipula-

tion, it is possible to use genetic engineering. Both strategies have been employed to

probe for changes in the response to nsPEFs: In fact, a mild pretreatment by the

actin-stabilizing drug phalloidin was able to efficiently suppress the penetration of

trypan blue, indicative of a stabilization of membrane integrity [229]. In an alter-

native approach, actin-binding proteins that confer different degrees of actin stabi-

lization were constitutively overexpressed under the control of a strong viral

promoter (cauliflower mosaic virus 35S) in tobacco BY-2 and then trypan blue

uptake recorded over increasing pulse numbers [230]. These curves were dampened

correlated with the degree of actin stabilization—whereas the Lifeact probe (an -

actin-binding peptide currently used as state-of-the-art marker for actin, because it

is reported not to interfere with actin dynamics) yielded a dose–response curve that

was identical to that recorded for non-transformed cells, the FABD2 marker

(conferring a very mild stabilization of actin), already caused conspicuous damp-

ening of the amplitude and a shift toward higher pulse numbers. The mouse talin

probe, producing the strongest stabilization of actin, suppressed trypan blue uptake

almost completely. To drive the assay to the highest possible stringency, we

generated a transgenic line, where the actin-stabilizing LIM domain is under

control of a glucocorticoid-inducible promoter. By addition of the artificial gluco-

corticoid dexamethasone, actin can be stabilized and compared to a non-treated

aliquot of the same cell line as negative control, such that any effect of potential

genetic differences can be ruled out. Doing so, the induced cell line showed a
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strongly reduced uptake of trypan blue even for the highest pulse numbers tested.

Thus, the second condition holds true as well: actin dynamics are necessary for

membrane leakage. Although it cannot be excluded that there is also some impact

of the transvacuolar actin cables and/or the perinuclear actin cage, this impact is

estimated of minor importance, because these structures are already quite stable

even in non-treated or non-transformed cells, whereas it is the dynamics of the

cortical actin meshwork that are affected most.

To test the third condition, it is necessary to cause depletion of cortical actin

filaments and contraction of transvacuolar cables in the absence of nsPEFs and to

verify whether this will result in cell death. This experiment has become possible by

using specific bacterial elicitors that produce a rapid actin response that down to the

details of subcellular structure and timing matches the actin responses observed

after nsPEFs. In fact, treatment of cell cultures of grapevine with the elicitor HrpN

from the phytopathogenic bacterium Erwinia amylovora [220], of tobacco BY-2

with the elicitor HrpZ from Pseudomonas syringae [222], or simply with the plant

defense compound resveratrol [221] was able to trigger rapid breakdown of cortical

actin and contraction of transvacuolar actin cables, and these responses were

followed by cell death. Thus, to induce a breakdown of cortical actin is sufficient

to trigger cell death in the absence of nsPEF challenge.

Thus, all three conditions have been experimentally verified and found to be

valid. It is therefore feasible to assume a causal link between the actin response at

the plasma membrane and subsequent cellular responses (membrane leakage and

cell death).

However, the conclusion of a dynamic actin population underneath the plasma

membrane as a primary target of electromanipulation through nsPEFs is prone to

raise some controversy: Whereas longer pulses with lower field strength are thought

to cause reversible pore formation in the plasma membrane and can induce mem-

brane passage of macromolecules, shorter pulses with higher field strength are

discussed to cause mainly intracellular electromanipulation [233, 234]. The reason

for this prediction is that the charging of the cell membrane should be slower than

the penetrance of the electric field into the cell interior. Thus, intracellular mem-

branes or organelles should be targeted before the energy can be dissipated into the

plasma membrane [19, 235–237]. In fact, rupture of intracellular granules or

vacuoles without detectable electroporation to the outer membrane [20, 237] or

calcium release [234, 238] has been reported for mammalian cells after exposure to

nsPEFs. However, rapid changes of plasma membrane permeability explained by

the formation of nanopores [236, 239, 240] even for pulse durations of 10–60 ns

[121, 241, 242] challenge this idea even for animal cells. In addition, the distribu-

tion of electric fields is definitely different in a cell, where, in addition to the plasma

membrane, a second extensive membrane system, the tonoplast lining the vacuole,

is present.

Rather than following theoretical considerations, we addressed this topic exper-

imentally. A good deal of the discrepancy is caused by the fact that experiments

conducted in different systems under different conditions and with different scopes

have been compared. It was therefore relevant to address this question in a single
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experimental system, where the same molecular target is localized either in the cell

interior or near the plasma membrane and where different cellular functions can be

assigned to these two subpopulations of the target molecule. Through our investi-

gation of the plant cytoskeleton, we attained access to such a candidate molecule:

KCH, a plant-specific member of the kinesin-14 family, links microtubules and

actin filaments [243] occurring in two subsets that confer two different cellular

functions [156]—one subset is linked with the perinuclear actin basket and impor-

tant for premitotic nuclear migration and mitosis [153]. The second subset is not

linked to actin filaments and moves slowly with cortical microtubules and thus

plays a role for cell expansion. To address the influence of KCH, we simply used a

tobacco BY-2 cell line overexpressing this protein in fusion with GFP [231]:

As a cellular readout for the nuclear function of KCH, nuclear movement

heralding the ensuing cell division was quantified [153] and found to be delayed

by overexpression of KCH, as well as by a mild nsPEF treatment. A combination of

both factors acted synergistically. Although this might indicate a site of action at the

nucleus, i.e., in the cell interior, it should be kept in mind that the nucleus is

tethered, through a radial network of actin filaments and microtubules, to the cell

wall by means of transmembrane proteins [151]. A similar delay of nuclear

migration might therefore be produced, when the connections of this radial network

to the plasma membrane were disrupted by nsPEFs. Thus, the analysis of nuclear

migration alone is not sufficient to decide on the site of action.

We therefore exploited cell expansion as a second cellular function that is

unequivocally linked to the cortical microtubules subtending the plasma membrane.

In fact, we observed that overexpression of KCH promoted cell expansion, and that

this promotion was stimulated by nsPEFs in the KCH overexpressor but not in the

non-transformed wild type, and that cell expansion responds more sensitively as

compared to cell division. In other words, there is a strict synergy between KCH

overexpression and nsPEFs with respect to a function that is clearly located in the

cytoskeleton adjacent to the plasma membrane. In contrast to the hypothetical

nsPEF target in the cell interior, the experimentally verified target site at the plasma

membrane can explain all observations of this study supporting the cytoskeletal

signaling hub at the membrane as primary target for nsPEFs in plant cells.

Although a functional model of this hub is still far from conceived, it is already

possible to distil from our data and those of others a structural model as a

conceptual framework to understand the cellular effect of electromanipulation.

Although the cortical cytoskeleton has been observed to be very close to the

membrane, it is not clear, whether there is a direct connection or whether the link is

rather indirect through third molecular partners. The resolution of light microscopy

is limited to about 250 nm in xy and to about 500 nm in z, even for advanced

confocal microscopy (for a review see [244]). However, it is possible to break the

resolution barrier in z-direction by means of total internal reflection fluorescence

(TIRF) microscopy. This novel technique uses an evanescent wave from a totally

reflected excitation beam. This wave can only penetrate 50–100 nm into the

specimen, such that the fluorescence observed under these conditions must come

from the very periphery of the cell. For walled plant cells, this technique is not
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applicable, because the cell wall is by far thicker than the range for the evanescent

wave. Several reports that had claimed TIRF imaging for plant cells have later been

shown to be misled by an optical artifact called variable-angle epifluorescence

(VAEF), which allows to view the uppermost few μm of a specimen without optical

bleedthrough from the deeper layer [245]. In contrast, true TIRF records only the

uppermost 50 nm and is, due to the curved topology of the specimen, confined to a

narrow field of observation. To see whether the cytoskeleton is localized in close

proximity to the plasma membrane, protoplasts were generated from cells

expressing either the actin marker ATFABD or the microtubule marker AtTuB6

in fusion with GFP and viewed by TIRF microscopy. We observed that actin

filaments were organized in starlike plaques, from where finer filaments emanated.

The crossings of filaments appeared as punctate structures. The pattern for micro-

tubules appeared similar, but the starlike centers were much finer and the setup

appeared to be more delicate as compared to the actin filaments. The distance

between these structures and the membrane is estimated to be in the range of a

single microtubule; otherwise they would not be imaged by TIRF. The field of

observation was small (around 5 μm in diameter), which would be expected from a

penetration depth of 50 nm and which is clear evidence that the recorded structures

were imaged by true TIRF and not by VAEF. We think that the punctate centers of

the starlike cytoskeletal structures are the structural manifestation of the

signaling hub.

This signaling hub seems to be embedded into a complex topology of the plasma

membrane that deviates from the straight surface underlying most theoretical

models of membrane charging. This topology depends on the cytoskeleton. There

are two lines of evidence for this idea.

Stabilization of the submembranous cytoskeleton caused an increase in the

apparent thickness of the cell membrane. Since the elementary membrane cannot

be resolved by light microscopy, these changes of apparent thickness must be

caused by membrane topologies, leading to a model of tubulovesicular membrane

folds or invaginations that increase membrane surface and might be structurally

maintained by actin filaments [230].

Plant protoplasts can swell within seconds in response to hypoosmotic shock

without bursting. Since intensive expansion ability of plasma membranes is con-

fined to ~2% [246], there must be membrane material released from internal stores

during hypoosmotic swelling which is difficult to be reconciled with a model of a

straight membrane surface.

To get more insight into the functional relevance of actin for membrane integ-

rity, we used the regulatory volume control in protoplasts as model and used

hydraulic conductivity (Lp) as readout [247]. This readout could be derived from

the time course of protoplast swelling and was then manipulated by different factors

to identify molecular components interfering with this response. We found that

chelation of calcium, inhibition of calcium channels, or manipulation of membrane

fluidity by benzyl alcohol did not significantly alter Lp. In contrast, direct manip-

ulation of the cytoskeleton via specific compounds either destabilizing or stabiliz-

ing actin filaments (latrunculin B, phalloidin) or microtubules (oryzalin, Taxol)
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modulated conductivity. In addition, the bacterial elicitor harpin or modulation of

phospholipase D was effective.

We further used optochemical engineering of actin using a caged form of the

phytohormone auxin to break the symmetry of actin organization [248] in a single

protoplast and found that the transcellular gradient of actin rigidity resulted in a

localized deformation of cell shape (nota bene: under isotonic conditions) indica-

tive of a locally increased Lp.

Whereas auxin-triggered actin dynamics were promoting the swelling response,

bundling of actin blocked expansion, probably through mechanic tethering of the

microtubule constrained swelling, leading to a model where a dynamic population

of microtubules impedes the integration of membrane material into the expanding

membrane. This microtubule population could be controlled by specific pharma-

cological activation of phospholipase D, a central component of a membrane–

cytoskeleton signaling hub. This should produce two consequences:

1. The activation of phospholipase D would produce phosphatidic acid, an impor-

tant activator of the membrane-bound NADPH oxidase RboH culminating in an

apoplastic oxidative burst (for a review see [209]) that provides a central input

for plant stress signaling including activation of programmed cell death.

2. The detachment of the cytoskeleton from the membrane invaginations would

release additional membrane material for resealing of nanopores and for release

of mechanical tensions within the plasma membrane.

It should be emphasized that this cytoskeletal membrane hub is subject to

numerous positive and negative feedback regulations. For instance, the apoplastic

reactive oxygen species will penetrate through aquaporins into the cortical cyto-

plasm and interfere with the bundling state of actin creating a signal, where, due to

cytoskeletal tensegrity, the actin will contract toward the nucleus, which seems to

be an important trigger to activate programmed cell death. In contrast, the integra-

tion of vesicles into the resealing membrane will remove PIP2, a downstream

product of phospholipase D sequestering actin depolymerization factor 2 [249],

such that actin dynamics will be reinstalled and the dynamic filaments will relink to

the membrane preventing actin contraction. Whether a cell challenged by

electromanipulation will rescue membrane integrity by resealing or whether it

will be doomed to programmed cell death leading to a long-term loss of membrane

integrity does not only depend on the physics of membrane charging, but is

crucially decided by the relative timing of these antagonistic feedback loops.

4.6.6 Consequences for Current Imaginations on nsPEF
Interactions with Cells

The results discussed in previous sections demonstrate that the plant cytoskeleton

has a major impact on cellular responses upon nsPEF administration. In particular,
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in the short pulse range, below 100 ns, the cytoskeleton bears a strong influence on

membrane permeabilization. This fact might have been overseen in the past,

because in the long pulse exposition regime, the effects of pore formation dominate

and nowadays still are considered as a basic principle of membrane

permeabilization.

Despite the existing differences in cytoskeletal structure between mammalian

and plant cells, a role of the cytoskeleton for the response to pulsed electric fields is

also supported by experimental results obtained from mammalian cells. Consis-

tently, it is reported that cortical actin filaments disintegrate, and microtubular

structures depolymerize after PEF treatment [250–252] within some minutes and

recover later in a time frame of an hour [252]. Already back in the 1990s, it was

shown that the cytoskeleton is strongly involved in membrane resealing after

permeabilization by pulsed electric fields [99, 253]. Treatment with compounds

acting on the cytoskeleton prolonged resealing times from minutes to hours.

PEF-induced disintegration of cortical cytoskeleton structures is reported to

decrease the Young’s modulus of the cell boundary by more than a factor of

2 [250, 254], underlining the importance of the tensegral properties of the cyto-

skeleton for mechanical stabilization and shaping of mammalian cells.

The findings on the plant cytoskeleton provide unambiguous evidence for a

physical link between the cortical actin cytoskeleton and the plasma membrane at

distinct points. Actin filaments emanate in a starlike manner from these intercon-

nections. It also could be demonstrated that nsPEF-induced dissolution of the

cortical actin meshwork provokes permeability of the plasma membrane for larger

molecules, whereas chemical stabilization of the actin meshwork maintained mem-

brane integrity when challenging the plant cells by the same pulse treatment

[229, 230]. This demonstrates that membrane permeabilization is not solely caused

by the formation of pores in the PL bilayer, which undoubtedly is one of the primary

effects of membrane permeabilization, but also can be evoked via destabilization of

the submembranous cytoskeleton, which obviously feeds back to membrane integ-

rity. In addition, it could be demonstrated that cytoskeleton plays an active and

necessary role in membrane permeabilization of plant cells.

Besides membrane site-associated responses, nsPEFs affect the cell cycle as

evident from a delay of premitotic nuclear positioning. Also intercellular auxin

transport is disturbed.

The causal sequence for the different cellular responses and the cytoskeletal

response remains to be elucidated. Whether dissolution of the cytoskeleton is the

cause of osmotic swelling as strongly suggested by the current work or whether it is

the consequence of osmotic swelling as proposed for mammalian cells [255] has to

be clarified for each system by functional analysis (including time-course studies).

Also the biophysical trigger for cytoskeletal dissolution is pending so far. Forces

due to dipole alignment of actin or tubulin monomers along the direction of the

electric field direction appear to be feasible to evoke filament disruption. Alterna-

tively, a complete loss of phospholipid ordered structure [101] around the

cytoskeleton–membrane links in consequence of the pulsed electric field might

also cause the subsequent loss of cytoskeletal structure.
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Irrespective of the underlying biophysical mechanisms, the sensorial properties

of cytoskeleton and in particular on the sensory feedback of stimulation by pulsed

electric field stimulation will open promising new applications for

electromanipulation of plant cells by pulsed electric fields.

4.7 Intracellular Trafficking of Plasmid and siRNA After

Electroporation

David A. Dean

The fate of nucleic acids once translocated across the plasma membrane depends on

the nucleic acids themselves. For example, while plasmids must make their way to

the nucleus in order to be expressed, siRNA, miRNA, shRNAs, mRNA, and most

RNaseH-dependent and independent DNAs and RNAs (such as DNAzymes or

hammerhead ribozymes) function within the cytoplasm so they do not need to

traffic to the nucleus. Although the biophysical and biological environment of the

cytoplasm impacts movement of all types of nucleic acids, the greatest amount of

information has been gathered for the movement of plasmids, and as such, unless

noted, most of the following discussion will be directed at the productive and

nonproductive movement of plasmids throughout the cell.

4.7.1 A Possible Role for Actin

Once the plasma membrane has been destabilized by electroporation allowing for

nucleic acid entry, both DNA and RNAs are confronted by a number of barriers that

must be overcome for their function, all of which are independent of the electric

field (Fig. 4.16). Studies with fluorescently labeled plasmids and fluorescently

labeled RNAs show that the translocated nucleic acids remain near the inner surface

of the plasma membrane for a period of time, prior to movement toward the interior

of the cell [102, 214]. Using fluorescence labeling and fluorescent protein tech-

niques, it was shown that DNA and actin co-localized to the same spots at the

permeabilized membrane facing the anode immediately following electroporation

[214]. Moreover, when the actin network was destabilized with latrunculin B,

reduced levels of DNA were present at the spots, suggesting that the actin may

play a role in the internalization of the DNA itself. Cortical actin forms a meshwork

beneath the plasma membrane to provide structure to the cell and to link the

intracellular and extracellular environment for signaling. It is likely that this

network acts to temporarily “trap” the molecules after they have crossed the plasma

membrane. Similar findings have been reported for entry of a number of viral

particles [256, 257]. It is currently not known how the DNA escapes this region
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or whether it is by directed movement or diffusion, but the nonuniform nature of the

cortical actin meshwork may allow for localized diffusion of the nucleic acids at

distinct sites or at “holes” out of this region of the cell and toward the interior.

Apart from the possible role of cortical actin in the internalization and trafficking

of plasmids, several studies have also implicated a role for actin filaments in the

cytoplasmic trafficking of plasmids in addition to that of the microtubule network

[102, 214]. When actin dynamics were perturbed with drugs, both stabilization and

destabilization of the networks resulted in slight decreases in the percent of

fluorescently labeled plasmids showing active transport or the total distance trav-

eled by the particles using single-molecule particle tracking [102, 214]. In contrast

to these findings, earlier work showed that disruption of the actin cytoskeleton

resulted in greatly enhanced diffusion of large DNA fragments within the cyto-

plasm of microinjected cells [258]. Proteomic studies from our laboratory have

found that several actin-based motors (myosin 1B, 1C, and 9) are found in the

protein–DNA complexes at early times after electroporation (15 min) along with a

number of different microtubule-based motors [259], supporting a possible role for

actin-based movement of DNA particles, at least at times between entry of the DNA

into the cytosol and its binding to microtubules.

Fig. 4.16 Post-electroporation intracellular trafficking of plasmids. Following electropermeabilization

of themembrane, plasmidsmay enter the cell by either endocytosis and/or direct entry into the cytosol at

which point they must traverse the cortical actin layer, perhaps using actin-based movement

[102, 214]. Once free in the cytoplasm, plasmids are rapidly complexed by a number of

DNA-binding proteins in the cytoplasm which in turn bind to other proteins to form large protein–

DNA complexes [259]. Transcription factors bound to the DNA interact with importinβ and other

proteins that in turn link the complex to dynein formovement alongmicrotubules to the nucleuswhere it

falls apart at the nuclear periphery [264].Nuclear entry is thenmediated by importinβ in a sequence- and
importin-dependent manner through the nuclear pore complex (NPC) in nondividing cells or indepen-

dent of importins and any DNA sequence requirement during mitosis and the associated dissolution of

the nuclear envelope (top)
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4.7.2 Microtubule-Based Movement of Plasmids

The cell cytoplasm has been described as early as the 1940s as resembling a

reversible gel–sol system that is relatively stiff and does not allow for a great

deal of free diffusion of large molecules [260]. It is a complex system composed

of multiple cytoskeletal elements, including actin microfilaments, microtubules,

and intermediate filaments, all of which are organized into a complex, crowded

latticework that is constantly remodeling in response to a variety of internal and

external stimuli. It has been shown that both double-stranded DNA fragments

greater than 1000–2000 bp and macromolecule-sized solutes display almost no

passive diffusion and are largely immobile in the cytoplasm of HeLa cells and

fibroblasts [261, 262]. Thus, in order to traffic to the nucleus, plasmids must use

directed movement, and it has been demonstrated that microtubules and their

associated motor proteins are used to do so [102, 259, 263–267].

Several studies have shown that an intact microtubule network and motor pro-

teins such as dynein are necessary for transfected naked DNA and some viruses to

traverse the cytoplasm and reach the nucleus [102, 266, 268, 269]. When the

microtubule network was disassembled by treatment with nocodazole, movement

of DNA toward the nucleus was largely abolished [102, 266]. By contrast, modu-

lation of the actin cytoskeleton had minor effects [266, 268]. Not only was

movement of labeled DNA inhibited, but gene expression of reporter genes on

the plasmids was also blocked [266, 268]. Inhibition of dynein, the major

microtubule-based motor protein driving movement toward the nucleus, resulted

in the same loss of plasmid movement and expression [102, 266]. Biochemical

analysis has confirmed these findings. In one set of experiments, a spin-down assay

in which plasmid DNA, cell extracts, and stabilized microtubules were incubated

and then centrifuged to separate polymerized microtubules and any proteins or

DNA interacting with them from the reaction was used to demonstrate that DNA

interacted with microtubules [264]. In these studies, DNA interacted with micro-

tubules only when cytoplasmic extracts were provided as a source of adapter

proteins. By testing the ability of plasmids carrying different genes, transcriptional

control elements, and DNA sequences to bind to the microtubules in this assay, it

was found that plasmids interacted with microtubules in a sequence-specific man-

ner. While the bacterial plasmid pBR322 failed to interact with microtubules in this

spin-down assay, as did a number of plasmids containing various viral or cellular

promoters, plasmids carrying the CMV promoter bound to the microtubules in the

presence of cytoplasmic extracts [264]. Sequence analysis revealed that the only

DNA element common to microtubule-binding promoters was the binding site for

the cAMP response element-binding protein (CREB), and when a single CREB site

was placed into pBR322, it interacted with microtubules. When the movement of

individually fluorescently labeled plasmids was followed by particle tracking, this

sequence specificity of movement was recapitulated in living cells: while pBR322

shows only marginal diffusive movement limited to small regions of the cytoplasm

near its site of cytosolic entry, plasmids carrying CREB-binding sites or one of
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several other eukaryotic promoters and enhancers showed active and directed

movements at much faster rates [102, 259, 263, 264]. Real-time particle tracking

of quantum dot-labeled plasmids has shown that the DNA moves along microtu-

bules with kinetics and dynamics that are in line with those seen for microtubule-

based movement of organelles, virus particles, and proteins [102, 259, 263, 264].

As the spin-down assays suggest, plasmids do not interact with microtubules

directly, but require adapter proteins in the cytoplasm to act as intermediaries

between the DNA and the microtubules. Once the DNA has entered the cytoplasm

and moved beyond the cortical actin domain, it binds to a number of sequence-

specific and nonspecific DNA-binding proteins as well as a number of other pro-

teins to form large protein–DNA complexes [259, 270, 271]. The formation of these

complexes is rapid: within 15 min of electroporation in adherent cells, plasmids can

be detected to physically interact with transcription factors, including CREB, as

well as a number of other proteins [264]. These additional proteins include a

number of microtubule accessory proteins and the motors dynein and kinesin, as

well as tubulin itself.

4.7.3 Composition of the Protein–DNA Complexes

Using a proteomic approach, the nature of cytoplasmic plasmid–protein complexes

has been investigated by several groups. Two approaches have been taken, both of

which have produced similar and complementary data. The first approach has relied

on in vitro formation of protein–DNA complexes by either incubating free plasmids

with cytosolic extracts and then purifying the plasmids with a pull-down assay prior

to analysis by mass spectrometry [270] or by incubating cytoplasmic extracts with

plasmids that have been immobilized on a chromatography support and then

identifying proteins eluted from the columns by mass spectrometry [271]. A second

approach has been to cross-link plasmids with proteins inside of living cells at

various times after electroporation and then isolate the plasmid–protein complexes

for proteomic analysis [259]. Results from the cell-free studies identified upward of

200 proteins present in the DNA complexes, but the proteins identified were likely

those that bound most stringently to the DNA or within the higher-order structure.

The precipitation studies in living cells were able to identify many more proteins

(>500) and showed that these complexes were dynamic and showed changing

composition over time. This is likely more representative of the real situation in

transfected cells.

In addition to several transcription factors as seen in previous studies, a number

of proteins that fell into specific categories were identified and shown to bind

specifically to plasmids that displayed active movement through the cytoplasm,

but not to DNAs that showed very little movement (e.g., pBR322). At all time

points, more unique proteins were bound to transcriptionally active plasmids that

move (e.g., DNAs containing the CMV promoter) than pBR322. For example, at

the 30-min time point, 324 unique proteins were identified in CMV promoter-
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containing plasmids but only 60 in pBR322 samples [259]. Specific proteins bound

to moving plasmids (but not pBR322) included microtubule-based motor proteins

(e.g., kinesin and dynein), proteins involved in protein nuclear import (e.g.,

importinβ-1, importin7, importin4, importinα, transportin, RAN, and several

RAN-binding proteins), a number of hnRNP- and mRNA-binding proteins, heat

shock proteins, chaperones, and transcription factors. Many of these were also

identified in the cell-free binding studies [270, 271]. The significance of several

of the proteins involved in protein nuclear localization and plasmid trafficking was

determined by the monitoring movement of microinjected plasmids via live cell

particle tracking in cells following protein knockdown by siRNA or through the use

of specific inhibitors. Knockdown of importin7 had no effect on trafficking or

nuclear import (see below), but knockdown of importinβ-1 inhibited trafficking

and nuclear import down to the level of pBR322, a plasmid that neither traffics on

microtubules nor is imported into the nucleus [259]. By contrast, knockdown of

importinα had no effect on cytoplasmic movement but inhibited nuclear import by

50%, suggesting that the different proteins involved in protein nuclear localization

play distinct roles in intracellular DNA movement.

4.7.4 Nuclear Entry of Plasmids

Following trafficking of plasmids to the interior of the cell, they must enter the

nucleus for productive gene expression to take place. As for microtubule-based

movement, it is the proteins that bind to the plasmids that mediate entry into the

nucleus in nondividing cells following electroporation or any transfection method.

When plasmids carry certain DNA sequences termed DNA nuclear-targeting

sequences (DTS), they form complexes with specific nuclear localization signal

(NLS)-containing proteins that in turn bind to importins for entry of the complex

through the nuclear pore complex into the nucleus (Fig. 4.17) [272–279]. The most

common proteins that bind to these sequences are transcription factors (such as

Fig. 4.17 Model for DNA nuclear import in nondividing cells. If plasmids containing sequences

that act as scaffolds for transcription factors and other DNA-binding proteins (termed DTS, or

DNA nuclear-targeting sequences) are deposited into the cytoplasm during transfection, they can

form complexes with these proteins, thereby attaching NLSs to the DNA. Some, but not all, of

these NLSs may be in a conformation able to interact with importins for transport of the DNA–

protein complex into the nucleus through nuclear pores
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CREB) which are translated and many times retained in the cytoplasm in order to

regulate their function [280]. Under normal circumstances, a typical transcription

factor would be transported into the nucleus after synthesis or upon receiving an

activation signal (e.g., TNFα-induced NF-kB translocation), bind to its DNA target

sequence present in various promoters, and activate or repress transcription. How-

ever, if a plasmid containing the transcription factor binding site is present in the

cytoplasm, the cytoplasmic transcription factor may bind to this site before nuclear

import. The NLS import machinery (importins) will then bind to the DNA-bound

transcription factors and translocate the DNA–protein complex into the nucleus

[281, 282]. While it could be assumed that any eukaryotic promoter would act as a

DTS, this appears not to be the case, since many strong viral and cellular promoters

and enhancers have no DTS activity [272, 273, 277]. Alternatively, any plasmid,

regardless of sequence, has the ability to enter into the nucleus during mitosis, once

it reaches the area of the nuclear periphery. Either way, these trafficking events

through the cytoplasm and into the nucleus are not unique to electroporation, but

are those seen for all nonviral methods for gene delivery.

4.7.5 Plasmid Movement Within the Nucleus

Although it is well accepted that DNA must enter the nucleus in order for gene

expression to occur during gene transfer, what happens to the DNA once inside the

nucleus has not been extensively investigated. Numerous strategies to increase

efficiency of gene transfer and transcription have been developed, but almost all

have assumed that the end goal of DNA trafficking is to reach the nucleus and that

transcription is independent of any other nuclear function. A number of studies

using transfected and microinjected cells show that expressing plasmids do indeed

display discreet staining patterns, suggesting movement and/or localization of the

DNA once inside the nucleus [272, 273, 283–286]. This suggests that gene expres-

sion and subnuclear localization of transfected plasmids may be linked. Indeed,

several reports have found that the transcriptional capability and transcribed

sequence of a plasmid alters its intranuclear trafficking patterns [287–290]. For

example, when plasmids carrying no eukaryotic promoter sequences were

microinjected into the nuclei, they remained diffuse and evenly spread throughout

the nucleus for at least 4 h postinjection [287]. By contrast, plasmids carrying RNA

polymerase (RNAP) II promoter sequences and transcribable mRNA localized to

discreet foci within the nucleus starting within minutes and by 4 h were mostly

localized to a limited number of areas that co-localized with RNAP II and splicing

machinery [287]. Similarly, when plasmids carrying an RNAP I promoter and

rRNA sequences were injected into the nucleus, they localized to nucleoli with

nucleolar transcription and processing factors [287, 288].

When cells were treated with transcription inhibitors, both RNAP I and RNAP II

promoter plasmids failed to redistribute [287, 288]. Similarly when the RNAP II

TATA box was mutated or the rDNA sequences were removed from the RNAP I
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plasmid such that neither could produce RNA, the plasmids also failed to redistrib-

ute throughout the nucleus [288]. These results suggest that transcription is needed

for the large-scale redistribution of plasmids throughout the nucleus, although how

is not yet understood. It is possible that once in the nucleus, low-level transcription

initiates from the plasmids and the nascent RNA chain, while still bound to the

plasmid via RNAP, may interact with modifying and splicing enzymes and other

nuclear proteins that mediate active movement of the DNA to transcription centers

that engage in high-level expression. Further experimentation is needed to under-

stand these dynamics and their implications.

4.8 Intracellular Signaling Pathways Activated by

Nanosecond Pulsed Electric Fields

Ken-ichi Yano and Keiko Morotomi-Yano

Nanosecond pulsed electric fields (nsPEFs) are increasingly regarded as a novel

means for life sciences. One of the prominent effects of nsPEFs is efficient

induction of cell death, which has attracted considerable interest for their applica-

tions in cancer therapy. Recent studies have demonstrated that human cells respond

to nsPEFs through activation of various intracellular events. These intracellular

responses can even be induced by weak nsPEFs that are insufficient to induce cell

death or visible morphological changes under the microscope. Exposure to nsPEFs

elicits sequential protein phosphorylation involved in signaling pathways and leads

to the induction of downstream events such as gene expression and suppression of

protein synthesis. This section offers an overview of the current knowledge of the

intracellular signaling pathways activated by nsPEFs. Effects of nsPEFs on cyto-

skeleton and mechanisms for cell death are described in other Sects. 4.6 and 4.10.

4.8.1 General Principles of Intracellular Signal
Transduction Activated by External Stimuli

Cells have elaborate mechanisms to respond to physical and chemical stimuli from

their outer environment. Cells can detect such external stimuli and rapidly transmit

them by evoking sequential changes in cellular proteins, mainly via protein phos-

phorylation, which is a covalent addition of a phosphate group to a specific residue

in a target protein. Phosphorylation alters protein conformation and can either

increase or decrease the activity of the protein. Protein phosphorylation is mediated

by protein kinases, and the catalytic activity of a protein kinase itself is commonly

modulated by phosphorylation by other protein kinases. A cascade of protein
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phosphorylation by protein kinases forms an intracellular signaling pathway. An

intracellular signaling pathway can be activated by an external stimulus, relaying

and amplifying it by phosphorylation of multiple downstream target proteins in the

cell (Fig. 4.18). The effect of protein kinases is opposed by the activity of protein

phosphatases that catalyze the dephosphorylation of proteins. When

dephosphorylated, proteins return to their original conformation and functional

states. The combined activities of protein kinases and protein phosphatases ensure

the tight control of intracellular signaling pathways in response to external

stimuli [291].

Activation of an intracellular signaling pathway results in the phosphorylation of

downstream effector proteins that are involved in various cellular activities such as

metabolism, proliferation, differentiation, and motility (Fig. 4.18). Thus, intracel-

lular signaling pathways serve as a means for the control of various cellular

activities. Furthermore, many transcription factors are located downstream of

signaling pathways, and their functions are positively or negatively regulated via

protein phosphorylation. Hence, the activation of a signaling pathway often leads to

altered gene expression and consequent increase or decrease in specific proteins,

which ultimately affect the nature and behavior of the cell. For these reasons,

intracellular signal pathways play critical roles in proper responses to external

stimuli, and their aberrant control is frequently associated with cellular dysfunc-

tions such as malignant transformation [291].

Fig. 4.18 Simplified

diagram of signal

transduction in human cells.

External stimuli are

perceived by the cell via

surface receptor proteins or

intracellular proteins and

are transduced to

downstream signaling

proteins, many of which are

protein kinases. Protein

kinases in the signaling

pathway phosphorylate

downstream effector

proteins that in turn affect

various cellular activities
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4.8.2 Activation of Intracellular Signaling Pathways by
nsPEFs

4.8.2.1 MAPK Pathways

The mitogen-activated protein kinase (MAPK) pathways are intracellular signaling

pathways that are activated by extracellular stimuli and transduce them into cellular

responses [292]. A typical MAPK pathway consists of three sequentially acting

protein kinases, namely, MAPK, MAPK kinase (MAPKK), and MAPK kinase

kinase (MAPKKK). Each MAPK pathway is named after its MAPK component.

Activation of the MAPK pathway is initiated by the activation of MAPKKK that is

triggered by an external stimulus. Activated MAPKKK phosphorylates its down-

stream MAPKK, and MAPKK in turn phosphorylates its downstream MAPK. This

MAPKKK–MAPKK–MAPK module is well conserved among eukaryotes. Human

cells have multiple MAPKs, and each MAPK functions in a distinct pathway and

plays its physiological role. Among the multiple MAPK pathways in humans, three

MAPK pathways are best characterized so far. The extracellular signal–regulated

kinase (ERK) pathway is activated mainly in response to mitogens and growth

factors. The c-jun N-terminal kinase (JNK) and p38 pathways are activated by

environmental stress and inflammatory cytokines [292].

Activated MAPKs affect various intracellular processes by phosphorylating

many downstream effector proteins, which include transcription factors. Phosphor-

ylation of transcription factors by the activated MAPKs rapidly induces expression

of a limited set of genes without de novo protein synthesis. These genes are called

immediate-early genes and include c-fos, c-jun, and Egr1, which also encode

transcription factors and further regulate the expression of many other genes.

Thus, the activation of the MAPK pathways elicits complex changes in intracellular

processes by changing protein activities and gene expression [292].

At the cellular level, the outcome of the MAPK activation is dependent on the

cellular context, because different cell types contain different amounts of the

MAPK pathway components. For example, relative activities of protein kinases

and their counteracting phosphatases determine the magnitude and duration of the

activation of the MAPK pathways. The amounts of downstream targets for a certain

member of MAPKs vary among different cell types. Thus, a single external

stimulus yields different outcomes in different cell types. Under physiological

conditions, the MAPK pathways play critical roles in the control of proliferation,

differentiation, migration, and apoptosis, depending on the cellular context. Fur-

thermore, dysregulation of the MAPK pathways is frequently implicated in inflam-

mation, obesity, malignant transformation, and tumor invasion.

Effects of nsPEFs on the MAPK pathways were demonstrated by experiments

using the HeLa S3 cell line, which is one of the most common cell lines used in

molecular biology [293]. The cells were exposed to shots of nsPEFs and subjected
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to Western blot analyses of major protein components in three representative

MAPK pathways, JNK, p38, and ERK. The obtained results are summarized in

Fig. 4.19. Application of nsPEFs induces phosphorylation of JNK, p38, and ERK in

different temporal patterns. Their upstream MAPKKs (MEK1/2, MKK3/6, and

MKK4) are also phosphorylated after exposure to nsPEFs. Furthermore, multiple

downstream factors in the MAPK pathways, including MSK1, Hsp27, ATF2,

p90RSK, and c-Jun, are phosphorylated after nsPEF exposure. In addition to protein

phosphorylation, expression of the immediate-early genes of the MAPK pathways

is transiently activated. The expressions of Egr1, c-jun, and c-fos are increased by

more than tenfold, whereas c-myc expression is not significantly affected in nsPEF-
exposed cells. Specific inhibitors for the JNK, p38, and ERK pathways suppress the

phosphorylation of distinct downstream proteins and gene expression, which val-

idate the functional connection between an individual MAPK pathway and specific

downstream events in nsPEF-exposed cells [293]. In these experiments, HeLa S3

cells were used as a model to understand the key aspects of MAPK activation by

nsPEFs. As described above, different cell types have different amounts of com-

ponents of the MAPK pathways, and the outcome at the cellular levels is deter-

mined depending on the cellular context. The observation of the nsPEF-induced

MAPK activation raises the possibility that nsPEFs can be utilized to control

MAPK-related cellular activities such as proliferation and differentiation.

Fig. 4.19 Activation of the MAPK pathways by nsPEFs. Human cells possess multiple MAPK

pathways that are differently activated by external stimuli. MAPKs phosphorylate various effector

proteins, including transcription factors. Exposure of the cell to nsPEFs induces the phosphoryla-

tion of the proteins indicated in the figure. The three genes shown in the figure are transcriptionally

activated after nsPEF exposure
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4.8.2.2 AMPK Pathway

AMP-activated protein kinase (AMPK) plays a critical role in energy homeostasis

[294]. AMPK is activated in response to decreased cellular energy that is

represented by decreased ATP and increased AMP concentrations. Once activated,

AMPK phosphorylates multiple metabolic enzymes and their regulators to modu-

late their activities, contributing to the restoration of energy balance. In human

cells, two protein kinases are involved in the phosphorylation and consequent

activation of AMPK (Fig. 4.20). LKB1 is a primary AMPK kinase and phosphor-

ylates the AMP-bound form of AMPK that arises under low-energy conditions.

Because LKB1 has cellular functions as a tumor suppressor, its gene is frequently

lost in cells derived from malignant tumors such as HeLa S3 cells. Ca2+/calmod-

ulin-dependent protein kinase kinase (CaMKK) has a potential role as an alternative

AMPK kinase and acts on the AMPK phosphorylation in LKB1-deficient cells.

CaMKK requires increased intracellular Ca2+ for its enzymatic activity, whereas

LKB1 is a Ca2+-independent protein kinase.

Exposure of cultured human cells to nsPEFs activates AMPK in a cell type-

dependent manner (Fig. 4.20) [295]. In Jurkat cells, LKB1 is a primary AMPK

kinase, and nsPEFs induce AMPK activation. On the other hand, HeLa S3 cells lack

functional LKB1, and CaMKK serves as an AMPK kinase. Accordingly, a CaMKK

inhibitor suppresses AMPK activation by nsPEFs in HeLa S3 cells, but not in Jurkat

Fig. 4.20 Activation of the AMPK pathway by nsPEFs. AMPK is a critical regulator of cellular

homeostasis and is activated via phosphorylation by two protein kinases. LKB1 is a major AMPK

kinase. CaMKK is an alternative AMPK kinase that requires increased cytoplasmic Ca2+ for its

enzymatic activity. Exposure of the cell to nsPEFs induces AMPK phosphorylation by LKB1. In

LKB1-deficient cells, such as HeLa S3 cells, AMPK phosphorylation by nsPEFs is mediated by

CaMKK and requires the presence of extracellular Ca2+
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cells. In both cell lines, AMPK phosphorylation quickly occurs within 1 min after

nsPEF exposure.

Exposure to nsPEFs is known to increase cytosolic Ca2+ concentrations, mainly

due to the influx of extracellular Ca2+. The Ca2+ influx differently affects nsPEF-

induced AMPK activation in Jurkat and HeLa S3 cells [295]. In Jurkat cells, AMPK

activation is quickly induced by nsPEFs, irrespective of the presence or absence of

extracellular Ca2+. In HeLa S3 cells, the absence of extracellular Ca2+ causes a

substantial reduction in the nsPEF-induced AMPK activation, indicating that Ca2+

influx is critical for the CaMKK-mediated AMPK activation in nsPEF-exposed

HeLa S3 cells. These observations provide an example of a causal relationship

between the cellular context and the Ca2+ dependency of nsPEF-induced intracel-

lular responses.

4.8.2.3 Phosphoinositide Signaling Pathway

In addition to proteins, small molecules play important roles in intracellular sig-

naling [291]. A small amount of phosphatidylinositol 4,5-bisphosphate (PIP2)

exists in the inner layer of the plasma membrane. The hydrolysis of PIP2 yields

two compounds, inositol 1,4,5-triphosphate (IP3) and diacylglycerol (DAG), both

of which function as potent second messengers. IP3, which is water soluble,

diffuses into the cytoplasm and binds to IP3 receptors in the ER to release Ca2+

from the ER. DAG remains tethered in the inner surface of the plasma membrane

and activates protein kinase C (PKC) family members, many of which are Ca2+-

dependent kinases and further phosphorylate multiple proteins to induce various

cellular responses (Fig. 4.21). PIP2 hydrolysis is catalyzed by phospholipase C

(PLC), and the enzymatic activity of PLC is generally stimulated by external

signals, such as hormones, via the activation of G-protein coupled receptors

[291]. PIP2 binds to the inner layer of the plasma membrane. Exposure of the cell

to nsPEFs yields two hydrolysis products of PIP2, namely, IP3 and DAG. IP3 elicits

Ca2+ release from the ER, while DAG activates PKC.

Effects of nsPEFs on phosphoinositide signaling were investigated by using two

sensor proteins for DAG and IP3, respectively [142, 143]. One sensor protein

consists of a green fluorescent protein (GFP) fused to the PLCδ PH domain,

which binds to both PIP2 and IP3. When exogenously expressed in cultured

mammalian cells, this protein localizes in the plasma membrane and, after nsPEF

exposure, rapidly diffuses into the cytoplasm, demonstrating the generation of IP3

in nsPEF-exposed cells. Another sensor protein contains GFP fused to the C1

domain of PKCγ, which binds to DAG. This sensor protein exists in the cytoplasm

and translocates to the plasma membrane after nsPEF exposure, indicating DAG

generation by nsPEFs. These observations clearly demonstrate that nsPEFs cause
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increased levels of key molecules in the phosphoinositide signaling (Fig. 4.21).

Future studies on the detailed mechanism for nsPEF-induced PIP2 hydrolysis as

well as the effects on downstream events will provide important information for a

better understanding of nsPEF actions.

4.8.3 Stress Response

4.8.3.1 Overview of Stress Responses

Cells often encounter various adverse circumstances and deleterious stimuli such as

nutrient limitation, hypoxia, UV irradiation, heating, virus infection, and toxic

agents. To withstand these conditions, cells activate multiple homeostatic mecha-

nisms that are collectively called stress responses. Activation of stress responses

frequently leads to transient suppression of general protein synthesis [297]. Because

protein synthesis consumes large amounts of amino acids and energy, its transient

suppression saves resources and serves as a protective mechanism to endure

adverse conditions. The rate of protein synthesis is primarily regulated at the step

of translation initiation, and the key event in the stress-induced translational

suppression is the phosphorylation of the α-subunit of eukaryotic translation initi-

ation factor 2 (eIF2α). This phosphorylation hinders the assembly of a protein

complex required for translation initiation and thus results in the suppression of

general protein synthesis.

The stress response involving eIF2α-phosphorylation is evolutionarily con-

served among eukaryotic organisms from yeast to humans. In mammals, including

humans, eIF2α-phosphorylation is mediated by four protein kinases that are acti-

vated in response to distinct forms of cellular stress (Fig. 4.22) [297]. Activation of

PERK is induced by misfolded proteins in the ER. GCN2 is activated by amino acid

deprivation and UV irradiation. PKR activation is triggered by double-stranded

RNA produced during virus infection. HRI is activated by heme deprivation, heat

shock, and oxidative stress in erythroid cells. At least one of these protein kinases is

activated under adverse conditions, and eIF2α-phosphorylation acts as a

Fig. 4.21 Activation of the

phosphoinositide signaling

pathway by nsPEFs. PIP2

binds to the inner layer of

the plasma membrane.

Exposure of the cell to

nsPEFs yields two

hydrolysis products of PIP2,

namely, IP3 and DAG. IP3

elicits Ca2+ release from the

ER, while DAG activates

PKC
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convergence point for intracellular signaling activated by different forms of cellular

stress. Furthermore, cells have a mechanism to recover from the translational

suppression mediated by the phosphorylated eIF2α. GADD34 is a stress-inducible

gene, and its transcript is translated by an alternative mechanism that is active even

in the presence of the phosphorylated eIF2α. GADD34 protein forms a complex

with protein phosphatase 1 and dephosphorylates eIF2α, leading to the restoration

of protein synthesis [297].

4.8.3.2 Stress Responses Induced by nsPEFs

A recent study demonstrated that nsPEFs elicit stress responses in human and

mouse cells [296]. Induction of stress responses requires relatively intense nsPEF

conditions that cause growth retardation but not cell death. Under these conditions,

eIF2α-phosphorylation is rapidly induced within a minute. In accordance with the

induction of eIF2α-phosphorylation by nsPEFs, the rate of general protein synthesis
is acutely decreased after nsPEF exposure. In addition to eIF2α-phosphorylation,
the exposure to nsPEFs causes 4E-BP1 dephosphorylation, which is known to be a

part of an eIF2-independent alternative mechanism for translational suppression

[296]. The signaling pathway leading to 4E-BP1 dephosphorylation in nsPEF-

exposed cells remains to be fully understood.

Concomitant with eIF2α-phosphorylation, PERK and GCN2, which are eIF2-

α-kinases, are activated in nsPEF-exposed cells (Fig. 4.22). In double-knockout

mouse embryonic fibroblasts that lack both PERK and GCN2 genes, eIF2-

α-phosphorylation by nsPEFs is significantly decreased, indicating that both

kinases contribute to the nsPEF-induced eIF2α-phosphorylation. Single knockout

of either PERK or GCN2 has marginal effects on the nsPEF-induced eIF2-

α-phosphorylation, suggesting the presence of functional compensation between

PERK and GCN2 in nsPEF-induced stress responses [296].

Fig. 4.22 Activation of

stress responses by nsPEFs.

Mammalian cells, including

human cells, have four

stress-responsive

eIF2α-kinases, which are

activated by different

external stimuli. Among the

four eIF2α-kinases, PERK
and GCN2 are activated by

nsPEFs and phosphorylate

eIF2α, which further lead to

translational suppression
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PERK is known to be activated by ER stress, which is caused by unfolded

proteins existing in the ER. GCN2 plays a critical role in the UV-induced stress

response. The activation of PERK and GCN2 by nsPEFs raised the question

whether nsPEFs activate the ER stress- and UV-induced pathways or whether

nsPEFs act as a novel stress distinct from these cellular stresses. To clarify this

point, activation of stress-specific gene expression was analyzed. ER stress gener-

ally leads to increased expression of specific genes, including CHOP and BiP. UV
irradiation causes changes in gene expression, such as GADD45β. Increased

expression of these stress-inducible genes is indicative of the activation of down-

stream events in the ER stress- and UV-induced pathways. However, quantitative

RT-PCR analysis showed no increase in the expression of these genes after nsPEF

exposure. Thus, despite the activation of PERK and GCN2, nsPEFs do not activate

the canonical signaling pathways for ER stress and UV-induced stress and appear to

act as a novel form of cellular stress [296].

4.8.4 Future Perspective

Recent studies have demonstrated that human cells respond to nsPEFs by activating

multiple intracellular pathways, but important questions remain to be answered.

First, the most upstream event(s) triggered by nsPEFs in each pathway is largely

unclear, especially in the activation of MAPK pathways. Regarding the stress

responses, nsPEFs seem to directly affect PERK and GCN2 molecules because

there is no protein upstream of these eIF2α-kinases in their signaling pathways.

However, molecular details of direct effects of nsPEFs on the PERK and GCN2

molecules should be understood. Second, how Ca2+ influx caused by nsPEFs is

converted to intracellular signaling events remains unclear. Calmodulin (CaM) is a

ubiquitous protein and universally serves as an intracellular Ca2+ receptor among

eukaryotes. Ca2+-bound CaM can activate many proteins, including Ca2+/CaM

kinases that further transduce Ca2+ signals. Similar to many Ca2+-dependent cellu-

lar responses, Ca2+ signaling elicited by nsPEFs appears to be mediated by CaM

and its associated proteins, which will be experimentally confirmed in future.

Finally, contributions of activated intracellular signaling events to cell survival

and death should be understood. For example, stress responses are generally

protective reactions, but their excess activation promotes cell death. MAPK path-

ways are known to be differently involved in the initiation of cell death in a cell

type-dependent manner. A better understanding of the physiological significance of

nsPEF-induced intracellular signaling events will provide a mechanistic basis for

the medical application of nsPEFs.
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4.9 Cell- and Tissue-Level Response to Irreversible

Electroporation: Implications for Treatment Planning

and Outcome

Robert E. Neal II, Suyashree Bhonsle, and Rafael V. Davalos

The manipulation of cellular transmembrane potential and induction of the elec-

troporation response for irreversible electroporation (IRE) and other electropora-

tion-based therapies (EBTs) can be correlated to electric field exposure, as well as

several secondary pulse parameters. However, there are a number of considerations

that must be identified and accounted for when designing and implementing IRE

therapies in vivo. These relate both to the identity and nature of the cells within an

electroporated region, as well as the structural environment of the tissue containing

the cells. This section of Chap. 4 identifies some of the complex environments, as

well as cell- and tissue-level responses that can alter electric field distribution and

the concurrent localized response to IRE electric pulses.

4.9.1 Specific Pulse Protocol Considerations for IRE
Therapy

While much of this chapter focuses on general aspects of cellular electroporation

from the molecular to cellular scale, this section considers aspects of particular

importance to IRE. A key consideration in this regard relates to the overall energy

of a pulse protocol and its ability to result in effective cell death regions. Reversible

electroporation therapies, such as electrogene transfer and electrochemotherapy,

aim to maintain an overall cell exposure energy to induce sufficient electroporation

to facilitate transport of their targeted macromolecule without killing the cell,

which results in typical protocols utilizing approximately eight pulses delivered

at rates between 1 Hz and 5 kHz [298–300]. However, IRE pulse parameters are

designed to kill the cells in a tissue region while confining thermal effects to those

below which would induce morbidity and damage to the sensitive structures within

and around the IRE ablation zone.

IRE feasibility for therapeutic targeted ablation first showed clinically relevant

lesions were attainable with basic protocols while maintaining thermal effects

below those known to cause thermal damage to the tissue [301, 302]. Subsequent

studies further showed that guided adjustment of pulse parameters could manipu-

late the thermal implications from IRE therapy as well as reduce the effective

electric field threshold required to ensure cell death. Such means for altering

cumulative energy of a pulse protocol to change the effective lethal electric field

threshold, thermal effects, and overall tumor response includes the strength of the
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pulse, use of additional pulses, and manipulation of pulse length [304–306]. Further

evidence suggests a nonlinear response for the lethality of a pulse protocol that does

not require additional energy, whereby altering the timing of electric pulses with a

modulated pulse delivery regime may increase ablation zone and improves tumor

response [303, 306, 307].

The thermal effects during multi-pulse IRE protocols have been determined

experimentally and via numerical modeling. The goal of these studies was to

delineate IRE cell death from the thermal damage that occurs when tissues are

exposed to temperatures higher than their physiological norm for extended periods

of time. It has been suggested that when the period of exposure is long, thermal

damage can occur at temperatures as low as 43 �C [308, 309]. Although 50 �C is

typically chosen, what is considered instantaneous thermal damage occurs as high

as 83.6 �C (prostate) or 74.7 �C (liver) [310]. In order to assess tissue temperature,

numerical models employ a modified Pennes’ bioheat equation that includes the

effects of blood perfusion and metabolism and an additional Joule’s heating term to

account for resistive heating [311–313], as defined in the equation:

∇ � k∇Tð Þ þ wbcb Ta � Tð Þ þ q
000 þ σ ∇φj j2 ¼ ρcp

∂T
∂t

ð4:8Þ

where k is the thermal conductivity of the tissue, T is the temperature, ρb is the blood
density, wb is the blood perfusion rate, cb is the heat capacity of the blood, Ta is the
arterial temperature, q000 is the metabolic heat generation, ρ is the tissue density, cp is

the heat capacity of the tissue and σ ∇φj j2 is the heat generated due to the electric

field, where σ is the electrical conductivity of the tissue and σ is the electric potential.
In regard to determining the outcome from elevated temperature effects, recent

models utilize an Arrhenius-type analysis to assess thermal damage from the

temperature distribution [314–317]. Numerical models for IRE that predict tem-

perature changes have been validated from actual data and can therefore serve as a

reference for appropriate treatment parameter selection to minimize thermal effects

while retaining sufficient IRE exposure [318, 319]. Experimental work performed

that physically recorded measured temperatures during IRE treatments shows

effective ablations without significant thermal effects [314, 320]. Importantly,

in vivo and clinical studies show that IRE’s nonthermal mechanism of death

helps preserve surrounding critical structures [321, 322].

For larger tumors or while dealing with tissues with higher electric field thresh-

olds for ablation, stronger pulse protocols may be necessary to ensure complete

tumor coverage. This correlates with higher voltages, larger pulse widths, pulse

numbers, and insertions. In such cases, particular care must be taken to avoid

significant thermal damage. Such approaches include reducing the pulse delivery

rate or delivering small sets of pulses in a “phased” delivery approach around all

pairs, allowing more time for conductive tissue cooling between each particular

pair of electrodes [306, 307]. Additionally, proactive thermal countermeasures have

been suggested, including using actively cooled electrodes, cooling patient baseline

temperature, or cooling the region surrounding the target organ with

hydrodissection.
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4.9.2 Heterogeneous Systems: Static and Dynamic
Conductivity Environments and Their Effect on IRE
Ablation Zone Distribution and Therapy Outcome

After considering manipulation and determining appropriate secondary pulse

parameters in IRE and EBT protocols, IRE ablation zones can be correlated with

an effective lethal electric field threshold, which is unique to the tissue and selection

of secondary parameters. As a result, electric field distributions, and their accurate

prediction and understanding, play an important role in designing and

implementing successful IRE therapies. The electric field relates to the governing

equation:

∇ � ðσ ∇ΦÞ ¼ 0 ð4:9Þ

where Φ indicates the electric potential and σ represents the electrical conductivity.

While electrode geometries and applied voltages will partially affect the electric

field that a volume of tissue is exposed to, the electrical conductivity will also alter

the electric field distribution. Thus, when heterogeneous distributions of electrical

conductivity exist in the targeted tissue, both within and between different tissue

types, electric field exposure will be different from an isotropic distribution, thus

altering ablation zone shape and volume.

4.9.2.1 Effects of Heterogeneous Conductivity

Early numerical investigation into the effect of heterogeneous tissue distributions

showed that when the electrodes delivering the electric pulses are placed around a

volume of higher electrical conductivity, the voltage drop within that region is

reduced, and this region is thus subjected to a reduced electric field [323], while the

opposite was found for a lower conductivity central region. Many varieties of

tumor, a common ablation target for IRE therapy, contain a relatively high cellular

density and higher conductivity than surrounding tissues with more extracellular

constituents, such as the connective and fatty tissue components implicated adja-

cent to breast cancer tumors. However, it was shown that by placing the energy

delivery electrodes within the outer boundary of the more conductive region, the

effect of decreased electric field distribution within a more conductive region is

eliminated, and thus effective treatment of more conductive tumors is possible

while maintaining thermal effects below those which induce patient

morbidity [312].
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4.9.2.2 Heterogeneous Environments In Vivo

Because heterogeneous electrical conductivity distributions have been shown to

significantly affect electric field distributions and treatment zones, it is important to

understand and consider environments where these effects may be most relevant.

There are two conditions where heterogeneous conductivities are relevant at the

tissue level. These include inherent heterogeneities relating to tissue structure and

composition and induced heterogeneities that result from manipulation of the

targeted region environment.

4.9.2.2.1 Inherent, Static Conductivity Heterogeneities

Relevant inherent tissue heterogeneities include highly localized effects, such as

those due to the presence of diverse interstitial constituents, including macro- and

microvasculature, connective tissue, general cellularity, cellular morphology, and

discrete functional organ units, such as the proximal convoluted tubules or glomer-

ular capsules within the kidney. It is typically regarded as overly cumbersome to

consider all of the subcellular to cellular-level variability within a targeted envi-

ronment, and thus effective bulk tissue conductivity is used as a metric to approx-

imate the overall conductivity for a particular tissue type. This bulk electrical

conductivity variation for different tissue types may more readily be discretized

and regarded separately in predictive EBT simulations. Certain tissues may contain

stochastic or organized aspects that will have varying extents of an effect on electric

field distributions, including the presence of randomly distributed calcifications,

and structural tissue orientations that exhibit anisotropic effects to electric field

distribution. While anisotropy will occur for several tissues, the strongest effect is

clearly documented in muscle tissue, where the high conductivity along muscle

fibers compared to perpendicular to muscle fibers imparts a strong effect on electric

field distribution and ablation shape [324–326].

In addition to inherent variability in tissue conductivity distributions, there are

numerous potential intervention-related changes to conductivity that may occur due

to the presence of implanted materials or secondary therapy demands. Metallic

objects will behave as high-conductivity spots within the tissue, which can serve as

conduits for electric current, altering electric field distributions. In addition, greater

electrical conductivity results in increased Joule heating from the electric pulses

and will serve as localized regions of increased thermal effects. This effect corre-

lates with the intervention type and tissue. It was shown that the presence of small

metallic objects, such as brachytherapy seeds, may not induce significant alterations

to bulk electrical conductivity, electric field distribution, and thermal effects

[327]. However, the relative effect to the heterogeneous environment will increase

with the total relative amount of metallic object, and caution should remain

warranted for larger metallic objects in the vicinity of EBTs [324], such as stents,

biomechanical correction hardware, or pacemakers. Nonmetallic implants and
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devices will serve as low-conductivity regions in the tissue, overall likely evoking

less significant alterations of EBT outcomes overall. Finally, intervention-related

alterations to tissue properties may include the infusion of conductivity-altering

fluids, such as saline or low-conductivity buffers. These solutions may be inten-

tionally infused into the targeted or adjacent tissue or may occur as secondary

means to delivering IRE therapy, such as hydrodissection. The alteration of osmo-

larity and conductivity of tissue from infused fluids should be carefully considered

for their effect on EBTs. For example, high-conductivity saline within the targeted

region will substantially increase bulk tissue conductivity, resulting in higher

electric current and thermal effects.

4.9.2.2.2 Therapy-Induced Dynamic Electrical Conductivity

Considerations

While inherent tissue heterogeneities will have a varying cumulative effect on

electric field distributions and affected EBT volumes, it is also critical to consider

dynamic changes to tissue properties that occur in response to the pulsed electric

fields. This includes increases to electrical conductivity due to temperature rise

from Joule heating. Further, it includes changes from electroporation-induced

effects, where electroporated cells in a region no longer serve as dielectrics in the

tissue, permitting improved electrolyte mobility within the environment and thus

increased conductivity (Fig. 4.23). Such effects are pronounced, nonlinear, and

highly dependent on local electric field intensity.

Thermal effects on mammalian tissue electrical conductivity are well

documented and typically result in increases of 1–3% per degree Celsius (known

as temperature coefficient) [328]. Values of temperature coefficients for different

tissues are given in Table 4.1. In an ex vivo study, it was shown for a typical clinical

IRE pulse protocol that nearly all of the cumulative inter-pulse rise in electrical

Fig. 4.23 Behavior of

electric current pathway

through cells in tissue

without (left) and with

(right) electroporation
occurrence
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conductivity during pulse delivery may be accounted for by considering thermal

effects [329]. For pulse protocols with modest temperature rise, thermally induced

increases in electrical conductivity are relatively mild, and the dominant consider-

ation is the electroporation-induced effects on electrical conductivity.

Electroporation-induced dynamic tissue conductivity plays a significant role in

redistribution of electrical conductivity and thus the electric field and ablation zone.

When cells become electroporated, their capacity to behave as a dielectric is

compromised, thus facilitating improved electric current flow through cellular

regions relative to non-electroporated tissues. It has been shown in several studies

that tissue typically exhibits increases in effective bulk tissue conductance of two to

five times and even up to 1000 times depending on the tissue type and protocol

strength [332–334]. A study using ex vivo porcine renal cortex core samples pulsed

with IRE using plate electrodes showed that the increase in electrical conductivity

is directly correlated with intensity of electric field exposure, with the increase

plateauing at approximately 2000 V/cm [329]. Such electroporation-induced

increases in conductivity can be regarded as increasing from a baseline conductivity

with no electroporation, σ0, up to a maximum, σmax. The maximum conductivity,

σmax, occurs when the cellular membranes no longer restrict the extent of interstitial

electrolyte mobility. It was found that the increase in bulk tissue conductivity was

best approximated with an asymmetrical sigmoid Gompertz function, calculated as

σG Ej jð Þ ¼ σ0 þ σmax � σ0ð Þ � exp �A � exp �B � Eð Þ½ � ð4:10Þ

where A and B are unitless coefficients that vary with pulse length, t(s). For a 100-μs
long pulse, it was found A¼ 3.053 and B¼ 0.00233 [329]. The shape and behavior

of this function can be found in Fig. 4.24.

The ex vivo study determined an equivalent circuit model representing cells and

tissue undergoing electroporation can include a variable electroporation-based

resistor, which varies with extent of electric field exposure. Additional examination

of the equivalent circuit model suggests that the σmax value for any particular tissue

may be approximated by equating complete dielectric breakdown of all cell mem-

branes in electroporated tissue to that of the membrane dielectric breakdown

encountered when subjected to β-dispersion AC frequencies, which represent the

range of frequencies where interfacial polarization of the lipid bilayer occurs.

Table 4.1 Change in

electrical conductivity of soft

tissue with temperature Tissue

Temperature coefficient

ReferenceΔσ
σ

� 	
ΔT�1
� 	

100 %�C�1

Brain, cow, pig 3.2 [328, 330]

Kidney, cow, pig 1.7 [328]

Liver, cow, pig 1.5 [328]

Pancreas, cow, pig 1.4 [328]

Spleen, cow, pig 1.0 [328]

Breast tumor, rat 1.45 [331]
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In this range of frequency, the reactance of the membrane capacitance behaves as a

short circuit to membrane resistance, thus providing an upper threshold for effective

bulk tissue conductivity with fully saturated electroporation of the cells (Fig. 4.25).

4.9.2.2.3 Confirmation of Dynamic Conductivity Improved Numerical

Simulation Accuracy

While it is well determined in the literature that electroporation-induced conduc-

tivity changes occur in tissue in response to electroporation pulses, it is further

Fig. 4.24 Chart of σG(|E|) function

Fig. 4.25 Equivalent circuit model and response to varying electrical parameters. The lipid

bilayer for a cell in suspension behaves as a membrane resistance, Rm; a variable

electroporation-related resistance, Rep; and a capacitor, Cm, in parallel relative to the extracellular

resistance, Re, and intracellular resistance, Ri. The high membrane resistance can be ignored,

resulting in a condensed circuit model. When the electric field is of sufficient strength to induce a

saturated amount of pores, the variable resistor behaves like a current shunt. Equivalently, when

the frequency of an AC signal is in the β-dispersion range (200–500 MHz), the capacitive element

behaves as a current shunt
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detailed that accounting for these effects in numerical simulations of electric

field distributions results in improved predictions of EBT procedure outcomes.

Consideration of dynamic electrical conductivity from electroporation increases

the tissue conductance and thus simulated electric current, matching experimental

findings. It also preferentially grows the lesion height dimension perpendicular to

electrode pair orientations relative to the width dimension between the electrodes.

This change in shape offers a more accurate depiction of true lesion shapes found

from in vivo IRE ablations. For instance, it was shown using potato tuber that

electric current and affected volume shape were better approximated with numer-

ical simulations that used dynamic conductivity [335]. It was also shown that

dynamic electrical conductivity simulations resulted in improved predictions of

electric current than static models in animal tissue [336]. In an additional study, the

effect of numerical models with dynamic conductivity using the asymmetrical

Gompertz function was compared with one using linear dynamic and static elec-

trical conductivity. It was shown using in vivo canine renal ablations with clinically

relevant pulse protocols that the Gompertz function produced the best approxima-

tions of lesion shape and electric current, while linear dynamic conductivity

simulations also offered markedly improved correlations to ablation shape and

electric current relative to static conductivity models [337].

4.9.3 Cell- and Tissue-Specific Susceptibility to IRE Electric
Pulses

While extensive evidence exists indicating that alterations to secondary pulse

parameters (pulse length, pulse number, modulated pulse delivery) may manipulate

the effective electric field threshold required to induce IRE cell death, it should also

be considered that different cell varieties and the structural arrangement of different

parenchymal and pathologic tissues will exhibit unique susceptibilities to IRE

electric pulses.

4.9.3.1 Cell-Specific Susceptibility

In regard to cell-level differences in IRE pulse susceptibility, heterogeneous cell

and functional unit distributions have shown distinct lethal electric field thresholds.

One consideration is the size of cells in a targeted region, since calculations show

that larger cells will experience larger transmembrane voltage change for a given

electric field exposure, and thus increased likelihood of electroporation induction

[338]. In addition, a veterinary clinical study showed complete destruction of all

tumor cells in a targeted region, while the immediately adjacent muscle cells were

able to recover from the electroporation pulses [339].
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Furthermore, two in vivo renal ablation studies showed a penumbra ablation

zone of varying cell deaths outside the region of complete cell ablation, but

proximal to the region where no IRE cell death was observed [337, 340]. This

penumbra region contrasts with the sub-millimeter demarcation between

completely dead and completely viable cell regions found in liver ablations

[302]. This difference may be because liver tissue is a relatively isotropic and

homogeneous distribution of functional units composed primarily of hepatocytes.

The penumbra transition zone of heterogeneous cell death distributions in kidney

indicated viability may directly relate to the tissue functional unit variety, where

viability was found in progressively lower electric fields for blood vessels and

glomeruli, distal convoluted tubules, and proximal convoluted tubules. Interest-

ingly, the transition of viability with structure variety seemed to correlate with

metabolic demands of the cells in each structure, suggesting that more metaboli-

cally active cells are less resilient to the electroporation-induced cellular stresses.

Such a behavior may have implications in tumors, which contain neoplastic cells

that are very metabolically active.

4.9.3.2 Organ-Specific Susceptibility

While different cells within an organ appear to show a variation in their effective

lethal electric field threshold for a given pulse parameter algorithm, several studies

have characterized the unique effective thresholds for different organs by simulat-

ing electric field distributions relative to in vivo ablation studies (Table 4.2). In

[318], brain lesions were found to correlate with an electric field of 502 V/cm for

90 pulses, each 50-μs long, delivered at 4 pulses per second. This value is relatively
similar to a threshold of 575 V/cm determined for renal cortex from a protocol of

100 pulses, each 100-μs long delivered at a rate of 1 pulse per second and simulated

Table 4.2 Electric field thresholds of cell death determined for different parameters and tissue

types

Organ Parameters

Electrical

conductivity model

(static vs. dynamic)

Average electric

field threshold of

cell death (V/cm) Reference

Brain, dog 50-μs, 90 pulses, 4 Hz Dynamic 502 [319]

Kidney, dog 100-μs, 100 pulses,

1 Hz

Dynamic 575 [337]

Liver, rabbit 100-μs, 8 pulses, 1 Hz Static 637 [341]

Liver, rat 20 ms, 1 pulse Static 400 [302]

Pancreas, pig 70-μs–100-μs, 70–90
pulses

Static >650 [342]

Prostate,

human, dog

70-μs–100-μs, 90–100
pulses, 1 Hz

Dynamic 1072 [322]

Mammary

tumor, rat

100 μs, 100 pulses,

0.33 Hz

Static 1000 [325]
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using the Gompertz sigmoid dynamic conductivity [337]. This is also similar to the

threshold of 637 V/cm in the liver tissue using static conductivity simulations for a

protocol of 8 pulses, each 100-μs long delivered at a rate of 1 Hz [341], since

consideration of dynamic electrical conductivity facilitates reduced calibrated

electric field thresholds. Similarly, pancreas simulation calibrations found an effec-

tive electric field threshold of below 650 V/cm [342]. A notable exception is the

prostate, where an electric field threshold of 1072 V/cm was determined from

healthy prostate ablations in canines 6 h post-IRE and human lesions 3–4 weeks

post-IRE using protocols of 70–100 μs with 90–100 pulses delivered, delivered at

an ECG synchronous rate [322].

When exhibited, variability in IRE threshold may depend on the cellular con-

stituents within an organ and their unique metabolic demands. Further, it may result

from differences in interstitial components in the tissue altering electrical conduc-

tivity and electric field distributions. For instance, tissues that are highly calcified,

contain extensive fibrous components, or exhibit glandular organization with

low-conductivity surrounding membranes may induce significant voltage drop

across these low-conductivity regions, thus reducing electric field exposure to the

cells.

4.9.4 Conclusion

Cellular response to pulsed electric fields includes the development of reversible

and irreversible electroporation defects in the cell membrane. The type and extent

of these effects will vary with secondary pulse parameters that alter the total

effective strength of an electroporation pulse protocol. Several cellular- and

tissue-level aspects must be considered in relation to accurately predicting out-

comes for electroporation therapies, including cell variety and distribution, organ,

tissue properties, and the explicit pulse parameters used. When all secondary

parameters are reasonably consistent, the effect can be directly correlated to electric

field exposure. Thus, electric field distribution is often used as a surrogate to predict

and identify affected regions of tissue in EBTs. When planning and implementing

therapeutic IRE ablation procedures and other EBTs, it is vital to consider the

effects of complex environments, including heterogeneous systems, which will

alter the conductivity and electric field distribution in the tissue. These aspects

include inherent conductivity heterogeneities between different tissue types, the

composition of tissue constituents, and any prior intervention-related implants or

manipulations of tissue. In addition, electroporation procedure delivery will also

alter tissue properties, via thermal effects as well as electroporation-induced

changes to tissue conductivity. Consideration of these dynamic effects and general

tissue heterogeneities are important for creating accurate predictive models and

determining optimally effective electroporation procedure protocols.
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4.10 Nanosecond Pulsed Electric Field-Induced Cell Death

Responses and Mechanisms

Stephen J. Beebe

4.10.1 Introduction

Life is not possible without death; they go hand in hand, like a coin with two

different sides. Cell death occurs by a number of different mechanisms during

development and throughout life. Very generally, cell death can be divided into two

general categories. Accidental cell death (ACD), caused by severe physical, chem-

ical, or mechanical insults that result from immediate structural breakdown, is not

compatible with life and cannot be prevented by genetic or pharmacologic inter-

vention of any kind. This was often called necrosis, but as will be seen, this term for

ACD is no longer adequate. The term necrosis was used by Virchow in 1858, when

histological stains and microscopy were not available, to mean an advanced stage of

tissue breakdown, similar to what we would now call gangrene [343]. In contrast,

regulated cell death (RCD), be it apoptosis or necrosis, can be triggered by

exogenous stimuli and is genetically coded molecular mechanisms and can be

pharmacologically and genetically modulated. These regulated processes occur

during microenvironmental distresses, pre- and postembryonic development, tissue

homeostasis, and immune responses [344]. Events within these RCD mechanisms

are those that are part of completely genetically coded physiological programs such

as (post)-embryonic development or the protection of tissue homeostasis. These are

referred to as programmed cell death (PCD) mechanisms. To be clear, these

instances of PCD are by definition regulated, but RCD mechanisms are not neces-

sarily PCD ones [345].

Kerr and colleagues recognized a stereotyped form of cell death and called it

apoptosis taken from the Greek meaning “falling off” as autumn leaves from trees.

It was strictly characterized morphologically by cytoplasmic shrinkage, chromatin

condensation eventually involving the entire nucleus, nuclear fragmentation, cell

blebbing or a “boiling-like” process, and formation of apoptotic bodies [346]. In

Caenorhabditis elegans, apoptosis was the first form of PCD to be characterized

and was found in mammals to be highly conserved, but during evolution had

evolved much more complex mechanisms at each step along the pathway. This

indicates the development of redundancy and specialization of apoptotic mecha-

nisms in higher organisms [347, 348]. Evidence now indicates that cell death as

necrosis and apoptosis is an oversimplification and that there are multiple RCD

programs that overlap, but are mutually exclusive with apoptosis [347]. Within the
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cellular morphological phenotypes described by Kerr and colleagues are diverse

functional, biochemical, and immunological processes. Furthermore, morphologi-

cal and biochemical markers are not necessarily linked [349].

Programmed cell death is well characterized during embryonic development as

apoptosis, which plays important roles in shaping organisms. As examples, the

tadpole loses cells in its tail by apoptosis as it morphs into a frog. Hands initially

appear as tiny buds where apoptosis takes place in interdigital cells or “webs”

between fingers in order to separate them from each other. Likewise, the lens of the

eye is crafted by cell proliferation, migration, and processes that use the same

regulators of those in apoptosis [350]. Apoptosis also provides a mechanism for the

safe disposal of potentially destructive inflammatory cells such as neutrophils that

are phagocytized by local macrophages when they are no longer needed. There are

approximately 2.5� 1010 neutrophils in the human body at any one time that live

several hours to a few days, so the turnover of these potentially dangerous cells is

significant. During development and homeostasis such as maintenance of neutro-

phil numbers, PCD occurs with conservation of plasma membrane integrity and

without an immune response. This prevents the release of proinflammatory medi-

ators and protects surrounding cells and tissues [351]. However, it is now clear that

apoptosis does not always take place in the absence of inflammation or the absence

of an immune response. This will be reiterated later.

A Nomenclature Committee on Cell Death (NCCD) was formulated to describe

and evaluate distinct modalities of cell death, make recommendation on their

definition, facilitate communication among scientists, and accelerate the pace of

discovery [349]. That the 2012 committee formulated several previous rounds of

recommendations [352–354] and published again in 2014 [344] indicates the need

for a flexible, yet consistent process for nomenclature as our understanding of cell

death mechanisms progresses. The 2012 NCCD described 13 regulated cell death

mechanisms. Since even a brief description of these RCD mechanisms is beyond

the scope of this chapter, the focus here will be on RCDs that are most common and

especially those that have been described in response to electric fields. These will

include caspase-dependent intrinsic and extrinsic apoptosis by death receptors and

dependence receptors, caspase-independent intrinsic apoptosis, necroptosis, and

parthanatos (PARP-mediated RCD) as well as roles for autophagy in cell death.

Other cell death mechanisms can be reviewed in [349].

Regardless of external or internal stresses that induce RCD, cell responses are

tightly regulated and coordinated. Generally, responses to threatening stimuli are

aimed to avoid or remove the stimulus, initiate repair mechanisms, and reestablish

homeostasis [355]. If these stress-adaptive approaches fail, cells initiate RCD. In

this transition, RCD-inhibitory signals terminate and are replaced by

RCD-promoting signals. Alternatively, these two signaling mechanisms coexist

as RCD-inhibitory signals dissipate and RCD-promoting signals increase until

they become predominant [345].

Before cell death mechanisms and their specific components are introduced, it

may be useful to describe one of the first nomenclature systems used; it will be seen

in some earlier literature and presenting them will introduce some important
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distinctions about RCD and what we have learned about them over time. One of the

earliest cell death classifications included type 1 cell death as apoptosis, showing

the morphological features described by Kerr et al. [346]; type II cell death as

autophagy (self-eating), featuring cytoplasmic vacuolization for recycling cellular

organelles; and type III cell death as necrosis, exhibiting neither apoptotic nor

autophagic characteristics [356]. In practice, morphological characterizations of

apoptosis are less valuable than initially appreciated. First, this classification system

considered apoptosis as the only RCD mechanism known and necrotic cell death

was defined as an ACD type, which is now known to be programmed. In addition,

autophagy as a cell death mechanism has been considerably debated, but it is now

considered as a cell death subroutine as opposed to a cell death mechanism on its

own. Autophagy is a highly conserved, genetically programmed, integrated stress

response whereby cells form intracellular membrane vesicles that engulf and

degrade cytoplasmic organelles providing a survival advantage as cells undergo

nutrient deprivation and other cellular stresses [357]. It is now also known that

apoptosis and autophagy are not mutually exclusive pathways, but share some

molecular regulators and can act in synergy or counter to each other [358]. Finally,

pharmacological and genetic manipulations of cell death mechanisms can shift

morphological markers from one morphologically defined cell death classification

to another. Thus, classification of cell death based on morphology has generally
been abandoned in favor of classifications based on quantifiable biochemical
parameters. The NCCD defined molecular subroutines that characterize specific

cell death mechanisms as well as pharmacological/genetic interventions that can be

used to discriminate among them [349].

4.10.2 Regulated Cell Death (RCD) by Caspase-Dependent
Mechanisms

Caspase 3-dependent cell death is generally considered to be apoptotic in nature

and most generally exhibits classic apoptotic morphology defined by Kerr and

colleagues [346]. This can occur by intrinsic apoptosis, which is initiated by

intracellular stresses, or extrinsic apoptosis, which is initiated by extracellular

death receptor signaling (FAS/CD95, tumor necrosis factor α (TNFα), and

TNF-related apoptosis-inducing ligand, TRAIL) or dependence receptor signaling

[netrin receptors such as patched, deleted in colorectal carcinoma (DCC) and

UNC5A-D]. Increasing death receptor signaling increases cell death. In contrast,

dependence receptors are only lethal when concentrations of their cognate ligands

fall below a threshold level. Extrinsic apoptosis by dependence receptors expresses

caspase 3 and caspase 9 through patched and DCC receptors or caspase 3 and

activated protein phosphatase 2A (PP2A) and death-associated protein kinase

1 (DAPK1) through UNC5B receptors. Anoikis (ancient Greek for “the state of

being homeless”) exhibits caspase 3 activation, but is executed by the molecular
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mechanisms for intrinsic apoptosis as a response from cells that have lost cell-to-

matrix interactions and β-1-integrin signaling and also express other distinguishing

markers including downregulation of EGFR and inhibition of ERK1 signaling.

As mentioned earlier, genetic studies in C. elegans defines apoptosis as an

evolutionarily conserved PCD pathway that is as fundamental to life as prolifera-

tion and differentiation. Studies in C. elegans provide the basis for understanding

PCD in higher organisms that are referred to as apoptosis [359]. C. elegans is an
excellent model for these studies because the history of every cell in the organism

has been detailed. The male exhibits 1179 somatic nuclei and during development

148 undergo PCD. By using methods of genetics, developmental biology, molec-

ular biology, and biochemistry, 13 genes have been identified that regulated PCD in

C. elegans. All of these genes have several homologues in mammals. Mutations in

many of these mammalian gene homologues cause diseases in humans [359]. This

enhances the importance of understanding apoptosis mechanisms in humans.

The general strategy for regulation of PCD by apoptosis occurs when an

antagonist (EGL-1, BH3-only protein) relieves inhibition of a repressor (CED-9,

BCL-2/xl) that blocks a proapoptotic protein (BAX, BAK); in other words inhibi-

tion of an inhibitor induces activation (Fig. 4.26). This is analogous to releasing the

cell death “breaks”. In C. elegans this occurs when an apoptotic stimulus

upregulates the transcription factor egl-1, a proapoptotic mammalian homologue

BCL-2 homologue 3, called a BH3-only protein. EGL-1 binds to antiapoptotic

CED-9, a mammalian BCL-2 homologue, which releases inhibition that CED-9

exerts on the adaptor protein CED-4, a mammalian homologue of apoptosis

peptidase-activating factor 1 (APAF-1). This allows proapoptotic CED-4 to bind

the cysteine protease CED-3, a mammalian caspase homologue. CED-3 cleaves

multiple substrates and executes cell death.

In mammalian cells, the process is more evolved and complex in several ways,

yet fundamentally the same. During evolution, genes were duplicated and selected

to function in more complex multicellular organisms based on their environmental

needs. A major outcome of gene duplication is specialization of function. This

replication and complexity provides selective mechanisms to regulate apoptosis

[347]. In mammals, there are several isoforms for all of the C. elegans apoptosis-
related proteins at every step. These include three classes of BCL-2 family proteins

that regulate outer mitochondrial membrane (OMM) integrity. Two classes include

proapoptotic proteins BAX and BAK and antiapoptotic proteins BCL-2, BCLxl,

BCLw, MCL1, and A1. Antiapoptotic proteins protect the integrity of the OMM by

binding to proapoptotic proteins, which prevents them from permeabilizing the

OMM that leads to caspase activation and apoptosis. The third class of BCL-2

family proteins includes proapoptotic BH3 only proteins that are subdivided into

two groups based on their interactions with the other two classes of BCL-2 family

members. Direct activators can bind to and inhibit antiapoptotic BCL-2 proteins as

well as directly activate proapoptotic proteins (indicated in dotted line in Fig. 4.26).

These include BID, BIM, and maybe PUMA. The other subgroup of proteins is

sensitizers or derepressors that cannot directly activate the proapoptotic group, but

bind to and inhibit the antiapoptotic proteins. These BH3-only proteins include
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BAD, BIK, BMF, NOXA, and maybe PUMA. Some BH3-only proteins are further

regulated by phosphorylation (BAD, BIK, BIM, BMF). Mammalian cells also

express multiple caspase isozymes including initiator (caspase 8, 9, 10) and exe-

cutioner (caspase 3, 6, 7) caspases as well as inflammatory caspases (caspase 1, 4,

5 in humans; caspase 1, 11, 12 in mice).

In mammalian cells, extrinsic apoptosis is induced by death receptor ligands or

agonistic antibodies binding to their cognate death receptors, shown here with FAS

ligand (FAS-L) and its receptor (FAS-R) (Fig. 4.27). After FAS ligand binding,

intracellular signals are initiated by recruiting and anchoring FAS-associated pro-

tein with death domain FADD and caspase 8 to the cytoplasmic side of the

transmembrane death receptor forming the death-induced signaling complex or

DISC, which activates initiator caspase 8. Caspase 8 can now take either of two

different pathways to activate executioner caspases depending on the cell type

[360]. In type I cells such as thymocytes, the mitochondria-mediated intrinsic

pathway is not used and caspase 8 directly activates caspase 3 (or other executioner

caspases). In these cells there is ample formation of the DISC and enough caspase

8 is activated to directly activate caspase 3. This cascade cannot be inhibited by

antiapoptotic proteins from the B-cell CLL/lymphoma 2 (BCL-2) family. An

explanation for the efficient activation of caspase 3 in type I cells is the presence

of FAS in membrane microdomains rich in cholesterol and glycosphingolipids

called lipid rafts [361]. It is possible that lipid rafts form of a platform that allows

efficient formation of the DISC and caspase 8 activation.

Fig. 4.26 A comparison of

the primordial apoptosis

pathways in C elegans (left)
and more complex

eukaryote/mammalian

mitochondria-mediated

apoptosis (right)
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In contrast, for type II cells such as hepatocytes and pancreatic β-cells, activation
of the DISC is insufficient to produce enough caspase 8 to activate caspase 3 and it

is essential that the apoptotic signal is amplified through the mitochondria-mediated

intrinsic pathway by caspase 8-mediated cleavage and activation of BH3-only

protein BH3-interacting domain death agonist (BID) to form truncated BID or

t-BID, which leads to cytochrome c release. These steps lead to creation of

proteolipid pores that permeabilize outer mitochondrial membrane integrity by

pore-forming proapoptotic proteins BCL-2-associated X protein (BAX) and

BCL-2-agonist/killer (BAK). This cascade can be inhibited the by antiapoptotic

BCL-2 family. Pore-forming activities of BAX and BAK are physically inhibited

by interaction with antiapoptotic proteins BCL-2, BCL-2-like 1 (BCLxl), and

myeloid cell leukemia (MCL1). In turn, the interactions of pro- and antiapoptotic

proteins are under control of BH3-only proteins such as BCL-2-binding protein

(PUMA), BCL-2-like 11 (BIM), and BID. Pore-forming proapoptotic proteins lead

to the release of cytochrome c from mitochondria. Cytochrome c binds with APAF-

1, deoxy-ATP, and caspase 9 to form the apoptosome to activate initiator caspase

9. Active caspase 9 then activates executioner caspase 3 to execute apoptosis and

cell death [362]. Also released from mitochondria is second mitochondria activator

of caspase (SMAC) (also called DIABLO), which facilitates apoptosis by inhibiting

X chromosome-linked inhibitor of apoptosis (XIAP) and other IAPs that block

Fig. 4.27 FAS-mediated cell death in mammal. Cell death in higher organisms includes extrinsic

apoptosis that is independent of mitochondria (type I cells) and signal amplification through

mitochondrial mechanisms involved in intrinsic apoptosis (type II cells). Green arrows indicate
activation. Red perpendicular lines indicate inhibitions. See the text for presentation and

discussion
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activation of caspase 3, 6, 7, and 9. Another explanation for the difference between

type I and type II cells is levels of XIAP in FAS death receptor-stimulated cells,

such that type II cells require amplification through t-BID to overcome XIAP

inhibition by way of the mitochondrial pathway for caspase activation, while type

I cells do not [363]. t-BID functions to amplify this response by directly activating

BAK/BAX by oligomerization and/or indirectly activating it by relieving BCL-2

mediated inhibition of BAK/BAX. Figure 4.27 shows three activation mechanisms

for caspases: direct cleavage as in caspase 8 and caspase 9 cleavage of caspase

3, induced proximity activation of caspase 8 at the DISC, and holoenzyme forma-

tion for activating caspase 9 at the apoptosome. Caspases carry out specialized

function and distinct roles based on subcellular localization and protein–protein

interaction with substrate specificity playing a lesser important role. This division

of labor permits multicellular organisms to sense and differentially respond to

diverse environmental stimuli [347]. For example, caspase 8 is localized near and

binds to the cytoplasmic side of death receptors and upon death receptor ligand

binding with FADD to form the death-induced signaling complex (DISC) initiating

extrinsic apoptosis. In contrast, caspase 9 binds to APAF-1 to form the apoptosome

with cytochrome c initiating intrinsic apoptosis. Intrinsic apoptosis is activated by a

number of intracellular stresses such as DNA or organelle damage, Ca2+ overload,

hypoxia, oxidative stress, intracellular pathogens, increases in unfolded proteins,

and excitotoxicity in neurons, among others. All of these diverse stimuli are

connected to mitochondrial mechanisms. So, intrinsic apoptosis is initiated through

mitochondria-mediated events that include cytochrome c release, APAF1-

dependent activation of caspase 9 and caspase 3. Classification of initiator and

executioner caspases is important to differentiate initiation of RCD (in this case

apoptosis) and its actual execution [345, 364, 365]. In response to these same

apoptosis initiators, caspase-independent processes also occur when apoptosis-

inducing factor (AIF) and endonuclease G are released from mitochondria and

translocated to the nucleus to degrade DNA.

Other complexities in RCD occur because FADD has multiple functions through

its death effector domain (DED) and its death domain (DD) [366]. In addition to

forming the DISC using its DD to bind to the cytoplasmic domains of the FAS

receptor and using its DED to bind pro-caspase 8/10, FADD can also form complex

II, which does not include the FAS receptor, but includes FADD, pro-caspase 8, and

c-FLIP, which appear to amplify caspase activation. c-FLIP binding to the FADD

DED signals proliferation and survival. FADD also forms complexes in TNF-R1

signaling that promotes either survival or apoptosis. The DD of FADD also binds

Atg5 that promotes autophagy and RIP1 that induces necroptosis, another type of

RCD (discussed later). Thus, the FADD DED and DD domains regulate many

essential cell processes at the crossroads of survival and death by apoptosis or

programmed necrosis.

Until recently, necrosis was considered accidental cell death with morphological

characteristics that were neither defined as apoptosis nor autophagy, called type III

cell death. As indicated earlier, apoptosis is not the only mechanism of cell suicide

or RCD. It is now known that necrosis can also be regulated and occurs without
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caspase activation. Programmed necrosis is distinctly different than apoptosis and

may operate as a backup system when apoptosis mechanisms collapse such as with

viral infections that express caspase inhibitors or when apoptosis programs are

inhibited in cancer. Necrosis exhibits morphological characteristics and has been

defined in several pathological conditions. As opposed to apoptosis, in regulated

necrosis, cells and organelles swell, nuclei remain intact, the nuclear membrane

dilates, chromatin condenses into small, irregular blotches, DNA is randomly

degraded, and cells do not fragment to form apoptotic bodies.

Regulated necrosis is not one signaling cascade, but appears to be interactions

among multiple molecular events from more than one signaling pathway. However,

it is difficult to define and characterize these mechanisms and pathways without

knowing the initiators, propagators, and executioners in the processes. Analyzing

the final characteristics does not does not indicate which pathways were executed.

Nevertheless, significant progress has been made to delineate some of these events

and has demonstrated their importance in both physiological and pathological

processes. Programmed necrosis is responsible for negative selection of lympho-

cytes, termination of immune responses, regulation of bone growth, ovulation,

cellular turnover in the intestine, or post-lactational regression of the mammary

gland. It also has pathological correlates in neurodegeneration, excitotoxicity,

stroke and ischemia–reperfusion, infection, and oxidative stress [367, 368]. How-

ever, there is more to learn about these mechanisms and in time they will be as well

defined as apoptosis mechanisms and pathways.

4.10.3 RCD by Necroptosis

One subroutine of programmed necrosis that is well characterized through death

receptors is necroptosis [344, 345, 347, 369]. Necroptosis can be induced by death

receptors (FAS, TNFR, TRAIL) and pathogen recognition receptors (PRRs) on

their plasma membranes that respond to molecules with pathogen-associated

molecular patterns (PAMPs) such as viral or bacterial nucleotides, lipopolysaccha-

rides, and lipoproteins that induce inflammation. Biochemical markers for

necroptosis are best categorized from responses produced by tumor necrosis factor

receptor (TNFR) when caspases are inhibited. Complexes in response to TNFR can

induce survival, apoptosis, or necroptosis. Upon TNF ligand binding, an intracel-

lular assembly called complex I is formed at the cytoplasmic side of the receptor by

TNFR-associated death domain (TRADD), receptor-interacting protein kinase

1 (RIP1), cellular inhibitor of apoptosis protein (cIAP), and TNFR-associated factor

2 (TRAF2) and TRAF5. If cIAP-mediated ubiquitylation of RIP1 predominates

over de-ubiquitylation by cylindromatosis, ubiquitinated RIP1 recruits

transforming growth factor β–activated kinase (TAK1) and TAK1-binding protein

2 (TAB2) and TAB3 and Nf-kB is activated to promote inflammation and survival.

If de-ubiquitylation predominates, cell death is induced by one of two different

assembles called complex II. One complex II induces apoptosis by activating
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caspase-8 in the DISC. The other is similar to that shown in Fig. 4.27 for the DISC,

except TRADD, RIPK1 and RIPK3 are present with FADD and caspase 8 cleaves

and inactivates RIP1 and RIP3 to induce caspase-dependent apoptosis. If caspase

8 is inhibited, RIP1 and RIP3 become auto- or cross-phosphorylated (or by an

unidentified kinase) and induce necroptosis. Necroptosis can be considered to be

RIP3 dependent. This assembled complex II is called the necrosome, and it

activates several bioenergetic changes, elevates reactive oxygen and nitrogen

species, produces ceramide, induces lipid peroxidation, opens the mitochondria

permeability pore complex, elevates intracellular calcium, and causes DNA dam-

age and PARP-1 activation, ATP and NAD depletion, activation of calpains and

cathepsins, and feedforward signaling loops that cause an energy crisis and cell

death. The switch that modulates the apoptosis/necroptosis cell death scenarios is

regulated by initiator caspase 8 and the ubiquitylation system. Necroptosis is

pathologically relevant in defense of pathological organisms and conditions caus-

ing excessive loss of cell viability including ischemia–reperfusion injury, chronic

neurodegenerative diseases, acute neurotoxicity, sepsis, and pancreatitis [345].

4.10.4 RCD by Parthanatos (PARP-1-Mediated RCD)

It has been debated whether there is one core program for regulated necrotic cell

death or if there are distinct individual programs. Recent studies suggest that the

necroptosis program described above is actually two separate pathways that can be

activated independently. In this model, PARP-mediated cell death appears to occur

with excessive DNA damage and overactivation of poly (ADP ribose) polymerase-

1 (PARP-1). While PARP-1 is a molecular sensor of DNA strand breaks under

normal conditions and is cleaved and inactivated by caspase 3 during apoptosis,

hyperactivation leads to oversynthesize branched, long poly (ADP ribose) (PAR)

chains attached to glutamate or aspartate residues of acceptor proteins. This leads to

genotoxicity and mitochondriotoxicity causing irreversible loss of ΔΨm and AIF

release from mitochondria. This leads to excessive hydrolysis of NAD+ into

nicotinamide and PAR and ATP hydrolysis causing a dramatic energy crisis and

caspase-independent cell death. PAR is a common marker for PARP-mediated cell

necrosis, which is also called parthanatos. H2O2 and DNA-alkylating agents induce

cell death by PARP-1. RIP1 and TRAF appear to be downstream mediators

required for JNK activation that leads to activation of calpains and cathepsins and

compromise outer mitochondrial membrane integrity and release of AIF. It is likely

that the ROS generated by necroptosis causes DNA damage and activation of

PARP-1 and downstream processes that are characterized as PARP-mediated

programmed necrosis. Thus the PARP-mediated pathway can be considered part

of the TNF necroptosis pathway, but can function independently of it.

PARP-1-dependent cell death induces inflammation in cells in the nervous,

cardiovascular, and immune systems. Inhibition of necroptosis by blocking RIP1

and inhibiting PARP-1 lowered ischemia–reperfusion damage after stroke. PARP-1
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inhibitors have also been effective in treating tissue injury in response to septic and

hemorrhagic shock, as well as acute lung inflammation, peritonitis, and acute forms

of cardiomyopathies and heart failure. Inhibiting PARP-1 may also be effective in

autoimmune diseases such as type I diabetes and rheumatoid arthritis [369].

4.10.5 Nanosecond Pulsed Electric Fields Activate RCD

Some initial studies investigating nsPEF effects on mammalian cells were basically

extensions of studies using pulse power to decontaminate or kill bacteria

[370]. Given that nsPEFs could kill bacteria, it was likely that they could induce

cell death in cancer cells, perhaps by RCD. In the mid-to-late 1990s, mechanisms

for regulated or programmed cell death, commonly referred to as apoptosis, were

being defined at a rapid pace and disease-causing mutations in apoptotic proteins

had been defined. At this time, apoptosis was the only known form of RCD. Thus,

nsPEF-treated cells and tumors were analyzed for apoptotic characteristics in cells

in vitro and tumor tissue in vivo. Essentially all studies with nsPEF demonstrated

RCDmechanisms because cell death was delayed and ACDwas not observed or not

reported. Also of interest was defining cellular targets that were sensitive to nsPEFs.

Generally, these included the plasma membrane, nucleus, DNA, mitochondria, and

cytoskeleton.

4.10.6 In Vitro Studies Showing nsPEF-Induced RCD

Caspase activation and other markers for apoptosis have been shown in vitro in

human Jurkat and HL60 cells [147, 233, 238, 371], Jurkat and rat glioma cells

[372], HCT-116 cells with and without p53 [373], B16f10 cells [374], E4 squamous

cell carcinoma cells [375], and several hepatocellular carcinoma cell lines [376],

among others.

NsPEF-induced alterations in asymmetrically located plasma membrane lipids

have also been used as an apoptosis marker, but there are some special consider-

ations using this as a cell death marker. Phosphatidylcholine and sphingomyelin are

predominantly located in the outer (luminal) leaflet. Phosphatidylethanolamine and

phosphatidylinositol reside mainly in the inner (cytoplasmic) leaflet, while

phosphatidylserine (PS) is located almost exclusively in the inner leaflet

[377]. Externalization of PS to the outer leaflet of the plasma membrane is generally

considered to be an apoptosis marker. Although externalization of PS can be

context dependent, it does require caspase-mediated cleavage and inactivation of

cell flippase(s), which transports PS from the outer to the inner leaflet [378]. It was

shown that nsPEF-induced PS externalization was at least partially caspase depen-

dent [390]. Factors released from mitochondria have also been implicated in the

activation of lipid scramblases resulting in bidirectional lipid scrambling that

4 Biological Responses 247



disrupts the asymmetric distribution of PS [377]. Finally, the transmembrane

protein Xkr8 promotes caspase-dependent PS exposure during apoptosis, probably

acting at a late step in PS exposure, possibly in phospholipid scrambling [379]. This

is sufficient to serve as an “eat-me” signal and engulfment by macrophages.

However, electric fields can “pull” PS by electrophoretic migration from the

inner leaflet to the outer leaflet of the plasma membrane through nanometer-sized

electropores induced by pulses as short as 3 ns [380]. Furthermore, these cells can

be phagocytized as apoptotic mimicry [381]. In this context, PS externalization is

not an apoptosis marker and is reversible. Also parthanatos, which will be presented

later, also shows externalization of PS [382]. Thus, using PS externalization as an

apoptotic marker in response to nsPEFs requires caution and should only be used at

times significantly after pulse application and supported by other apoptosis

markers. For example, the demonstration that caspases are activated and that

nsPEF-induced PS externalization is attenuated by the caspase inhibitor z-VAD-

fmk satisfies this criterion for using PS externalization as an apoptosis

marker [390].

Detection of DNA fragments using terminal deoxyribonucleotidyl transferase

(TDT)-mediated dUTP-digoxigenin nick end labeling (TUNEL) assay has often

been used as an indicator of apoptosis. However, a number of studies indicate that

TUNEL-positive cells can occur in other forms of nonapoptotic cell death. For

example, TUNEL-positive cells have been identified in a number of pathological

conditions that cause necrosis [383–385]. The TUNEL assay does not discriminate

among apoptosis, necrosis, or autolytic cell death [386] and therefore should not be

used alone as an apoptotic marker. In general, multiple markers should be used to

identify cell death by apoptosis.

Other nsPEF-induced indicators apoptosis include morphological changes such

as cell shrinkage, membrane blebbing and DNA fragmentation, but more recent

data indicate that these may not be specific to apoptosis [344]. Other markers such

as changes in BCL-2 family proteins can be suggestive of apoptosis, but are not

indicative. In addition to caspase activation, PARP cleavage and cytochrome c

release into the cytoplasm have been used as a valid apoptosis marker.

After the initial studies by Beebe [233, 238] and Vernier [372] and colleagues,

several other studies provided additional evidence for nsPEF-induced apoptosis;

however, based on other observations, it appeared that that other RCD mechanisms

were likely present. In p53�/� and p53+/+ human HCT-116 colon carcinoma cells

treated with lethal, square wave nsPEFs (50 pulses, 1 Hz, 60 ns 60 kV/cm or 5–30

pulses, 1 Hz, 60 kV/cm) [373], cell shrinkage was observed in cells with the

presence of active caspases occurring before increases in BAX and cytochrome c

release. Caspase activation could have occurred without mitochondrial involve-

ment, which would implicate the extrinsic pathway like that in type I cells. Since no

major differences in cell death mechanisms were observed in cells that did or did

not express p53, cell death by nsPEF does not require p53.

Murine B16f10 melanoma cells treated with nsPEF (1–10 pulses, 1 Hz, 300 ns,

12–60 kV/cm) also expressed some apoptosis indicators in an electric field-

dependent manner, cell shrinkage, membrane blebbing, and active caspases, but
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other apoptosis markers were absent [374]. Increasing numbers of cells exhibited

loss of ΔΨm and increases in ADP/ATP ratio were observed, which would cause

mitochondria to swell, rupture, and cytochrome c, AIF, or SMAC release, which

were not observed. Interestingly, dying cells did not exhibit PS externalization.

Degradation of the actin cytoskeleton indicated the cells were undergoing disas-

sembly. While apoptosis appeared to be present, it is likely that other RCD

mechanisms were operating.

In E4 squamous cell carcinoma cells treated with lethal nsPEFs (10 pulses, 1 Hz,

300 ns 10–60 kV/cm) [375], electric field-dependent appearances of RCD indica-

tors provided insight into death mechanisms. Caspase activation and PS external-

ization could be seen at lower electric fields than decreases in ΔΨm and release of

cytochrome c, suggesting an extrinsic mechanism for caspase activation without

mitochondrial involvement. Consistent with this was the finding that decreases in

BID, increases in t-BID, and release of cytochrome c were caspase dependent.

Calcium-sensitive calpain(s), which can be stimulated in some apoptosis pathways

[387], was also shown to be activated. BID cleavage was sensitive to a calpain

inhibitor (and a caspase inhibitor) [390] and also sensitive to intracellular and

extracellular calcium, implicating calpain(s) as part of apoptosis in E4 cell death.

As indicated above, data from several cell types suggested possible activation of

multiple cell death pathways, but activation of caspases through non-mitochondrial

pathways and involvement of extrinsic apoptosis regulators. In agreement with

these observations, using a simple, bistable rate-equation-based model that is used

to predict trends of cellular apoptosis following electric pulsing, it was predicted

that an extrinsic mechanism would be more sensitive than the mitochondrial

intrinsic pathway for electric pulse-induced cell apoptosis [388].

The importance of extrinsic apoptosis cell regulators was demonstrated as an

explanation for inherent differences in sensitivities of Jurkat cells (more) and U937

cells (less) to nsPEFs to 100, 10 ns, 50 or 150 kV/cm pulses [389]. Measurement of

basal expression levels indicated that U937 cells had a higher expression of c-FLIP,

an extrinsic apoptosis inhibitor, while Jurkat cells had a higher expression of FasL,

an extrinsic apoptosis agonist. When cells were exposed to lethal nsPEF (150 kV/

cm) and siRNA was used to knockdown c-FLIP protein expression in U937 cells or

knockdown FasL in Jurkat cells, U937 survival was reduced nearly 60% while

Jurkat survival improved by 40%. This provided the first explanation for inherent

cell type survival difference to nsPEFs as differences in expression levels of

apoptosis-related proteins as opposed to physical cell characteristic, such as mem-

brane or cytoskeletal structure. This is reminiscent of differences between type I

and type II cells, where the later require amplification through mitochondria to

activate caspases by overcome high levels of IAP, an intrinsic apoptosis antagonist

[363]. This same study demonstrated extrinsic apoptosis in Jurkat cells showing

caspase 8 activation without BID cleavage, cytochrome c release, or caspase

9 activation, which is typical of type I cells. This is noteworthy, since Jurkat cells

are type II cells, which require amplification of apoptosis signals through the

intrinsic mitochondrial pathway. Perhaps, nsPEFs play a role in formation of lipid

rafts that allow efficient formation of DISC and activation of caspase 8.
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The above results are in contrast to previous work in Jurkat cells demonstrating

cytochrome c release and caspase 9- and caspase 3-dependent cell death, typical of

intrinsic apoptosis [147, 390]. In this study using 10, 1 Hz, 60 ns, 10–60 kV/cm

pulses with Jurkat cell clones that either did not express FADD, caspase 8, or

APAF-1 [147], it was demonstrated that cytochrome c release was not caspase

dependent, suggesting that its release was not due to caspase 8 activation through

the DISC or FADD-mediated mechanisms. Furthermore, electric field-dependent

cell death was identical for wild type, FADD-deficient, and caspase 8-deficient

cells, indicating that nsPEF-induced cell death under these conditions did not

require any FADD complex or caspase 8. It was shown in an APAF-deficient Jurkat

clone, which did not respond to nsPEF with caspase 9 or caspase 3 activation, that

cell death was caspase- and AFAF-1 dependent at lower electric fields, mimicking

an intrinsic apoptosis mechanism, and caspase independent at higher electric fields

demonstrating that nsPEF-induced cell death did not necessarily require active

caspases under most intense conditions. It is highly likely that both regulated

apoptosis (caspase dependent) and regulated necrosis (caspase independent) coexist

during nsPEF-induced cell death in Jurkat cells. Based on findings from HCT-116

colon carcinoma, B16f10 melanoma, E4 squamous cell carcinoma, and Jurkat cells,

as well as from other studies (see below), it also seems highly likely that nsPEF-

induced RCD is dependent on nsPEF conditions as well as the cell type.

Using U937 cells, Pakhomova and colleagues [149] defined two modes of cell

death after treatment with nsPEFs depending on the media for cell incubation.

These studies either used trapezoidal waveforms with 600 pulses, 200 Hz, 300 ns,

7 kV/cm, or square waveforms at 50 pulses, 1 Hz, 60 ns 30–40 kV/cm. In the

presence of cell culture media, cell death appeared to be due to plasma membrane

permeabilization, water uptake, cell swelling, and membrane rupture by 40 min

after pulsing, typical of signs of “necrosis.” In contrast, when media contained

sucrose, cell swelling was prevented and cell death was delayed. Compared to

conditions without sucrose, the presence of sucrose facilitated caspase 3/7 activa-

tion, which was evident at 1 h and peaked at 3–6 h, and facilitated PARP cleavage,

which increased by 2 h and peaked by 4 h. These findings were characteristic for

both diverse types of pulse waveforms. These results indicated that under standard

cell culture conditions, U937 cells died without significant caspase activation by

osmotic stress-related cell death defined here as necrosis. This form of cell death

has been called oncosis (Greek ónkos for swelling) [343]. However, it is not

accidental cell death (ACD), because it was not immediate and was transiently

rescued or modulated by sucrose, which led to apoptotic cell death. Thus, the

predominant early “necrotic” cell death prevented or obscured the observation of

apoptotic cell death. It is possible that both types of cell death mechanisms were

operative, but one was faster than the other, and blunting the osmotic stress with

sucrose allowed the slower apoptotic mechanism to fully develop.

In subsequent studies by this group, similar experiments were done with several

cell types adhered to indium tin oxide (ITO)-coated glass slides that fit into cuvettes

for nsPEF treatment [148]. Since ITO is biologically inert and exhibits high

conductance with optical transparency, it provides a means to treat cells with
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nanosecond pulses and readily change media without potential artifacts due to cell

damage by centrifugation. NsPEF treatment on ITO slides was highly efficient

requiring about 20-fold fewer pulses. Treating cells with 20 pulses, 20 Hz, 300 ns

600–700 kV/cm, the author found that the mode of nsPEF-induced cell death

(necrosis vs. apoptosis) was determined by the extracellular concentration of Ca2+.

There was a newly identified high Ca2+-dependent necrotic cell death that was

affected by a delayed, sudden, osmotic-independent pore expansion (or new pore

formation); however, cell death was not caused by membrane rupture. This cell

death mechanism is distinctly different than the osmotic-induced cell death char-

acterized by swelling, but is not apoptotic cell death since caspase 3/7 activity was

greatly reduced in the presence of high extracellular calcium. These studies dem-

onstrate that there are multiple forms of cell death depending on the composition of

the media and the levels of extracellular levels.

Other studies showed more directly that not all cell types died by apoptosis when

exposed to nsPEFs. Unlike Jurkat cells, which readily exhibited apoptotic features

in response to nsPEFs, nsPEF-treated HeLa S3 cells did not show caspase 3 activa-

tion or DNA ladder formation, both molecular signs of apoptotic cell death [146]. In

contrast, these cells readily showed PARP-1-mediated PAR formation, a sign of

regulated necrosis. When PARP-1 [poly(ADP ribose) (PAR) polymerase-1

becomes hyperactivated, it begins to oversynthesize branched, long poly (ADP

ribose) (PAR). While PARP-1 is cleaved and inactivated by caspase 3 during

apoptosis, hyperactivation and PAR formation lead to genotoxic and

mitochondriotoxic stress causing loss of irreversible loss ΔΨm and AIF release,

overconsumption of NAD+ and ATP, and a dramatic energy crisis, leading to

necrotic cell death. In these HeLa S3 cells, UV radiation-induced inactivation of

PARP-1 and activation of caspase 3 indicate that apoptosis is functional program in

these cells, but not activated by nsPEFs. In other studies these authors demonstrated

that Ca2+ was required for nsPEF-induced PAR-mediated cell death, which was

enhanced by the presence of the Ca2+ ionophore, ionomycin. They further showed

that in the absence of Ca2+, HeLa S3 cells were less susceptible to nsPEFs but could

be forced to exhibit apoptotic signs of caspase 3 activation and PARP-1 cleavage

with increasing pulse numbers [391]. Furthermore, nsPEF-induced regulated necro-

sis was not limited to HeLa cells but also occurred in K562 and HEK293 cells, with

only limited signs of apoptosis markers (caspase 3 and PARP-1 cleavage). These

studies demonstrate that nsPEF-induced cell death is cell type specific, but can be

manipulated by altering conditions Ca2+ availability in HeLa S3 cells, demonstrat-

ing a characteristic of regulated cell death. PAR formation has been shown to be

observed in parthanatos, a type of regulated necrosis.

A comparison of monopolar (MP) and bipolar (BP) pulses (polarity shift half

way through pulse duration) with 600 ns pulse durations clearly demonstrated that

BP pulses were less effective for membrane damage, permeability to ions, and cell

lethality in three different cell types [392]. It took ten times more BPs to induce cell

death than with MPs. This is in contract to conventional electroporation pulses

(micro- and millisecond) where BPs are more effective for plasma membrane

permeabilization [393] and DNA transfection while reducing cell death
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[394]. Kotnik and colleagues also showed that BPs (500 + 500 μs and 1000

+ 1000 μs) increased permeabilization of cells to bleomycin and Lucifer yellow

without increased cell death [393]. It is reasoned that BPs reduce the holding time

(passband) that would otherwise cause pore expansion, so BPs are less effective at

causing pores to expand. These studies make clear that nsPEF-induced effects on

the plasma membrane are critical for cell death induction.

4.10.7 Cellular Targets for nsPEF-Induced Regulated Cell
Death

4.10.7.1 Plasma Membrane, Cell Ca2+, and Mitochondria

The hypothesis that nsPEF have effects on intracellular structures prompted studies

to investigate effects on cell organelles as targets for nsPEFs. It is generally agreed

that plasma membrane permeabilization and influxes of Ca2+ and subsequent

mitochondria Ca2+ overloading appear to be important determinants of cell death.

Studies in N1-S1 hepatocellular carcinoma cells [233, 371] suggested that increases

in intracellular Ca2+ were necessary, but not sufficient for cell death, unless there

was a decrease in the ΔΨm, which was coincident with cell demise. This is similar

to the “two-hit” hypothesis for cell death induced by ischemia reperfusion (Ca2+

and ROS) [395, 396], except the second hit, which is on mitochondria, is not likely

due to generation of ROS [397]. Nevertheless, Ca2+ plays an important role in the

nsPEF-triggered increase in ROS in BxPC-3 human pancreatic cells [145], and

ROS appears to be required for formation of the apoptosome [398], the apoptotic

assembly “station” for caspase 9 activation with cytochrome c, APAF-1, and dATP.

4.10.7.2 The Nucleus and DNA Have Been the Focus of a Number

of Studies

Many studies have shown that nsPEFs induce DNA damage determined by

TUNEL, comet assays, fragmentation by flow cytometry, and histone-2AX phos-

phorylation. The earliest and perhaps the most thorough study analyzing effects of

nsPEF on DNA demonstrated that nsPEF-induced genotoxicity was cell type

dependent, with nonadherent cells being more sensitive than adherent cells

[399]. After a single 60 ns, 60 kV/cm pulse, unlike all but one of seven adherent

cell types, nonadherent cells exhibited 10% survival, induction of DNA damage,

and a decrease in the number of cells reaching mitosis. Comet assays immediately

after nsPEF treatment of Jurkat cells increased comet tail lengths 1.3- and 2.6-fold

with one and ten pulses, respectively, with the same conditions indicated above,

indicating that DNA damage was a direct effect of electric fields. HL60 cells also

showed similar effects, albeit less striking. When DNA was isolated immediately

after pulsing and analyzed by electrophoresis on agarose gels, a smear of DNA
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occurred in cells exposed to five pulses with conditions above while DNA from

unexposed cells was present as a tight band, again indicating direct nsPEF-induced

DNA damage. Examining lymphoblastoid cell line (LCL) from a homozygous

patient with ataxia telangiectasia (AT), who are unable to repair DNA damage in

response to radiation, chromatid aberrations were identified in 78% of cells

exposed to a single 600-ns, 60-kV/cm pulse, while only 22% were observed in

control cells. In all, 41 types of damage were observed in exposed cells including

more chromatin gaps, breaks, and fragments than in control cells.

Another study demonstrated disruption of the actin cytoskeleton and nuclear

membrane and damage to telomeres that appeared to decrease Jurkat cell survival

exposed to single 60-ns 60-kV/cm pulses [251]. It is hypothesized that no nuclear

damage was done to adherent cells under these conditions, presumably because

their cytoskeletons absorb some of the impact of the electric field effects. In another

study with Jurkat cells under “milder,” nonlethal nsPEF conditions (single 60 ns,

10–25 kV/cm), there was a transient electric field-dependent decrease in the comet

assay DNA migration. The authors suggested that their results were due to pulse-

induced transient conformational change in the living cell nucleoprotein

[400]. Others observed transiently disrupted cytoskeleton and transient increase

in nuclear size in adherent HCT-116 cells exposed to three 60- or 300-ns, 60-kV/cm

pulses [373].

4.10.8 In Vivo Studies Showing nsPEF-Induced Regulated
Cell Death

Early studies with tumor tissues demonstrated that nsPEFs induced DNA fragmen-

tation (TUNEL) and reduced fibrosarcoma tumor growth in a mouse model

[233, 238, 371]. Using 10-ns or 300-ns pulses with electric field intensities of

280 and 30 kV/cm, respectively (near-equal energy densities), greater increases in

DNA fragmentation were seen with the 300-ns condition, indicating that this effect,

like effects in vitro, was independent of energy density. Fibrosarcoma tumors

treated with three 10-ns pulses at 260 kV/cm exhibited twice as many TUNEL-

positive tumor cells as sham-treated tumors. Tumors treated with 300-ns pulses and

75 kV/cm were 60% smaller than sham-treated tumors, indicating that nsPEFs

could likely be used for tumor treatment.

In a murine B16f10 melanoma model (hairless SKH-1 mice), Nuccitelli and

coworkers [401] later showed that pulsed electric fields greater than 20 kV/cm, with

risetimes of 30 ns and durations of 300 ns, caused tumor cell nuclei to rapidly shrink

and tumor blood flow to stop in a temperature-independent manner (3 �C increase).

Within 2 weeks, B16f10 tumors shrank by 90% and a second treatment resulted in

complete remission. In a later study [402], it was shown that after nsPEF ablation

(300–600 pulses, 300 ns, 40–50 kV/cm 0.5 Hz), none of the melanomas recurred

during a 4-month period. For complete remission, 24% melanomas were
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eliminated after one treatment, 59% required a second treatment, and 18% required

a third treatment. A microvessel density marker (CD31) was decreased significantly

after treatment, agreeing with the decreased blood flow to treated tumors. The

possible presence of apoptosis was suggested by a decrease in the antiapoptotic

protein BCL-2.

It was later shown in this same model that after treatment with one hundred

300-ns pulses at 40 kV/cm, transient increases in histone 2AX phosphorylation

(early DNA damage repair marker) coinciding with TUNEL-positive cells and

pyknotic nuclei were observed. Caspase-positive cells were not observed until 6 h

after pulsing, suggesting caspase-independent effects on DNA. Large DNA frag-

ments, but not 180-bp fragmentation ladders, were observed, suggesting that

apoptosis was incomplete. Anti-angiogenesis or anti-vascular effects were demon-

strated by decreases in markers for vascular endothelial cells (CD31, CD35, and

CD105) and growth factors (VEGF and PD-ECGF).

A study by X Chen et al. [403] showed that nsPEF effectively eliminated (75%)

and activated RCD in a mouse Hepa1-6 ectopic hepatocellular carcinoma (HCC)

model with 100-ns, 65-kV/cm pulses (one treatment, 900 pulses, or three treatments

300 pulses each on alternate days), but not effectively with 100-ns, 33- or 50-kV/cm

(37%), or with 30-ns, � 65-kV/cm pulses (< 35%). Under optimal conditions,

nuclei rapidly shrunk (1–2 h) and became transiently TUNEL positive peaking at

3 h. Caspase 3/6/7 was transiently activated peaking at 3 h, but no more than 50%

of cells were caspase positive at that peak time. Phospho-BAD, which would be

unavailable to promoting cytochrome c release, remained low. Anti-angiogenesis

or anti-vascular effects were also demonstrated with CD34 and VEGF in this

model.

Efficacy of nsPEF ablation was also shown in an orthotopic rat N1-S1 HCC

model [404]. Data demonstrate 80–90% when elimination with 1000, 100 ns,

50 kV/cm pulses were delivered at 1 Hz. Transient increases in active caspase

3 (6 h) and caspase 9 (2–6 h), but not in active caspase 8, indicating an intrinsic

apoptosis mechanism(s) as well as caspase-independent mechanisms (cells nega-

tive for active caspase), which is in agreement with in vitro data. Interestingly, after

ablation rats were resistant to challenge injections of the same cells, showing a

vaccine-like effect that may be due to activation of an active immune response.

Infiltration of immune cells and the presence of granzyme B expressing cells within

days of treatment suggest an antitumor adaptive immune response. In other studies

[405] nsPEF cleared UV-induced murine melanomas and was superior to tumor

excision for accelerating secondary tumor rejection in immune-competent mice. An

immune response was suggested by the presence of CD4+ T cells within treated

tumors.

NsPEF treatment of basal cell carcinoma has shown promise in the first clinical

trial of nsPEF ablation [406].
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Electroporation Techniques in Biology and Medicine, pp. 178–194. CRC Press, Boca Raton

(2010)

260 K.-i. Yano et al.



123. Bowman, A.M., Nesin, O.M., Pakhomova, O.N., Pakhomov, A.G.: Analysis of plasma

membrane integrity by fluorescent detection of Tl(+) uptake. J. Membr. Biol. 236, 15–26

(2010)

124. Glaser, R.W., Leikin, S.L., Chernomordik, L.V., Pastushenko, V.F., Sokirko, A.I.: Reversible

electrical breakdown of lipid bilayers: formation and evolution of pores. Biochim. Biophys.

Acta 940, 275–287 (1988)

125. Gabai, V.L., Meriin, A.B., Mosser, D.D., Caron, A.W., Rits, S., Shifrin, V.I., Sherman, M.Y.:

Hsp70 prevents activation of stress kinases. A novel pathway of cellular thermotolerance.

J. Biol. Chem. 272, 18033–18037 (1997)

126. Barros, L.F., Hermosilla, T., Castro, J.: Necrotic volume increase and the early physiology of

necrosis. Comp. Biochem. Physiol. A Mol. Integr. Physiol. 130, 401–409 (2001)

127. Barros, L.F., Stutzin, A., Calixto, A., Catalan, M., Castro, J., Hetz, C., Hermosilla, T.:

Nonselective cation channels as effectors of free radical-induced rat liver cell necrosis.

Hepatology 33, 114–122 (2001)

128. Dyachok, O., Zhabyeyev, P., McDonald, T.F.: Electroporation-induced inward current in

voltage-clamped guinea pig ventricular myocytes. J. Membr. Biol. 238, 69–80 (2010)

129. Pakhomov, A.G., Bowman, A.M., Ibey, B.L., Andre, F.M., Pakhomova, O.N., Schoenbach,

K.H.: Lipid nanopores can form a stable, ion channel-like conduction pathway in cell

membrane. Biochem. Biophys. Res. Commun. 385, 181–186 (2009)

130. Semenov, I., Xiao, S., Pakhomova, O.N., Pakhomov, A.G.: Recruitment of the intracellular

Ca by ultrashort electric stimuli: The impact of pulse duration. Cell Calcium 54, 145–150

(2013)

131. Semenov, I., Xiao, S., Pakhomov, A.G.: Primary pathways of intracellular Ca(2+) mobiliza-

tion by nanosecond pulsed electric field. Biochim. Biophys. Acta 1828, 981–989 (2013)

132. Okada, Y.: Ion channels and transporters involved in cell volume regulation and sensor

mechanisms. Cell Biochem. Biophys. 41, 233–258 (2004)

133. Okada, Y., Shimizu, T., Maeno, E., Tanabe, S., Wang, X., Takahashi, N.: Volume-sensitive

chloride channels involved in apoptotic volume decrease and cell death. J. Membr. Biol.

V209, 21–29 (2006)

134. Molleman, A.: Patch Clamping: An Introductory Guide to Patch Clamp Electrophysiology.

Wiley, Padstow (2002)

135. Ibey, B.L., Xiao, S., Schoenbach, K.H., Murphy, M.R., Pakhomov, A.G.: Plasma membrane

permeabilization by 60- and 600-ns electric pulses is determined by the absorbed dose.

Bioelectromagnetics 30, 92–99 (2009)

136. Varghese, A., Tenbroek, E.M., Coles Jr., J., Sigg, D.C.: Endogenous channels in HEK cells

and potential roles in HCN ionic current measurements. Prog. Biophys. Mol. Biol. 90, 26–37

(2006)

137. Ghamari-Langroudi, M., Bourque, C.W.: Ionic basis of the caesium-induced depolarisation

in rat supraoptic nucleus neurones. J. Physiol. 536, 797–808 (2001)

138. Pakhomov, A.G., Kolb, J.F., White, J.A., Joshi, R.P., Xiao, S., Schoenbach, K.H.: Long-

lasting plasma membrane permeabilization in mammalian cells by nanosecond pulsed elec-

tric field (nsPEF). Bioelectromagnetics 28, 655–663 (2007)

139. Andre, F.M., Rassokhin, M.A., Bowman, A.M., Pakhomov, A.G.: Gadolinium blocks mem-

brane permeabilization induced by nanosecond electric pulses and reduces cell death.

Bioelectrochemistry 79, 95–100 (2010)

140. Pakhomov, A.G., Shevin, R., White, J.A., Kolb, J.F., Pakhomova, O.N., Joshi, R.P.,

Schoenbach, K.H.: Membrane permeabilization and cell damage by ultrashort electric field

shocks. Arch. Biochem. Biophys. 465, 109–118 (2007)

141. Berridge, M.J., Lipp, P., Bootman, M.D.: The versatility and universality of calcium signal-

ling. Nat. Rev. Mol. Cell Biol. 1, 11–21 (2000)

142. Tolstykh, G.P., Beier, H.T., Roth, C.C., Thompson, G.L., Ibey, B.L.: 600ns pulse electric

field-induced phosphatidylinositol-bisphosphate depletion. Bioelectrochemistry 100, 80–87

(2014)

4 Biological Responses 261



143. Tolstykh, G.P., Beier, H.T., Roth, C.C., Thompson, G.L., Payne, J.A., Kuipers, M.A., Ibey, B.

L.: Activation of intracellular phosphoinositide signaling after a single 600 nanosecond

electric pulse. Bioelectrochemistry 94, 23–29 (2013)

144. Zhivotovsky, B., Orrenius, S.: Calcium and cell death mechanisms: a perspective from the

cell death community. Cell Calcium 50, 211–221 (2011)

145. Nuccitelli, R., Lui, K., Kreis, M., Athos, B., Nuccitelli, P.: Nanosecond pulsed electric field

stimulation of reactive oxygen species in human pancreatic cancer cells is Ca(2+)-dependent.

Biochem. Biophys. Res. Commun. 435, 580–585 (2013)

146. Morotomi-Yano, K., Akiyama, H., Yano, K.: Nanosecond pulsed electric fields induce poly

(ADP-ribose) formation and non-apoptotic cell death in HeLa S3 cells. Biochem. Biophys.

Res. Commun. 438, 557–562 (2013)

147. Ren, W., Sain, N.M., Beebe, S.J.: Nanosecond pulsed electric fields (nsPEFs) activate

intrinsic caspase-dependent and caspase-independent cell death in Jurkat cells. Biochem.

Biophys. Res. Commun. 421, 808–812 (2012)

148. Pakhomova, O.N., Gregory, B., Semenov, I., Pakhomov, A.G.: Calcium-mediated pore

expansion and cell death following nanoelectroporation. Biochim. Biophys. Acta 1838,

2547–2554 (2014)

149. Pakhomova, O.N., Gregory, B.W., Semenov, I., Pakhomov, A.G.: Two modes of cell death

caused by exposure to nanosecond pulsed electric field. PLoS One 8, e70278 (2013)

150. Ibey, B.L., Pakhomov, A.G., Gregory, B.W., Khorokhorina, V.A., Roth, C.C., Rassokhin, M.

A., Bernhard, J.A., Wilmink, G.J., Pakhomova, O.N.: Selective cytotoxicity of intense

nanosecond-duration electric pulses in mammalian cells. Biochim. Biophys. Acta 1800,

1210–1219 (2010)

151. Pickard, B.G.: “second extrinsic organizational mechanism” for orienting cellulose: model-

ling a role for the plasmalemmal reticulum. Protoplasma 233, 1–29 (2008)

152. Nick, P.: Microtubules and the tax payer. Protoplasma 249 (Special Issue Applied Plant Cell

Biology), 81–94 (2012)

153. Frey, N., Klotz, J., Nick, P.: A kinesin with calponin-homology domain is involved in

premitotic nuclear migration. J. Exp. Bot. 61, 3423–3437 (2010)

154. Murata, T., Wada, M.: Effects of centrifugation on preprophase-band formation in Adiantum

(1991)

155. Nick, P.: Signalling to the microtubular cytoskeleton in plants. Int. Rev. Cytol. 184, 33–80

(1998)

156. Klotz, J., Nick, P.: A novel actin-microtubule cross-linking kinesin, NtKCH, functions in cell

expansion and division. New Phytol. 193, 576–589 (2012)

157. Parthasarathy, M.V.: F-actin architecture in coleoptile epidermal cells. Eur. J. Cell Biol. 39,

1–12 (1985)

158. Grabski, S., Schindler, M.: Auxins and cytokinins as antipodal modulators of elasticity within

the actin network of plant cells. Plant Physiol. 110, 965–970 (1996)

159. Grabski, S., Arnoys, E., Busch, B., Schindler, M.: Regulation of actin tension in plant cells by

kinases and phosphatases. Plant Physiol. 116, 279–290 (1998)

160. Waller, F., Nick, P.: Response of actin microfilaments during phytochrome-controlled growth

of maize seedlings. Protoplasma 200, 154–162 (1997)

161. Sonobe, S., Shibaoka, H.: Cortical fine actin filaments in higher plant cells visualized by

rhodamine-phalloidin after pretreatment with m-maleimidobenzoyl-N-hydroxysuccinimide

ester. Protoplasma 48, 80–86 (1989)

162. Thimann, K.V., Reese, K., Nachmikas, V.T.: Actin and the elongation of plant cells.

Protoplasma 171, 151–166 (1992)

163. Wang, Q.Y., Nick, P.: The auxin response of actin is altered in the rice mutant Yin-Yang.

Protoplasma 204, 22–33 (1998)

164. Sano, T., Higaki, T., Oda, Y., Hayashi, T., Hasezawa, S.: Appearance of actin microfilament

‘twin peaks’ in mitosis and their function in cell plate formation, as visualized in tobacco

BY-2 cells expressing GFP–fimbrin. Plant J. 44, 595–605 (2005)

262 K.-i. Yano et al.



165. Maisch, J., Nick, P.: Actin is involved in auxin-dependent patterning. Plant Physiol. 143,

1695–1704 (2007)

166. Traas, J.A., Doonan, J.H., Rawlins, D.J., Shaw, P.J., Watts, J., Lloyd, C.W.: An actin network

is present in the cytoplasm throughout the cell cycle of carrot cells and associates with the

dividing (1987)

167. Durst, S., Hedde, P.N., Brochhausen, L., Nick, P., Nienhaus, G.U., Maisch, J.: Organization

of perinuclear actin in live tobacco cells observed by PALM with optical sectioning. J. Plant

Physiol. 141, 97–108 (2014)

168. Fosket, D.E., Morejohn, L.C.: Structural and functional organization of tubulin. Annu. Rev.

Plant. Physiol. Plant. Mol. Biol. 43, 201–240 (1992)

169. Meagher, R.B., Mckinney, E.C., Vitale, A.V.: The evolution of new structures: clues from

plant cytoskeletal genes. Trends Genet. 15, 278–284 (1999)

170. Meagher, R.B.: Divergence and differential expression of actin gene families in higher plants.

Int. Rev. Cytol. 125, 139–163 (1991)

171. Silflow, C.D., Oppenheimer, D.G., Kopczak, S.D., Ploense, S.E., Ludwig, S.R., Haas, N.,

Snustad, D.P.: Plant tubulin genes: structure and differential expression during development.

Dev. Genet. 8, 435–460 (1987)

172. Vantard, M., Levilliers, N., Hill, A.M., Adoutte, A., Lambert, A.M.: Incorporation of

Paramecium axonemal tubulin into higher plant cells reveals functional sites of microtubule

assembly. Proc. Natl. Acad. Sci. U. S. A. 87, 8825–8829 (1990)

173. Zhang, D., Waldsworth, P., Hepler, P.K.: Microtubule dynamics in living dividing plant cells:

confocal imaging of microinjected fluorescent brain tubulin. Proc. Natl. Acad. Sci. U. S.

A. 87, 8820–8824 (1990)

174. Yuan, M., Shaw, P.J., Warn, R.M., Lloyd, C.W.: Dynamic reorientation of cortical microtu-

bules from transverse to longitudinal, in living cells. Proc. Natl. Acad. Sci. U. S. A. 91,

6050–6053 (1994)

175. Himmelspach, R., Wymer, C.L., Lloyd, C.W., Nick, P.: Gravity-induced reorientation of

cortical microtubules observed in vivo. Plant J. 18, 449–453 (1999)

176. Staiger, C.J., Poulter, N.S., Henty, J.L., Franklin-Tong, V.E., Blanchoin, L.: Regulation of

actin dynamics by actin-binding proteins in pollen. J. Exp. Bot. 61, 1969–1986 (2010)

177. Struk, S., Dhonukshe, P.: MAPs: cellular navigators for microtubule array orientations in

Arabidopsis. Plant Cell Rep. 33, 1–21 (2014)

178. Cai, G., Cresti, M.: Are kinesins required for organelle trafficking in plant cells? Front. Plant

Sci. 3, 170 (2012)

179. Sparkes, I.: Recent advances in understanding plant myosin function: life in the fast lane.

Mol. Plant 4, 805–812 (2011)

180. Geiger, B., Bershadsky, A.: Assembly and mechanosensory function of focal contacts. Curr.

Opin. Cell Biol. l3, 584–592 (2001)

181. Giancotti, G., Ruoslahti, E.: Integrin signalling. Science 285, 1028–1032 (1999)

182. Canut, H., Carrasco, A., Galaud, J.-P., Cassan, C., Bouyssou, H., Vita, N., Ferrara, P., Pont-

Lezica, R.: High affinity RGD-binding sites at the plasma membrane of Arabidopsis thaliana

links the cell wall. Plant J. 16, 63–71 (1998)

183. Wang, X., Zhua, L., Liu, B., Wang, J., Zhao, L., Yuan, M.: Arabidopsis microtubule

associated protein 18 functions in directional cell growth by destabilizing cortical microtu-

bules. Plant Cell 19, 877–839 (2007)

184. Zaban, B., Maisch, J., Nick, P.: Dynamic actin controls polarity induction de novo in

protoplasts. J. Int. Plant Biol. 55, 142–159 (2013)
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Chapter 5

Medical Applications

Richard Heller, Justin Teissie, Marie-Pierre Rols, Julie Gehl, Gregor Sersa,

Lluis M. Mir, Robert E. Neal II, Suyashree Bhonsle, Rafael Davalos,

Stephen Beebe, Barbara Hargrave, Richard Nuccitelli, Chunqi Jiang,

Maja Cemazar, Youssef Tamzali, and Natasa Tozon

Abstract Bioelectrics is a rapidly growing field at the intersection of the biological

and physical sciences. Research has focused on understanding the basic interactions

of pulse electric fields on biological systems, development of therapeutic and

diagnostic approaches, and environmental applications. This chapter focuses on

potential therapeutic and prophylactic applications of bioelectrics in human and

veterinary medicine. Pulse electric fields can be ultrashort (picosecond to
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nanosecond) or longer (microsecond to millisecond), and dependent on the param-

eters of the applied pulse, the cellular effects on cells can be direct or indirect.

Direct effect can include exciting cells or induction of apoptosis and/or necrosis.

Indirect effects have been used to deliver molecules such as chemotherapeutics,

nucleic acids, or protein into the cell interior. Therapeutic applications of bio-

electrics have been developed for a large number of indications including many

medical conditions including cancer, wound healing, ischemia, cardiovascular, and

diabetes. The utilization of bioelectric-based medical techniques has recently

surged, and the potential of such techniques has stemmed from a more wholistic

understanding of the fundamental biophysical mechanisms driving underlying

success.

Keywords Electrochemotherapy • Gene electrotransfer • Nanosecond pulse

electric fields • Plasma medicine • Veterinary • Clinical trials • Wound healing •

Cancer therapy

5.1 Overview

Richard Heller

5.1.1 Introduction

In the 1960s and 1970s, multiple studies evaluated the effects of electric fields on

biological cells [1–9]. While this early work focused mainly on the effects on the

membrane of isolated cells, it formed the basis for the more applied studies that

followed. A more detailed description is provided in Sect. 1.2 of this textbook.

Since the 1980s, significant amount of research has been focused on developing

applications for pulsed electric fields and their effects on biological systems. This

chapter will focus on medical applications. Medical applications related to bio-

electrics can be broadly divided into two basic categories based on their mechanism

of action: direct and indirect. Direct effects have typically included activating cells

or inducing cell death. Indirect applications include delivering molecules such as

plasmid DNA, chemotherapeutics, proteins, RNA, or other molecules into cells.

5.1.2 Direct Effects

Pulse electric fields can be utilized to manipulate cells. The three prototypical

approaches utilize nanosecond pulse electric fields (nsPEF), microsecond pulse

electric fields (μsPEF), or nonthermal plasma. Although some of these approaches
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have some overlap in their medical applications, there are differences in how each

interacts with cells. Clinical testing has been initiated in some of these applications.

5.1.2.1 Nanosecond Pulse Electric Fields

Nanosecond pulse electric fields were originally evaluated for their potential to

destroy cancer cells. Schoenbach, Beebe, and Buescher [10] reported in 2001 that

nsPEF could influence intracellular function in mammalian cells. A year later, they

reported that the application of nsPEF (75 kV/cm, 300 ns) could reduce the growth

of murine fibrosarcoma allografts [11]. Since then the field has seen tremendous

growth. Results from the clinical use of this approach were recently reported by

Nuccitelli et al. in 2014. It was observed that exposing basal cell carcinomas to

100–1000 pulses of 100 ns in length and at an electric field intensity of 30 kV/cm

resulted in complete ablation of seven of the ten lesions treated [12]. It is also

interesting to note that focal ablation with nsPEF can be accomplished without

resulting in a scar at the treatment site. Additional studies have been conducted in

animal models to demonstrate that nsPEF could also be effectively employed to

destroy tumors originating in internal organs. The approach has been successfully

tested in models of hepatocellular carcinoma and pancreatic cancer [13–16].

There are many reports in the literature that suggest that nsPEF can be used to

ablate or remove cells or tissues for a variety of applications including inactivating

or destroying microorganisms [11, 17]. In addition, to cell destruction, nsPEF can

be used to activate or electrically stimulate cells. Cardiomyocytes were excited

following exposure to nsPEF through a mechanism that probably involved poration.

The excitation was not seen in the absence of extracellular calcium [18]. Platelets

can also be activated following exposure to nsPEF. Platelet-rich plasma or platelet

gel can be used for a variety of applications including wound healing, bacterial

decontamination, and as a potential treatment for myocardial infarcts. Platelet gel

created following exposure to nsPEF was used to reduce the size of a myocardial

infarct in an animal model and to improve left ventricular function [19, 20]. A study

was performed that demonstrated platelet gel produced with nsPEF could reduce

the number of microorganisms that are typically associated with wound infections

[21]. In another study, platelet gel produced with nsPEF was able to increase blood

flow to ischemic tissue [22]. Subnanosecond pulses could potentially be used for

imaging malignancies [23] or for stimulating cells [24]. Nerve conduction could

also be blocked utilizing high intensity nsPEF as a potential approach for control-

ling pain [25]. More detailed information on the use of submicrosecond pulse

electric fields can be found in Sects. 5.6 and 5.7.

5.1.2.2 Microsecond Pulse Electric Fields

Cell ablation can also be accomplished using irreversible electroporation (IRE) which

typically uses longer pulses in the range of microseconds. IRE was first reported in

2005 as a means to perform tissue ablation [26]. Themechanism of cell death induced
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by IRE is through disruption of the cell membrane. This can be accomplished without

protein coagulation or causing significant alterations of collagen or other extracellular

tissue components. Since there is minimal disruption to these critical stromal com-

ponents, IRE can be performed to ablate tissue near sensitive structures. IRE can be

administered in a nonthermal mode, which contributes significantly to the protection

of vital structures within the ablation zone [27–29].

IRE is currently being utilized to ablate a number of soft-tissue targets, though

predominately to treat solid tumors. Several clinical trials are being conducted for

ablation of tumors in both human and veterinary applications. Clinical trials to

evaluate IRE as a means to effectively ablate tumors have been conducted in the

following organs: pancreas [30], kidney [31, 32], liver [33, 34], and prostate

[35]. Gliomas were treated in veterinary patients [36]. Treatment of bone has

been evaluated in preclinical studies. More detailed information on the use of

IRE can be found in Sect. 5.4.

5.1.2.3 Plasma

Plasma technology has rapidly progressed and is being evaluated for potential

biomedical applications. Plasma can be an ionized gas that consists of charged

and neutral particles. The development of nonthermal atmospheric-pressure

plasmas (NTAP) makes it possible to treat particularly heat-sensitive tissues.

NTAPs are being evaluated for use in a variety of applications including decon-

tamination of devices, wound care, tissue engineering, and dental treatments [37–

39]. Work has included evaluating use related to periodontal treatment [40] and

endodontic treatment including root canal [41, 42].

Wound care is an important target for the use of NTAPs. One major aspect is

disinfection of the wound to prevent infection and to enhance the healing process.

Several studies utilizing NTAPs have explored reducing the number of wound

relevant microorganisms as well as biofilms. A clinical trial was conducted to evaluate

the effectiveness on infected wounds [43]. Another important aspect of wound care is

blood coagulation, and it was recently shown that this could be accomplished using a

nonthermal approach [44]. The other aspect of wound care is to stimulate cell growth

to facilitate healing. Both fibroblasts and endothelial cells have been evaluated [45–

47]. Dental treatment has also been evaluated as a potential application of NTAPs

where their use has been evaluated as a means to eliminate microbial biofilms. More

detailed information on the use of plasma can be found in Sect. 5.8.

5.1.3 Indirect Effects

Pulse electric fields in the microsecond and millisecond range have been utilized to

perform intracellular delivery of molecules. Pulses in this range will have an effect

on the cell membrane which will facilitate transport of the molecule into the interior

of the cell. The mechanisms of this transport are discussed in Sect. 5.2. Molecular
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delivery is a key component for multiple biomedical applications. The major use for

this approach is small-molecule and nucleic acid delivery wherein delivery of both

moieties has now been evaluated clinically.

5.1.3.1 Small-Molecule (Drug) Delivery

In the mid to late 1980s, it was demonstrated that a chemotherapeutic drug could be

delivered to solid tumors in mouse models [48, 49]. This concept

(electrochemotherapy, ECT) has proven to be very effective. Due to the physical

nature of the delivery, it is possible to accomplish effective delivery to virtually any

tumor type provided the tissue can be accessed for appropriate electrode placement

[50]. Critical work has been accomplished to establish standard operating pro-

cedures [51]. An important component of ECT is the instrumentation and electrode

arrays [52–55], which has led to vast improvements in the technology. One

improvement has been the development of software that facilitates treatment

planning [56]. Another interesting aspect of ECT is the effect the pulse fields

have on the vasculature within the tumor [57, 58].

A major milestone for the use of pulse electric fields was the first clinical use of

this technology. This occurred in the early 1990s when microsecond pulse electric

fields were used to deliver bleomycin to treat squamous cell carcinoma [59]. Since

then many clinical trials have been performed evaluating several cutaneous tumor

targets including squamous cell carcinoma, melanoma, basal cell carcinoma, breast

cancer, and Kaposi’s sarcoma [60–63]. Response rates for individual lesions were

in the 70–90% range depending on tumor type, administration route, and size of the

tumor. An analysis of the majority of trials conducted on cutaneous metastases has

shown an overall efficiency of 75% with a 47% complete remission rate [64]. ECT

is now approved in several European countries, and the National Institute for Health

and Care Excellence in the United Kingdom has released guidance stating that ECT

is efficient and without major safety concerns [65, 66]. Recently, internal targets

including liver, pancreas, and bone have been evaluated [67–71]. ECT has also

been evaluated in veterinary medicine [72]. Several chemotherapeutic agents have

been evaluated in preclinical studies, but bleomycin and cisplatin have proven to be

the most efficient to use with ECT. Recently, delivery of calcium directly to tumors

using pulse electric fields was also shown to be effective in reducing or eliminating

the tumor [73]. More detailed information on the use of ECT in human medicine

can be found in Sect. 5.3 and in veterinary medicine in Sect. 5.9.

5.1.3.2 Nucleic Acid Delivery

A major aspect of successful gene therapy is effective delivery. As part of the

delivery process, it is important to target the gene to the correct cell and to achieve

the desired protein expression. The first demonstration of successful delivery of

plasmid DNA using pulse electric fields (gene electrotransfer, GET) was in the skin,

the liver, the muscle, and tumors [74–78]. Since then, GET has been shown to be an
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effective approach to deliver plasmid DNA to many tissue targets [79]. Protocol

development utilizing GET not only includes proper selection of plasmid and

transgene but also involves proper selection of pulse width, pulse number, applied

potential (voltage), tissue target, and electrode configuration. While handling these

many variables can be a daunting task, it allows better control over the eventual

expression characteristics. The numerous successful applications tested in preclin-

ical models demonstrate the advantages of GET. Studies have been conducted

demonstrating potential therapeutic applicability including cancer, cardiovascular,

wound healing, metabolic disorders, ischemia, and delivery of DNA vaccines [79].

GET has been successfully translated to clinical use [80]. The first clinical trial

utilized a plasmid encoding interleukin-12 to treat melanoma was reported in 2008

[81]. Since that first trial, many studies have been initiated. A 2015 search of

ClinicalTrials.GOV listed 69 trials being conducted that utilized GET to deliver

plasmid DNA. The majority of the trials are designed for either treatment or preven-

tion of infectious disease or the treatment of cancer. DNA vaccines and immunother-

apy are the major approaches being tested [80]. Based on the number of successful

preclinical studies, it is probable that the number of clinical trials will continue to

increase. In addition to the delivery of plasmid DNA, other molecules such as siRNA,

shRNA, mRNA, or RNAi have been delivered with electrotransfer [82–86]. The only

clinical trials utilizing these molecules initiated thus far have been to deliver mRNA

to either dendritic cells or cancer cells to express an antigen or a cytokine [87–

92]. GET has also been used to treat cancer in veterinary medicine [93]. More detailed

information on the use of GET in human medicine can be found in Sect. 5.5.

5.2 Electrotransfer Mechanism for Drug and Gene

Delivery

Justin Teissie and Marie-Pierre Rols

This short section provides key information on the biophysical processes supporting

the transport of exogenous molecules across the plasma membrane as a conse-

quence of the delivery of calibrated electric field pulses applied to cells. This

information can be used to optimize protocols for specific applications.

5.2.1 Introduction

The cell membrane can be locally and transiently permeabilized when a cell is

submitted to well-calibrated electric pulses (see Sect. 4.4). This is a rather well-

characterized process when the pulse duration is longer than a few microseconds

(“classical” electropermeabilization) [94–97]. Different mechanisms may be pre-

sent when nanosecond long pulses are delivered under very high voltage (>10 kV)

but are described in other sections (see Sects. 5.6 and 4.5)
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5.2.2 Electrotransfer Associated Pharmaceutical Delivery

Transport of charged molecules is obtained across the membrane allowing either

loading of external molecules or extraction of intracellular compounds under

“classical” electropermeabilization. A wide field of applications is already reported

(5.3, 5.4, 5.5, 5.9, 6.4, 6.5, 6.9, 6.10).

Different mechanisms of transport are present depending on the molecules of

interest and whether they are considered during or after the pulse application.

For technical reasons, among the different pulse configurations (capacitor dis-

charge, sine wave, square pulses), we will report the state of the art for the square

wave pulse, the technology currently in most frequent use (Fig. 5.1).

As described in Chap. 1, a region on the cell surface is brought to a

permeabilized state during electric pulse delivery. When the cell is a sphere, the

size of this region is directly related to the magnitude of the field strength E.

Fig. 5.1 Different profiles of electric pulses can be delivered to a cell suspension or on a tissue.

Top: The most commonly used pulsing scheme is the repetition of similar pulses with a well-

defined voltage U and duration T at a period P.Middle: To increase the electrophoretic drift, a train
of double pulses is delivered with a period P. The double pulse is a high voltage U1 of short-

duration T1 followed after a short interval Ti by a long pulse lasting T2 at a low voltage U2

keeping the same polarity as the first one. Bottom: To limit the electrochemical reactions at the

interface between the electrodes and the solution, a more sophisticated train of double pulses is

delivered with a period P. The double pulse is a high-voltage U1 of short-duration T1 followed

after a short interval Ti by a long pulse lasting T2 at a low voltage U2 but with an inverted polarity

as the first one
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Ap ¼ A tot 1� E=Epð Þ ð5:1Þ

where Ap is the area of the cap, A tot the surface of the cell (that depends on R the

cell radius), and Ep the critical field intensity needed to trigger permeabilization

(it depends on R).
The density of conducting defects in this cap is controlled by the single-pulse

duration T, the number of pulses N in a train, and the delay P between each single

pulse in a train of N pulses (Fig. 5.2).

Under reversible (or partly reversible) conditions, the permeabilization decays

by three successive steps starting in the millisecond following the pulse, but only

the slow one lasting several seconds or minutes is observed in routine practice.

PðtÞ ¼ Lþ ðPð0Þ�LÞexpð�t=tresÞ ð5:2Þ

where P(t) is the percentage of permeabilized cells at time t after the pulse train

delivery, P(0) is this percentage just after the pulse train delivery, L is the percent-

age of lyzed cells (irreversible permeabilization), and tres is the slow time constant

for resealing.

Tres is dependent only on T, N, and P.
L and Tres are dependent on the temperature during the post pulse incubation as

the post pulse repair mechanism is an active process.

Fig. 5.2 The field strength

controls the size of the

permeabilized region

(in red) on the cell surface,

while the density of

conducting defects

(different levels in red)
within the region is a

function of the pulse

duration
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5.2.3 Electrotransfer Mechanism for Drug Delivery

This part describes the events supporting the transfer of hydrophilic (charged)

molecules with molecular weight less than 2–3 kD. The transport is of course

modulated by the molecular characteristics of these compounds (size, shape,

electrical charge).

Drugs (such as bleomycin and cisplatin), ions, and sugars are of concern.

5.2.3.1 During the Pulses

An electrophoretic drift is the mechanism driving transport during the application

of an electric pulse. A direct transfer to the cytoplasm is present after a lag time that

lasts a few microseconds after the onset of the pulse. The amount of molecules that

are transferred is controlled by the electrophoretic mobility of the compound, the

field strength, and the cumulated pulse duration, in addition to the molecule’s
permeability and extend of poration within the membrane. Electroosmosis may

interfere with electrophoresis. From a practical point of view, this transport is

increased by high field intensity (increase in the size of the permeabilized region),

a high number of pulses, and long pulse durations (increase in the density of

conductive defects), but a practical limit is the induced loss viability (L ).

5.2.3.2 After the Pulses

Ions and small molecules are transported by diffusion following their concentration

gradient as long as the membrane within the cap remains permeabilized. The

resulting postpulse-induced permeabilization of cell membrane can be quantified

in terms of the flow Fs of molecule S diffusing through the plasma membrane

during the postpulse resealing. In the case of inflow, small molecules can then

diffuse freely in the cytoplasm. Fick’s law and experimental data indicate that the

flow of molecules S at time t after the pulse is

Fs tð Þ ¼ Ps x N; Tð ÞA=2 1� Ep=Eð ÞΔS exp �t=tresð Þ ð5:3Þ

where

Ps is the permeation coefficient of the molecule S across the membrane, modulated

by the molecular characteristics.

x depends on the number (N ) and duration (T ) of electric pulses. It represents the
probability of permeabilization (0<x< 1) (the density of induced defects).

A is the cell surface, E is the applied electric field intensity, and Ep is the field

threshold for membrane permeabilization ((1�Ep/E) reflects the cap where

permeabilization is present).
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ΔS is the concentration difference of S between the cell cytoplasm and external

medium.

The final term reflects the membrane slow resealing where tres is the time

constant of the membrane resealing process and t is the time after the electric

pulse. The total accumulation is under the control of the pulse duration that acts on

the density of defects (x) and the lifetime of resealing (tres). The transport is

dependent on the nature of the target molecule (through Ps). Therefore, as Ps is

dependent on its size, a larger transport is obtained for small molecules (Fig. 5.3).

5.2.3.3 Tips

The major part of the uploading is taking place during this postpulse process. The

resealing is controlled by the cumulated pulse duration and the temperature. Long

pulse with a low intensity (larger than Ep of course) should provide a larger

uploading. The limit being that the viability must be preserved. A positive effect

of the temperature improves the viability.

Transport can occur if the molecule is added after the pulse. But this can be

controlled by the physiological reaction of the tissue (see the vascular lock effect in

tumors).

Fig. 5.3 The steps in the transport of drug induced by an electric pulse
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The amount of drug that is uploaded is of course controlled by the concentration

of drug present in the external solution close to the permeabilized cell. This is

dependent on the concentration that was injected locally. But it is dependent on the

external volume and appeared rather limited when cells are tightly packed. This is a

very important parameter in tissues. The void volume is controlling the uptake.

5.2.4 Electrotransfer Mechanism for Small Oligonucleotide
Delivery

The diffusion process described in 5.2.3 is a valid description for the transport of

molecular weight of less than 2 kD. A different mechanism is present in the case of

larger molecules such as oligonucleotides (siRNA) [98].

5.2.4.1 During the Pulses

An electrophoretic drift is the motor of transport. Oligonucleotides (siRNA) are

directly transferred to the cytoplasm. The amount of molecules that are transferred

is controlled by the electrophoretic mobility of the compound, the field strength,

and the cumulated pulse duration (sum of all applied pulses).

Transport occurs only on the permeabilized cap that is facing the electrophoretic

drift.

Changing the direction of the field (by using bipolar pulses or by moving the

electrodes by 90�) increases the transport by inducing new caps (Fig. 5.4).

5.2.4.2 After the Pulses

No transmembrane transport of oligonucleotides is detected, but the molecules that

are loaded due to the previous electric field transport can diffuse freely, allowing a

homogeneous distribution in the cytoplasm (Fig. 5.5).

5.2.4.3 Tips

The oligonucleotide must be present during the pulse to be transported into the

cytoplasm. Any hindrance to the electrophoretic movement of the oligonucleotides

decreases the magnitude of the intracellular uptake. The magnitude of uploading is

dependent on the external concentration of external oligonucleotides. Short pulses

with high field strength can be used but are less effective than long pulses with

lower field strength. The electrophoretic drift is indeed more limited. A similar

mechanism is present for the transfer of proteins (antibodies).
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5.2.5 Electrotransfer Mechanism for Gene Delivery

Plasmids (pDNA) are huge macromolecules with a gyration radius of hundreds of

nanometers. Their transport is supported by a different mechanism than for

oligonucleotides [99–106].

5.2.5.1 During the Pulses

An electrophoretic force pushes the charged polyelectrolytes. The amount of

molecules that are moved is controlled by the electrophoretic mobility of the

compound, the field strength, and the cumulated pulse duration.

E

Fig. 5.4 The position of the electropermeabilized cap (in red) on the cell surface is dependent on

the direction of the field. Changing this orientation will bring the formation of several caps

Fig. 5.5 Steps in the transport of oligonucleotides and proteins mediated by an electric field pulse
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pDNAs are observed to form clusters on the cell surface on the side where they

are electrophoretically pushed against the cell. No direct transfer of pDNA in the

cytoplasm is observed.

Cluster formation occurs only on the permeabilized cap that is facing the

electrophoretic drift.

Changing the direction of the field (by using bipolar pulses) or its orientation

(by rotating the electrodes by a 90� angle) increases the number of clusters. But the

amount of pDNA present in each single cluster is dependent on the delay P.

The dependence on the delay P was explained by a two-step process. The

complex is formed during the pulse (sub ms) but in a metastable state that turns

in an irreversible state slowly (on the tens of ms timescale).

The number of clusters remains unaffected by the number of pulses within a train

of pulses. The number of pDNA within a given cluster is dependent on the number

of pulses within the train.

5.2.5.2 After the Pulses

PDNAs are observed to be slowly translocated in the cytoplasm either as free

molecules where they are transferred to the nucleus (see 4.7) or trapped within

protein-coated vesicles. Electrotransferred DNA behaves as injected pDNA and is

transported along the microtubules by a complex of proteins associated with

molecular motors. Trapped pDNA exhibits the typical motion of endosomes or

other cargo with intermittent phases of active transport and diffusion. Both are an

active process that depends on the metabolic reserves of the cell. No transport is

observed if the pDNA is added after the pulse.

The surface complex between the cell and the pDNA turns out to be protected

from the action of externally added DNAses only after several seconds.

5.2.5.3 HV LV

Very short (0.1 ms) high field pulses are shown to trigger the formation of pDNA

clusters but with a limited number of pDNA per aggregate. This results from the

limited electrophoretic drift. More pDNA can be accumulated in the preformed

clusters if the HV pulse is followed within a short delay (less than a few hundreds of

ms) by a long (several tens of ms) low-field pulse (Fig. 5.6). This second pulse is

delivered under a condition that cannot trigger a detectable permeabilization

(no propidium iodide uptake). But it is associated with a large pDNA electropho-

retic drift in the bulk.

This new protocol for pDNA transport (called HV LV) is shown to provide a

significant level of expression even when using a low amount of pDNA.
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5.2.5.4 Tips

The pDNA must be present during the pulse to be delivered into the cytoplasm.

The magnitude of uploading is dependent on the external concentration of

external pDNA.

Short pulses with high field strength can be used but are less effective than long

pulses with lower field strength.

The electrophoretic mobility of pDNA is not dependent on its number of base

pairs.

Any hindrance to the electrophoretic movement of the pDNA decreases the

magnitude of the intracellular uptake. This can be observed at high cell density or in

a viscous buffer.

Expression of the pDNA is controlled by the viability of the pulsed population. A

positive effect of an increase in temperature is observed. A postpulse addition of

serum plays a protective effect. A high transport does not always result in a high

level in expression.

Fig. 5.6 Steps in the transport of pDNA mediated by an electric field pulse
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5.2.6 Endocytotic and Macropinocytotic Pathways

The electric field pulse mediates a stress on the membrane. This results in different

forms of endocytotic uptake. Therefore, some DNA aggregates undergo endosomal

trafficking that allows them to remain in the cytoplasm while being relatively well

protected from cytosolic DNAses. However, if DNA does not escape from

endosomes before reaching the lysosomes, it will most probably be lost for gene

expression. Endogenous molecules uptake results, but they remain trapped in the

endosomes except if an escape mechanism is present.

The first indications of the induction of macropinocytosis in

electropermeabilized cells came from the observation of electric field-induced

ruffling and blebbing of the plasma membrane. Later studies of the transfer of

proteins into cells following the application of electric field pulses also suggested a

macropinocytosis-related mechanism.

5.2.7 Transport in Tissues

The transport is driven by the same physical mechanisms as on cells. The conclu-

sion is therefore that the protocols must take into account the conclusions that were

just described.

The field strength must be high enough at the level of the cell of interest (i.e.,

within the tissue). It is different from the external field applied to the tissue (to the

organ). Detailed information is provided in Sect. 4.1 to obtain the corrections.

As the magnitude of transport (whatever the molecule of interest: drug, oligo-

nucleotides, proteins, pDNA) is dependent on the local concentration, this is

difficult to evaluate. It depends on the procedure of injection and on the tissue

organization (void volume between cells). Concerning the large macromolecules

(oligonucleotides, proteins, pDNA), they must be injected locally [107–116].

Transport is always controlled by the hindrance to diffusion or to mobility. The

extracellular matrix therefore plays a critical role.

5.2.8 Conclusion and Perspectives

Transport supporting electrotransfer is clearly dependent on the nature of the

molecules that are considered. The protocols to be used are therefore function of

this conclusion. But another important parameter for medical application is to

preserve the pulsed cell’s viability. Drastic conditions can be associated to a highly
effective transport but are destructive. The biological function is then lost.
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5.3 Electrochemotherapy Basic Principles and Clinical

Practice

Julie Gehl, Gregor Sersa, and Lluis M. Mir

5.3.1 Introduction

5.3.1.1 Basic Principles and Mechanisms of Action

All mammalian cells are surrounded by the cell membrane, and when an electric

field is applied, water, which is a dipole, reorients, modifies its properties, and

penetrates the cell membrane in such a way that a small bridge of water is formed in

the lipid membrane. Very quickly a hydrophilic pore will form. This process is very

brief, happening in a matter of a few nanoseconds [117].

Smaller hydrophilic molecules may enter through these pores by diffusion

[118, 119]. As the cell has a negative resting potential, the greater transmembrane

potential will be on the pole of the cell facing the positive electrode, but diffusion

will also be present at the pole of the cell facing the negative electrode [97].

From an oncology point of view, the virtue of electrochemotherapy is that by

creating a local electric field, it is possible to make cytotoxic drugs enter into cancer

cells in a specific area delineated by the application of the electric field. Thus, for

example, a drug like bleomycin may be administered systemically, the electric field

applied to the tumor area(s), and a greatly enhanced uptake achieved in the exposed

tumor area(s). Thus one single dose of the drug can become a highly effective but

local treatment.

A multitude of anticancer agents are available, and many more are being

approved or under development. For electrochemotherapy to work the differential

magic of harming tumor cells within the electric field far more than normal cells

outside the field, a central point is to use chemotherapeutic agents that would not

normally pass the cell membrane. As discussed below, examples are bleomycin and

cisplatin, but a number of drugs have been experimentally tested. It has been found

that lipophilic drugs such as paclitaxel and etoposide [120, 121] cause no greater

harm when cells are permeabilized because as lipophilic drugs they enter anyway.

Amphiphilic drugs such as the anthracyclines (doxorubicin and others) have been

shown to be either not or somewhat enhanced in efficacy when cell

permeabilization is performed [120, 121], consistent with the fact that these
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amphiphilic drugs may differ in charge from neutral to charged molecules, altering

their behavior in lipophilic environments. And finally hydrophilic drugs, unless a

specific uptake mechanism is available, may be greatly enhanced in their activity

through facilitated uptake over the permeabilized membrane [121–123].

The drugs currently used for electrochemotherapy are cisplatin and bleomycin.

Bleomycin is a large hydrophilic molecule discovered in 1966, from fungi

[124]. Bleomycin is different from other chemotherapeutic agents in that it causes

several assaults on the DNA; acting as an enzyme, it may cause 10–15 strand breaks

per molecule and may also cause double-strand breaks, recognized as much more

serious damage to the cell as repair of double-strand breaks is much more difficult

[125]. Bleomycin has an almost negligible uptake without permeabilization, but is

actually used in the treatment of testicular cancer and lymphoma in conjunction

with other drugs; possibly the sensitivity of these cancers to chemotherapeutic

agents may cause susceptibility and uptake of bleomycin. With electric pulses,

the toxicity of bleomycin is enhanced 300- to 8000-fold, depending on method of

investigation and incubation time [120–122]. This increase is exorbitantly high and

allows electrochemotherapy to be used as a once-only treatment [51, 60, 61]. Due to

the large therapeutic window, it is possible to administer bleomycin both

intratumorally and intravenously. This is a great advantage because whereas

some tumors are of limited size, other patients present with very large tumors

where intravenous administration of the chemotherapeutic agent is necessary to

be able to treat the patient in a single session.

Cisplatin is also a hydrophilic drug, but, in the absence of electric pulses, is taken

up to a greater extent than bleomycin. Cisplatin is widely used both as a

radiosensitizer in patients with cervical cancer and head and neck cancer and in a

number of combination regimens, e.g., bladder cancer, testicular cancer, and head

and neck cancer [126]. Cisplatin is an alkylating agent which crosslinks DNA,

interfering with cell division. With electric pulses, the increase in cytotoxicity of

cisplatin is lower, approximately eightfold [123], but for intratumoral injection, it

has been found equally potent as bleomycin likely due to its potent cytotoxicity by

itself alone [60].

Potentially also other drugs may be used, and a recent murine study has shown

efficacy of mitomycin C in vivo [127]. Recent preclinical and ongoing clinical

studies on the use of calcium are also showing promise [57, 73, 128], and future

studies may indicate how these drugs will perform and indeed if there may also be

other candidates.

Going from the in vitro to the in vivo setting, it is pertinent to discuss the

pharmacokinetics of both intratumoral and intravenous injection. For intratumoral

injection, it is important that pulses are applied immediately after drug injection,

whereas some time must be allowed for diffusion when bleomycin is administered

intravenously. An eight-minute interval after intravenous infusion is recommended

[51, 60]. Local anesthesia generally contains epinephrine, causing vasoconstriction

and reduced washout of drugs when given intratumorally; however, attention is

needed; when the drug is injected intravenously, local anesthesia needs to be

performed thereafter. The electroporation procedure itself also causes
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vasoconstriction, and so this will also reduce washout of drug just at the time of

permeabilization [57, 58].

5.3.1.2 Importance of the Presence of the Electric Field

It was shown early on that the electric field alone does little damage (in reversible

electroporation conditions) and that bleomycin and cisplatin alone have very

limited effect [129]. From this also follows that it is very important for good

antitumor effectiveness of electrochemotherapy; both an adequate electric field

and a sufficient drug concentration are present at the same time in the

treatment area.

When using plate electrodes, a homogeneous electric field can be obtained

between the electrodes; however, limited penetration of the field into the deep

tissue, and also the stratum corneum of the skin, weakens the electric field

[130, 131]. The plate electrodes may be useful for small and superficial tumors

[50, 62].

By far the most clinical treatments are being performed with needle electrodes.

The most uniform field is achieved with linear array electrodes, where the parallell

arranged needles in some way resemble the configuration of the plate electrodes.

Linear arrays of electrodes are frequently used for smaller tumors and for tumors in

the face because the linear electrodes leave smaller marks than the needle elec-

trodes using higher voltages and also induce less pain [62].

Also other arrangements of electrodes are being used. A hexagonal array of

seven electrodes with a diameter of approximately 1.5 cm activates two needles at a

time, and the electric field consists of a multitude of paired electrodes being

activated in a short time. This electrode is particularly appropriate for large lesions,

such as chest wall recurrences of breast cancer [51, 62]. A needle electrode

consisting of a ring of six electrodes where pairs of two are activated against each

other and rotated in a circular fashion has been used in a number of studies on

electrochemotherapy [81, 132] and is also currently used in gene therapy

studies [53].

The voltage used in these electrode arrays must be adjusted to the electrode

configuration [54, 130]. The plate electrodes which need to exert their effect

through the stratum corneum are employed using a voltage to electrode distance

ratio of 1.3 kV per centimeter [81]. For linear array and hexagonal electrodes, the

voltage to electrode distance ratio has been 1 kV per centimeter, and for the circular

array, electrode 1.3 kV per centimeter has been utilized [62]. When developing new

electrodes, it is very important that electric field calculations are employed, in order

to understand what the electric field is in the tissue [54, 130].

It has been suggested that nomenclature similar to that used in radiotherapy is

utilized to express tissue volumes achieving relevant fields for reversible electro-

poration, as well as fields sufficient for irreversible electroporation. In this way, the

efficiency of a particular electrode configuration relative to a defined tumor may be

described [55].
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5.3.2 Development of Appropriate Equipment and Standard
Operating Procedures

A crucial development has been the translation from experimental prototype elec-

trodes to clinically approved treatment systems. There are three major components

in this process:

1. Production of a clinically approved generator. In order to obtain clinical

approval, several standouts have to be met. To name just a few, there has to be

a separation between the current in the mains and the current being administered

via the patient treatment. The equipment must be able to deliver the correct

pulses in a consistent and controlled way. Important user requests include being

able to monitor delivery of the process during treatment. Production of clinically

approved generators is a time-consuming and costly endeavor, and thus only a

limited choice of approved generators exists [55].

2. Production of a range of clinically approved electrodes. Patients present with

very different tumors to be treated; therefore, it is important to have more than

one option in terms of electrodes in order to be able to help the individual patient.

As an example, the patient presenting with a 40 cm wide chest wall recurrence

may need a large electrode to facilitate treatment [62], whereas the patient

presenting with a small facial lesion is best treated with a small electrode

using low voltage so that it can be administered in local anesthesia, and the

patient with an intramucosal lesion in the mouth is better treated with a flexible

electrode that may be attached directly on a finger, allowing adequate

positioning.

3. An important reason for the success of electrochemotherapy in Europe has been

the development of standard operating procedures [62]. This allows physicians

without prior knowledge of the field to start electrochemotherapy from a certain

level of common understanding. In the 2006 standard operating procedures, a

very detailed description is given of how to decide treatment strategy for patients

and how to perform each of the different treatment options. Based on the

experience obtained since 2006, revision of the standard operating procedures

is in preparation.

5.3.3 Technology Use at Current Time

Currently electrochemotherapy is being used in more than 150 cancer centers

across Europe. Patients treated have primarily had cutaneous metastasis of in

particular malignant melanoma and breast cancer [61, 81, 133–136]. Also patients

with primary skin cancer, where surgery and radiotherapy had either been

exhausted or not possible, are being treated with electrochemotherapy [137–

140]. Several European countries have now approved electrochemotherapy, and

in 2013, the UK National Institute for Health and Care Excellence [65] stated in that
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guidance that electrochemotherapy is efficient and without major safety concerns.

A recent meta-analysis for treatment of skin malignancies concluded that

electrochemotherapy of cutaneous metastasis has an overall efficiency of 75%

with a 47% complete remission rate [64].

Thus electrochemotherapy is increasingly being accepted as part of the treatment

armamentarium. One of the major points about electrochemotherapy is that due to

the high increase in cytotoxicity, this treatment is efficient in a variety of malig-

nancies. The electrochemotherapy concept itself sustains this observation since cell

electroporation, on which electrochemotherapy is based, is a very general phenom-

enon that affects all cell types. Thus treatment is applicable to a large number of

patients.

The actual arrangements around the treatment of patients differ from center to

center and country to country. For example, in Germany, where skin tumors are

dealt with by oncologic dermatologists, it is usually these specialists that carry out

electrochemotherapy. In other countries, it is the plastic surgeons that do the

treatments with assistance from oncologists, and in yet other centers, the treatment

resides with the oncologists in collaboration with surgeons, for example, plastic

surgeons. In any case, it is widely accepted that patients for electrochemotherapy

are reviewed in multidisciplinary teams. It is also obvious that acquiring an electric

generator for a hospital makes sense when it is used for treatment of different tumor

types, e.g., for colorectal cancer, skin cancer, and head and neck cancer.

5.3.4 Indications for Treatment

5.3.4.1 Treatment of Cutaneous Metastases

Treatment of cutaneous metastases has been the first and logical indication for

electrochemotherapy, because electrode development for the skin is less of a

challenge and because direct observation of treatment results is possible. The actual

clinical presentation varies dramatically, from small malignant melanoma metas-

tases to very large confluent chest wall recurrences. This has implications both for

the treatment strategy, for the side effects, and for the expected outcome.

There is now considerable evidence on the treatment effectiveness of cutaneous

metastases, from the first report [141], over numerous Phase I and II studies

[60, 129, 133–137, 139, 142–144], to meta-analyses [64]. Responses are consis-

tently high across these publications. High response rates have been reported for all

investigated tumor histologies, which include malignant melanoma; planocellular

carcinoma originating from, e.g., the skin, mucous membranes of the head, and

neck; lung cancer; breast cancer; and other adenocarcinoma metastases from, e.g.,

colorectal cancer, bladder cancer, and renal cell carcinoma [61, 63, 133, 134, 139,

145, 146]. An initial study concluded that there was no difference between

responses of different histologies [60]; however, it is likely that results from

investigations of larger data sets may show differences. In investigating response
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across histologic diagnosis, it is very important that confounders such as tumor size

are accounted for.

5.3.4.2 Treatment of Primary Skin Tumors

Primary skin tumors are predominantly basal cell carcinoma and planocellular

carcinoma. In addition to dermatological treatments, surgery and radiotherapy are

the cornerstones in treatment. In case of recurrence, or inoperability,

electrochemotherapy has been successfully used [147–153], and an ongoing ran-

domized study at the Cork Cancer Research Center in Ireland is investigating

electrochemotherapy vs. surgery as the primary treatment for basal cell carcinoma.

5.3.4.2.1 Procedure and Protocol

The procedure of electrochemotherapy is really best described in the 2006 standard

operating procedures [62]. However, procedures are briefly described below:

1. Discuss with the patient what the palliative need is, and address what the

expected treatment outcome and side effects are likely to be. If the patient has

a high pain score, address the need for adequate pain control. Cutaneous

metastases may cause oozing, bleeding, odor, pain, disfigurement, and their

growth needs to be controlled. Electrochemotherapy may alleviate one or

more of these symptoms, and it is important to discuss with the patient, at the

first visit, what the expectations of the patients are and to what extent the treating

physician is confident that the expectations may be fulfilled.

2. For few and small tumors, plan local anesthesia and local injection of drug with

use of linear array electrodes. For large or many tumors, plan general anesthesia

with use of intravenous bleomycin, and choose either linear array (face, or

relatively small treatment area) or hexagonal electrodes.

3. For i.v. injection, wait for 8 min to allow distribution of bleomycin into tumor

tissue, for intratumoral injection pulse immediately after drug injection.

5.3.4.2.2 Retreatment

Treated lesions may recur, and new lesions may develop. Taking data from a recent

meta-analysis, which of course give an average estimate for tumors that really

present as a wide variety, approximately half of the treated tumors are not in

complete remission after the first treatment [64]. Retreatment can be considered

1–2 months after electrochemotherapy when the maximal response is expected.

Furthermore, new lesions may develop, heralding the need for additional treatment.
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5.3.4.2.3 Side Effects

Application of local or general anesthesia during treatment is necessary to avoid

treatment-related pain [60, 62]. It has been found that posttreatment pain is negli-

gible for the majority of patients, but 13% of patients had moderate, and another

13% of patients had severe pain after electrochemotherapy [154]. Patients at risk

for postprocedure pain may actually be identified before treatment by, e.g., pain

level before treatment and previous irradiation in the treatment area [154], enabling

institution of adequate pain medication plans.

Bleomycin is known to cause skin pigmentation, in particular in areas where

(even minor) physical force is exerted. These types of minor trauma include

patients itching themselves, removal of ECG electrodes, or adhesive surgical

covers, as well as electrode use.

Bleomycin is also known to cause lung fibrosis, principally dependent on

cumulative dose of bleomycin, but factors such as high oxygen concentration,

fluid overload, and concomitant radiotherapy or thoracic surgery may contribute.

One study investigated DLCO (lung diffusion capacity measured by CO diffusion)

in patients with disseminated breast cancer did not find significant reduction,

although it must be kept in mind that this was a small study [62].

5.3.4.2.4 Follow-Up

Patients are usually followed up twice in the first month after treatment and then at

2, 4, and 6 months. However, apart from the first two visits, the plan should be

tailored to suit the needs of the individual patients.

Nursing follow-up is important, in particular in patients presenting with large

metastatic lesions. Proper wound revision and dressings are a cornerstone in

posttreatment care for the patient with large lesions, whereas patients presenting

with small tumors may not need dressings, nursing assistance, or indeed any extra

precautions.

Pain medication is only a need for approximately one of four patients—however,

for these individuals, timely and thorough intervention is very important.

5.3.5 Ongoing Clinical Trials and Future Perspectives

The high response rates after once-only treatment for tumors of many histologies

seen from the studies on treatment of metastases to the skin have led to a striving to

develop electrodes that would be applicable for deep-seated tumors [56].

These different tissues require quite different approaches in terms of electrode

development, for example, the bone is hard and the brain is very soft. In some

organs, normal tissue damage is of great concern, e.g., in the brain, and in the colon,
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it is important to not have piercing electrodes due to risk of contaminated

penetration.

For bone, rigid, penetrating electrodes have been developed, which may be

inserted through the bone by drills by a technology already well established for

bone surgery. Preclinical data, as well as clinical studies, have investigated this

option, and electrochemotherapy may be a very interesting perspective for patients

with bone metastases, as progression after radiotherapy can be a serious

concern [71].

Liver metastases have both been the subject for a number of preclinical trials

[155], and clinical studies using long individually placed needle electrodes have

been completed [67, 156, 157], showing promising results.

Head and neck cancer includes tumors originating in the mucosa of the mouth

and pharynx, and also for this indication, studies are completed [157–160], and new

studies ongoing.

Pancreatic cancer, a disease with a high morbidity and mortality, may also be

treated using electrochemotherapy, and this is being reported and further investi-

gated in clinical trials [68].

Brain tumors, either secondary or primary, require a different setup due to the

sensitive brain centers, the function of which must be respected in the placement of

electrodes [69, 161].

Endoscopic electrodes for colorectal cancer have been developed, and these

have the form of suction chambers—rather than needles—in order to obtain safe

treatment of tumors by an endoscopic approach [70].

5.3.6 Randomized Trials

Most electrochemotherapy trials to date have been for patients without other

treatment alternatives; for example, the NICE guidance states that patients be

evaluated for electrochemotherapy when other options are not possible

[65, 162]. In order to be considered for first-line treatment, new treatment must

prove equivalent or superior safety and/or efficacy in randomized trials. The first of

these randomized trials is emerging now, randomizing between surgery and

electrochemotherapy for the treatment of basocellular carcinoma, a very common

skin tumor. Further randomized trials are expected to commence, as the technology

develops further.

5.3.7 Combination with Other Treatments

In clinical practice, electrochemotherapy is frequently used as single treatment

modality. However, electrochemotherapy may be used in conjunction with, e.g.,

endocrine treatment, in cases where patients have stable disease in internal organs
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on current treatment, but experience disease progression in the skin. Also in this

setting, electrochemotherapy has shown promising results and could be used on

specific tumors in patients that have big nodules that are not expected to regress

after systemic therapy or in drug resistant tumors, which recur after the systemic

treatment [163].

Electrochemotherapy may be combined with immunotherapy, as

electrochemotherapy may provide a danger signal that can be exploited. This has

been demonstrated in vivo [164, 165], and clinical data are pointed in the same

direction [166].

Furthermore, electrochemotherapy could be combined with radiation therapy,

since bleomycin and cisplatin are good radiosensitizers. Extensive preclinical

studies have been done [167, 168].

And last but not least, electrochemotherapy could be combined with gene

therapy where electrochemotherapy would be “in situ” vaccination priming that

could be boosted with IL-12 peritumoral therapy [166, 169, 170].

In conclusion, electrochemotherapy is at this time in routine clinical use for

metastatic skin tumors, for patients where other treatments have failed or are not

relevant for the patient. Further developments include use in internal organs,

progression toward a first-line treatment usable in primary tumors, as well as

combinations with other treatments.

5.4 Clinical Implications of Irreversible Electroporation:

Clinical and Preclinical Findings

Robert E. Neal II, Suyashree Bhonsle, and Rafael Davalos

5.4.1 Introduction

Therapeutic application of irreversible electroporation (IRE) for killing diseased

tissues was first demonstrated in 2007 [27], though it remains a field under

extensive active development. IRE’s clinical utility has been demonstrated in

numerous organs for soft-tissue targets, particularly tumors. Where the cell death

mechanisms for IRE relate to cell membrane disruption, the electric pulse protocols

used to kill cells with IRE in a targeted volume of tissue are able to do so without

inducing significant alterations of the extracellular components, notably collagen

and other extracellular proteins. This enables IRE to be used in regions containing

or near sensitive structures that make such targets contraindicated for other focal

therapies or surgical resection. In this chapter, we discuss a number of IRE

applications, particularly for cancer therapy, identifying preclinical and clinical
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data to determine the efficacy of IRE in these regions and also to consider findings

regarding therapy morbidity.

5.4.2 Relevance and Considerations for Maintaining
Nonthermal Ablation Modality

The active mechanism for inducing cell death from IRE relates to the disruption of

cell membrane integrity and the cascade of effects that the induction of nanoscale

defects has on the cell. The formation of these defects occurs due to cell exposure to

electric fields capable of sufficiently altering the local membrane structure by way

of a dramatically increased transmembrane potential and is typically applied using a

series of 50 to several hundred brief (~100 μs) but intense square wave electric

pulses delivered via electrodes inserted into or adjacent to the targeted tissue. The

lethal electric field threshold relates to the strength of the electric field, as well as

overall intensity of the collective pulse parameters used (pulse length, number of

pulses, delivery rate).

A parallel occurrence from electric pulse delivery is the Joule heating of the

tissue due to the conduction of electric current through the resistive tissue medium.

In order to maintain IREs distinction from thermally based therapies, pulse pro-

tocols must be designed to ensure that the extent of Joule heating is sufficiently

mitigated to prevent damage to the sensitive structures implicated in the morbidity

profiles of other focal techniques, including thermal ablation, radiotherapy, or

surgical resection. Thus, appropriately applied IRE ablation is able to kill the entire

targeted region while controlling the extent of thermal effects to the sensitive

structures.

A considerable number of publications exist in the literature that use numerical

and experimental studies to address consideration of sufficient IRE without clini-

cally limiting thermal damage. There are theoretical confirmations that IRE abla-

tion occurred without thermal damage, which provide techniques to evaluate this

[27, 29, 171, 172]. Furthermore, additional experimental studies have measured

temperature during pulse delivery to examine the potential for thermal damage.

This includes a clinical canine veterinary case, where maximum temperature rise

was 2.4 �C immediately adjacent to the electrode with successful tumor remission

[173], as well as an in vivo canine brain study, which showed ablation occurring

with a maximum temperature change of 1.15 �C [28]. A more aggressive energy

protocol in an in vivo porcine study using 3- and 4-needle protocols of 70 pulses,

each 90 μs long, at a rate of 90 pulses/min determined a peak temperature rise to

57 and 79 �C for 3- and 4-needle protocols, respectively [174]. Consistent with the

rapid decay in thermal effects away from the electrodes, max temperatures of

40 and 42 �C were measured 1 cm outside the electrode geometries, still within

the IRE ablation lesion. Finally, an infrared camera monitored temperatures on an

in vivo murine dorsal skin fold chamber to show a maximum temperature rise of
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19 �C for 99 pulses, each 100 μs long delivered at 1 pulse/s [175]. These studies

demonstrate that IRE ablation may occur at sublethal temperatures, but careful

attention must be given to thermal effects to ensure they remain below those to

cause damage to the sensitive structures. Several studies address this and suggest

techniques to maintain modest temperature rise, including shorter pulse durations,

alterations of pulse delivery into slower delivery rates or modulated pulse delivery,

as well as proactive interventions, such as incorporating a phase change material

(PCM) into the core of the electrodes that melts during treatment and absorbs heat

out of the surrounding tissue as well as precooling the target tissue area prior to

treatment [27, 176–179].

5.4.3 Preserved Patency and Function of Sensitive Structures
and Their Implications

5.4.3.1 Structure-Specific Sparing

There are numerous relevant critical structures that may exist within or around

targeted volumes for IRE therapy. The relative importance of each will vary with

the targeted organ and cancer variety.

5.4.3.1.1 Blood Vessels

Extensive work has examined the effects of IRE on blood vessels. While IRE is

shown to kill the endothelial cells and disrupt capillary-level vasculature, preser-

vation of the collagen framework facilitates continued blood flow in large blood

vessels [172, 180–182]. In an IRE study, Doppler ultrasound shows continued

blood perfusion through a major vessel contained within a tissue region immedi-

ately after IRE treatment [183, 184]. Further, longitudinal studies have demon-

strated the regeneration of endothelial cells within the affected regions of the blood

vessels within 7 days [183] permitting full recovery and long-term function of the

vessel.

5.4.3.1.2 Nerves

In an early in vivo study, it was shown that canine prostate tissue could be ablated

while preserving the neurovascular bundles necessary for potency and continence

[185]. The possibility of preserved neural function has since been explicitly inves-

tigated. Long-term in vivo studies on an IRE treated nerve showed that, despite an

initial decrease in functionality, the nerve attained full recovery approximately

2 months later [186, 187].
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5.4.3.1.3 Ductal Systems

In addition to vascularity and neurological implications that may be present for

many organs targeted for IRE ablation, there are also many organ-specific ductal

systems which also seem to indicate preserved function and patency while being

contained within or adjacent to ablation zones. These include bile duct preservation

in pancreatic and liver ablations [188, 189] collecting system and ureter in renal

ablations [190] and urethra in prostate ablations [185]. The action behind this

preservation likely relates to the structural organization of many ductal systems,

which are composed of relatively low permeability connective tissue innervated

with endothelial and epithelial cellularity. Although IRE will initially kill the cells

within the ductal system architecture, preservation of the extracellular constituents

permits continued function of these tissues and supports the recellularization of the

systems over time [191].

5.4.3.2 Organ-Specific Sparing and Therapeutic Implications

In addition to the generalized sparing effects of IRE’s nonthermal mechanism of

action to induce cell death, different organ applications will exhibit unique impli-

cations in their relevance to successful therapy outcomes. This section addresses

some of the more common IRE therapeutic applications and the preclinical and

clinical data regarding the use of IRE for these targets.

5.4.3.2.1 Pancreas

One promising application for IRE ablation therapy is in the treatment of pancreas

cancers. Locally advanced pancreatic cancers comprise approximately 40% of the

pancreatic tumor population [192]. Although these tumors have not fully metasta-

sized, they have innervated and surrounded critical structures including the pan-

creatic duct and the superior mesenteric artery. Thus, tumors around this region

cannot be safely removed without risking patient morbidity and mortality

[193]. This leaves a large number of pancreatic cancers inoperable by the time of

diagnosis. IRE’s ability to spare the major vasculature, however, offers an approach

to addressing the tumor in these regions, thus providing either a standalone treat-

ment modality or one that can be used to augment the treatment margin of surgical

resection.

Preclinical data have shown that IRE can be safely administered in the pancreas

[194] with rapid reduction of inflammation and preservation of vascular structures

[195]. Furthermore, IRE was shown to be effective in treating pancreatic ductal

adenocarcinoma, an aggressive form of pancreatic cancer, in mouse models

[196]. The data in this study indicated that IRE leads to an increase in survival

(from 42 days in untreated mice to 88 days in the IRE-treated group) with 25% of

mice showing complete tumor regression.
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Clinical data for IRE in the treatment of pancreatic cancer shows promising

results for effectively treating the entire targeted tumor without damaging the

critical superior mesenteric artery. An initial report on 27 patients who underwent

IRE for palliation of their stage III pancreatic adenocarcinoma showed 100%

ablation success at the 90-day follow-up [30, 197]. A later clinical study was

conducted by the same group on 139 locally advanced pancreatic cancer—stage

III (LAP) patients to compare IRE to standard therapy of chemotherapy and

chemoradiation therapy [198]. A comparison of IRE patients (IRE in conjunction

with chemotherapy or chemoradiation) to standard therapy showed an improvement

in local progression-free survival (14 vs. 6 months, p¼ 0.01), distant progression-

free survival (15 vs. 9 months, p¼ 0.02), and overall survival (20 vs. 13 months,

p¼ 0.03). In another study, fourteen patients with unresectable LAP were treated

with percutaneous IRE [199]. The IRE treatment was well tolerated, and

postprocedural scans showed preservation of vasculature.

5.4.3.2.2 Kidney

The increase of high-resolution diagnostic imaging is partially responsible for a

rapid rise in the number of diagnoses of asymptomatic small renal masses, with

over half of new cases detected incidentally. Frequent detection of low-risk renal

tumors has encouraged care toward less-aggressive, nephron-sparing approaches

[200]. Preservation of renal function in the affected kidney is vital for patients with

solitary kidneys, comorbid conditions, multiple tumor sites, and genetic predispo-

sition for recurrent bilateral renal tumors (von Hippel–Lindau disease). Partial

nephrectomy still requires considerable invasiveness, while sensitivity of the ureter

and high blood perfusion rate mitigate the efficacy of thermal therapies. These

factors provide considerable value for IRE treatment of small renal masses.

Preclinical investigations into the ablation of kidneys show short- to medium-

term preclinical studies investigating macro- and microscopic healthy renal tissue

IRE effects show complete cell death of glomerular and tubule cortex structures

while sparing major vasculature. Initial urothelial injury was noted, but the urinary

system was completely regenerated 28 days post-IRE with the preservation of

urothelial basement membranes and no urinoma evidence [201, 202]. Renal abla-

tions showed a demarcation between necrotic and normal tissue, 24 and 36 h after

IRE treatment with evidence of tubule degeneration. Two to 4 weeks later, there

was evidence of regenerating tubules and pelvic epithelium with intact extracellular

matrix and ablations turning to contracted scars. The urine-collecting system was

essentially preserved with regenerated urothelial tissue [188, 189]. In addition, the

vascular system was preserved in ex vivo perfused porcine kidneys as observed

during angiographic contrast evaluation [190].

Early clinical investigations demonstrate the safety profile of IRE renal ablation

performed immediately prior to resection and have reported promising early ther-

apeutic potential for IRE as a standalone modality for renal tumor treatment [31,

32].
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5.4.3.2.3 Liver

The size of the liver relative to typical tumors, coupled with its regenerative

capacity, makes the liver a common target for focal ablation of tumors. IRE has

been clinically applied in this environment, particularly for targeted regions near

the inferior vena cava, gallbladder, and external sensitive organs such as bowel,

pancreas, heart, and spleen. Further, the relative homogeneity and isotropy of

hepatic organization make liver a suitable model for investigation of various

aspects for IRE therapy.

The greatest collection of preclinical investigations regarding the effects from

IRE therapy exists for liver ablations. Many of these studies are generalized to

effects of IRE as a whole, such as characterization of the ultrasound and imaging

effects [183, 203–205] as well as studies into different pulse parameters and

electrode designs [178, 189, 206, 207]. In addition, preclinical studies have

shown that IRE can be used to effectively treat liver tumors in rat [208] as well

as rabbit models [209].

Clinical data regarding the use of IRE in patients has shown varied complete

response rates from 50 to 98.1% [32–34]. It has confirmed the ability to use IRE in

the vicinity of sensitive adjacent organs, including bowel, heart, diaphragm, spleen,

and inferior vena cava [210]. Early clinical investigations have shown outcomes

with therapeutic efficacy ranging between 55 and 95% [211], with outcome highly

correlated to tumor size and thus complexity of ablation protocol [201, 202]. The

robustness of liver has also shown the feasibility of using multiple IRE sessions to

address multiple tumor nodules from less-aggressive cancers, such as a hepatic

epithelioid hemangioendothelioma case study [190].

5.4.3.2.4 Bone

While IRE has primarily been evaluated for implications in soft-tissue ablation,

several studies examine its effects on regions of bone. In [212], it was found that

reversible and irreversible electroporation was possible in cancellous bone. Further,

in a study performing IRE in porcine lumbar vertebrae, it was shown that IRE

produces localized regions of well-demarcated necrosis with no detectable change

in bone texture and limited neural toxicity [213], consistent with the transient

Wallerian degeneration determined in [213].

5.4.3.2.5 Brain

IRE utility in the brain has been characterized extensively with preclinical and

clinical canine models. The high vascularization and extreme sensitivity of adjacent

neural tissue require precise treatment plans and blunt-tip electrodes to deliver the

IRE pulses. Preclinical studies in canine patients have shown that IRE can be safely

administered to the brain and lesion volume can be correlated to applied voltage
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[29, 214, 215]. Studies also explored the therapeutic planning aspect and imple-

mentation of IRE for treating canines with spontaneous brain tumors [36].

A cohort of recent canine glioma veterinary patients has been treated with IRE.

In an early case study, IRE attained a 75% reduction in tumor volume within the

first week post-IRE [36]. Following adjuvant fractionated radiotherapy, the tumor

was determined to be in complete remission prior to the suggestive onset of early-

delayed radiation encephalopathy, though recurrent glioma could not be excluded.

In a recent examination of the cohort, it was found that of the patients that survived

until discharge, Karnofsky performance scores were improved in 6 of 6 patients

over pretreatment values, while seizure control improved in 5 of 6 [216].

5.4.3.2.6 Prostate

Optimal treatment strategies remain to be determined for low- to medium-risk

organ-confined prostate cancer. While radical prostatectomy offers strong efficacy

to tumor control of tumors that have not metastasized, it carries high rates of

morbidity in regard to incontinence and impotence post-prostatectomy, including

with robot-assisted procedures [217]. This morbidity results from damage to the

urethra and sensitive neurovascular bundles at the perimeter of the prostate. Ther-

mal and other focal therapies also risk such adverse effects, and efforts to mitigate

these risks may jeopardize the efficacy of the treatment [218]. Where it remains to

be well defined which prostate tumors require intervention, IRE may serve as an

ideal focal or regional ablation approach to address identified tumor regions with

significantly lower risk to potency and continence.

Preclinical studies, primarily in vivo canine prostate studies, have shown the

ability to safely create ablation lesions while preserving integrity and regular

system function. In an early study, IRE was shown to produce significant ablations

in prostate while preserving the urethra and neurovascular bundle [185]. Further,

the ability to produce IRE lesions in close proximity to the urethra and prostate

capsule without notable effect to erectile and urinary function was demonstrated

[219]. A further study investigated the implications of metallic seed implants within

the prostate, identical to those used for brachytherapy [220]. This study found that

the presence of the seeds did not significantly affect the ablation zone or thermal

effects from the electric pulses, though it does not consider tissue changes in

response to prior radiotherapy, such as fibrosis.

A stage I clinical safety study performed ablations in low- to medium-risk

prostate cancer patients 3–4 weeks prior to their regularly scheduled prostatectomy

[35]. This study showed the ability to attain lesions in the prostate and characterized

the effective lethal electric field threshold for the pulse parameters used, which

showed prostate tissue tends to be more resilient to IRE pulses than previously

characterized tissues, such as kidney, liver, or brain. In addition, a study by Neal

et al. [221] used IRE on low-, medium-, and high-risk prostate cancer patients,

which showed encouraging toxicity profiles in patient outcomes, but did not assess

oncologic outcome. Further expansion of this initial cohort to treatment of
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34 patients with varying risk disease showed that of those with function prior to

treatment, 24 of 24 patients maintaining continence and 19 of 20 patients preserving

potency over a 6-month follow-up period, with 17% showing suspicious residual

disease. Further studies are underway to examine the oncologic efficacy and safety

profile of IRE in the treatment of prostate cancer.

5.4.4 Imaging Findings and Implications in Planning
and Determining IRE Outcomes

5.4.4.1 Secondary Effects and Additional Clinical Implications from

IRE Clinical Therapy

Although IRE is able to destroy a targeted volume of tissue, with a rapid onset of

initial cell death mechanisms, there remain several secondary effects and potential

avenues of exploitation that may further expand the treatment zone both overall and

selectively, as well as locally and systemically. Initial preclinical investigations into

a selected number of these effects are presented below.

5.4.4.2 Immune Response and Activation

Where IRE is typically implemented by delivering electric pulses through elec-

trodes inserted directly into the targeted tissue to induce the cell death, the affected

tissue remains in situ following treatment. This permits the release of tumor-

specific and tumor-associated antigens, as well as the various signals of cell distress

into the treated and peripheral volumes. These molecules may have implications in

the promotion of local and systemic immune responses, similar to those described

from fields such as cryo-immunology [222]. Studies to exploit and encourage this

response for electrochemotherapy have demonstrated remission of tumors contra-

lateral to ones treated of the same cell line when immunomodulating molecules

were added. In vivo IRE studies have shown immunocyte infiltration and lymphatic

drainage following IRE ablation [213], and a veterinary case study showed a

stronger tumor response than expected based on preclinical experiments using

immunodeficient models. Further, in vivo murine studies showed changes in

immune markers, cytokines, and immunocyte populations following tumor treat-

ment with IRE. Finally, a comparative in vivo murine study showed improved local

tumor response in immunocompetent versus athymic mice, including resistance to

rechallenge with the same cancer cell line 18 days after IRE treatment [223]. Over-

all, the exploitation and encouragement of the immune response demonstrated from

IRE treatment of tumors remains a promising yet relatively unexplored field for

improving IRE therapy outcomes.
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5.4.4.3 Adjuvant Augmentation of IRE Treatments

In addition to encouraging a more robust immune response to further encourage

effective oncologic outcomes from IRE therapy, there are numerous other promis-

ing adjuvant approaches to increasing ablation zone and oncologic outcome from a

given pulse protocol for IRE therapy. The most obvious of these is the inclusion of

targeted chemotherapeutics already shown for ECT to selectively kill reversibly

electroporated cells, where increases in effective treatment volume of 50% have

been predicted. In addition, the use of conventional therapies as adjuvants to IRE

may improve patient outcomes, such as the inclusion of standard chemotherapy

regimens to kill any distant micro-metastases while IRE kills the primary tumor, or

the use of transarterial chemoembolization to further stress and promote death of

tumor cells.

In addition to adding adjuvant therapies to improve patient outcome by

superimposing or encouraging additional cell death locally and systemically,

there are several studies examining potential IRE and reversible electroporation

therapy augmentation by locally manipulating the properties of the cell membranes,

to increase their susceptibility to electroporation and IRE. One approach that has

been suggested, with implications primarily likely for in vitro applications, is the

addition of DMSO in the cell membrane to alter the structural properties of the lipid

bilayer [224]. An additional study has examined the sensitization of cells to

electroporation within a given electric field by altering the electrochemical envi-

ronment of cells in tissue in vitro with cationic and anionic substances. This study

found markedly promising results with the inclusion of cationic anesthetics in the

cellular environment, with particular benefits exhibited from procaine and lido-

caine, where a 50% reduction in the strength of the electric field is required to

induce cell death with IRE. While it remains to be determined whether such a

pronounced effect will translate to in vivo environments, it offers a valuable

potential adjuvant to safely augment the treatment zone of IRE and other

electroporation-based therapies.

5.4.5 Conclusion

The unique modality for inducing cell death from IRE enables targeted ablation of

tissues without denaturing proteins or damaging vital structures implicated in the

morbidity of surgical resection and thermal ablative technologies. This character-

istic offers unique advantages for IRE treatment of diseases in an extensive array of

applications and anatomical regions. This chapter focused on the preclinical and

clinical findings regarding IRE ablation of tumors. In addition, secondary tissue-

level effects from IRE when translated to diseased tissues in vivo offer several

potential avenues for exploitation and enhancement of IRE ablation zones and

therapeutic outcomes, either by encouraging an antitumor immune response,
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increasing the injury and cellular stresses that promote cell death, or manipulating

the properties of the tissue environment containing the cells. Further work with

ongoing studies will continue to determine and improve upon the oncologic effi-

cacy of IRE therapy.

5.5 Gene Electrotransfer

Richard Heller

5.5.1 Introduction

The therapeutic potential of gene-based medicine is widely applicable. Gene

transfer is being evaluated as a potential therapy for metabolic disorders, cardio-

vascular diseases, cancer, pulmonary diseases, and genetic disorders. In addition,

there is the possibility to use this approach for vaccination for prophylactic appli-

cations. A critical element of successful gene therapy is effective delivery of the

specific gene or cDNA. An important component of delivery is to target the gene to

the right tissue/cells and in a manner that achieves appropriate expression that will

result in the desired clinical response. There are essentially two main categories of

gene delivery. One technique is to use a biological approach in which the gene of

interest is delivered using a genetically engineered viral or bacterial vector. The

alternative approach is to use plasmid DNA (nonviral) in which the delivery is done

by simple injection or with chemical or physical assistance. When choosing which

technique to use, efficiency and potential adverse effects are among the factors that

should be considered.

For applications requiring high or long-term expression, such as in protein or

gene replacement therapies, viral vectors are typically used [225–227]. For appli-

cations that require delivery of genes, encoding potentially toxic proteins or pro-

teins to modulate the immune response and short-term and/or low levels of

expression may be optimal; then a nonviral approach may be appropriate [228–

231]. As improvements in biological and nonviral approaches have occurred, there

is less of a clear distinction of which approach to use. However, if equivalent

expression parameters can be achieved with either approach, then plasmid

DNA-based gene transfer becomes more attractive because it removes the need

for a biological vector. Nonviral delivery has distinct advantages over the use of a

biological vector in particular an improved safety profile. Other advantages include

reduce risk of integration into the genome, reduced immunogenicity, and decreased

potential for environmental spread. The major obstacle for nonviral delivery has
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been the difficulty in obtaining reproducible delivery and achieving high expression

levels. To overcome these issues, plasmids have been delivered with either chem-

ical or physical approaches including lipid or polymer conjugation, particle-

mediated delivery, hydrodynamic delivery, ultrasound, and electroporation [232–

236].

Gene electrotransfer (GET) also known as electroporation, gene

electroinjection, electrically mediated gene transfer, or electrogene transfer has

emerged as a reliable physical method for delivering plasmid DNA [79]. In this

section, the terms GET and electrotransfer will be used. Successful delivery using

GET was initially demonstrated in the skin, the liver, the muscle, and tumors [74–

78]. Because electrotransfer is a physical method, delivery is theoretically possible

to any tissue or cell type. This aspect has been demonstrated as the effective

delivery has been accomplished in many tissue types and animal species and with

a diversity of plasmids [79, 236, 237]. GET has also been successfully translated to

the clinic. The first trial utilized microsecond pulses to successfully treat metastatic

melanoma using gene-based immunotherapy [81]. Clinical applications of GET are

discussed below in Sect. 5.5.4. Delivery of plasmid DNA with GET has gained

acceptance as a viable approach to achieve effective delivery.

5.5.2 Protocol Development

Development of a therapeutic application requires careful consideration of multiple

factors. The first steps will be related to understanding the specific requirements of

the treatment. In order to achieve the eventual clinical objective, what type of

expression profile will be needed? This includes the levels, duration, and location of

transgene expression. The required expression profile will dictate how to proceed

with respect to selection of the appropriate target tissue and GET parameters

[238]. Both safety and efficacy should be considered when developing the protocol.

Expression profile is a key component to developing a successful therapeutic

protocol. As such, the utilization of GET is a distinct advantage. Due to advances in

understanding the application of electric fields to deliver plasmid DNA, it is

possible to control the delivery to obtain a desired expression pattern. In addition,

GET is applicable to most tissues provided there is a means to access them in a

manner that allows for proper placement of electrodes. Proper selection of the

delivery site and the applied electrical parameters can impart control over the level

and duration of expression of the transgene. While handling multiple variables to

develop an effective protocol can appear to be a daunting task, it is this versatility

that leads to the increased use of GET. An investigator that carefully selects

delivery parameters including electrical conditions and tissue target can achieve

the required transgene expression that could result in a successful therapeutic

application.
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5.5.2.1 Tissue Selection

An important criterion for GET delivery is access to the tissue. The majority of

protocols utilizing GET have been targeted to muscle, skin, and cutaneous/subcu-

taneous tumors [79, 80, 112, 236, 239]. Other tissues such as liver, lung, heart,

brain, kidney, and spleen have been used but require additional manipulation in

order to access them [74, 240–249]. For internal tissues, typically surgery is

utilized; however, more noninvasive approaches are being developed. Selection

of the target tissue will depend on the specific therapeutic application. The organi-

zation of the tissue and the cells within the tissue should be considered when

developing the delivery protocol as these factors could influence the electric field

distribution [250, 251]. This assessment should include the amount of extracellular

space between cells as how tightly packed the cells are can also influence the

distribution of the plasmid DNA within the tissue [34, 35]. Other factors that will

influence the expression characteristics are proteoglycan and collagen content and

cell size and shape [252].

When designing a protocol, the investigator should determine what expression

profile is needed. If the approach is to develop a protein replacement therapy that

requires increased levels of the expressed protein in the circulation, then the muscle

may be the appropriate choice. If the approach is to deliver a DNA vaccine, the

target tissue is usually muscle or skin [253–256]. While both tissues have been

used, skin may be more appropriate due to the number of antigen-presenting cells

present in the skin [255, 257, 258]. If the protocol is to achieve a specific localized

effect, then the delivery should be done to that specific site with parameters selected

to achieve localized expression.

Delivery to a specific tissue will directly impact the expression profile not only

with respect to levels and kinetics but if the expression will be localized or

systemic. For example, muscle will typically yield high expression for a long

time, although this can be modified by changing delivery parameters

(Sect. 5.5.2.2). In addition, when delivering to the muscle, there will be increased

levels in the circulation of the expressed protein. In contrast, delivery to the skin is

typically localized with low levels of the expressed protein found in the circulation.

Skin delivery is also typically short-lived.

5.5.2.2 Parameter Selection

After selection of the tissue to be targeted, the next critical aspect of protocol

development is selection of GET parameters. The selection includes pulse length,

number, duration, and frequency as well as the applied voltage and the waveform of

the pulses. The levels and kinetics of expression will be determined by selecting

combination of these parameters. The parameters that achieve a specific expression

profile in one tissue may not equate to the same expression characteristics in a

different tissue. As with selection of tissue, it is important to determine the
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requirements of the application prior to determining GET parameters. In addition,

to the parameters mentioned above, another critical component of developing the

protocol is the design and configuration of the electrodes. While pulse shape can be

modified, typically rectangular-shaped pulses are used for in vivo GET protocols.

There are several commercially available pulse generators that can be used. Most

are relatively flexible with respect to setting, pulse width, amplitude, and number.

GET is considered to be a dual threshold phenomenon. The first threshold is the

point at which the cell membrane is reversibly permeabilized and molecules can

enter the cell. The second threshold is the point at which the process is irreversible

and the cells die. Both thresholds are reached through a combination of pulse

characteristics. The amplitude of a pulse is typically expressed as applied voltage

across the distance between electrodes and is usually expressed as volts/cm. When

designing and reporting on the protocol, it is important to include specifics regard-

ing applied voltage and electrode gap. This enables other researchers to fully

understand the specifics of the pulse amplitude used. The amplitude is typically

referred to as high or low voltage with approximately 700 V/cm being the dividing

line. Amplitudes above 700 V/cm are considered high voltage and below are low

voltage. The amplitude needed for effective delivery is related to the tissue selected

and the pulse width to be utilized. Pulse width is usually in the range of microsec-

onds to milliseconds. For GET protocols, high-voltage pulses are typically associ-

ated with high voltage and millisecond pulse with low voltage. The final aspects are

the number and repetition rate of the applied pulses. While a single pulse can be

used, it is more typical for multiple pulses to be applied. The majority of protocols

use a single-pulse type, although combination of micro- and millisecond pulses at

different applied voltages and number of pulses has been used [250, 259]. More

recently, a combination of nanosecond and millisecond has been shown to be

effective for delivery [260].

For most tissues, it has been demonstrated that a protocol using microsecond

pulse at high field strength will result in a relatively low expression [79, 236,

238]. In contrast, utilizing a pulse protocol with millisecond pulses at low-field

strength will usually result in high gene expression [77, 261–263]. This is not

always the case. As mentioned previously, the target tissue will influence the

expression profile. It is important to match the pulse parameters to the tissue

being delivered to. The selection of the appropriate pulsing protocol largely

depends on the target tissue and the therapeutic application. For example, delivery

to normal liver will require millisecond pulses at low voltage to achieve high

expression [74]. However, when delivering to hepatocellular carcinoma in the

liver, microsecond pulses at high voltage achieve higher expression [264].

When selecting pulse parameters, there is a balance between expression levels

and damage. Typically, pulsing conditions that result in higher and/or longer

expression are also ones that will equate to increased cellular damage to the

exposed area. It is conceivable that the parameters that equate to higher expression

are related to increased uptake of DNA by the cell and this has been shown to be

associated with increased cell mortality. Depending on the specific application,

some cellular damage could be tolerated. For example, if the protocol is for a cancer
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therapy, delivered to diseased tissue or for a life-threatening disease, then some cell

or tissue damage would be acceptable provided it did not impact function. How-

ever, if delivery is to healthy tissue, the protocol should be developed to cause little

to no tissue damage. Inflammation could also be induced following the adminis-

tration of GET. In some cases, this could be beneficial as with immunotherapy or

delivery of DNA vaccines.

5.5.2.3 Electrode Selection and Design

The design of the electrode can significantly influence the success of a GET

protocol [79, 258, 262, 265–268]. Pulse parameters have to be determined based

on the configuration of the electrode array with respect to the number and orienta-

tion of the electrodes [52, 80, 236, 238, 239, 268]. How the field is administered is

directly related to the electrodes. The design of electrodes has matured significantly

since the standard in vitro approach of placing cells in a chamber (cuvette) with two

parallel electrodes and administering pulses [269, 270]. For in vivo delivery,

electrode designs are either penetrating (needle) or noninvasive (surface). Initial

electrode designs for in vivo use similar to the cuvette were noninvasive and were

essentially two parallel plates on a handle. The first penetrating design was two

parallel needles that were inserted into the tissue around the injection site.

Penetrating applicators are typically designed to efficiently administer the field

to deeper parts of the tissue. The applicators typically contain two or more needles

and are configured in a variety of patterns including circular, triangular, square,

rectangular, or hexagonal. The firing pattern can be simple such as unidirectional

from one or more electrodes to corresponding electrodes on opposite side of array.

For this type of sequence, the array is usually configured as two electrodes or in a

square or rectangular shape or two parallel rows of needles. There are also designs

that address each electrode independently and can rotate or move the field to expose

the tissue from different directions [52, 53, 100, 271–275]. Rotation of the fields has

been shown to enhance cell permeabilization which could potentially increase

distribution of expression within the tissue [53, 273]. Other iterations include

insulating portions of the needles to focus the field within certain areas of the tissue

[276, 277]. It is also possible to reduce the length of the needles or to use

microneedles to target the fields to the skin [278–280].

Noninvasive applicators are designed for delivery to the skin or to surfaces of

internal organs. Because these designs do not penetrate the tissue, there is a reduced

potential for damage from the electrode itself. As with the needle arrays, this type of

applicator can contain two or more electrodes. The basic design contains a pair of

parallel plate electrodes on a handle or can be incorporated onto a tweezers or

caliper. This type of design tends to yield a more homogenous field across the

exposed tissue [281]. As with needles arrays, the nonpenetrating electrodes can be

incorporated into multielectrode arrays. One advance is to use four plates instead of

two which allows a 90� rotation of the fields [268]. Another design is to use a large

number of electrodes, and these are typically surface electrodes that have blunt or
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rounded tips at the end of the electrode [266, 267, 282]. This design allows better

distribution of the electric field. In addition, the design also allows for a smaller

electrode gap which reduces the applied field reducing the potential for damage or

discomfort from the pulses. Other designs can incorporate defibrillator pads as

electrodes or one that could fit around a blood vessel [79, 283]. The arrays could

also be fit into minimally invasive devices such as an endoscope

[284, 285]. Recently, a catheter device that could be deployed via an intracranial

route was tested for use in electrochemotherapy to deliver the chemotherapeutic

bleomycin for treatment of brain metastases [69]. It is possible this design could

also be used for plasmid DNA delivery.

For both the penetrating and noninvasive electrode designs, the simpler versions

are available commercially. The more elaborate designs incorporating many elec-

trodes are typically designed and produced in investigator’s laboratories. The

electrode array selected for GET will be dependent on the target tissue and the

specific therapeutic application being developed.

5.5.2.4 Plasmid Design

In addition to electrotransfer parameters discussed above, expression can be manip-

ulated and targeted based on the expression vector (plasmid construct). There are

multiple approaches to enhance or control expression. These manipulations can be

done to augment expression with respect to levels and longevity as well as to target

specific cells. The plasmid contains specific sequences that serve as enhancer and

promoter regions. These regions are important in obtaining efficient transcription of

the transgene encoded on the expression vector. Other components that are typi-

cally part of the plasmid include origin of replication, gene encoding antibiotic

resistance, transgene being delivered, poly-A signal, and multiple cloning sites for

adding other sequences. Plasmids are typically delivered in a circular form and are

usually supercoiled. There are instances when linearized DNA is used for delivery.

There have been many studies looking at modifying various aspects of the plasmid

structure to enhance expression or to better target where the expression will occur.

Most plasmids used for gene transfer have a cytomegalovirus (CMV) promoter.

The CMV promoter is used quite often because it is ubiquitous and can drive high

unregulated expression of the transgene.

Studies have been performed to modify various aspects of the plasmid to either

enhance, control, or target the expression [286, 287]. While expression can be

limited to or targeted to a specific tissue by using a specific delivery protocol, it is

also possible to limit expression within specific tissues by modifying the promoter.

Studies have been conducted with tissue-specific promoters combined with

electrotransfer. For example, skin can be targeted by using promoters specifically

for keratinocytes or dendritic cells [79, 288]. This approach can restrict expression

within the target tissue although there are some limitations. Expression with tissue-

specific promoters is usually lower and in some cases may not be as restricted as

desired. Other approaches include utilizing an inducible promoter. In this case,
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following delivery, expression is turned on by introduction of a specific ligand or

stimulus [289, 290]. In this case, it is also possible that there will be some baseline

expression even without the signal to turn on. Targeting can also be accomplished

by using a DNA nuclear targeting sequence. This enhances nuclear uptake as well

as restrict expression to specific cell types [102, 291, 292]. Modifications of

plasmids have also included removing the antibiotic resistance gene [293–

296]. Reduction of size of the plasmids to minicircles has also been shown to

potentially enhance or extend expression [297–300]. Typically, delivery of plasmid

DNA, although sometimes long lived, results in transient expression as integration

into the genome is an extremely rare occurrence. However, the plasmid can be

modified to include transposons to facilitate integration of the transgene. The

sleeping beauty transposon system can be used without causing integration into

host genes [301–305]. Another approach for long-term expression and safe inte-

gration is to use the integrase from phage phiC31. With the phiC31 integrase, site-

specific integration of the transgene can be performed [306].

5.5.3 Preclinical Studies for Translation of GET

Selection of the appropriate transgene and plasmid construct is the first step. Once

those aspects have been selected, it is important to test the construct in an appro-

priate animal model. Tissue selection will be dependent on the therapeutic appli-

cation and if local or systemic expression is required. It is not unusual to test a

protocol utilizing a plasmid encoding reporter genes. This will give some basic

understanding of the expression characteristics of a specific pulsing protocol within

the target tissue. However, expression of the therapeutic transgene may differ from

the reporter genes. It is advisable to confirm the expression characteristics of the

protocol with the actual therapeutic construct.

When initiating efficacy studies, a consideration of desired outcome should be

performed. This will determine the level of success of a particular protocol. For a

vaccine, level of antibody production, immune response, or level of protection

would all be points to be considered. If a cancer therapy is being developed, the

level of response would be a prime variable. This could be broken down to

objective response or further to partial and complete responses. In these cases,

one should also consider determining duration of responses and whether or not a

protective response is achieved.

5.5.3.1 Delivery to Muscle

Muscle has been one of the most used targets for GET protocols. Muscle is highly

vascularized and fibrous and is relatively accessible requiring minimally invasive

procedures to accomplish delivery. Both penetrating and nonpenetrating electrodes

have been utilized for delivery [307, 308]. Muscle cells are long lived which can
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potentially lead to long expression as well. Longevity and vascular feature make it a

prime target for protocols requiring systemic release of the expressed protein.

Muscle can be used as a protein factory for replacement therapies [253, 309]. The

muscle has also been used as a target for delivery of DNA vaccines. In addition to

being an effective means of delivering the plasmid, the electric fields may also

induce some inflammation at the site of delivery which could act as an adjuvant.

More detailed information can be found in review articles [111, 242, 254, 310].

5.5.3.2 Delivery to Skin

Skin is an excellent target for gene transfer protocols as it is easily accessible and is

the largest organ within the body [311–316]. Delivery can be done in a noninvasive

manner using nonpenetrating electrodes or minimally invasively using short pen-

etrating electrodes. Skin is an excellent target for GET as the procedure at the site

can be clearly observed for both the injection procedure and placement of the

electrodes. Skin is an excellent target for delivery of DNA vaccines because of

the presence of antigen-presenting cells such as dendritic cells. Protocols have been

developed to test DNA vaccines for the prevention of infectious disease or for

potential treatment of cancers [255, 257, 258, 317–319]. This site has also been

used to enhance wound healing and for treating ischemic tissue [320–325].

5.5.3.3 Delivery to Tumors

Many studies have explored the use of gene transfer for the treatment of cancer. The

approach has utilized both direct and indirect therapies. GET is an attractive

approach because it allows for better control of the expressed transgene. This is

important when delivering a transgene encoding a toxic protein or one that will

stimulate the immune system. In both cases, the amount of expression should be

regulated to achieve the desired response with minimal adverse effects. GET has

been used to deliver several different types of transgenes. The strategies have

included immune stimulation, agents that induce apoptosis, inhibition of angiogen-

esis, and toxic molecules that could reduce size of tumor [79, 239, 275]. Most

protocols currently being tested have targeted cutaneous or subcutaneous tumors

such as melanoma, squamous cell carcinoma, head and neck cancer, and breast

cancer due to its accessibility. Direct delivery to internal tumors can be accom-

plished by combining with surgical procedures. As electrode design improves, it

may be possible to access internal tumors using minimally invasive tools [69, 284,

285].
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5.5.3.4 Delivery to Other Tissues

GET has been used to successfully deliver plasmids to many tissues. If the tissue is

accessible to inject the plasmid and properly place the electrodes, then GET can be

performed. Tissues that have been tested include liver, lung, heart, vasculature, eye,

brain, testes, kidney, and spleen. Each of these tissues has their own unique

challenges as to how to place the electrodes. In many cases, this will involve the

use of either surgery or some form of invasive or minimally invasive approach. In

this chapter, the possible applications for only a few of these tissues will be

explored.

Liver has been used as a target tissue for both the potential treatment of

metabolic disease and cancer. The plasmid can be introduced through direct

injection into the tissue or via an intravascular delivery. As with other tissues,

following injection of plasmid, the fields are applied through specially designed

electrodes. Both penetrating needle electrodes and nonpenetrating electrodes (i.e.,

tweezertrodes) have been used [74, 326–328]. GET has also been used to deliver an

agent to potentially prevent radiation-induced liver damage. In this study, the

plasmid delivered encoded hepatocyte growth factor [329]. As more devices are

developed to enhance access to the tissue, it is highly probable that more therapeu-

tic protocols will be developed.

Lung is an important target for gene transfer protocols as it is a location for many

genetic and acquired diseases. The difficulty for GET to the lung is the appropriate

placement of the electrodes. However, effective GET protocols have been devel-

oped that provide efficient expression with minimal injury or inflammation of the

airway [243, 244]. Initial studies utilized two flat plates that were placed across the

chest of mice and rats to deliver electric pulses following inhalation of DNA

solution [244]. This work has expanded to larger animal models including sheep

and pigs. The electrode designs have also improved [245, 330, 331]. While the

procedures were worked out utilizing reporter genes, more recent studies have

tested the use of therapeutic genes. These later protocols were evaluating the ability

to treat tumors, reduce inflammation, or improve lung function [332–334]. The

application of pulse electric fields to the chest raises concerns related to potential

disruption of cardiac function. However, in the studies conducted thus far, no signs

of cardiac dysfunction have been observed [243, 244, 335].

As mentioned above, delivery of electric pulses to internal tissues raises the

concern of cardiac damage or fibrillation. This would suggest that performing GET

directly to the heart would not be possible. However, several studies have demon-

strated that GET could be a useful tool for delivering plasmid DNA to

myocardiocytes. GET has been tested in isolated cardiac cells and in ex vivo tissue

preparations including Langendorff-perfused whole heart [240, 241, 336–

338]. Evaluation of the effects of electric fields on the heart following defibrillation

opened up the possibility of using gene transfer directly to the beating heart

[338]. A key component to successfully perform GET to the beating heart is to

synchronize the applied pulses with the electrocardiogram. The pulse needs to be
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applied during the QRS waves and be completed prior to the initiation of the T wave

[240]. Additional critical components are electrode design, pulse parameters, and

delivery site [241, 339]. GET has been used successfully to deliver plasmids

encoding angiogenic factors directly to the beating heart [240, 241, 339]. The

procedure was performed safely and resulted in significantly elevated expression

of the delivered transgene. Electrotransfer of plasmid DNA directly to porcine heart

was shown to be safe and effective and could provide an alternative approach for

potential therapies for coronary diseases.

GET has been used to deliver plasmid DNA to several other tissues. An

interesting target is blood vessels. Delivery could be attempted either through the

use of catheters to target the inner surface of the vessel or externally utilizing

surgical approach [243, 283, 340–342].

This method of gene transfer can also be used for the treatment of ocular

diseases. Successful gene delivery to the cornea, retina, subretinal space, and ciliary

muscle has been accomplished using GET. The protocols tested resulted in high

levels of expression with minimal or no tissue damage or inflammation [343–

347]. Success in this area could be a benefit for a variety of optical impairments.

5.5.4 Clinical Studies of GET

Gene therapy has the potential to be utilized as an effective treatment for many

disorders. Clinical testing has been initiated for a variety of diseases including

cancer, metabolic diseases, and cardiovascular diseases [79, 80, 236, 239]. In

addition, gene-based approaches have been utilized for prophylactic or therapeutic

vaccines for infectious diseases and cancer [80, 255, 348, 349]. The vast majority of

gene therapy clinical trials are Phase I safety and tolerability studies. Many trials

are not successful in Phase I due to either adverse reactions or low efficacy. Only

about one third of these studies advance to Phase II studies and even fewer to

Phase III.

The clinical use of GET has been steadily increasing. This is mainly due to

reproducibility, high efficiency, potential effectiveness, and relatively low adverse

effects. In preclinical studies, GET has been shown to be effective in delivering

plasmid DNA to a large number of tissues; however, thus far in clinical studies the

target tissues have been muscle, tumor, and skin. There are multiple steps in moving

a potential therapy from the bench to the bedside. Efficacy of the approach needs to

be evaluated in the appropriate preclinical model. In some cases, this may require

two animal models. In addition to efficacy, a major aspect is to document safety.

Prior to initiating a clinical trial, a toxicity evaluation should be performed.

Evaluation should include hematological and histological data. The analysis should

include relevant doses, number of treatments, and tissue target and include multiple

time points [350]. It is also important to determine the distribution and persistence

of the plasmid within the animal following therapy. If the preclinical studies
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demonstrate effectiveness and safety, the protocol can be submitted to the appro-

priate regulatory agencies for approval to initiate the clinical trial.

When developing a GET protocol, parameters should be selected to achieve the

correct balance between expression of the transgene and tissue damage. This will be

dependent on the tissue target and the expression profile required for the specific

application. The advantage of using GET is that by manipulating the delivery

parameters, a specific expression pattern can be achieved that can be used to obtain

the desired clinical outcome [238]. The electrical parameters as well as electrode

design were all discussed previously in this section [52, 119, 238, 274, 281, 351,

352].

It is possible to search and determine the status of clinical trials by using the

searchable database Clinicaltrials.gov (www.clinicaltrials.gov). This is an outstand-

ing resource that allows you to search based on one or more keywords. Conducting

a search using the keywords “electroporation” and “electrotransfer” in May 2015

resulted in 122 trials being listed. Of these studies, 54 did not use gene-based

therapy. Thirty nine were designed to evaluate irreversible electroporation to ablate

tumors. Thirteen are designed to evaluate the use of electric fields to effectively

deliver a chemotherapeutic drug such as bleomycin, and the other two are evalu-

ating the delivery of calcium as an antitumor approach. These 54 studies are all

focused on local ablation of solid tumors evaluating treatment of head and neck

cancer, colorectal cancer, cutaneous malignancies, pancreatic cancer, brain metas-

tases, keloids, and breast cancer. The other 69 clinical trials utilize a gene-based

approach for therapy. Within this group of trials, three are follow-on studies, two

are testing the safety of devices, and six are performed ex vivo on isolated cells

prior to the modified cells being delivered to the patient. GET is performed directly

to patients in the remaining 58 applications. Of the 64 studies evaluating the use of

GET both with cell-based or in vivo delivery, 23 have been completed and 17 are

actively recruiting. Forty one are in Phase I, 11 are listed as Phase I/II, and 12 are in

Phase II. The major approach that is being tested is the delivery of DNA vaccines.

The DNA vaccines are being tested for prevention of infectious diseases (30 trials)

or treatment of cancer (16 trials). There are also 18 clinical trials evaluating

antitumor therapies. Delivery to the muscle is the major target (49 trials) being

utilized. Ten studies use intradermal delivery and seven use intratumor delivery.

There are three studies comparing intramuscular and intradermal delivery.

5.5.4.1 Cancer

There are many trials evaluating potential therapies for cancer. A major approach is

to use DNA vaccines to stimulate an immune response against existing disease

[80, 112, 239]. Another immunotherapy approach is to deliver plasmids encoding

cytokines or other immunostimulating molecules directly to the tumor or via an

intramuscular route. Recently, three trials were initiated to evaluate GET as a

means to deliver plasmid encoding an antiangiogenic factor [353]. The cell-based

approaches are designed to stimulate an immune response by either modifying
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immune cells (dendritic or T cells) or modifying cancer cells [87–92]. There are

nine trials testing therapies for melanoma, six trials for cervical cancer, four for

squamous cell carcinoma, six for multiple types, two for prostate, and one each for

Merkel cell carcinoma, chronic T-cell lymphoma, colorectal, B-cell malignancy,

multiple myeloma, and leukemia cancers.

The first clinical trial conducted using GET was an immunotherapy approach

utilizing a plasmid encoding interleukin-12 delivered directly to cutaneous mela-

noma tumors (NCT00323206). While this Phase I study was focused on safety and

tolerability, efficacy was demonstrated as over 70% of treated tumors went away

and in three patients both treated and untreated tumors completely regressed

[81]. Several studies utilizing cancer vaccines have been completed. One for

melanoma utilized a plasmid encoding tyrosinase and observed immune stimula-

tion with minimal toxicity [354]. Another study evaluated delivering a plasmid

encoding a tetanus toxin domain fused to prostate-specific membrane antigen for

patients with prostate cancer. Immune reactivity was also seen in this trial with

limited toxicity [355, 356]. A second trial for prostate cancer patients is testing a

plasmid encoding prostate-specific antigen (PSA). This one utilized an intradermal

administration, while the previous one utilized an intramuscular delivery. While

increases in PSA were noted, there were limited vaccine-specific responses

[357]. Intramuscular administration was used to deliver a DNA vaccine targeting

HPV16/18 in women with cervical intraepithelial neoplasia grade 2 or 3. Specific

T-cell responses were observed with no dose-limiting toxicities [358].

5.5.4.2 Infectious Disease

A major area of growth for clinical use of GET is the delivery of DNA vaccines for

infectious diseases. The use of DNA vaccines for this indication is appealing as it

does not require pathogen cultivation as with conventional vaccines. It also reduces

the risk of adverse reactivity to the vaccine and is a viable alternative to the use of

live attenuated vaccines which have the potential for infection in

immunosuppressed and immunocompromised individuals. Another major advan-

tage is that if an outbreak occurs, DNA vaccines can be produced quickly. The

major issue with the efficacy of DNA vaccines has been poor expression. GET has

resolved this major issue [79, 80].

There are 29 trials listed on clinicaltrials.gov that are testing GET for delivery of

DNA vaccines. There is one trial testing a vaccine against a parasitic agent and the

other 28 are evaluating vaccines for viruses. Fourteen of the trials are testing HIV

vaccines, four for influenza, three for hepatitis B, three for hepatitis C, one for

Ebola, two for Hantaan and Puumala viruses, and one for Venezuelan equine

encephalitis virus. The major administration route is intramuscular (23 trials)

with four testing intradermal administration and two comparing the two routes of

administration. Of the 29 trials listed, 13 have been completed and 6 are currently

recruiting.
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A major target for DNA vaccines with GET is HIV. Several studies have

evaluated a variety of antigens. All have shown increased immunogenicity without

any significant adverse effects [359–362]. The other aspect that has been evaluated

has been tolerance to the administration of the electric pulses. The majority of

patients thought the procedure was tolerable. Greater than 90% thought that GET

delivery of vaccines for life-threatening diseases was acceptable. This percentage

dropped considerably if the vaccine would be for non-life-threatening diseases.

Immune stimulation was also seen in trials testing vaccines for hepatitis viruses. In

a Phase II trial for Hep B, the vaccine was tested either or alone or in combination

with lamivudine therapy (100 mg daily, GlaxoSmithKline Pharmaceuticals,

Suzhou, Jiangsu Province, China). The vaccine was well tolerated, and in the

monotherapy, there was specific T-cell responses observed, and in the combination

therapy, there was a suppression of Hep B DNA copy number in the serum [363]. In

the hepatitis C vaccine studies, no serious adverse events were noted, and increased

antibody and specific T-cell responses were observed [364].

5.5.5 Summary

Gene medicine has held great promise, but has been hampered by the lack of

effective and safe delivery approaches. GET has emerged as a potential means to

augment delivery in a safe and effective way. Because electrotransfer is a physical

approach, it is possible to use it to deliver molecules to any accessible cell or tissue.

In addition, based on tissue target and delivery parameters chosen, a specific

expression pattern can be obtained. This flexibility when using GET to deliver

plasmid DNA can increase the potential to achieve the desired clinical response by

obtaining specific expression characteristics. This flexibility has helped fuel the

growth of GET over the past decade. It has been recognized as an important

nonbiological tool for performing effective gene transfer studies. Numerous studies

have been performed that has documented the effectiveness of this approach

[80, 112, 239, 255, 265, 349, 365, 366]. Interestingly, based on the delivery

parameters used, it is possible to induce either a local or systemic response using

GET. This approach is applicable to treating a variety of disease including meta-

bolic diseases and cancers as well as to effectively deliver DNA vaccines for

treatment or prevention of infectious diseases or cancer.

In this section, discussion has focused on the delivery of plasmid DNA. How-

ever, recent studies have shown that electrotransfer can also be used to effectively

deliver RNAs for the treatment of disease. Studies have been performed to deliver

siRNA, shRNA, mRNA, or RNAi. Plasmids encoding shRNA have been used to

evaluate the potential effectiveness in treating cancer, increase in muscle mass,

erectile dysfunction, and leukemogenesis [82–85]. Thus far, all of the studies

evaluating siRNA and shRNA have been preclinical, and no clinical trials have

been initiated. There have been three clinical trials initiated for evaluation using
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mRNA. In these studies, dendritic cell or cancer cells were modified with mRNA to

express an antigen or a cytokine [87–92].

The use of GET continues to mature. Additional applications and targets are

being reported on a regular basis. As clinical testing continues to increase and more

results are reported, the true potential of this delivery approach will be determined.

It should be noted that the use of electric fields to deliver DNA is relatively young.

The first in vitro use was reported in 1982 [367], but the first in vivo studies were

not reported to the early 1990s. It was not until the late 1990s that the first studies

evaluating the therapeutic potential of in vivo GET were reported. It was almost

10 years later when the results from the first clinical trial were reported. Since then

there has been a tremendous increase in publications reporting on the potential

applications and additional tissue targets being tested. With the increase in clinical

trials and positive reports, it is clear that GET can be used safely and has the

potential to be an important tool in the creation of new gene medicines.

5.6 Nanosecond Pulse Application

Stephen Beebe and Barbara Hargrave

Applications of Bioelectrics for Cancer, Wound Healing, and Treatment of Heart

Failure – A general overview of uses for bioelectrics includes applications that

deliver DNA to cells and tissues, transiently or permanently alter cell membranes

and other cellular elements, modulate cell signaling mechanisms, stimulate the

release of cellular contents, disinfect, and decontaminate [368]. Therapeutic appli-

cations include treating cancer [11, 13–16, 369, 370], activating platelets to

enhance wound healing [371], modulating cardiomyocyte action potentials [18],

activating platelets in the preparation of platelet-rich plasma for the treatment of

cardiac ischemic reperfusion injury [19, 20], inactivation of opportunistic wound

pathogens on the skin [21], imaging malignancies [23], and controlling pain by

blocking nerve conduction [25]. Other applications for nanosecond pulsed electric

fields (nsPEFs) are discussed elsewhere that include biofouling [17, 372] and cold

plasmas [37] for sterilizing liquids, foods, and surfaces; purifying air and water

[373], and removing oxides of nitrogen and sulfur from diesel exhaust

[374]. Another emerging field in bioelectrics that will be presented elsewhere

includes plasma medicine, where room temperature atmospheric-pressure plasmas

are used for sterilization, hygiene, and dental/medical applications [375].

In this section, applications of nanosecond pulses will be presented for treatment

of cancer, wound healing, and cardiac failure.
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5.6.1 Treating Skin Cancer

A wide range of stimuli with either plasma membrane, intracellular membrane, or

other structural targets can be responsible for the induction of regulated cell death

including apoptosis. This includes pharmacological agents, toxins, radiation, or

simple removal of serum from the culture medium to trigger an apoptotic cascade.

As discussed in one of the previous sections, nsPEFs joined the ranks of apoptosis

inducing agents in 2002 [11, 376]. Thus, application of nsPEFs can be considered as

a way to treat tumors without the additional requirement of chemotherapeutic

agents, with no residual side effects following treatment.

It was shown that electric pulses (300 ns in duration and 40 kV/cm) caused total

remission of B16f10 melanoma cancer in mice. When B16f10 tumors are treated in

SKH-1 mice, they exhibited three rapid changes: (1) the average nuclei of tumor

cells shrank by 50% within an hour; (2) the vasculature to tumors was disrupted

within a few minutes and was not restored for up to 2 weeks, depriving tumors of

essential blood supply; and (3) tumors shrank by 90% within 2 weeks. At this point,

most of the roughly 200 treated tumors began to grow again, but if treated a second

time, they completely disappeared. Long-term studies demonstrated that complete

tumor regression occurred within an average of 47 days in the 17 animals treated.

None of these melanomas recurred during the 4-month period after the initial

melanoma had disappeared [369, 377]. Immunohistochemistry studies on B16f10

tumors clearly showed apoptotic effects of nsPEFs with time-dependent increases

in executioner caspase 3/7 as well as increase of two markers for DNA damage,

TUNNEL-positive cells, and histone 2AX phosphorylation [370], which is one of

the earliest markers for DNA damage [378]. This was also addressed in a modeling

paper, where apoptosis induction by nsPEFs was considered in terms of

nanoporation of the plasma membrane [379].

In addition, decreases in microvessel density (MVD) markers were noted after

nsPEF treatment [370]. After disruption of vasculature, tumor growth depends on

the availability of nutrients, which requires formation of new capillaries from

preexisting vessels in a process known as angiogenesis. After nsPEF treatment,

decreases were observed in common MVD markers including CD31, a platelet

endothelial cell adhesion molecule used as a panendothelial cell marker; CD34, an

endothelial marker; and CD105, a proliferation-associated and hypoxia-inducible

protein expressed in angiogenic endothelial cells. The decrease in MVD markers is

consistent with the absence of a return of blood flow to nsPEF-treated B16f10

tumors [369].

Another study investigated murine BCCs developing in the skin as a result of

weekly exposure of 5 Gy radiation (Cs137) for 2–12 months [380]. These tumors in

Ptch1(+/�)K14-Cre-ER p53 fl/fl mice are histologically similar to human BCCs as

well as in their response to drug therapy. Tumors were treated with 300 pulses of

300 ns duration or 2700 pulses of 100 ns duration, all at 30 kV/cm and 5–7 pulses

per second. For tumors that were fully encompassed by electrodes, 99.8% were

5 Medical Applications 321



ablated after 4 weeks. Histological analysis suggested that a single treatment by

nanoelectroablation did not completely ablate tumors in mice.

Yet another study treated carcinogen-induced cutaneous papilloma and squa-

mous cell carcinoma with nsPEFs with durations of 7 ns and 14 ns and electric fields

of 31 and 40 kV/cm using 50, 200, or 400 pulses [381]. One treatment with

200 pulses with durations of 14 ns, repetition rate of 50 Hz at electric fields of

31, or 40 kV/cm amplitude was sufficient to clear tumors (71.4% and 87.5% at

respective electric fields) 1 week after treatment. For pulses with 7 ns durations,

electric fields of 40 kV/cm as many as 400 pulses at 50 Hz were required to

eliminate lesions (13.5%) 1 week after a single treatment.

A study by Garon and colleagues [16] provided the first direct evidence that

nsPEFs could effectively treat human skin cancer. A single case of a human basal

cell carcinoma (BCC) exhibited complete remission and very little scarring after

one treatment with nsPEF (200, 20 ns 43 kV/cm pulses). This single case indicated

that this new therapy, which had proven very effective for treating mouse skin

cancer, could be equally effective on humans. The first human trial with 10 BCCs

on three subjects with 100–1000 pulses with a duration of 100 ns at 30 kV/cm in

amplitude and a repetition rate of two pulses per second demonstrated significant

success [12]. Nine tumors were ablated, seven completely ablated, and only one

recurred by week 10. Importantly for visible skin lesions, no scars were visible at

the healed sites of any of the successfully ablated BCC tumors.

5.6.2 Nanosecond Pulsed Electric Fields for Treating Other
Cancers

While skin cancers are relatively easy targets for application of nsPEFs based on

their locations, other cancers are also susceptible to ablation by nsPEFs. Ectopic

mouse hepatocellular carcinoma (Hepa1-6 HCC) was also shown to be ablated by

nsPEFs [15]. The pulses were delivered to tumors by a needle array or ring

electrode. The needle electrode was a 4+1 needle array with four grounded perim-

eter needles forming a square and a high-voltage biased center needle. The ground

needles are all about ~5 mm from the center needle. For the ring electrode, a coaxial

ring applicator replaced the grounded needle electrodes. The inner ring diameter

was ~8 mm, the same as the diagonal distance of the needle array. Most studies

were carried out with the needle array. These studies considered whether 100 ns or

30 ns pulses were more effective when 900 pulses were delivered at an applied

electric field of either 33, 50, or 65–68 kV/cm with needle electrodes in one

treatment or with 300 pulses delivered three times with 48 h intervals. Results

showed that the most effective treatments included 100 ns, 65–68 kV/cm pulses.

There was little difference with the three treatment (66%) vs. one treatment (75%)

protocol. Efficacy was low (33% ablation) when three treatments were given with

100 ns at 33 or 50 kV/cm pulses. The needle electrode may have been better than

322 R. Heller et al.



the ring electrode (25% vs. 15% ablation, respectively) when 30 ns, 65–68 kV/cm

pulses were delivered in three treatments, but again efficacy was low. Analyses of

molecular mechanisms of action demonstrated that executioner caspase 3, 6, and

7 were transiently active in less than 50% of cells (caspase 3 ~ 45%, 7 ~ 30%, 6 ~

15%) with all peak activities occurring 3 h after treatment. Thus, many, but not all,

cells died while undergoing apoptosis; other cell death mechanisms were operative

as ablation progressed. Evidence also indicated that BAD was not phosphorylated

and thereby was possibly active to promote apoptosis. A delayed presence of

TUNNEL-positive cells that coincided with caspase activation, both with transient

peaks at 3 h after treatment, suggested that DNA damage was related to apoptosis as

opposed to direct electric field damage. The appearances of nuclear condensation

and pyknotic nuclei were consistent with TUNNEL findings. Like results in B16f10

melanoma cells, Hepa1-6 HCC cells showed decreases in the endothelial cell

marker CD34 and the angiogenic marker VEGF, both indicating diminishing

vascularization in the treatment zone.

Another study evaluated ablation efficacy of nsPEFs on a highly metastatic

human hepatocellular carcinoma cell line (HCCLM3) xenograft model on BALB/

c nude mice, which is unable to produce T cells and is therefore immunodeficient

[382]. The nsPEFs were delivered to subcutaneous tumors with a pair of electrodes

with a needle anode placed within the tumor mass and a semiring cathode placed on

the tumor periphery. Using 100 ns, 40 kV/cm pulses, decreases in cell viability were

dependent on pulse number up to 40 pulses with no differences in maximum

ablation up to 90 pulses (~75%). In contrast to single vs. split treatments in

Hepa1-6 HCC [15], treating HCCLM3 HCC with 100 pulses 3 times at 48 h

intervals (90% ablation) was better than treating one time with 300 pulses

(~45% ablation) after about 8 weeks. The study suggests a reduction in metastasis,

but this could be due to complete tumor clearance at the treatment site with no cells

available for metastasis. No conclusion about immunity can be made in the

immune-incompetent model.

Studies for treating pancreatic carcinoma in a murine xenograft model also

demonstrated that nsPEFs or nanoelectroablation was effective to eliminate

BxPC-3 and Capan-1 human pancreatic cells derived from pancreatic tumors

[383]. The study determined that a minimum number of pulses for effective

treatment were between 250 and 500 when 100 ns, 30 kV/cm pulses were applied.

The electrode was a six-needle suction electrode composed of two parallel rows of

three electrodes on each side. Using 500 or 1000 pulses, 17 of 19 tumors (89%)

completely regressed and 16 lived for 270–302 days when experiments were

terminated.

While both pancreatic and HCC tumors have been successfully ablated with

nsPEFs, neither tumor type was in its natural location. The first orthotopic, internal

tumor studies were treated in a rat N1-S1 HCCmodel using 1000, 100 ns, 50 kV/cm

pulses at 1 Hz [14]. Using 100, 300, or 500 pulses did not completely ablate these

HCCs [13]. Eighty to ninty percent of N1-S1 HCC tumors were completely ablated

for as long as 20 weeks when experiments were terminated. Both caspase 3 and

caspase 9, but not caspase 8, were activated, indicating intrinsic apoptosis
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induction. Unlike caspase activities in Hepa1-6 HCC or B16f10 melanoma,

caspases remained active for at least 6 h. As expected for intrinsic apoptosis,

caspase 9 was activated before caspase 3. However, again, not all cells exhibited

caspase activity, indicating that more than one cell death mechanism were acti-

vated. Rats with successfully ablated tumors failed to regrow tumors when chal-

lenged with a second injection of N1-S1 cells implanted in the same or different

liver lobe that harbored the original tumor. Granzyme B-positive cells were present

within the first day after treatment and continued to increase up to 9 days. This

indicated the presence of activated innate and/or adaptive immune cells and an

immune response. These data and other data are building a case that nsPEF ablation

may induce an immune response that provides a vaccine-like effect. This suggests

that efficacy of nsPEF ablation involves induction of regulated cell death programs

as well as immunogenic mechanisms for tumor clearance and perhaps vaccination.

5.6.3 Treating Superficial Skin and Deeper Chronic Wounds
with Platelet-Rich Plasma Supernatant Prepared Using
nsPEFs

The requirement for wound healing following skin injury is essential for survival of

all mammalian organisms. The skin is the largest organ in the body. It serves as a

barrier to protect underlying tissues from the outside world, helps regulate temper-

ature through sweating and changes in blood flow, and serves as an organ of

sensation and as source of vitamin D synthesis. Following skin wounding, complex

and concerted functions are required from resident skin cells, hematopoietic cells,

and immune cells. Skin can be wounded in a number of ways. These include open

wounds that separate the epidermis from the dermis as well as closed wounds such

as blunt force contusions causing partial thickness skin injuries. Thermal wounds or

burns are caused by heat or scalds, electricity, radiation, and sunburns and are

graded as first, second, and third degree based on the wounding depth as superficial,

superficial partial thickness/deep partial thickness, and full thickness, respectively

[384]. Other types of skin wounds are chronic such as venous leg ulcers and diabetic

foot ulcers caused by complications of diabetes mellitus. Still other wounds are

iatrogenic such as sutured or stapled closed surgical wounds or wounds due to

chemical skin peeling or plastic surgery. Regardless of the type of wound, repair

involves four overlapping classic phases of healing [385–387]. These include

hemostasis, which involves platelet aggregation in a mesh of cross-linked fibrin

and release of growth factors and cytokines that “kick-starts” wound closure and the

healing process; inflammation, which uses chemotactic signals that first recruit

neutrophils and monocytes and later macrophages that remove dead and dying

cells and prevent infection and septicemia and release angiogenic factors; prolifer-

ation, which involves new tissue formation by migration of keratinocytes, angio-

genesis, and restoration of epithelial barrier; and remodeling, which involves

324 R. Heller et al.



restructuring tissue by matrix metalloproteinases on an acellular matrix background

with collagen as a backbone.

Autologous platelet-rich plasma (PRP), which is prepared by concentrating

platelets in vitro from the patient’s blood, can serve as a therapeutic treatment for

skin wounds. Before these procedures are presented, let’s briefly review some

information about platelets.

The major function of platelets is to contribute to hemostasis (to stop bleeding)

as a first step for wound healing. Platelets are not really true cells, but fragments of

megakaryocytes, which are large bone marrow cells. Hundreds of platelets are

formed from a single megakaryocyte; platelets constitute the major “cell type” in

blood. They have plate-like discoid shapes with smooth biconcave surfaces that

express proteins on their surface that allow them to stick to breaks in blood vessels

and aggregate. Platelets have invaginations and external openings in their plasma

membranes to an open canalicular system for intake of stimulatory agonists and the

release of effector substances and a closed-channel network of residual endoplas-

mic reticulum that form a dense tubular system. They contain alpha granules and

dense granules that secrete factors that are important for clot (thrombus) formation

and wound healing. They float in a quiescent (inactive) state through circulation

along the endothelium of blood vessels until a wound or bleeding occurs. Then

hemostasis occurs involving two major interactive processes of platelet activation

and blood coagulation. Platelets undergo activation at a vessel wound site where

they encounter subendothelial molecules such as collagen. Activation occurs by

converting prothrombin to thrombin, which serves as an agonist for platelet aggre-

gation in addition to thromboxane and ATP and ADP. These ligands bind to

cognate receptors acting through G-protein signaling that lead to release of intra-

cellular Ca2+, depolarization, and influx of extracellular calcium and other ions. The

platelets change shape, extending pseudopodia or long tentacles, and expose

phosphatidylserine on the outer membrane surface providing negative charges

and optimal surface for assembling coagulation complex. They increase their

adhesiveness; release growth factors, chemokines, and proteases from granules;

and activate receptors such as integrins on the platelet surface that bind fibrinogen.

This leads to platelet aggregation (primary hemostasis) and participation in coag-

ulation cascade that leads to fibrin formation (secondary hemostasis) and a resultant

clot [394, 395].

The role of platelets goes beyond hemostasis and coagulation. Platelets are

known to be involved in all stages of vessel repair including coagulation, immune

cell recruitment, inflammation, wound healing, angiogenesis, and remodeling

[396]. It is the contents of the α-granules and dense granules that are important

for all of these processes. Secretion of more than 300 bioactive molecules from

them is the most influential function of platelets not only at the thrombus site but

beyond it. While it is beyond the scope of this chapter to discuss these events and

their implication in detail, wound healing involves restoration of vascular integrity

and angiogenesis, which requires coordinated proliferation and migration of

smooth muscle cells, fibroblasts, and endothelial cells. Some of the most important

mediators in these events are secreted from α-granules including platelet-derived
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growth factor (PDGF), vascular endothelial-derived growth factor (VEGF), epider-

mal growth factor (EGF), and transforming growth factor beta (TGFβ). PRP gels

have been used in a number of clinical scenarios, from healing acute skin wounds

and diabetic ulcers to regeneration of tendon, ligament, and nerve tissue

[397]. These PRP gels are generally activated from the patient’s blood using bovine
thrombin as the agonist. However, another way to activate platelets that is safer and

perhaps better is to stimulate them with nsPEFs as a non-ligand platelet activator.

To prepare nsPRP, PRP (platelets concentrated sevenfold from whole blood) is

treated in electroporation cuvettes with five 300 ns pulses with electric field of

30 kV/cm by a pulse power device as previously described [371]. After platelet

aggregates are visible, they are centrifuged and the supernatant is used as treatment.

In the hemostasis stage of wound healing, the aggregation of platelets plays a

major role in preventing bleeding [388]. It has been shown that nsPEF has an effect

on platelets similar to thrombin [371], an agonist that promotes aggregation. This

process of aggregation is initiated by calcium leaking out of internal stores through

nanopores and influx through nanopores in the plasma membrane. This is consistent

with the well-known fact that aggregation of platelets by known agonists, such as

thrombin, requires an increase in intracellular free calcium. However, mechanisms

for calcium-induced aggregation of platelets by nsPEFs and thrombin are different

[371]. Thrombin does this by increasing IP3, which releases calcium from the ER

and subsequently stimulates store-operated calcium channels (SOCC) in the plasma

membrane. In contrast, nsPEFs cause smaller calcium increases due to internal

release, yet produce greater influx through nanopores in the plasma membrane

rather than through SOCC.

In addition to aggregation, an increase in platelet-derived growth factor (PDGF)

release has been observed after washed platelets were pulsed with nsPEF [371]. It is

likely that both PDGF and calcium are released from α-granules through nanopores
by nsPEF-induced subcellular electromanipulation [10] along with other growth

factors essential for wound healing. Wounds created in New Zealand White (NZW)

rabbits and treated with nsPRP showed significantly greater blood flow in the

wound area than wounds treated with vehicle (0.9% NaCl) [19]. Two surgical

wounds were created and analysis demonstrated the efficacy of PRP prepared using

nsPEFs. A 3� 8 cm skin flap wound was created on the dorsal surface of the

animal. NsPRP or 0.9% saline in a volume of 1 mL was placed on the wound and

the flap sutured to its original position using 4-0 silk interrupted stitches. To

investigate the effect of nsPEF-activated nsPRP on wound healing in the presence

of ischemia, an incision was made on the medial thigh of the right hind limb.

Ischemia was created by the removal of a 2 cm segment of the femoral artery.

NsPRP supernatant was delivered continuously to the wound via an Alzet Osmotic

pump measuring 3� 0.7 cm. The pump was placed subcutaneously in the right

thigh of the hind limb parallel to the ischemic region of the wound. The flow rate of

the pump was 0.25 μL/h. The pump was filled with 250 μl of either nsPRP

supernatant or saline and released over 28 days. Blood flow in the wound area

was measured on day 0 before and after surgery, followed by postoperative days

3, 7, 14, 21, and 28 using laser Doppler imaging.
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In addition to growth factor release, recent studies have also shown that nsPEF-

induced activation of platelets has an antibacterial effect [21]. Human platelet-rich

plasma supernatants were highly bactericidal against A. baumannii and moderately

but significantly bactericidal against S. aureus in vitro and ex vivo in a skin model.

P. aeruginosa was inactivated modestly but significantly ex vivo, but not in vitro.

5.6.4 Treating Myocardial Ischemia and Reperfusion Injury
with Platelet-Rich Plasma Supernatant Prepared Using
nsPEFs

When patients are admitted to a hospital with a myocardial infarction (heart attack),

some of the myocardial tissue is damaged by ischemia (insufficient blood flow to

the myocardium). The ischemia is generally caused by blockage of one or more of

the coronary vessels and can result in dysfunction of one or more chambers of the

heart, particularly the left ventricle (LV). The LV of the heart is the major pumping

chamber and has the responsibility for distributing blood to other parts of the body.

Although it is essential to restore coronary flow to the ischemic region (reperfu-

sion), reperfusion, paradoxically, causes the production of reactive oxygen species

(ROS), which can lead to substantial reperfusion injury (i.e., tissue death). This

tissue loss in many cases increases the size of the infarct and starts a remodeling of

the heart that after several years can lead to heart failure and sometimes death. So, a

treatment for reperfusion injury could save thousands of lives every year. PRP has

been used as a therapeutic treatment for ischemic reperfusion injury of the heart.

The platelet concentrate is activated using nsPEFs producing nanosecond platelet-

rich plasma (nsPRP). Currently, in most PRP preparations, platelets are activated to

release proteins that are stored within their α-granules by exposing them to bovine

or human thrombin. However, many principal actions of thrombin may be harmful

to the heart. Thrombin is a multifunctional protease which is proapoptotic and

proinflammatory [389] and may have adverse effects on cardiac myocytes, which

are independent of its procoagulant activity [389–391]. It has been shown that in

humans, thrombin generation during reperfusion after coronary artery bypass

surgery is associated with postoperative myocardial damage [391–393] and that

its thrombotic activity is only partially suppressed by heparin [390]. Also, it has

been reported that PRP has the potential to increase the osteo-inductivity of

demineralized bone matrix, but that its activation with bovine thrombin immedi-

ately prior to implantation significantly inhibits this activity [393], suggesting that

thrombin may interfere with the efficacy of PRP. Of importance to the heart is the

fact that thrombin has been shown to cause generation of ROS [390] and induction

of apoptosis [392].

It was shown in a rabbit model that injection of 200 μl nsPRP into the ischemic

area of the myocardium, in vivo, improved LV contractility and reduced infarct

size. In addition, ROS production was reduced in H9c2 (rat heart) and HUVEC
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(human umbilical vein endothelial) cells in culture, pretreated with nsPRP for 24 h

and then stimulated with hydrogen peroxide (H2O2). NsPRP significantly reduced

mitochondrial depolarization in the H9c2 and HUVEC cells in response to H2O2. In

a rabbit ischemia–reperfusion Langendorff model, work function (left ventricular

pressure x heart rate) was significantly greater in hearts treated with nsPEF-

activated PRP (nsPRP) than in hearts treated with thrombin-activated PRP or

BSA-treated hearts [20]. Furthermore, the lysate from platelets activated using

nsPEFs has been shown to support left ventricular contractility in rabbit hearts

in vivo and in the Langendorff rabbit heart model following ischemia and reperfu-

sion [19, 20]. In vitro, rabbit and swine nsPRP supernatant has been shown to

reduce the production of reactive free radicals (ROS) and mitochondrial depolar-

ization in both H9c2 and HUVEC cells in culture [19, 20]. Interestingly, there is

preservation of endogenously produced antioxidant catalase (CAT) and superoxide

dismutase (SOD) in nsPRP supernatant when platelets are activated with nsPEFs.

This phenomenon is not observed when platelets are activated with bovine

thrombin [20].

The mechanism(s) associated with the improved contractility of the left ventricle

in the nsPRP-treated hearts remains to be more specifically determined and may

involve interaction of several parameters. First, nsPRP reduces production of ROS

in H9c2 and HUVEC cells stimulated with H2O2 in vitro and, therefore, may

possibly reduce ROS in the ischemic heart during reperfusion. ROS are highly

reactive chemical entities that can exert harmful effects on heart tissue when

produced in concentrations that overwhelm the body’s inherent antioxidant system.

ROS have direct electrophysiological effects that contribute to arrhythmias [398]

and are implicated in the pathogenesis of postischemic myocardial stunning (con-

tractile dysfunction that is reversible). Myocardial cell death after ischemia and

reperfusion results from necrosis and apoptosis which can be induced by ROS

generated during ischemia and reperfusion, effectively increasing the size of the

myocardial infarction. In addition to a reduction in ROS, significantly smaller

infarct areas occurred in hearts treated with nsPRP. Another mechanism which

nsPRP may use to protect the heart from further ischemic/reperfusion damage is

suggested by data showing a reduction in mitochondrial depolarization in H9c2 and

HUVEC cells treated with nsPRP. In the heart, mitochondria make up approxi-

mately 20–35% of cardiomyocyte volume. Although mitochondria are a source of

ROS, mitochondria also provide ROS defense mechanisms, including enzymatic

antioxidants. When there is an imbalance between ROS generation and ROS

scavenging, as is the case with ischemic reperfusion injury, accumulated ROS

can alter the function of proteins, lipids, and DNA through structural modifications

[399]. The nsPRP supernatant contained significantly greater amounts of CAT and

SOD than did the PRP supernatant prepared with bovine thrombin [19].

NsPRP provides a novel approach to activate platelets in the preparation of PRP

without red blood cells and immunoactive agents such as thrombin. This creates

pores in the platelet membranes (electroporation) through which growth factors and

cytokines can diffuse. The nsPRP supernatant is as effective, if not more so, as the

PRP supernatant prepared using thrombin. It improves contractility of the left
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ventricle and reduces the size of the infarct in animals exposed to cardiac ischemia

and reperfusion.

Applications of nsPEFs presently include treatment of cancer, skin wounds, and

ischemia–reperfusion injury in the heart. As a therapy for local tumor ablation,

nsPEFs have shown efficacy for several ectopic tumor models in skin and hepato-

cellular carcinoma tumors in liver and demonstrated safe and effective treatment of

basal cell carcinoma in humans. It can be extended to treating internal tumors in

organs such as the liver, lung, and pancreas. In treated tumors, nsPEF ablation or

nanoelectroablation bypasses several cancer hallmarks by inducing regulated cell

death mechanisms (evasion of apoptosis), promoting anti-vascular or

antiangiogenic effects (inducing angiogenesis), and activating immune responses

(evasion of immune surveillance). In this sense, nsPEFs can act as multiple

therapeutic treatments targeting inherent cytotoxic mechanisms, vasculature and

blood supply, and immune recognition. NsPEFs can also be used to activate

platelets to treat wounds in skin after cosmetic surgery or mechanical injuries and

have been used to treat cardiac tissue after ischemic–reperfusion injury, providing

enhanced healing through platelet release of factors that promote tissue repair,

growth, and vascularization. The presence of lower levels of ROS and elevated

levels of antioxidants in nsPRP shifts the ratio in favor of antioxidants with greater

ROS scavenging. NsPRP also avoids potential toxic side effects of thrombin-

activated PRP, especially in the heart where it can act counter productively by

generating ROS.

5.7 Nanoelectroablation for Tumor Therapy: Advantages

and Challenges

Richard Nuccitelli

5.7.1 Introduction: How Do Nanosecond Pulses Differ from
Microsecond Pulses?

Before diving into clinical applications and challenges of the application of nano-

second pulses, it is important to understand the fundamental differences between

the microsecond and nanosecond pulse domains. Many of the previous sections

have covered the use of microsecond pulsed electric fields for clinical applications.

The membrane defects generated by these longer pulses are much larger than the

1 nm pores generated by nsPEF [400] and have been used to introduce large

molecules and even DNA into cells [367, 401]. These longer pulses on the order

of 1 kV/cm typically do not penetrate into the cell interior due to their slower

risetime, and even if they did, the field strengths used are not large enough to

electroporate the much smaller organelles. The central characteristics of
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nanosecond pulses are (1) they immediately penetrate into the cell interior because

they are faster than the microsecond that it takes for intracellular ions to redistribute

and block the field and (2) they are 1000-fold shorter than the microsecond pulses

so they deliver much less energy and therefore less heat. This allows much larger

field strengths to be applied that can generate water defects in organelle membranes

as well as the plasma membrane. It takes about 500 mV to electroporate each

membrane in an organelle so the field across a 1 μm wide organelle must be 1 V per

1 μm which is equivalent to 10 kV/cm. This field strength only delivers fractions of

a Joule with nanosecond pulses but would heat the cell to hyperthermia tempera-

tures if applied for microseconds. Therefore, the main characteristic that sets

nanosecond pulsed fields apart from the microsecond domain is their ability to

electroporate internal membranes. This unique feature first observed by

Schoenbach’s group [10] allows nanosecond pulses to be used to tease new

responses out of cells such as the initiation of apoptosis and tumor ablation.

5.7.2 Preclinical Studies of Nanoelectroablation

The first indication that nanosecond pulsed electric fields (nsPEF) could be used to

reduce tumor growth came from the pioneering work of Beebe and Schoenbach

[11] in which they reported the slowing of growth of subdermal murine fibrosar-

coma allografts following nsPEF treatment. They found that exposing the tumors to

5–7 pulses (75 kV/cm, 300 ns) on 2 days resulted in a 60% reduction in size and

weight. Since then more than 60 papers have been published describing various

aspects of nanoelectroablation of tumors.

Much progress was made using the murine B16 melanoma model system to

continue the tumor ablation studies. The murine SKH-1 strain was chosen as the

host because as a hairless albino it has no pigment in its skin and light readily passed

through the skin to allow the transillumination of subdermal tumors. When the skin

is placed over the end of a vertical plastic cylinder with light shining through it on

the stage of a stereoscope, the tumor and blood vessels are beautifully illuminated

(Fig. 5.7). This is a very sensitive method for visualizing the nascent tumor and

provides a much more precise measurement of the tumor area than the more

common method of measurement with a caliper on the skin surface.

The tumor was treated with nsPEF by lifting a fold of skin containing the tumor

away from the body and placing it between parallel plates of a clothespin-shaped

electrode (ingeniously created by Uwe Pliquett) to apply a uniform electric field

(see Fig. 5.8). Very little inhibition of tumor growth was observed when 10 kV/cm

was applied using 10–100 pulses 300 ns long. However, increasing the field to

20 kV/cm began inhibiting growth when ten pulses were applied and 100–200

pulses resulted in shrinkage of the tumor [369]. Total remission could be observed

when 100 pulses of 40 kV/cm were applied 3 days in a row. A reduction in blood

330 R. Heller et al.



flow to the tumor was observed and pyknosis of nuclei within the tumor was evident

by histology carried out by Xinhua Chen [402]. Measurement of the tumor tem-

perature during pulsing by Uwe Pliquett indicated only a 2–3 �C increase.

During the past 9 years, studies on over 1000 rodents have established the safety

and efficacy of nanoelectroablation. The main findings were:

1. Nanoelectroablated tumors do not recur in studies lasting up to nearly 1 year

[15, 377, 383].

2. The nanoelectroablation mechanism involves a rapid increase in intracellular

Ca2+ [403, 404], DNA fragmentation [377], the activation of reactive oxygen

species generation [405, 406], and the initiation of apoptosis [376, 407].

3. Nanoelectroablation parameters were identified that could ablate allograft and

xenograft murine tumors with a single, short treatment [408].

Fig. 5.7 Time course of melanoma nanoelectroablation. Each pair of rows shows a surface view

(top) and transillumination view (bottom) of a melanoma at the day after treatment indicated at the

top of each column. The animal number is shown to the left of each grouped pair. Mouse 183 and

181 were treated on day 0 with 600 pulses (45 kV/cm, 300 ns long) and again on day 18 with

300 pulses. Mouse 204 was only treated once on day 0 with 300 pulses (40 kV/cm, 90 A, 300 ns),

and the tumor exhibited total remission following this single treatment. The scale bar in the upper

left photo applies to all of these images (Reproduced with permission from Int. J. Cancer, 125

(2):438–445)
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4. Endogenous murine tumors could also be ablated with similar pulse parameters

using Ervin Epstein’s murine BCC model [380] as well as Ed DeFabo’s murine

melanoma model [409].

5.7.3 Nanoelectroablation Stimulates a Systemic Immune
Response

While treating allograft tumors, it was discovered that the growth rate of a second

injected allograft tumor was much slower than that of the first tumor that had been

nanoelectroablated in immunocompetent mice but not in immunodeficient mice

[409]. Moreover, immunohistochemical studies indicated that CD4+ T cells were

present in untreated tumors removed from mice in which another tumor had been

treated with nsPEF at either 19 or 32 days before removal. Since then more

evidence for an immune response has come out [14, 382, 410]. In the strongest of

these, Chen et al. used an orthotopic rat liver tumor and observed that in 23 rats the

secondary tumor failed to grow after the first was nanoelectroablated. They also

observed the presence of granzyme B-secreting cells which could implicate either T

cells and the adaptive immune response or natural killer cells and the innate

immune response.

We have used a similar orthotopic rat liver tumor model to study secondary liver

tumor growth and also observe a much slower growth after nanoelectroablation of

the first tumor. Rather than wait for 7 weeks before harvesting the liver lobe with

the secondary tumor, we removed the lobe after 1 week. The secondary tumor was

still present after that time but was much smaller than the primary was after the

same growth period. However, when we depleted CD8+ cytotoxic T cells prior to

injecting the second tumor, it grew much faster suggesting that it was the cytotoxic

Fig. 5.8 Method for applying pulsed electric fields to subdermal allograft tumors. The electrode

was composed of two polished metal plates that we slightly recessed in the ends of a spring-loaded

clamp that sandwiched the skin containing the tumor between the two plates (Reproduced with

permission from Biochem. Biophys. Res. Commun. 343: 351–360)

332 R. Heller et al.



T cells that were inhibiting tumor growth [411]. This is the first evidence for the

stimulation of an adaptive immune response to nanoelectroablated tumors.

5.7.4 Clinical Studies

There have only been two published reports of the nanoelectroablation of human

skin lesions. The first was the ablation of a single basal cell carcinoma (BCC) by

200 pulses 20 ns in duration [16] and the second described the treatment of ten

BCCs on three patients with between 100 and 1000 pulses (100 ns, 30 kV/cm,

2 pps) [12]. An electrode consisting of two parallel rows of six needles each

(Fig. 5.9) with an ablation zone of 5� 6 mm in size was used. A single treatment

of 100 pulses was sufficient to cause most of these lesions to disappear during the

ensuing several weeks without leaving a scar. Edema was present following

treatment and a crust appeared over the treatment region within 2 days and began

to fall off in 2 weeks. The skin was initially slightly pink in color and after a few

weeks appeared normal such that some treated lesions could not be located several

weeks after treatment without reference to a pretreatment map. Since the standard

of care for BCC removal, surgery, or curettage usually leaves a scar, the absence of

scarring following nanoelectroablation was a surprising result. About 14 weeks

after treatment, we removed skin from the treated region and collected serial thin

sections every 100 μm through the entire region. These H&E-stained sections were

subjected to independent histological analysis by a dermatopathologist. Seven of

the ten lesions were completely free of basaloid cells and two were partially

ablated.

5.7.5 Challenges for Clinical Applications

The five main challenges to the successful application of nanoelectroablation

technology to treat human disease are (1) the high electric fields required, (2) the

electromagnetic interference (EMI) generated when applying these high field

pulses, (3) the thickness of cables required to deliver the pulsed fields to specific

tumor locations, (4) the large ablation zone required for human lesions, and (5) the

need for a nanosecond pulse generator approved for human use.

The preclinical studies have indicated that the electric field strength required for

ablation is at least 12 kV/cm in liver and 30 kV/cm in skin. The delivery of such

large electric fields is a challenge because fields of this magnitude ionize the gas

molecules in air, leading to corona and spark formation. That means that all metal

surfaces that carry these high-voltage levels must be coated with a good insulator.

Air must also be excluded at the interface between the delivery electrode and the

tumor. This is usually accomplished by placing a nonconductive gel at the interface
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Fig. 5.9 Human basal cell carcinoma treated using the parallel needle array electrode pictured on

the lower left. Since the lesion was larger than the electrode, we treated each half separately with

100 pulses each (30 kV/cm, 100 ns). Images of the lesion taken before and after treatment are
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between the electrode and the skin or insuring that saline is present at the interface

between the electrode and organ tumors.

The EMI generated by these ultrashort, high-voltage pulses can disrupt solid-

state circuits so it must be attenuated. The pulse generator is typically housed in a

grounded steel box to contain the EMI, but the cable connecting the pulse generator

to the application electrode is an excellent antenna that must also be shielded

usually with an outer conducting sheath. This is not as easy as it sounds because

the pulse shape can be affected by the presence of this outer conductor.

This shielding also adds to the delivery cable thickness which is the third

challenge for clinical applications. Since nanoelectroablation requires bipolar elec-

trodes, the insulation between the two wires carrying the pulse to the electrodes

must be able to withstand 30 kV. Most common insulators must be many millime-

ters thick to accomplish this. One of the best insulators is a polyimide film

developed by DuPont called Kapton. However, even Kapton must be about 1 mm

in thickness to avoid breaking down at these high fields. Therefore, the thickness of

the delivery cable must be at least 2–3 mm.

As one example of the challenges we face for the delivery cable, let us consider

one electrode delivery approach that we are implementing via an echo-endoscope.

This instrument is used routinely to image tumors in the pancreas, liver, and kidney

from inside the stomach by using an ultrasound transducer at its tip. A 4-ft-long

aspiration needle fits in the working channel and can be used to penetrate through

the stomach wall and into the tumor in order to aspirate a cell sample from tumors in

organs located next to the stomach or digestive tract. By placing a delivery

electrode into the working channel of the echo-endoscope, the pulses could be

delivered to any organ accessible by the endoscope. This includes throat and

stomach tumors as well as those in the pancreas or other organs imaged by

ultrasound through the stomach wall. Once a tumor is detected in the ultrasound

image, an electrode can be guided through the wall and into the imaged tumor. This

approach has been successfully demonstrated with the ablation of 1 cc of pig

pancreas without any side effects. It is also much less invasive than a laparotomy

normally required for treating pancreatic carcinomas.

The fourth challenge to clinical application is the large ablation zone needed.

Most human tumors that are currently treated using ablation modalities are between

1 and 3 cm3 in size. All of the preclinical studies treated smaller tumors that were

typically 0.5 cm wide. A fairly simple, two-needle electrode with a 5 mm spacing

has an ablation zone that measures 1 cm by 0.5 cm. Therefore, in order to treat

larger tumors, we would have to use several treatments while moving the electrode

around or somehow increasing the size of the ablation zone. Since increasing the

⁄�

Fig. 5.9 (continued) shown with the day when it is photographed indicated to the left of each

photo. “d0” was taken right after treatment and shows some edema. By day 35 after treatment, the

lesion was completely eliminated, and by day 103, the only way to know where it was originally

located was by using a plastic overlay map made prior to treatment. The white scale bars are 5 mm

long
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electric field magnitude is problematic, other approaches that might ablate regions

exposed to lower field strengths are being explored.

The fifth challenge is developing a pulse generator and delivery system for

human therapy. While there are many nanosecond pulse generators in use in

laboratories around the world, none of them have been approved for human therapy.

When electrodes are used to deliver these high-voltage pulses of 20–30 kV into the

body to treat internal tumors, risk assessment and mitigation are required in the

design and fabrication of the pulse generator and electrode delivery system. All

components must meet the electrical safety standards for medical devices. These

requirements add a great deal of expense in the development of the instrumentation

which must then be approved for human applications by the FDA.

5.7.6 Targets for Nanoelectroablation

All cell lines treated with nsPEF to date have exhibited a similar ablation response

providing sufficient energy was applied. Either apoptosis or necrosis can be

obtained with a sufficient number of pulses. Generally, for a given field strength,

apoptosis occurs at lower pulse numbers than necrosis. While some studies indicate

that malignant cells might be more sensitive to nsPEF than nonmalignant cells

[412, 413], all cell types can be ablated by nsPEF. This means that the possible

targets for this therapy are limited only by one’s ability to visualize them and

position electrodes around them.

Most of the studies to date have treated skin tumors with very good success and

have observed little or no scarring of the skin following nanoelectroablation. This

suggests that nanoelectroablation might have advantages for cosmetic applications

or lesion removal in exposed regions such as the face. The selection of the best

tumor type for nanoelectroablation therapy will be influenced by several factors

such as average tumor size, accessibility, tumor incidence, and competing

therapies.

5.7.7 Advantages of Nanoelectroablation

Nanoelectroablation therapy has several advantages over the thermal ablation

therapies of RFA, cryoablation, high intensity focused ultrasound (HIFU), and

microwaves commonly used today. These therapies rely on heating the tissue to

very high temperatures of 50–90 �C for 15 min or more to denature proteins and

cause necrosis in the tissue. Due to nonuniform heat conduction in the treated

tissue, the ablation zone does not have a well-defined or predictable boundary, and

heat sinks such as vessels and ducts make it hard to ablate bordering tissue.

Nanoelectroablation is nonthermal so it does not have these problems. Instead, it

relies on large E fields to generate transient nanopores in both the plasma membrane
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and internal organelle membranes. These transient nanopores allow ion flow across

cellular membranes that triggers a cascade of events leading to apoptosis or

programmed cell death [407]. Apoptosis is the normal way that most of the cells

in our body die when they are worn out and usually does not stimulate an immune

response. However, nanoelectroablation triggers a different type of apoptosis called

“immunogenic,” and we are finding that this does result in the production of

cytotoxic T cells that inhibit secondary tumor growth in mice and rats. If this

immunogenic apoptosis is also found in humans, it will impart a very significant

advantage to nanoelectroablation therapy.

An additional advantage of nanoelectroablation is that it immediately

permeabilizes small blood vessels, inhibits blood flow to the tumor, and

downregulates microvasculature endothelial components such as CD34

[15, 377]. The endothelial cell density in nanoelectroablated tumors is reduced by

more than 90% [370]. This inhibits angiogenesis and contributes to the death of the

tumor.

5.7.8 Conclusion

Nanoelectroablation holds a great deal of promise for advancing tumor therapy. It

has been shown to be effective at triggering apoptosis in every tissue and cell type

to which it has been applied, and a single treatment lasting a few minutes is

sufficient for complete ablation without recurrence. The first clinical trial treating

basal cell carcinoma indicated a 78% success rate without scarring. This lack of

scarring is another important advantage over competing technologies, and if immu-

nogenic apoptosis is triggered in human therapy, this modality will become very

popular indeed.

5.8 Plasma Medicine

Chunqi Jiang

5.8.1 Introduction

Recent development of plasma technology for biomedical applications has given

rise to the flourishing growth of a new field—plasma medicine, where the interac-

tions between plasma and living cells, tissues, and organs, and the associated
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mechanisms are studied. Ionized gas plasmas are characterized as a quasineutral

entity that consists of charged and neutral particles (e.g., ions, electrons, and excited

species). In particular, nonthermal atmospheric-pressure plasmas (NTAPs) have

made possible treatments of heat-sensitive biomaterials and living tissue. The

energetic electrons in these plasmas collide with background atoms and molecules

causing enhanced levels of dissociation, excitation, and ionization. Reactive neutral

species and charged particles, generated by these collisions, interact with the

materials under treatment, while the bulk gas remains near room temperature.

Among the potential plasma agents for bacterial deactivation, reactive chemical

species including reactive oxygen species (ROS) and reactive nitrogen species

including NO and NO2 (RNS) were considered to be playing crucial roles in the

NTAP-induced antimicrobial process [37, 38]. The possible actions to biomaterials

and the associated chemistry induced by ROS and RNS generated by NTAPs were

assessed in detail by Graves [414]. Charged particles such as O2– as well as electric

fields may also importantly contribute to the antimicrobial process in some of the

NTAPs [415]. In comparison, heat and UV radiation were not considered to play

significant roles for bacterial inactivation by most of the NTAPs [383].

Extensive research and development of NTAP sources in the past decades have

enabled their applications in rapid, contact-free sterilization of medical devices and

biomaterials, as well as suggested their highly promising potential in dental treat-

ment, wound care, tissue engineering, and cancer therapy. This section by no means

covers all aspects of the field. Rather, it is a glimpse of the field with particular

interest in NTAP applications for wound care and dental treatment. For further

material on these and additional topics, the reader is referred to other reviews by

Moreau et al. [416], Kong et al. [375], Weltmann et al. [417, 418], Lloyd

et al. [419], Lu et al. [420], and Jiang [421].

5.8.2 Wound Care

A wound is a disruption of normal anatomic structure and function, resulting from

pathologic processes beginning internally or externally to the involved organ

(s) [422]. Wounds heal by various processes including coagulation, control of

infection, resolution of inflammation, angiogenesis, fibroplasia, epithelialization,

contraction, and remodeling [422, 423]. Wounds may be classified as acute wounds,

which repair themselves or can be repaired in an orderly and timely process, and

chronic wounds that do not [422]. Chronic wounds represent a worldwide problem,

especially as the geriatric population increases. Bacterial infection is known to be

one of the leading causes of the pathobiology leading to wound chronicity and delay

of healing [423, 424]. NTAP with demonstrated in vitro antimicrobial effects

against a broad spectrum of microorganisms would therefore be a potential disin-

fection tool assisting wound healing. NTAPs may have additional advantages in

wound care with their unique properties of promoting blood coagulation and

enhancing endothelial cell proliferation. Here we focus on three aspects of the
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recent applications of NTAPs in wound healing: wound disinfection, blood coag-

ulation, and cell stimulation.

5.8.2.1 Wound Disinfection

Different research groups have observed the antimicrobial effects of NTAP against

skin-relevant microorganisms and microbial biofilms in vitro [425–427]. One of the

earliest clinical trials was conducted by Isbary et al. on 38 chronic infected wounds

in 36 patients with 5 min daily cold atmospheric argon plasma treatment in addition

to standard wound care [43]. The plasma was generated with a microwave-driven

plasma device, called MicroPlaSter (originally developed by the Max Planck

Institute, Germany), operated at 2.46 GHz, 86 W with an Ar flow of 2.2 SLPM.

The distance of the sample surface to the plasma nozzle was kept at 2 cm during

treatment. Prior to the plasma treatment, high pressure water jet or scalpel was used

to clean all wounds of debris. Bacterial load of all control- and plasma-treated

wounds was taken with swabs (for species identification) or nitrocellulose filters

(for CFU counting) on different consecutive days. The plasma treatment was

stopped if three consecutive daily negative bacterial swabs or nitrocellulose filters

were obtained (wound was about to heal), or if the patient decided to stop the

additional treatment. The authors showed diverse bacteria detected on wounds,

among which Enterobacteriaceae and coagulase-negative streptococci (normal

skin flora) were the most prevalent, each with 18% of the total sampled bacterial

load, followed by Pseudomonas aeruginosa (17%) and Staphylococcus aureus
(13%). Methicillin-resistant S. aureus was also observed with a percentage of

3%. A highly significant reduction in bacterial count of about 34% in plasma

treated compared with untreated areas. The authors noted that although most

patients were also treated with systemic antibiotics, the reduction in bacterial

load was, in most cases, less in the control wound than in the plasma-treated area.

These results demonstrated the substantial potential of the cold atmospheric argon

plasma treatment as a safe and painless new technique for wound disinfection and

healing. Nevertheless, more clinical trials and long-term, follow-up studies are

needed to assess the clinical efficacy and the treatment safety of the plasma method.

5.8.2.2 Blood Coagulation

The use of argon plasma coagulation (APC) to assist open surgery was first

introduced in the late 1970s [428] and has become the most commonly used

endoscopic coagulation technique since its adapted use in endoscopy in the 1990s

[429–432]. Although the use of the argon plasma was commonly considered to

induce a thermal effect (cauterization) to tissue in order to achieve devitalization of

tissue and stanching of bleeding (hemostasis), the short duration (<1 μs) and low

amplitude (<4 A) of the current pulses indicate the APC plasma is a nonthermal

plasma [432]. A typical APC device is based on a radio frequency (RF)-driven
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DBD configuration, where the discharges are generated between a stainless steel or

tungsten electrode and the tissue to be treated [432]. The distance between electrode

and tissue may be 2–20 mm. The active electrode, usually a thin (typically submil-

limeter in diameter) wire or spatula-shaped tip, is powered by 4 kV AC voltage at

350 kHz, running at a burst mode of typically 20 kHz. Argon flows at rates between

0.5 and 7 L/min through a dielectric tube that surrounds the electrode. Commer-

cially available endoscopic APC systems include the System 7550™ with ABC®

offered by Conmed corporation, Utica, NY, USA, and the APC 2 unit offered by

ERBE Elektromedizin, T€ubingen, Germany.

Recent studies by Fridman et al. suggested that a low-temperature air plasma

achieved coagulation without inducing the thermal effect, rather by altering the

protein or ion contents in blood, which promoted the coagulation process [44]. The

experiments were conducted by exposing human blood drops to a DBD air plasma,

generated by a RF-driven, electrically insulated “floating electrode” system. The

authors proposed a model to indirectly derive the time dependence of the thrombin

formation on the plasma treatment dosage. Thrombin is one of the proteins respon-

sible for blood clot formation. They concluded that the thrombin formation time

was reduced from ~30 s for normal blood to ~15 s for blood undergoing the DBD

plasma treatment.

5.8.2.3 Cell Stimulation

When plasma comes into contact with mammalian tissues/cells, reactive plasma

species may cause perturbations in the cellular structure, particularly the cell

membrane, and induce degrees of structural and functional changes. Some changes

may be encouraged for wound healing, while the other may be cautioned for

potential damage of the host. The recent studies of NTAP interactions with different

mammalian cells included fibroblasts and vascular cells and have all indicated that

there is a dose dependence of the plasma methods and are important steps toward

reliable and safe applications with NTAPs.

1. Fibroblasts

Kieft and Stoffels et al. were among the earliest groups to conduct studies of the

interactions of a RF “plasma needle” with living cells in culture [433, 434]. The

so-called plasma needle in its later version for biomedical applications [45, 46]

was a 0.3 mm diameter tungsten wire with a sharp tip, confined in a 4 mm inner

diameter Perspex tube. The center needle served as the active electrode for the

capacitively coupled RF discharges. The Perspex tube was filled with helium

flow at 2 l/min 200 V peak-to-peak RF voltage at 13.56 MHz and was typically

applied to the center needle to initiate the plasma (about 0.1–1 mm long) at the

tip of the needle. It was advised that the optimal working distance of the plasma

ranged from 1 to 3 mm above the surface to be treated, and the plasma power and

treatment time not to exceed 150 mW and 60 s, respectively, to avoid hypother-

mia heating and to maintain the sample temperature under 43 �C. Chinese
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hamster ovarian cells (CHO-K1) and human lung carcinoma cells (MR65) in

suspension were subjected to plasma treatment applied at different dosages by

varying the RF power level and the concentrations of molecular species. The

authors showed that when applying the plasma under moderate conditions (e.g.,

0.1 W and 3% air in 2 SLPM He flow), the plasma induced cell detachment

between the adjacent cells and the substrates without inducing cell death. The

authors suggested that ROS and RNS played a role in the plasma-induced

damage of cell adhesion molecules, cadherins, and integrins and caused the

temporary situation of loss of cell contact and cell detachment from the sub-

strate. A study of the long-term effect of the mammalian cell reaction after

plasma was also conducted [40]. 3T3 mouse fibroblast cells were used for the

study. The authors reported that 24 h after plasma treatment, more than 20% of

cells underwent apoptosis.

Lee et al. reported the suppression of hypertrophic scar generation in an animal

model by plasma treatment [435]. A DBD plasma powered by 5 kV sinusoidal

voltage at 4 kHz was ejected through two nozzles (20� 1 mm) onto scars

produced in a murine model. A mixture of He (3 SLPM) and air (50 SCCM)

was used as the working gas for plasma generation. Eight-week-old C57/BL6

mice were subjected to a retractor to induce scars after the closure of the burn

wound. The plasma treatment was performed 3 min each time and three times a

week over 6 weeks. The authors observed a positive effect on the suppression of

vascularization by the plasma stimulation and higher apoptotic cell death levels

for mouse hypertrophic scar fibroblasts (HTSF) than normal fibroblasts. The

authors further suggested that the plasma-induced scar suppression might be due

to cellular apoptosis during the proliferative phase of wound healing and the

early stage of scar generation, and cellular apoptosis was caused by oxidative

stress of the ROS in plasma.

2. Endothelial (vascular) cells

Using the same RF plasma needle source, Kieft et al. studied the interactions of

plasma and mammalian endothelial and smooth muscle cells that are prevalent

in arterial walls [47]. The specific cell types used in the study were bovine aortic

endothelial cells (BAEC) and rat aortic smooth muscle cells. A cell viability

assay using live/dead staining and fluorescence microscopy was used to examine

the influence of the plasma treatment parameters on cells. The authors reported

that the thickness of the liquid suspension layer covering the cells was the most

important factor to achieve cell detachment and necrosis, compared to the

plasma treatment time and the applied voltage. The results also suggested that

decreasing the applied voltage could reduce the percentage of necrotic cells to

below 10% while still disrupting cell adhesion. However, this detachment was

not observed in a later report in which the cells were treated indirectly by plasma

through a permeable membrane [436]. Instead, a long-term behavior of vascular

cells (endothelial and smooth muscle) after exposure to the RF plasma was

observed. Six to ten hours after the indirect plasma treatment, apoptosis in

low-dose plasma-treated smooth muscle cells was observed, but no immediate

detachment occurred.
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Kalghatgi et al. investigated the in vitro effect of a nonthermal DBD plasma on

porcine aortic endothelial cells, to assess the potential application of the plasma

for dose-dependent blood vessel growth/regression control [437]. The plasma

source was based on a DBD configuration where the HV electrode was insulated

with a thin layer of quartz dielectric that was separated from the sample by

2 mm. The sample consisted of the porcine aortic endothelial cells (PAEC) in the

culture media on a glass cover slip that was placed on a ground base. Modulated

AC voltages (20 kVp-p) at frequencies between 0.5 and 1.5 kHz were delivered

to the HV electrode for the plasma generation. The authors showed that low dose

of plasma treatment (e.g., up to 30 s or 4 J/cm2) enhanced endothelial cell

proliferation by a factor of 2 when compared to the untreated control cells,

and higher dose of plasma treatment (60 s and higher or 8 J/cm2) led to cell

necrosis. The authors suggested that the enhancement of the cell proliferation

was through fibroblast growth factor-2 (FGF2) release, which occurs only at cell

injury or death, and the plasma induced the FGF2 release by the production of

reactive oxygen species including OH radicals, H2O2, and HO2.

5.8.3 Dental Treatment

The biggest challenge for conventional periodontal and endodontic treatments is to

eliminate pathogenic microbial biofilms completely without causing damage or

excessive loss of healthy tissues. Microbial biofilms, complex communities of

microorganisms that are embedded in matrices of extracellular polymeric sub-

stance, are a common cause of numerous oral infections including dental caries,

pulpitis, periodontitis, and periradicular lesions [438, 439]. Dental caries, for

instance, are the localized destruction of tooth tissues by bacterial fermentation of

dietary carbohydrates and are typically induced by cariogenic dental plaque, an

example of microbial biofilm with a diverse microbial composition [440–442]. The

acids produced by the fermentation of these dietary carbohydrates demineralize the

enamel, which results in the formation of cavities. Treatment of carious lesions and

cavity preparation were often achieved by removal of the infected and

demineralized soft and hard tissues with mechanical, chemomechanical methods

or laser ablation [443, 444]. To ensure the cavity free of bacteria, an excess of

healthy tissue was often removed, which may have weakened the integrity of the

remaining tooth [444]. Root canal treatment is described as the reduction or

elimination of intracanal microbes and their byproducts from the root canal system,

using endodontic instruments aided by antimicrobial agents, before filling

[445, 446]. The formation of bacterial biofilms and the morphological complexity

of the root canal system are the primary factors accounted for the complication or

failure of the root canal treatment [447–449]. Conventional methods include

mechanical instrumentation, antimicrobial irrigation, and removal of the smear

layer in order to eliminate intracanal bacteria and debris and are not able to

completely eliminate the postprocedure infection [450, 451]. Laser irradiation
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[452] or laser-assisted photodynamic therapy [453, 454] was proposed in recent

years as supplements to existing protocols for root canal disinfection, but still is not

effective against all endodontic strains grown as biofilm phenotypes [455, 456], in

addition to their high capital cost or causing possible tissue trauma in patients [457].

Streptococcus mutans, Lactobacillus acidophilus, and Lactobacillus casei are
caries-associated bacteria and have been used often in periodontal studies [458–

460]. Enterococcus faecalis, a gram-positive facultative bacterium, is a frequent

and persistent isolate in teeth with failed root canal therapy and has been used

extensively in endodontic studies [461]. Candida albicans, a yeast, is one of the

predominant species isolated in different oral diseases including apical periodonti-

tis and dental caries [462]. In this section, we will focus on the application of

NTAPs for dental disinfection treatment of periodontal and endodontic diseases.

The other cold plasma applications in dentistry such as biomaterial processing and

tooth whitening [463] are not included here.

5.8.3.1 Periodontal Treatment

The RF plasma needle developed by Stoffels and Sladek et al. was among the first

NTAP sources proposed for periodontal applications. The antimicrobial activity of

the RF plasma against Streptococcus mutans biofilms was assessed and reported

90% CFU (colony forming unit) reduction after 39–45 s helium plasma treatment

[40]. Although this preliminary study showed that the plasma needle is capable of

bacterial sterilization, quantitative assessment of the antimicrobial activity with

respect to the plasma parameters, the biofilm initial conditions, and the substrate is

needed. Goree et al. investigated a range of plasma parameters for the growth

inhibition of S. mutans grown in nutrient agar and showed that the killing effect is

sensitive to the applied voltages and the spacing distance between the substrate and

the needle nozzle [464]. The presence of the radicals OH and O was verified using

optical emission spectroscopy, implying these radicals may play important roles

during the bactericidal process. Gonzalvo et al. used a molecular beam mass

spectrometer (MBMS) system to conduct fractional number density measurements

for the RF plasma “needle” operating at a range of discharge power up to 10 W

[465]. The density of NO generated from the plasma increased substantially after

the discharge power value exceeded 2 W. However, the power condition used for

the diagnostics does not align very well with the plasma conditions applied in the

previous biomedical studies, and the role of NO in the plasma-induced antimicro-

bial activity could not be directly derived.

More recently, NTAPs in the form of jets (or longer plasma plumes than the RF

“plasma needle”) powered by various power sources were developed for periodon-

tal applications. Yang et al. used a DC-powered, atmospheric-pressure argon

plasma brush [466] for oral bacterial deactivation [467]. Oral bacteria of

S. mutans and L. acidophilus with an initial bacterial population density of

1.0–5.0� 108 cfu/ml were seeded on various supporting media including P5 filter

papers, glass slides, and PTFE films. The plasma exposure time for a 99.9999% cell
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reduction was less than 15 s for S. mutans and within 5 min for L. acidophilus. It
was found that the plasma deactivation efficiency was also dependent on the

bacterial supporting media. Koban et al. tested the antifungal potential of different

RF-driven plasma devices—a RF plasma jet (kINPen®09), hollow electrode DBD,

and volume DBD—against C. albicans biofilms on titanium disks in vitro

[468]. The plasma jet and the DBD plasmas were driven by high-frequency RF

voltages (1.82 MHz for the jet, about 40 kHz for the DBDs) at power ranging from

typical 3 W to 16 W. Electrode cooling was needed to prevent overheating of the

treated subject. Two-day-old C. albicans biofilms cultivated on titanium disks were

subject to plasma, CHX, and NaOCl treatment for total 10 min. The two chemical

cleansers served as the positive controls. While the plasma jet only resulted in a one

log reduction for initial cell concentrations between 106 CFU/ml and 107 CFU/ml,

the DBD plasma achieved a log reduction factor between 3.1 (hollow electrode

DBD) and 5.2 (volume DBD). The authors noted that the DBD plasmas exceeded

the antifungal effects of CHX and NaOCl. However, the results of the above two

experiments may not apply to the real oral environment where dentin or denture

resin disks are better options as the substrate, which have cavities and porosities

into which the biofilm could adhere.

Other NTAP jets were also investigated including microwave-powered and

low-frequency plasma jets. Rupf et al. studied the antimicrobial effect of a

2.45 GHz microwave-powered NTAP jet for dental surface disinfection [469]. Den-

tin slices (8–10 mm2) inoculated with 6 log10 CFU cm�2 Lactobacillus casei,
Streptococcus mutans, Candida albicans, and Escherichia coli were irradiated with
the He/O2/N2 (flow rates: 2.0/1.2/1.5 l/min) plasma jet for 0.3–0.9 s/mm2 and

resulted in 3–4 log10 intervals on the surface in comparison to the negative control.

During the study, S. mutans revealed the strongest resistance to plasma jet irradi-

ation on agar plates or dentin slices. Yamazaki et al. carried out experiments to

evaluate the sterilization effects of a low-frequency atmospheric-pressure plasma

jet on oral pathogenic microorganisms (S. mutans, C. albicans, and E. faecalis)
[470]. The authors demonstrated that a 16 kHz plasma jet had sterilization effects

mainly through reactive oxygen species (ROS) on oral pathogenic microorganisms

present in both the solid and liquid phases.

5.8.3.2 Endodontic Treatment

Jiang et al. were among the earliest groups to develop a low-temperature pulsed

“plasma dental probe” for root canal disinfection [41, 42]. A 2.5 cm long, 2 mm

diameter pencil-like plasma jet was generated with a concentric tubular device that

was typically powered with 100 ns, 4–8 kV voltage pulses at rates of 1–2 kHz.

He/(1%) O2 flow at 1–5 SLPM was passed through the tubular device to assist the

initiation and sustaining of the plasma plume. The plasma-mediated antimicrobial

effect was assessed against Enterococcus faecalis biofilms grown on hydroxyapa-

tite or bovine dentin disks in vitro and saliva-derived multispecies biofilms inocu-

lated in human root canals ex vivo [471, 472]. Treatment of dentin disks cultivated
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with E. faecalis monolayer biofilms with the plasma (average power 1� W) for

5 min resulted in 92.4% kill but not complete sterilization. Conspicuous biofilm

disruption and cleared dentinal surfaces as well as partially biofilm removed

surfaces were observed in the human root canals after the plasma treatment for

5 min. The authors suggested a plasma jet with smaller diameter, e.g., less than

1 mm, but with similar or longer length for better sterilization penetration in narrow

and curving canals. They demonstrated a flexible plasma plume capable of filling

up curving tubes, in simulation of root canals [473]. The feasibility of the plasma jet

for root canal disinfection was tested using E. faecalis biofilm models in vitro, in

which the biofilms were grown inside the simulated root canals or hydroxyapatite

disks and applied to the plasma jet treatment [473, 474]. In addition, an ex vivo

biofilm model using clinically obtained samples in human root canals was also used

to assess the antimicrobial activity of the plasma jet [475]. Although the bacteri-

cidal effects are prominent, complete biofilm removal was not achieved, nor as

effective as bleach (i.e., NaOCl) at relatively high concentrations (e.g., >6%),

which suggested further improvement of the plasma jet-based techniques was

needed. The authors considered reactive plasma species such as ROS were playing

an important role during the bactericidal process.

Lu et al. is another group actively developing NTAP jets for endodontic treat-

ment. They used a submicrosecond voltage pulsed syringe needle for deactivation

of E. faecalis bacteria [476]. The 3 cm long, 0.7 mm OD, and about 200 μm ID

syringe needle-based configuration allowed insertion of the needle partially into the

root canal and assumed the human gum as the ground to support strong reactive

plasma species being generated inside the root canal. This needle jet was subse-

quently tested with an in vitro E. faecalis biofilm model grown in root canals

[477]. Treatment for 5 min with the NTAP resulted in about one log reduction.

Increasing the plasma treatment time up to 15 min resulted in nearly 3-log reduc-

tion, which was comparable with 2% CHX for the same treatment time

[477]. Later, Du and Lu et al. reported such plasma could be modified by flowing

the He/O2 gas mixture through 2% CHX to improve the antimicrobial activity

[478]. This scheme was tested with an in vitro biofilm model; both E. faecalis
biofilms and an endodontic multispecies biofilms grown on bovine dentin disks

showed about 10 times higher killing rate by the modified plasma treatment

compared with plasma or 2% CHX treatment alone [478]. These studies further

confirmed that NTAPs might prove to be a valuable alternative or complimentary

method for endodontic treatment.

5.8.4 Concluding Remarks

The rapidly growing worldwide interest in the development and application of the

NTAP sources and technology for life sciences has driven the new and fascinating

field of plasma medicine, from its infancy toward maturity. As an interdisciplinary

yet independent science of its own, plasma medicine specializes in the intersections
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of plasma science, engineering, biology, microbiology, chemistry, and biochemis-

try. While the demonstrated potential applications of plasma sources in biology,

medicine, and dentistry suggest their indispensable value in technology innovation

for life sciences, and some commercialized plasma products in specific medical

fields encourage adaptation of similar plasma technology for more relevant appli-

cations, caution must be paid to assume the technology for any applications without

a complete picture. Fortunately, the community has considered highly important to

understand the short-term and long-term effects of a plasma for its intended

application as well as the associated unwanted harmful side effects. Hence the

challenge of developing the technology for specific applications with minimum

negative effects would require fundamental studies of the chemistry and biochem-

istry at the gas and liquid phases and at the molecular and cellular levels, and these

studies are yet to come.

5.9 Electrochemotherapy in Veterinary Oncology: A

Routine Procedure for Treatment of Cutaneous Solid

Tumors

Justin Teissie, Maja Cemazar, Youssef Tamzali, and Natasa Tozon

5.9.1 Introduction

The use of large animals, mainly dogs, cats, and horses, in clinical studies evalu-

ating the effects of novel treatment approaches has many advantages over the use of

small laboratory animals, i.e., rodents [479, 480]. Companion animals, specifically,

share the same living environment with their owners and are thus subjected to

similar environmental risk factors for the development of certain diseases. Addi-

tionally, they share certain anatomic and physiologic similarities with humans and

can display similar clinical signs as affected humans: Furthermore, for certain types

of cancer, it was demonstrated that the same (comparable) genetic mechanisms are

responsible for the development of the disease. Dogs, cats, and horses have also

longer lifespans than laboratory rodents and can therefore naturally reach the age

commonly associated with the highest risk for cancer, which makes them especially

valuable as natural models for research in oncology.
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Veterinary clinical studies are performed on spontaneously occurring tumors in

pets that are client owned. These tumors share many features with human tumors

such as interindividual and intratumoral heterogeneity, the development of recur-

rent or resistant disease, and metastasis at relevant distant sites. Furthermore, due to

pets’ relatively long lifespans, long-term side effects and other possible limitations

of novel treatment approaches can be detected more accurately than in rodent

studies.

Experiments in large animal models therefore provide proof of principle and

help discern the potential efficacy and safety of new treatment approaches, includ-

ing electroporation-based treatment, which cannot be accurately determined in

laboratory rodents [479–481].

5.9.1.1 Aim of the Section

The aim of this section is to define the operating procedures (OPs) in order to safely

and conveniently treat cutaneous and subcutaneous tumors in pets and larger

domestic animals (horses) by electrochemotherapy (ECT). To this end this section

provides the reader with the basis for understanding the mechanisms of ECT as well

as its possibilities as an antitumor treatment.

5.9.1.2 Chemotherapy of Malignant Tumors in Animals

Incidence of malignant tumors in companion animals is constantly increasing. In

chemotherapy, the critical intracellular target for cytotoxicity of drugs such as

cisplatin and bleomycin is DNA. Bleomycin causes breaks in DNA, whereas

cisplatin forms DNA adducts. The cytotoxicity of drugs is dependent on their

intracellular concentration which is controlled by their transmembrane transport.

As in human cancer treatment, in veterinary medicine, standard treatment strategies

do not always give satisfactory results.

In both cats and dogs, bleomycin is the chemotherapeutic agent indicated for

treatment of some types of carcinomas, including SCC, mostly in combination with

other drugs or modalities and at a recommended dosage of 2 mg/m2 weekly or

125–200 mg of total cumulative dosage. It may cause acute toxicity with increased

body temperature, anorexia, vomiting, and allergic reaction, rarely

myelosuppression. Chronic toxicity may be presented with dermatological alter-

ations (alopecia, rashes), stomatitis, pneumonitis, and pulmonary fibrosis

[482, 483].
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Cisplatin is primarily indicated for canine osteosarcoma treatment. There are

many reports about sensitivity of different tumor types to cisplatin, but the neph-

rotoxicity, which could lead to acute or chronic renal failure, is a strong limitation

of its systemic use. In addition, cisplatin, like other platinum-containing antitumor

agents (e.g., carboplatin), causes gastrointestinal toxicity and myelosuppression.

Cisplatin is contraindicated in cats, because of the extreme toxicity in these species

in which even very low dose may lead in fatal pulmonary edema [482].

One of the perspective treatments in veterinary oncology is ECT, which was

already tested and proven to be efficient in treatment of human tumors of different

histologies (see Sect. 5.4).

5.9.1.3 Definition of ECT

ECT is a local drug delivery approach aimed at the treatment of cutaneous and

subcutaneous tumor nodules of different histologies. ECT, via cell membrane

permeabilizing electric pulses, potentiates the cytotoxicity of non-permeant or

poorly permeant anticancer drugs with high intrinsic cytotoxicity such as

bleomycin or cisplatin, at the site of electric pulse application.

5.9.1.4 Principle of ECT

As described in details in this book, electric field pulses can induce the transient

permeabilization of cell plasma membrane (electropermeabilization,

“electroporation”).

The principal mechanism of ECT is to use electropermeabilization (electropo-

ration) of cell membranes in tumors, to increase delivery of chemotherapeutic drugs

with poor membrane permeability, by enabling more drugs to reach the intracellular

targets. This increased drug uptake in tumors has been demonstrated for bleomycin

and cisplatin: the accumulation of these two drugs in tumors was increased two- to

fourfold, compared to tumors without electropulsation. Due to high cytotoxicity in

situ of bleomycin or cisplatin, locally at the site of electric pulse application, low

drug doses are needed, and consequently no systemic side effects of the drugs are

observed. ECT can be effective as one-time treatment only, but in the case of partial

tumor response, it can be repeated several times with improved effectiveness and no

side effect.

Based on preclinical as well as clinical studies on ECT, this treatment was

already used in the treatment in veterinary medicine in 1997 [484]. Mir and

colleagues used ECT with bleomycin for treatment of cats with large soft-tissue

sarcomas that suffered relapse after treatment with conventional therapies. Electric

pulses were delivered after intravenous injection of bleomycin, using external
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surface electrodes, as well as needle-shaped electrodes that were designed to be

inserted into the tumors for more effective electric field distribution in the tissue.

The cat’s lifespan increased significantly compared with control group of

11 untreated cats [484]. After this initial study, several other groups reported the

effectiveness of electrochemotherapy in companion animals [72, 485–494, 501].

In the present chapter, we will focus our protocols on the use of approved

generator of electric pulses for veterinary clinical applications, where the safety

and the control of the delivery pulses are present as well as their digitized recording.

Furthermore, this section is describing drug delivery. Present investigations on

gene therapy [495, 496] are out of the scope of this contribution.

This contribution will focus on trials with specific localization of tumors to the

skin. The issues to be addressed include how to treat a large tumor volume and how

to obtain good availability of cisplatin within the tumor. ECT, with or without

concurrent tumor debulking, is an effective alternative for treatment of tumors in

companion animals.

5.9.2 ECT Treatment

5.9.2.1 Generators of Electric Pulses

Most of the treatments were carried out with the electropulsator ELECTROvetS13

(BetaTech, Toulouse, France). Preset pulse parameters were used: 8 pulses, 100 μs
each, voltage to electrode width ratio¼ 1300 V/cm, 500 Hz.

The S13 is composed of:

– A square wave voltage generator

– Integrated software with a touch-screen interface to select predesigned electric

pulses

– A handheld electrode holder equipped with a pulse activating button, attached to

the generator by a cord

– A foot switch that controls electric pulses delivery

Different designs of electrodes can be connected to the holder as described

below.

ELECTROvet S13 meets European Union standards:

– 2006/95/CE from 12/12/2006 concerning electronic material used within spe-

cific voltage limits

– 2004/108/CE from 12/15/2004 concerning electromagnetic compatibility

It is compliant with FDA’s regulation.
A detailed description of each treatment session can be saved in a .CSV file.

The other device that is approved for veterinary application is available from

IGEA (Cliniporator) and is described elsewhere in the book. Cliniporator complies

with electrical safety standards IEC 601‐1, with the requirements of the European
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directives for medical devices 93/42/CEE and 2007/47/CEE, and it is marked

CE0051 under the control of the Notification Body IMQ.

5.9.2.2 Electrodes

An important consideration is the appropriate choice of the optimal electrode

configuration and pulse parameters for the particular target tissue. Electrode con-

figuration affects electric field distribution in tissue. Empirical methods of design

are developed frequently [497–499]. A safe approach is to compute in advance the

electric field distribution in tissue by means of numerical modeling techniques

[253]. Good contact between the electrodes and the skin must be assured by

depilation and application of an ultrasound or similar gel to the treatment area.

5.9.2.2.1 Contact Wire Electrodes

Noninvasive electrodes were designed to face the specificity of the animal skin.

Removable and reusable electrodes in L-form are contact wire electrodes that had a

fixed width given by the distance between the two stainless steel rods. They were

inserted at the end of an insulating holder which was held by the surgeon

(Fig. 5.10).

Pulses were delivered after bringing the steel rods in contact with the skin above

the tumor and the peritumoral tissues. At each position, pulses are delivered in two

orthogonal directions per site just by rotating the holder (Fig. 5.11).

Multiple electro-treatments were applied by moving the electrodes on the tumor

surface on adjacent positions. This allowed the treatment of the entire tumor surface

even when it was several cm2 large. The ergonomy of the electrodes allows fast

movement along the tumor surface and facilitating change of orientation when in

contact with the skin.

The field distribution was homogeneous laterally between the two electrodes but

decayed in depth [500]. This led to a protocol where successive treatments (each

other week) needed to be delivered. This sequence was chosen arbitrarily but

appeared to be satisfactory.

5.9.2.2.2 Plate Electrodes

Parallel stainless steel electrodes: thickness, 1 mm; width, 7 mm; and length, 8 mm,

with rounded tips and an inner distance between them of 7 mm. The electrodes

(P-30-8B) are produced by IGEA [60] (Fig. 5.12).
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Fig. 5.10 Contact wire electrodes are noninvasive, removable, and reusable electrodes in L-shape

that are used in with ELECTROvet S13

Fig. 5.11 Application of electric pulses onto the horse tumor using contact wire electrodes

Fig. 5.12 Application of electric pulses onto the tumor using noninvasive, single-use, plate

electrodes. The electrodes are mounted on a specific holder compatible with Cliniporator
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Application of square wave electric pulses: pulse duration 100 μs, amplitude to

electrode distance ratio 1300 V/cm, and frequency 1 Hz. Each run of electric pulses

should be delivered in two trains of four pulses, with 1 s interval, in two perpen-

dicular directions.

5.9.2.2.3 Needle Electrodes

Needle electrodes: four needles in a row, two rows, 4 mm apart. Application of

square wave electric pulses: pulse duration 100 μs, amplitude to electrode distance

ratio 1000 V/cm, and frequency 1 or 5000 Hz. Each run of electric pulses consisted

of eight pulses. The electrodes N-20-4B are produced by IGEA [60] (Fig. 5.13).

5.9.3 Decision for Treatment

5.9.3.1 Owner Consent

When the problem is fully evaluated, full transparency is needed with the animal

owner:

• Explain what ECT is and what could be expected from ECT in terms of clinical

results.

• Explain what will be the treatment course: number of ECT sessions under

general anesthesia, total duration of treatment, cost of treatment, and possibili-

ties of recurrence.

• Obtain owner’s written consent in the case of patient inclusion within a clinical

trial of ECT, if patient is actually eligible.

Fig. 5.13 Application of electric pulses onto the tumor using invasive, single-use, needle elec-

trodes. The electrodes are mounted on a specific holder compatible with Cliniporator
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5.9.3.2 Operating Environment

Room: any ambulatory room when ECT can be performed under deep sedation or

any surgical room where general anesthesia is allowed

Personnel: trained ECT operator (DVM), anesthetist, and assistant

Required equipment:

For sedation and/or anesthesia: all required equipment according to the pro-

cedures for anesthesia

For the procedure:

• Electric pulse generator with plate/needle electrodes

• Cisplatin/bleomycin prepared in aseptic conditions

• Sterile syringes and needles

• Sterile gloves and special masks used with cytostatic drugs

• Protective glasses

• Sterile gauze pads

• Skin disinfectant pads

• Hair shaver

• Vernier caliper for measuring tumor diameter

• Digital camera to record pictures of the tumors

• Clock, pen, and paper

• Incineration container for waste

5.9.3.3 Operator and Surrounding Personnel Protection

Droplet exposure of the skin to antineoplastic drugs rarely causes acute problems.

Cisplatin and bleomycin are not absorbed through intact skin. Cisplatin may cause

only irritation.

Cisplatin and bleomycin aspersion could occur when injecting firm nodules or

tumors.

The operator and surrounding assistants should protect themselves with protec-

tive glasses, masks, and gloves. In case of skin exposure to cisplatin or bleomycin

solution, rinse immediately and abundantly with water.

In any case, biosafety measures should be set up according to a quality assurance

program complying with local regulations about anticancer drug usage if any.

5.9.3.4 Pulsing Procedure

The interval between cisplatin or bleomycin administration and the application of

electric pulses is considered 1–2 min.
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5.9.3.5 Disposal of Contaminated Material

All contaminated materials (syringes, needles, vials, gauzes, gloves) should be

disposed in a container intended for incineration.

5.9.3.6 Follow-Up

First two examinations are recommended every 14 days and after that monthly in

order to evaluate the treatment effectiveness and possible local and systemic side

effects.

At each visit, tumor nodules are measured with vernier caliper and

photographed.

For evaluation of treatment response, the tumor size is calculated by the formula

V¼ ab2π/6 (“a” is the larger diameter of the tumor nodule and “b” the diameter of

the tumor nodule perpendicular to “a”), in accordance with WHO response criteria.

Response to the treatment is scored after 4 weeks and at the end of observation

period, based on criteria of WHO Handbook for Reporting Results of Cancer

Treatment:

• Complete response (CR) is determined when the tumor nodule is not palpable.

• Partial response (PR) is defined as a decrease of more than 50% in the products

of the largest perpendicular diameters of the measurable lesions.

• No change (NC) is defined as <50% reduction and up to 25% in the increase in

the above measurements.

• Progressive disease (PD) is defined by an increase of more than 25%.

Objective responses (OR) are determined by combining the number of CR

and PR.

For all response determinations, a minimum of 4-week duration is required for

determining each type of response. Observation time is calculated as the interval

between the date of the first treatment and the date of the last examination of the

patient.

5.9.4 Cats and Dogs

5.9.4.1 Patient Selection

This part covers the criteria that must be checked during the preinclusion visit for

the treatment by ECT of patients with cutaneous and subcutaneous nodules. It will

therefore allow to determine whether the patient is eligible or not and could benefit

from this treatment and thus if patient can be enrolled by an operating trained team

to deliver ECT.
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5.9.4.1.1 History

A full history should be taken from the owner, and special attention should be paid

to the following:

• General date about age, breed, sex, and presence of any concurrent diseases

• History of tumor (duration, any changes during course of disease)

• Evolution of the tumors with time

• Previous treatments and its results

• Recurrence and speed of recurrence

• Owner’s expectations

5.9.4.1.2 Physical Examination

Tumor should be evaluated in detail in order to make possible clinical differential

diagnosis.

Fine needle aspirate for cytology evaluation is recommended in order to deter-

mine the treatment area: in cases when potentially invasive tumor is presented, the

wide margins should be treated (the decision about size of treated margins should

be made according to recommendations for any other treatment for same type of

tumor, e.g., mast cell tumor </¼1 cm, 1 cm margin should be treated).

The number of nodules and their size should be evaluated in order to prepare

treatment approach.

5.9.4.1.3 General Examination

A full general examination should be implemented in order to make staging of

disease and to check:

• If there is no other concurrent disease which could preclude the treatment

• If the patient has history of any infection (e.g., Ehrlichial agent or other diseases

according epidemiology in certain area) or immune-mediated disease which

could alter hematological or coagulation changes, wherein the specific tests

should be performed

• If the animal is able to withstand a series of deep sedation and/or general

anesthesia

• If the patient has sensitivity to cisplatin or bleomycin

Diagnostic imaging techniques (radiography of thorax and ultrasound examina-

tion of abdomen) should be used in order to check any possible metastases

according to the tumor type.
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5.9.4.2 Laboratory Analysis

5.9.4.2.1 Routine Pre-deep Sedation and/or Pre-anesthesia Analysis

ECT is performed under deep sedation or general anesthesia.

Patient should be evaluated according to the American Society of Anesthesiol-

ogists’ (ASA) physical status classification and according to tumor type because of

possible paraneoplastic syndromes.

5.9.4.2.2 Hematology

Complete hematology analyses should be performed.

Additional specific analyses should be done:

• If the patient is taking any medicine which could potentially alter changes in

coagulation ability, the coagulation profile should be checked.

• In the case using invasive treatment (needle electrodes), number of platelets

should be >100 or in case <100, coagulation profile (PT, APTT, fibrinogen,

D-dimer) should be normal.

5.9.4.2.3 Biochemistry

Blood urea nitrogen (BUN), creatinine, alanine aminotransferase (ALT), alkaline

phosphatase (AF), and calcium should be made routinely; in specific cases, total

protein, albumin, phosphor, sodium (Na), potassium (K), chloride (Cl), and lipase

concentration tests should be performed.

5.9.4.2.4 Tumor(s) Histological Analysis

If the cytology diagnosis was made, the histology analysis is not necessary, except

in case of tumor types where the histological grade is an important prognostic factor

(e.g., MCT). The biopsy (incisional or “punch”) can be made before ECT is

performed. In any case, it is a good clinical practice to diagnose the tumor type.

5.9.4.3 Choice of the Treatment Modality

Cisplatin or bleomycin intratumorally is used for ECT in dogs and cats.

The treatment option is influenced by potential for better response to any of the

drug choices for certain tumor types.
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5.9.4.3.1 Size and Number of Nodules

Each tumor should be treated separately.

Assess location and size of each nodule and number of nodules to determine the

treatment protocol.

5.9.4.3.2 Tumor Volume

Calculate the volume of tumor nodules by the formula V¼ ab2π/6 (“a” is the larger
diameter of the tumor nodule and “b” the diameter of the tumor nodule perpendic-

ular to “a”).

5.9.4.4 Operating Modality

5.9.4.4.1 Choice of the Treatment Modality (Table 5.1)

Table 5.1 Selection of operating modality and type of electrodes is based on the number of tumor

nodules and their size

Deep sedation ¼ OP A; general anesthesia ¼ OP B
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5.9.4.4.2 Deep Sedation

Medetomidine (0.08 mg/kg) or double combination medetomidine (0.025 mg/kg)

with Torbugesic (0.1 mg/kg) can be used in dogs or follow standard procedures for

deep sedation in the specific hospital.

5.9.4.4.3 Anesthesia

Premedication: combination of acepromazine (0.02 mg/kg) and methadone (2 mg/kg).

Thirty minutes later: general anesthesia induced using thiopental (5 mg/kg) or

propofol (1 mg/kg), endotracheal tube placement, and maintenance under anesthe-

sia with isoflurane in oxygen delivered via a T-piece anesthetic circuit.

Fluid support treatment during the anesthesia is recommended using Hartmann’s
solution at rate 10 ml/kg/h and analgesia with single dose of nonsteroidal analgesic

drug (e.g., carprofen 2–4 mg/kg). After treatment, patients are kept in the clinic for

about 2–4 h. Standard procedures for general anesthesia in specific hospital can be

followed.

5.9.4.4.4 Injection of Cisplatin/Bleomycin

ECT consists of intratumoral administration of cisplatin or bleomycin and exposure

of tumor nodules to electric pulses.

Cisplatin—cis-diamminedichloroplatinum II—is dissolved in distillate water at

a concentration 2 mg/mL and is given intratumorally.

Bleomycin is dissolved in physiological saline at a concentration 3 mg/mL and is

given intratumorally.

The interval between cisplatin or bleomycin administration and the application

of electric pulses is 1–2 min.

Intratumoral cisplatin concentration used is 2 mg/ml and doses are in Table 5.2.

Intratumoral bleomycin concentration is 3000 IU/ml and doses are in Table 5.3.

Injection procedure is critical. The presence of the product in the target tissues

determines ECT efficiency. When injecting, the sign of good tissue retention is

whitening of the tissue.

Some leakage of solution could occur through the holes produced by the

needle in the tumor or in necrotizing tissues during further ECT sessions. Reaching

2 mg/cm3 (cisplatin) or 3 mg/cm3 (bleomycin) concentrations could be then purely

theoretical in those cases, and the goal is to try to retain as much solution as possible

in the target tissues. In addition, electric pulses should be applied as quickly as

possible in order to obtain the vasoconstricting effect which contributes to solution

retention.
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5.9.4.4.5 Pulsing Procedure

5.9.4.4.5.1 Choice of Electrodes, Pulse Parameters, and Frequency

Different electroporation protocols can be used and are described in the previous

parts of Sect. 5.9.2.

5.9.4.5 Animal Responses

Our group started to apply ECT in veterinary medicine in 1999. The objective was to

introduce ECT with cisplatin into veterinary medicine, where there is a need for

inexpensive and effective treatment of cutaneous and subcutaneous tumors of various

histological types. In our first clinical study, the response to ECT was assessed on

tumor nodules in three cats with mammary adenocarcinoma and fibrosarcoma and in

seven dogs with mammary adenocarcinoma, cutaneous mast cell tumor, hemangi-

oma, hemangiosarcoma, adenocarcinoma glandulae paranalis, and neurofibroma. All

together 24 tumor nodules of different sizes were treated: five with cisplatin injected

intratumorally and 19 with ECT with intratumoral administration of cisplatin. ECT

with cisplatin had a good antitumor effect on all tumors treated. The average size

4 weeks after treatment was greatly reduced (0.01 cm3) compared to those treated by

intratumoral cisplatin injection alone (3.0 cm3). Collectively, ECT-treated tumors

responded with 84% objective responses, whereas only one tumor partially

responded to cisplatin treatment alone. Evaluated by contingency table, the response

to treatment with ECT was significantly better than that of the cisplatin-treated group

(p¼ 0.014). Furthermore, there was a significant prolongation of the duration of

response in ECT-treated tumors (p¼ 0.046) [485].

In the clinical study performed on a large group of dogs with perianal tumors

(28 dogs with 76 nodules), we elaborated further on ECT with intratumoral

injection of cisplatin and also tested ECT with intratumorally injected bleomycin.

ECT with bleomycin was used in tumors unresponsive to treatment with cisplatin.

In order to compare antitumor effectiveness of ECT with regard to different tumor

volumes, tumors were divided into two groups: group with tumors smaller than

1 cm3 and group with tumors bigger than 1 cm3. ECT of tumors smaller than 1 cm3

resulted in 86% objective responses 4 weeks after the treatment with 57% of

Table 5.2 The appropriate injection volume of cisplatin according to the tumor size

Tumor volume (V¼ ab2π/6) 1 cm3 >1 cm3

CDDP dose, 2 mg/ml 1 ml (2 mg)/cm3 of tumor 0.5–1 ml (1–2 mg)/cm3 of tumor

Table 5.3 The appropriate injection volume of bleomycin according to the tumor size

Tumor volume (V¼ ab2

π/6) 1 cm3 >1 cm3

BLM dose, 3000 IU/ml 1 ml (3000 IU)/cm3

of tumor

0.5–1 ml (1500–3000 IU)/cm3 of tumor
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complete responses and 29% of partial responses. At the end of observation period

for each tumor ranging from 4 to 34 months, the percentage of complete responses

increased to 88%, and in the rest of the tumors, partial response was obtained

(12%). In the second group of tumors (tumor volume more than 1 cm3), ECT was

less effective. Four weeks after the treatment, objective response was obtained in

75% of tumors (complete response¼ 12.5%, partial response¼ 62.5%). The same

percentage of objective responses was obtained also at the end of observation

period with 22% of complete responses and 55.5% of partial responses [501].

It’s worth mentioning that the treatment with cisplatin or bleomycin given

intratumorally alone or combined with electric pulses did not result in any local

or systemic toxicity. We noticed partial necrosis of the tumors after a week and

ulceration with the formation of a superficial scab, which fell off within 5 weeks.

After treatment, none of the animals suffered from a local or systemic infection. In

addition, the treatment had no effect on blood tests or biochemistry of the treated

animals [501].

A clinical study was also performed in cats with squamous cell carcinoma

(SCC). Eleven cats with 17 superficial SCC nodules in different clinical stages

(ranging from Tis to T4), located on nasal planum (6 of 11), pinnae (3 of 11), and

both locations (2 of 11), were included in the prospective nonrandomized study.

Sixteen of seventeen SCC nodules were treated with ECT (15 of 16 with single

session and in one case with two sessions); one nodule was surgically removed.

Altogether 81.8% (9 of 11) of CR for cats and 87.5% (14/16) of CR for nodules

were achieved, lasting from 2 months up to more than 3 years. Only two of nine cats

in which CR was initially observed had a recurrence 2 and 8 months after ECT. In

the remaining two cats with highly infiltrative spread into adjacent tissues, progres-

sion of the disease was observed, and both were euthanized 4 and 5 months after the

procedure. Also in cats, electrochemotherapy was well tolerated, and no evident

local or systemic side effects were observed [494].

5.9.5 Horse Sarcoids

5.9.5.1 Preparation of the Patients

5.9.5.1.1 Inclusion Criteria

The animals should be able to withstand general anesthesia with normal hemato-

logical and biochemical profiles. The maximum size of sarcoids should not exceed

2 cm diameter.

5.9.5.1.2 Surgical Preparation of the Patients

The animals are treated under general anesthesia of short duration either with

injectable agents or with volatile inhalants. As an example of injectable protocol,

ECT treatment was conducted under short-duration general anesthesia with

360 R. Heller et al.



i.v. agents: romifidine (0.08 mg/kg bwt) and diazepam (0.04 mg/kg bwt) as

premedication prior to induction with ketamine (2.2 mg/kg bwt). Anesthesia was

maintained using a continuous infusion of romifidine, ketamine, and guaifenesin.

For the treatment of periorbital lesions, a sensory block of the eyelids was

performed with 2% lidocaine in order to limit the head movements during the

electric pulse application.

Depending on the number of tumors to be treated, anesthesia ranges from 15 min

for one tumor to 40 min for several tumors. Several successive treatments are

performed with a 2-week interval.

5.9.5.2 Treatment

Firstly, the antimitotic drug cisplatin is injected intratumorally, and secondly, 5 min

after, the electric pulses are applied by bringing contact electrodes in contact with

the skin.

5.9.5.2.1 Antimitotic Drug Injection

Sterile commercial cisplatin aqueous solution at 1 mg/ml concentration is used. It

is, after aseptic preparation of the tumor site, intratumorally injected in a standard-

ized manner (0.2–0.3 ml every 0.6 cm) by using “luer-lock” needles [502]. This

dose is lower than the 3.3 mg/ml dosage used in cisplatin oil emulsions. Total

volume injected is ½ of tumor volume. The skin is infiltrated on the tumor sides.

The theoretical calculated total dose of cisplatin is 0.3 mg of cisplatin per cm3 of

target tissue. In our experimental trials, a NaCl solution was used. A multisite

intratumoral injection procedure was selected to attempt to obtain a homogeneous

tumor irrigation by the drug. This limits the amount of drug which is needed due to

the weight of horses.

5.9.5.2.2 Application of Electric Pulses

Less than 5 min after the drug injection, the electrical treatment is applied by

bringing contact electrodes in contact with the skin. The procedure with contact

wire electrodes is described in 5.9.2.2.1. Needle electrodes (as described in

5.9.2.2.3) cannot be used due to the resistance of the horse skin to punching.

5.9.5.2.3 Number of Successive Treatments

The number of ECT sessions depends on the surface and volume of tumors to treat:

the number of treatments required for effective therapy is significantly related to

tumor size (the larger the tumors, the higher the number of treatments). In the same

manner, when ECT is used following surgery, the number of sessions is
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significantly related to the excision quality (increasing number in case of incom-

plete surgical excision) and with the healing mode (increasing number in case of

secondary wound closure).

5.9.5.3 Animal Responses

5.9.5.3.1 Immediate Responses

Muscular contractions are observed during each pulse application. But as a 1 ms

delay is preset, only one contraction is observed. The amplitude of these move-

ments is more pronounced when the application is close to a limb root and at the ear

level. These effects are expected when electrical stimulation is used.

The color of the tissue in the electro-treated region was observed to change. This

appears to be related to the previous observation that electric pulses induced a

temporary shutdown of the blood flow [503].

5.9.5.3.2 Long-Term Responses

In the days following an ECT treatment, a slightly edematous reaction is detected

for lesions located on thin skin regions on some horses. No other adverse reaction

was observed in a retrospective study.

Animals should be evaluated every 2 weeks during the course of treatment.

Tumor response is assessed at follow-up examinations undertaken at 1, 3, and

6 months after the last ECT treatment.

5.9.5.3.3 Response Rates at 4-Year Follow-Up

In a retrospective study, the results on a per tumor basis were 99.5% (193 of 194)

(95% CI: 0.971–0.999) of relapse-free tumors after a mean of 2.81 ECT treatments.

Results on a per animal basis were 97.9% (47 of 48) (95% CI: 0.889–0.999) of

relapse-free animals after a mean of 3.62 ECT sessions [493].
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Chapter 6

Environmental Applications, Food

and Biomass Processing by Pulsed Electric

Fields

Wolfgang Frey, Christian Gusbeth, Takashi Sakugawa, Martin Sack,

Georg Mueller, Juergen Sigler, Eugene Vorobiev, Nikolai Lebovka,

Ignacio Álvarez, Javier Raso, Loree C. Heller, Muhammad A. Malik,

Christian Eing, and Justin Teissie

Abstract Pulsed electric field (PEF) treatment is a physical method which exhibits

specific advantages over conventional processing in various applications and was

proven for feasibility on pilot and industrial scale. For bacterial inactivation in

wastewater and liquid food and for eradication of Cyanobacteria in surface waters,

PEF-based techniques are demonstrated to be energy saving and persistent in

efficacy without adding harmful chemicals and in particular do not cause adverse

effects to food matrices or to the aquatic environment. For component extraction,

the specific advantages of PEF treatment, i.e., low heat influx, low-energy demand,

and selectivity of compound release, promote PEF processing in winemaking,
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extraction of sugar from sugar beets and valuable components from fruits and

vegetables, and PEF-downstream processing of microalgae. These promising appli-

cations of PEF processing will be introduced in more detail in the following

sections.

Keywords Bacterial inactivation • Food preservation • Cell component

extraction • Microalgae downstream processing

6.1 Overview

Pulsed electric field (PEF) treatment is a physical method which exhibits specific

advantages over conventional processing in various applications and was proven

for feasibility on pilot and industrial scale for large mass-flow applications in

energy technology, environmental technology, and biotechnology.

For bacterial inactivation of wastewater, PEF treatment was shown to exhibit

high inactivation efficiency without adding harmful chemicals and proven not to

cause any adverse effects to the aquatic environment. Studies on sustainability

revealed that the inactivation rate is not impaired by repetitive treatments of

bacterial populations already multiply exposed to PEFs. Moreover, by combining

mild thermal pretreatment and PEFs, the electrical energy demand for bacterial

inactivation is competitively low.

The technique was also demonstrated to be highly efficient for eradication of

unwanted Cyanobacteria in surface waters. For this application, it was shown at

demo-scale that an autarkic treatment facility can efficiently control Cyanobacteria
populations in lakes.

Another specific advantage of PEF treatment, the comparably low heat transfer

to the processed medium, is exerted in liquid food preservation, maintaining flavor

and nutritional value of foods.

For component extraction, the specific advantages of PEF treatment are low heat

influx, low-energy demand, and selectivity of compound release. Existing PEF

processing facilities in winemaking, extraction of sugar from sugar beets, and

valuable component extraction from fruits and vegetables nowadays operate on a

mass-flow scale of 1–10 tons/h and larger.

Recent activities in PEF-downstream processing of microalgae have proven a

high-energy efficiency of PEF treatment in comparison to conventional techniques

and furthermore revealed the fractionating ability of PEF processing, enabling

separation and simultaneous recovery of lipids and water-soluble compounds at

low-energy demand.

These promising applications of PEF processing are introduced in more detail in

the following sections.
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6.2 Disinfection of Hospital Wastewater by PEF Treatment

Christian Gusbeth and Wolfgang Frey

6.2.1 Introduction

The latest report by the World Health Organization 2014 reveals that the dissem-

ination of antibiotic-resistant bacteria is a global issue and that “this serious threat is

no longer a prediction for the future, it is happening right now in every region of the

world and has the potential to affect anyone, of any age, in any country.”

Hospital wastewaters are known to be one important source of the dissemination

of infectious agents, especially antibiotic multiresistant pathogens, into the down-

stream aquatic systems [1–5, 44]. In contrast to chemical contaminants that were

metabolized by a number of biological and physic-chemical reactions, harmful

microorganisms are able to proliferate in an appropriate milieu to high densities.

Moreover, when they reach the aquatic environment system, these resistant bacteria

contribute to the variety of resistance genes and enable the genetic exchange

between many different bacterial genera in nature [6, 7]. Beyond that, resistance

determinants most probably were acquired also by pathogenic bacteria from this

pool of resistance genes in other microbial genera, including antibiotic-producing

organisms.

Therefore, it is essential to retard the development of antibiotic resistance and to

prolong the effective lifetime of valuable antimicrobial agents until bacteria

adapted to them. This can be done, on the one hand, by enhancing the overall

medical care and hygiene and, on the other hand, by preventing the dissemination of

resistant bacteria. Disinfection is considered to be the primary mechanism for the

inactivation/destruction of pathogenic and resistant organisms to prevent the spread

of waterborne diseases to downstream users and the environment [8]. Whenever

antibiotic-resistant bacteria will be released in the environmental aquatic system,

the chance for gene transfer and implicit antibiotic resistance transfer will be

increased. During an outbreak of infections in a hospital, the hospital wastewater

effluent becomes a major source for pathogens and opportunistic bacteria. As a

consequence, a direct contact of humans with pathogenic agents cannot be

excluded, and the risk of contamination of water resources increases with the

diversity of harmful bacteria [43]. Once the pathogens have reached surface

water, the bacterial dissemination is irreversible. The dissemination of antibiotic-

resistant bacteria can be stopped by a variety of disinfection methods like ultravi-

olet (UV) radiation, thermal treatment (pasteurization), and chlorination. It is

known that the disinfection techniques applied have demonstrated disadvantages

like generation of toxic disinfection by-products (DBP) during chemical disinfec-

tion or reduced efficiency in liquids with high turbidity in case of UV radiation. An

alternative disinfection technique for clinical wastewater is the pulsed electric field

treatment (PEF) that is based on the process of electroporation in cells [9–12]. Pre-

vious work on applications of PEF demonstrated the feasibility of PEF treatment to
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improve the shelf life of juice, milk, soup, and other liquid foods [13–15]. Owing to

the nonchemical and nonthermal character of PEF treatment, no toxic DBP can be

expected. The chemical stability of flavors and vitamins of PEF-treated food was

demonstrated for different kinds of fruit juices [16]. It was also shown that a large

variety of undesirable microorganisms, among them Gram-negative, Gram-positive

bacteria and fungi, were effectively reduced by PEF treatment [17].

6.2.2 Conventional Disinfection Methods Versus PEF
Treatment

The majority of the conventional water disinfection methods are known from water

purification plants. These methods have been intensively used and continuously

developed for decades. Therefore, most of them are economic and effective in

bacterial reduction. Owing to the different consistency of freshwater and hospital

wastewater, which has an increased organic and particle load, some or most of these

methods cannot be used for hospital wastewater effluents.

Water chlorination is the most widely used disinfection method for municipal

water purification plants and swimming pools. It consists in adding chlorine as gas

(Cl2), sodium hypochlorite solution, or other chlorine compounds to water. As a

strong oxidizing agent, chlorine is highly efficient in killing pathogenic agents

causing many diseases such as cholera, typhoid fever, or dysentery [18]. It was

shown that the required concentrations of disinfectants were higher in the case of

heavily contaminated wastewater than in uncontaminated, if similar disinfection

levels have to be achieved [19]. It has, however, some drawbacks including

minimum contact time and the need to handle, store, and dispense hazardous

chemicals accurately in case of fast-changing flow rates; chlorine residuals can

prolong and affect the environmental surface water. One significant drawback of

chlorination is that chlorine reacts with organic compounds in water, causing

unwanted DBP such as halogenated organics [20], which are harmful and/or

carcinogenic (trihalomethanes and haloacetic acids). This excludes its use for

hospital wastewater disinfection.

Ozone disinfection is an effective method to inactivate harmful microorganisms

in drinking water. Ozone (O3) is an unstable inorganic molecule, decomposing in

di-oxygen and one atom of oxygen providing a powerful oxidizing agent. Similar to

chlorination, it consists in adding ozone directly to water. Due to the instability of

ozone, it must be created on site to ensure a high level of bacterial inactivation.

Owing to the short half-life of ozone and the limited production of harmful DBP in

comparison to chlorination, ozone disinfection is considered a feasible disinfection

technology [21, 22]. It was found that the half-life of O3 in water ranges from 14 h

(without presence of phosphate and carbonate) to 8 min and strongly depends on

water impurities [23, 24]. In a medium such as wastewater, O3 reacts with the

complex organic compounds (e.g., saturated hydrocarbons, amines, and aromatic
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compounds), destroys them, and forms by-products such as acids, aldehydes,

bromates, ketones, and peroxides [25–27]. In addition, it was shown [28] that the

use of ozone in marine-based aquaculture systems has been limited because of the

risk to form the carcinogenic bromate, which is formed during the oxidation of

naturally occurring bromide by ozone. However, the presence of water impurities

was found to be a major limiting factor of ozonation for wastewater

applications [29].

UV disinfection is nowadays a widely used method for water disinfection and

became more and more a common method in municipal drinking water treatment in

the last decades. It is based on irradiation of water with UV light at a wavelength of

254 nm (generated by low- and medium-pressure mercury arc lamps), which is near

the absorption peak of nucleotide bases of RNA and DNA. The UV radiation

damages the bacterial DNA of microorganisms and retards their ability to repro-

duce. In continuous operation, an effective bacterial reduction of Gram-negative

and Gram-positive bacteria such as enteric bacteria and Enterococci could be

demonstrated [30]. However, some authors found a recovery of the bacterial

population 24–48 h after UV treatment [31]. In addition, RNA repair mechanisms

that were demonstrated in E. coli might lead to a long-term UV adaptation of

bacteria. In case of hospital wastewater, the high turbidity of the wastewater

impedes application of this disinfection method.

Pulsed electric field treatment is a nonthermal physical method for liquid food

preservation and water disinfection. In recent years, there has been increasing

interest for a potential use of PEF treatment for inactivation of pathogenic micro-

organisms carried by hospital wastewater effluents. Although this method was

intensively investigated for food preservation over decades, there is less experience

for wastewater disinfection. The benefit of PEF processing of food lies in the

extended shelf life without the loss of flavor and nutrition value (fresh-like liquid

food). PEF can be used for processing liquid and semiliquid (mash-like) food

products with low electrical conductivity (<4 mS∙cm�1), but also for drinking

water and wastewater. The fluid is disinfected on-site in the PEF-treatment zone,

and there is no prolonged effect such as in case of chlorination. Rather, no systemic

DBP generation is expected after PEF disinfection of hospital wastewater. Com-

mercial scale continuous PEF systems for processing volumes ranging from 100 to

5000 l h�1 are available [32–34]. This equipment is scalable when solid-state pulse

power generator modules are used, which can be stacked in series and parallel to

provide the required/desired generator power. According to the state of the art, PEF

processing would add only $0.10 l�1 to the final treatment costs [35]. For waste-

water purification plants with a large throughput of 1 million liters of water per day,

the operating and maintenance costs increase with the throughput flow, negatively

affecting the economic efficiency of this method. On the other hand, due to the high

efficiency in bacterial inactivation and the small equipment size, PEF processing is

a safe method for local hotspot disinfection of hospital wastewater effluents

(Table 6.1), especially for combating temporary outbreaks of infections.
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Table 6.1 Advantages and disadvantages of different technologies for wastewater disinfection.

The total equipment costs and operating and maintenance costs were calculated on the basis of a

treatment volume flow of 4000 m3∙h�1 and a disinfection efficiency of at least 99.9% (3 log). Cost

estimates for PEF-treatment facilities are only available on pilot scale and are based on real

prototype costs. Please note that alternative technology costs are adopted from industrial munic-

ipal water processing technology which may not be transferable to or applicable for hospital

wastewater treatment

Chlorination Ozonation UV irradiation PEF treatment

Advantages Well-established

technology

Very strong

disinfectant

Effective in

inactivating

viruses, bacteria

and spores

Physical process,

no chemical

impact on the liq-

uid being treated

Reliable and effec-

tive against a wide

spectrum of patho-

genic organisms

Low half-life

(no toxic

residuals)

Effective in low

turbidity water

No harmful DBP

Chlorine residual

can prolong

disinfection

Effective for a

large range of

microbes

Low-energy

consumption

Effective also in

high turbidity

water

No harmful

DBP (except

bromides)

Physical process,

no chemical

disinfectant

No residual disin-

fectant in the water

or any other effect

that can be harmfulNo residual

disinfectant

in the water

No residual

disinfectant

or effect that

can be harmful

Disadvantages Highly corrosive

and toxic

Unstable,

must be

manufactured

on-site

Limited by

turbidity

Ineffective for

spores and viruses

Toxic chlorine

residuals

Does not pro-

vide a long-

term-effective

inactivation

Regeneration and

regrowth of

bacteria

Limited experience

in wastewater

treatment

technology

Hazardous DBP

from oxidation of

the organic matter

in wastewater

Limited

experience in

wastewater

treatment

Degradation of

molecules

Energy efficiency

is limited by con-

ductivity to

<4 mS∙cm�1
Fouling of tubes

Replacement

of lamps after

12,000 working

hours

Efficacy More cost-effective

than either UV or

ozone disinfection

Must be

coupled with

filtration to

minimize

potential

regrowth

Efficiency

depends on the

characteristics of

the wastewater

Requires specific

energy 120 J∙g�1

at 30 �C

Higher chlorine

doses required in the

presence of high

chlorine-binding

materials

50–200 g∙m�3

Ozone concen-

tration required

Cost-competitive

with chlorination

when a dechlori-

nation step is

included

Less energy con-

sumption, 40 J∙g�1,

when coupled with

thermal treatment

(60 �C)
(continued)

394 W. Frey et al.



6.2.3 Reduction Efficiencies of Bacteria During PEF
Treatment of Clinical Wastewater

Since PEF treatment is a novel method in the context of disinfection of hospital

wastewater, investigation of the efficiency of the PEF processing depending on the

specific bacterial population in wastewater is necessary. Considering the fact that

there is no “standard” wastewater, this can be done by processing wastewater,

sampled from different municipal wastewater purification plant and hospital efflu-

ents. By regular sampling during the year, the variety of bacterial population and

the influence of weather and season are covered. One problem is that the cell

density and cell population strongly vary, complicating comparability and conclu-

siveness of experimental results.

Bacterial Load of Hospital Wastewater Enterococci/Streptococci
and Enterobacteriaceae The bacterial load of hospital wastewater Enterococci/
Streptococci and Enterobacteriaceae can be found in all biofilms from hospital

wastewater effluents. Enterococci and Enterobacteriaceae are naturally occurring

microorganisms from human and animal intestines. The Enterococci/Streptococci
loads and the presence of resistant bacteria are higher in hospital biofilms than in

effluxes of municipal sewage. The largest number of cefazolin- and cefotaxime-

resistant Enterobacteriaceae is measured in biofilms from hospital wastewater,

54% and 17%, respectively. Typical bacterial densities of E. faecium and

P. aeruginosa being below 105 cells∙ml�1 were found by Volkman et al. [5, 43]

and Schwartz et al. [4] in wastewater, sampled at the outlet of the hospital

wastewater system, close to the public sewer system.

Table 6.1 (continued)

Chlorination Ozonation UV irradiation PEF treatment

5–20 mg∙l�1

chlorine

concentration

900 J∙m�2

specific energy

consumption

Equipment Flexible dosing

control

High operation

and mainte-

nance costs

Requires less

space than other

methods

High investment

costs

Chlorination/

dechlorination

systems are

more complex

User-friendly

for operators

High operating and

maintenance costs

Has a shorter

contact time

(20–30 s)

Short contact time

Total equip-

ment costs

(4000 m3∙h�1)

1,270,000 ($) 400,000 ($) 250,000 ($) 200,000 ($)

(1 m3∙h�1)

Operating and

maintenance

costs

80,000 ($) 100,000 ($) 20,000 ($) 100,000 ($)*

(1 m3∙h�1)
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Hospital Wastewater Parameters The conductivity of wastewater has a great

influence on the configuration of a PEF system that has to be employed. Wastewater

conductivity varies in the range between 0.5 and 2.0 mS∙cm�1, depending on time

and site of sampling. In the case of hospital wastewater from a sewer of the

university hospital of the city of Mainz, the measured conductivity was between

1.0 and 1.7 mS∙cm�1 at a temperature ranging from 7 to 14 �C [1]. For lab

experiments, depending on the original wastewater parameters and the employed

pulse generator, an adjustment of the conductivity of the model wastewater by

dilution or addition of buffer is possible. Usually the wastewater pH is in the range

of six to eight, whereas the turbidity at 600 nm is 0.7.

Performance of PEF Processing For the evaluation of the PEF performance, the

parameters used for food processing serve as a reference for performing inactiva-

tion studies on hospital wastewater. The main parameters under investigation are

pulsed electric field amplitude E (5–100 kV∙cm�1), pulse duration t (0.2–100 μs),
and specific energy, which can be adjusted by the number of pulses N. The pulse

shape (rectangular, exponentially decaying, unipolar, or bipolar) and the frequency

play a minor role in improving the inactivation performance. Bipolar pulse pro-

tocols are proven to be advantageous for pulsed electric field processing in general

since it decreases electrochemical erosion of treatment electrodes [36, 37]. Based

on these studies, the following standard treatment conditions have been defined:

specific treatment energy 120 J∙ml�1, electric field amplitude 80 kV∙cm�1, and

pulse duration 1–2 μs.

In general, the density of bacteria in hospital wastewater is not high enough to

demonstrate the PEF efficiency at inactivation rates of several orders of magnitude.

Therefore, for the evaluation of the PEF technique, with respect to its efficiency in

reducing Enterococci and Pseudomonads as target organisms, an increased cell

density is considered necessary. For this purpose, model wastewater spiked with

specific bacteria strains with certain cell densities can be used. Prior to spiking with

target organisms, hospital wastewater must be disinfected at 121 �C for 15 min in

order to eliminate the original population that could interfere with the subsequent

analysis. P. aeruginosa as a representative of Gram-negative bacteria, well-known

as an opportunistic human pathogen with high incidences in hospitals, and the

enteric Gram-positive bacterium E. faecium, are identified as target organisms. A

main observation is that cell inactivation is not directly proportional to a specific

energy input. The efficiency of PEF processing, investigated on P. putida—a

widespread wastewater microorganism and nonpathogenic and safe pseudomonas

species—was similar to the results obtained from food processing (Fig. 6.1). Also in

this case, the inactivation kinetics deviates from the first-order kinetics, and it

seems that the bacterial inactivation saturates at around 6 log reduction when

pulse numbers range between 120 and 200 pulses. Furthermore, within a pulse

duration range of 100–10 μs and at invariable suspension conductivity, inactivation
does not depend on pulse duration in case the external field amplitude is high

enough to provide fast membrane charging at the entire cell surface [38]. The

dissipated energy and bacterial reduction follow a dose–response relationship,

and the inactivation rate scales with the specific energy (~E∙t2) [38]. It has to be
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pointed out that in this case the temperature rise was below 7 K in particular due to

the fact that the heat could dissipate across the aluminum electrodes into the cooling

medium surrounding the treatment chamber. Therefore, the observed bacterial

inactivation reflects the impact due to the electric field and is not caused by

electrically induced thermal heat. For orientation, the PEF treatment with a specific

electrical energy input of 40 J∙ml�1 causes heating with a temperature increase of

10 K, if adiabatic conditions are considered. For scalable systems, the temperature

inside the treatment chamber will equilibrate according to treatment volume, pulse

frequency, ambient temperature, and electrical energy.

In general, Gram-negative bacteria (such as Escherichia coli or P. aeruginosa)
are much more sensitive to electric field treatment than Gram-positive bacteria

(such as Staphylococcus aureus or Enterococcus faecium) [17, 39, 40]. This was
demonstrated also for spiked hospital wastewater, which was treated by PEF at

specific energies ranging from 80 to 190 J∙ml�1 [2]. The PEF treatment was

performed with a PEF system consisting of a 65-kV, 1-kJ, 10-Hz, two-stage

pulse-forming generator. The pulse-forming network of the generator delivers a

1.2-μs-long rectangular output pulse. The field strength amplitude in the treatment

chamber was 80 kV∙cm�1. A reduction efficiency of up to 5.5 decimal orders of

magnitude was reached for the Gram-negative reference strain, P. aeruginosa,
when the treatment energies exceeded 162 J∙ml�1 (Table 6.2). In contrast to

Fig. 6.1 Inactivation rate of P. putida after PEF treatment with rectangular pulses of 100 kV∙cm�1

electric field strength and pulse duration of 200 ns. The conductivity of the medium was

2.0 mS∙cm�1, at 21 �C. The temperature increase due to electrical energy dissipation was

below 7 K. With increasing number of pulses/treatment energy, the bacterial inactivation

approaches a climax (6 log), which is below complete inactivation (8 log; correspond to

108 colony forming units (CFU) ∙ml�1 initial cell density) [1]
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P. aeruginosa, the reduction efficiency of the Gram-positive vancomycin-resistant

E. faecium (strain 2) was lower (Table 6.3). Moreover, inactivation experiments on

different E. faecium strains showed strongly varying inactivation efficiencies. In

different independent experiments, different reduction patterns were observed.

These differences are attributed, on the one hand, to a varying robustness of

different species against PEF treatment and, on the other hand, to the time inde-

pendent experiments and the resulting different bacterial populations in the waste-

water matrices. Inactivation experiments on wastewater containing mixed bacterial

populations reveal that the most robust bacteria strain dominates the resulting

inactivation rate of the wastewater sample. At standard treatment conditions,

W¼ 120 J∙ml�1, the inactivation rate varied between 1.5 and 3.4 log.

6.2.4 Sustainability of PEF Disinfection Method

In order to establish the PEF processing for disinfection of hospital wastewater, the

hazards of this method with respect to environment and humans have to be

Table 6.2 Reduction efficiency of the PEF treatment of hospital wastewater spiked with Pseu-
domonas aeruginosa depending on specific treatment energy [2]

Energy value

(J∙ml�1)

P. aeruginosa (strain 1095) P. aeruginosa (strain 1071)

CFU

ml�1
Decimal order of

magnitude reduction

CFU

ml�1
Decimal order of

magnitude reduction

0 3� 105 1� 106

84 2� 103 2.2 1� 103 3.0

117 4� 102 2.9 1� 102 3.0

137 1� 103 2.5 2� 103 2.7

146 1� 102 3.5 2� 102 3.7

162 0 5.5 20 4.7

190 0 5.5 20 4.7

Table 6.3 Reduction efficiency of the PEF treatment of hospital wastewater spiked with different

E. faecium strains. Strains labeled with 2, 1265 and B7641 were isolated from hospital patients,

whereas DSM strains originated from German Collection of Microorganisms

Bacterial strain Energy value (J∙ml�1) Decimal order of magnitude reduction

E. faecium strain 2 84 1.3–2.1

Vancomycin resistant 162 1.7–3.0

E. faecium strain DSM 20478 124 1.0

E. faecium strain DSM 20477 121 0.3

E. faecium strain 1265 116 0.8

126 0.7

E. faecium strain B7641 125 0.6

5214 2.6

DSM Deutsche Sammlung von Mikroorganismen
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analyzed. Consequently, two important issues have to be investigated: (i) the

adaptation of bacteria to electric field treatment (electro-tolerance) and (ii) the

mutagenicity of PEF-treated clinical wastewater.

In the first case, an adaptation of bacteria to PEF treatment would decrease the

efficiencies of this disinfection method, with possibly hazardous consequences to

environment and humans. Induced electro-tolerance in reference bacteria can be

proved by consecutive treatment of already treated bacteria suspensions over

several cycles. A selective enrichment of electro-tolerant bacteria would finally

result in increased survival rates. For these investigations, surviving bacteria from

the previous treatment were cultivated in growth medium for 3 days and treated

again by PEFs. In case of P. putida, no significant deviation of the survival rate

from the average could be observed over 30 treatment cycles (Fig. 6.2), indicating

that bacteria do not develop an adaptation against PEF treatment [1].

Furthermore, the comparison of the band patterns of the variable intergenic

spacer region (ISR) of ribosomal operon over 30 cycles of treatments reveals the

same pattern for all samples. This result underlines that no alterations become

visible within the ISR, which means that no phenotypic changes of the bacterial

population were induced by repetitive PEF treatments. Thus, an enrichment of

bacterial population with electro-tolerant bacteria after PEF treatment as well as

the transmission of electro-tolerance from bacteria to bacterial descendants can be

excluded.

Fig. 6.2 Inactivation rate of samples of P. putida after consecutive PEF treatment. For each

treatment cycle, surviving bacteria from the previous treatment were cultivated in growth medium

for 3 days and treated again by PEF. An average inactivation of 3.6 log for a specific treatment

energy of 120 J∙ml�1 was obtained [1]
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Another impediment of this method could be the generation of genotoxic

by-products due to the electrolytic reaction of the wastewater compounds. The

formation of such genotoxic compounds during PEF treatment might provoke

mutations in the bacterial and human genomes, having unforeseeable consequences

for aquatic environment and human population health. Usually, to assess the

genotoxicity in water, the umu-test is employed as a standard method. The test is

based on the ability of genetically modified bacteria strain (Salmonella
typhimurium) to induce SOS response and to express the umuC gene induced by

RNA lesions. Studies performed with SOS chromotest and Salmonella fluctuation

test show that the different wastewater samples exhibit a genotoxic risk, which is

not unusual for hospital wastewater [41]. This was also the case for wastewater

from a sewer of the university hospital of the city of Mainz; all samples were

positive when umu-test was performed [42]. However, PEF treatments with specific

treatment energies of more than 250 J∙ml�1 did not change the hospital wastewater

genotoxicity. Moreover, in domestic water and phosphate buffer (PBS), no

genotoxicity could be found before and after PEF treatment. Even PEF treatments

with more than 480 J∙ml�1 generated no genotoxic by-products in PBS.

6.2.5 Economic Feasibility of Combining PEF with Thermal
Treatment

This section is dedicated to the economic feasibility of the PEF technology for

wastewater disinfection. In order to achieve satisfactory bacterial inactivation (>4

log), an electric treatment energy between 120 and 240 J∙ml�1 is necessary. This

energy is enough to increase the fluid temperature by about 30–60 K, if adiabatic

conditions are applied. Therefore, also the thermal treatment (pasteurization) might

be considered as an alternative treatment.

Contrary to thermal disinfection or sterilization, PEF treatment reveals the

important feature that the activity of nucleases is not affected by pulsed electric

fields. Nucleases naturally digest free bacterial RNA fragments in water systems,

thus preventing a spread of possibly antibiotic-resistant plasmids and transposons

by uptake into other bacteria. It could be demonstrated that nuclease activity is not

affected by PEF treatment [2, 42], whereas a thermal treatment to 72 �C already

reduced DNA degradation by nucleases significantly. However, the degradation

temperature of plasmids and DNA fragments is considerably higher (T> 100 �C).
It was shown that a combined treatment with PEF and heating increases bacterial

inactivation of hospital wastewater significantly [42]. For comparison, the inactiva-

tion rate of E. faecium by PEF treatment with a specific energy input of 120 J∙ml�1 at

25 �C is 2 log, whereas at a treatment temperature of 60 �C, a complete inactivation

of the bacteria (>8 log) could be achieved at the same electrical energy expenditure.

At treatment temperatures below 55 �C, the combined treatment does not improve

the inactivation rate.
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The effectiveness of the combined thermal and electric wastewater treatment

was demonstrated on a prototype plant. Using heat exchangers for preheating and

heat recovery, a disinfection of 4–5 log could be achieved with PEF-treatment

energy of 40 J∙ml�1. Under this premise, the PEF processing costs of $0.10 l�1 can

be drastically reduced, resulting in a competitive price compared to conventional

disinfection methods.

Considering all these results, it can be concluded that PEF treatment has no

adverse effect on environment and humans, underlined by the facts that PEF

processing does not increase the genotoxicity of hospital wastewater and also

doesn’t cause phenotypic changes, in terms of electro-tolerance induced by repet-

itive treatments. Further, PEF treatment became very effective in bacteria inacti-

vation in combination with thermal treatment. Thus, PEF treatment is a sustainable

and suitable disinfection method, which effectively reduces bacteria from hospital

wastewater effluents without any negative impact on aquatic environment.

6.3 Algae (Cyanobacteria) Treatment in Dams and Lakes

Takashi Sakugawa

6.3.1 Introduction

Blue-green algal bloom is a rapid increase in the population of cyanobacterial cells

in aquatic systems. In recent years, frequent occurrences of large-scale water

blooms due to eutrophication of water threaten human health all over the world.

Environmental problems caused by water blooms include clogging intake pipes and

filter lines of water treatment facilities, loss of landscape beauty, and smell of

drinking water. Moreover, when a bloom dies in a pond or shallow lake, severe

oxygen depletion can produce objectionable odors and damage of fisheries.

The most serious problem is that some bloom-forming cyanobacterial genera

produce toxic substances, which can cause a range of human health effects such as

skin irritation, liver damage, stomach and intestinal illness, and so on [34]. Field

investigations have reported that microcystins in drinking water are one major

factor that resulted in locally high incidence of liver cancer. The current methods

of water blooms treatment such as chemical compounds, ultrasonic, and microwave

have been used to eliminate water blooms or to slow down cyanobacterial cell

proliferation [46]. However, chemical compounds and ultrasonic can cause the cell

membrane to be destroyed and the contents of the cells released into ambient water.

And energy consumptions of ultrasonic treatment system and microwave options

are too great to be used in large-scale treatments. Therefore, the development of an

efficient method for large-scale water-bloom treatment becomes an urgent task of

environmental protection.
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It is well known that pulsed streamer discharges generate several physical

phenomena and chemical phenomena and chemical reactions simultaneously. The

use of pulsed streamer discharges in the gas to realize bacterial decontamination has

been a firmly established method [47]. Accompanied with the development of

applications of this kind of discharge in liquid, it has been used to realize water

sterilization. A new method using underwater pulsed streamer-like discharges to

prevent water blooms from large area generation is developed.

6.3.2 Effects of Underwater Streamer-Like Discharge

In recent years, pulsed power modulator for underwater streamer discharge has

been developed. Figure 6.3 shows typical circuit of this modulator. A type of this

modulator is magnetic pulse compressor (MPC). First-stage semiconductor

switching devices are used such as thyristor and insulated-gate bipolar transistor

(IGBT). Usually, the ferromagnetic core of the toroidal shape is used for the

magnetic switch SI1, SI2, and SI3. Input voltage and energy from the charger to

C0 are 1.2 kV and 5 (J/p). A maximum output voltage of the MPC is 30 kV with

pulse width 4 μs. Maximum pulse repetition rate is 180 pulses per second (pps)

[48]. Figure 6.4 shows typical waveforms of the discharge voltage and the current.

The voltage risetime is about 800 ns. After 800 ns, the voltage is decreased and

increasing again. In this time, the current flows. After 6 μs, it can be recognized that
reverse phases of the voltage and the current are almost the same from Fig. 6.4 [48].

Photograph of underwater streamer-like discharge and effects of streamer dis-

charge are shown in Fig. 6.5 [48]. It can be confirmed that streamer-like discharge

branches have progressed radially from tip of the electrode. Distance from tip to tip

of the streamer-like discharge branches is about 30 mm. Underwater streamer-like

discharge is effective in the generation of radicals, high-electric fields, ultraviolet

rays, microbubbles, and shock waves.

Fig. 6.3 Schematic diagram of pulsed power modulator for underwater streamer-like discharge
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6.3.3 Method of Algae Treatment

Cyanobacteria, also called “blue-green algae,” are relatively simple, primitive life

forms closely related to bacteria. A diameter of the cyanobacterial cell is several

micrometers. There are some honeycomb shape and hollow cylindrical structures

inside the cytoplasm of cyanobacterial cells named as gas vesicles. Usually,

cyanobacterial cells live in the surface of the water body. We have investigated

that streamer-like discharge affects the cyanobacterial cells [48]. Figure 6.6 shows

the effects of the streamer-like discharges for cyanobacterial cells. We have results

of three kinds of experiments. Control is only stirred for 1 min. The second

treatment is applied with 60 pulses and stirred for 1 min. The third treatment is

applied with 600 pulses and stirred for 1 min. Volume of each water vessel is 1 l.

Fig. 6.4 Voltage and current waveforms of the underwater streamer-like discharge

Fig. 6.5 Underwater streamer-like discharge
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A half day after treatment, the cells of the control rise to the surface of the water

vessel. Some of the cells sink to the bottom of the water vessel by the second

treatment. And almost all the cells sink to the bottom of the water vessel by the third

treatment. We consider that the effect on gas vesicles of cell is assumed to be fast

rising shock wave. We had results of laboratory experiments that UV and enhanced

electric field do not affect the sedimentation of cyanobacterial cells [49]. Figure 6.7

shows TEM images of cyanobacterial cells. In Fig. 6.7b, gas vesicles are collapsed

by applying streamer-like discharge [48].

Fig. 6.6 Effects of the streamer-like discharges for cyanobacterial cells
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6.3.4 Algae Treatment Apparatus

Figure 6.8 shows a large-sized algae treatment apparatus constructed in 2006. This

system becomes a product. The MPC is used as a pulsed power modulator [50–

52]. Usually, pulsed power modulator for treatment of blue-green algae was using a

voltage higher than 100 kV in order to increase volume of the streamer [51, 53, 54].

On the other hand, in recent study, we have developed a water intake mechanism

that can treat the blue-green algae by the relatively small streamer-like discharge

[48]. We were able to develop new practical blue-green algae treatment apparatus

(named MIZUMORI-A2) using a low-voltage pulsed power modulator. The block

diagram of the system is shown in Fig. 6.9. The MIZUMORI-A2 has photovoltaic

cells as an independent power source. Maximum power generated by the photo-

voltaic cells is 518 W. Pulsed power system consists of the charger, IGBT switches,

and MPC circuit. Pulse repetition rate of the modulator is 10 pps. Figure 6.10 shows

the specifications and appearance of the MIZUMORI-A2. Photovoltaic cells are

attached to the roof portion of the MIZUMORI-A2. There is a box of electrical

components, including the MPC under the photovoltaic cells. In the center,

streamer-like discharge generated place and algae intake of the MIZUMORI-A2

[48]. An anode of discharge electrode uses a tungsten diameter of 1 mm. It’s
covered with an insulating material with a diameter of 10 mm around the anode.

A cathode of discharge electrode is made of stainless steel. In cylindrical shape,

inner diameter is 104 mm. As the inner diameter of section of streamer-like

discharge generation is 104 mm, water flow velocity of algae intake is 86 cm/s.

Treatment flow rate is 26 m3/h.

Fig. 6.7 TEM images of cyanobacterial cells
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Fig. 6.8 A large-sized algae treatment system in 2006

Fig. 6.9 Block diagram of algae treatment apparatus in 2012
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We have demonstrated blue-green algae treatment by the MIZUMORI-A2 at the

dam in Kyushu district, Japan [48]. Figure 6.11 shows the treating area by the

MIZUMORI-A2. The treating area has a square of each side of 6 m. The area has

been separated from the outside by a curtain fence of 1 m in depth. The

MIZUMORI-A2 was carried out treating blue-green algae during 1 h at the treat-

ment area. Pulse repetition rate of the modulator used in this experiment is 10 pps.

We can recognize that blue-green alga has been lost from the surface of the water

inside of the fence. Figure 6.12 shows experimental results of the treatment. In

Fig. 6.12a, we found that chlorophyll concentration and turbidity decrease after the

start of treatment by the MIZUMORI-A2. These results mean that Cyanobacteria

Fig. 6.10 Photograph of algae treatment apparatus in 2012

Fig. 6.11 Cyanobacterial bloom treatment at dam
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are precipitated under the influence of underwater streamer-like discharge. On the

other hand, Fig. 6.12b shows potential of hydrogen (pH), dissolved oxygen (DO),

conductivity (COND), and water temperature (TEMP). DO and COND are

decreased gradually. We consider that reduction of DO indicates inactivated

Fig. 6.12 The quality change of water by the cyanobacterial treatment apparatus (MIZUMORI-

A2)
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cyanobacterial cells or blue-green alga disappears from surface of water, because

DO is increased by photosynthesis of the plant cell. Efficacy of Cyanobacteria
treatment was confirmed by demonstrated experiments of the MIZUMORI-A2 at

the dam.

6.4 Large-Scale PEF Processing of Sugar Beets

and Grape Mash

Martin Sack, Juergen Sigler, and Georg Mueller

6.4.1 PEF Treatment of Sugar Beets

Pulsed electric field-assisted extraction of valuable substances from plant cells

enables an energy-efficient processing compared to a conventional thermal process,

fast processing, and a more complete extraction of ingredients.

For the production of sugar from sugar beets, saving energy is the main goal for

the use of electroporation-assisted extraction. Other than for the production of sugar

from sugar cane, the sugar production from sugar beets requires a considerable

amount of energy covered by fossil fuels coal, gas, and oil. In the sugar beets, the

sugar is stored inside vacuoles in the cells of the parenchyma tissue. The vacuole

fills nearly the whole space of the cell, which has in average a diameter of 50 μm.

Conventionally, the cells of the sugar beet tissue are opened thermally at a temper-

ature of approximately 70–78 �C in order to prepare the tissue for the following

extraction process. The thermal denaturation can be replaced by PEF treatment

either of whole sugar beets or of cossettes [55–57]. For the extraction process, the

cell membranes and the membranes of the vacuoles need to be opened. Figure 6.13

shows raw and permeabilized tissue in comparison. After PEF treatment, a part of

the juice drains out of the cells due to the pressure inside the cells. The treatment of

whole sugar beets has the advantage that the energy consumption for the subsequent

slicing process and the wear of the blades inside the slicing machines are reduced.

According to texture tests, cutting PEF-treated beets requires with 8 N approxi-

mately half of the mechanical force required for cutting fresh beets. A package of

PEF-treated cossettes exhibits better perfusion properties. As single PEF-treated

cossettes are more flexible than thermally treated cossettes, there is less fragmen-

tation of the cossettes during transport and processing. The diffusion of sucrose

molecules in an aqueous suspension is increased slightly. Moreover, the extracted

juice exhibits a higher purity requiring less lime milk for purging. Hence, less lime

stone and coke for the production of lime milk is required [57].
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The combination of PEF treatment with an alkaline extraction enables more

efficient dewatering. For alkaline extraction, lime milk is added to the PEF-treated

cossettes before the extraction process. It causes strengthening of the cell walls and

a chemical modification of the pectin of the beet tissue. Thus, the juice is able to

drain better out of the cells. A dry matter content of approximately 40% after

pressing the cossettes has been achieved [57]. A typical value for thermally treated

cossettes without alkaline extraction is 35%. The increased dry matter content

enables a reduction of energy required for a subsequent drying process of the

cossettes.

However, the energy required for complete cell opening by pulsed electric fields

depends on the temperature. Figure 6.14 shows the temperature dependence of the

yield of juice after pressing for a PEF treatment with 30 pulses at Ê¼ 3 kV/cm.

Experiments showed a significant decrease of the electroporation efficiency for a

treatment temperature below 7 �C at an electric field strength of Ê¼ 6 kV/cm. In a

sugar factory, thermal energy for warming up the sugar beets is available as waste

Fig. 6.13 Raw (left) and PEF-treated half of a sugar beet [346]

Fig. 6.14 Temperature dependency of the yield of juice after PEF treatment and subsequent

pressing of slices of sugar beets (Ê¼ 3 kV/cm, 30 pulses) [77]
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heat. However, the surface-to-volume ratio of whole sugar beets is too small for a

sufficiently fast heat transfer in the course of the production process. Hence, the

PEF treatment of cossettes instead of whole sugar beets is preferred, as they can be

warmed up in time. A processing temperature during PEF treatment of between

approximately 10 �C and 30 �C for the cossettes is preferred, because with rising

temperature also the conductivity of the suspension is increased causing a higher

electric current during pulse application.

The temperature of the thin juice after extraction needs to be kept at approxi-

mately 60 �C in order to prevent the growth of mesophilic bacteria. In a conven-

tional extraction process, the extraction starts at a temperature level of

approximately 70 �C due to the requirements of the preceding thermal denaturation

stage. The temperature is reduced during extraction due to thermal losses and

increased again by adding hot water required for the extraction. For a combined

process based on PEF treatment and alkaline extraction, an inverse temperature

profile might be employed during the extraction process [58]. Starting with a

temperature of approximately 45 �C, the cossettes are warmed up to approximately

60 �C during a countercurrent extraction process by the hot water required for the

extraction. The alkaline extraction of PEF-treated cossettes requires less water. As a

consequence, the draft, which is the ratio of juice to cossettes, can be reduced from

approximately 105% for the conventional process to less than 100%. In experi-

ments a draft of 90% has been achieved [55, 57] Thus, less evaporation energy is

required for the subsequent concentration process of the sugar solution. When using

a combined process of PEF treatment and alkaline extraction, in total energy

savings of more than 20% of the primary energy consumption of a sugar factory

can be expected. Moreover, the alkaline milieu due to the alkaline extraction

prevents corrosion, which is an issue in the acid environment of pure sugar juice.

Apart from a conventional extraction process, a discontinuous process based on

pressing of cossettes while a pulsed electric field is applied has been described

[59]. An increased purity of the juice after PEF treatment has been observed.

Another approach for the sugar extraction is based on ultrafiltration [60]. After

PEF treatment and pressing of the cossettes, the extracted juice is filtered by means

of ultrafiltration. This process results in an undiluted juice without additional water

from an extraction process. Moreover, there is no need for lime milk as for a

conventional thermal process with countercurrent extraction and purging by

lime milk.

Pulse shape, electric field strength, pulse length, and repetition rate of the pulse

application vary depending on the employed technology. For the application of

rectangular pulses with an electric field strength of 0.6 kV/cm and a pulse length

between 7 and 10 ms at a temperature of 20 �C, a specific energy of 7.2–10.8 kJ/kg
required for cell opening has been reported [79]. When applying an aperiodically

damped pulse shape with an electric field strength of 5 kV/cm and a pulse length of

approximately 2 μs at a temperature of 10–15 �C, a specific energy in the order of

4–5 kJ/kg is required for cell opening [57]. However, in both cases the cell

membranes need to be charged to a value required for cell opening. Pulse length

and a polarity reversal of the pulse have an influence on the electrochemical wear of

the electroporation electrodes [61].
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6.4.2 PEF Treatment of Grapes

For the production of wine from red and white grape varieties, valuable substances

are extracted especially from the cells of the peel tissue. The pigments of most red

grape varieties can be found in the grape skins only. They are stored in the cells

inside vacuoles. Conventional methods for cell opening for red grape varieties

comprise the fermentation on skins and thermovinification.

The fermentation on skins is a fermentation process, which takes at least several

days up to 1, 2, or 3 weeks. The cells are opened by maceration, e.g., by enzymes. In

the course of the fermentation, alcohol is produced, which supports the extraction of

valuable substances to the must. In contrast to such an alcoholic extraction after

thermovinification, an aqueous extraction takes place. For thermal denaturation, the

destemmed and crushed grapes are heated up to a temperature of approximately

80 �C and kept at this temperature level for about 2 min and are subsequently cooled

back to 45 �C or lower. The following extraction process is enhanced by the

increased temperature. However, specific taste reminding of marmalade may

occur due to the heating process. For white wines, often a light character is

preferred. Therefore, gentle pressing and further processing are applied. However,

added enzymes cannot always be removed completely in the course of the follow-

ing production steps and can be found in the wine. The treatment of white grapes by

pulsed electric fields enables fast and gentle processing at low temperature without

additives.

Electroporation can be applied as self-contained method for cell

permeabilization or as a supplementary processing step, especially in combination

with fermentation on skins [62–65]. A comparative study of red wines produced

from PEF treatment and thermovinification confirmed that equal contents of tannins

and pigments for both disintegration methods could be achieved. PEF treatment of

white grape varieties leads to an increased content of yeast available nitrogen,

which helps in preventing the atypical aging defect in the course of the fermenta-

tion. Moreover, due to a better extraction of flavoring substances, the must has a

higher content also of tannins, but less acidity compared with white wine produced

by gently pressing the whole berries directly. The reason for less acidity is

improved chemical buffering caused by a total increase of extracted

substances [66].

A combination of PEF treatment of red grapes and subsequent fermentation on

skins enables a more intense color of the must than it could be achieved by each

method separately [65]. For such a combined process, the time for the fermentation

on skins can be reduced to approximately 3 days without a substantial effect on the

extraction result. Hence, a comparably fast and complete extraction is possible.

For an extraction of pigments and tannins from the grape skins, the cell mem-

branes and vacuoles both need to be opened. Figure 6.15 shows a microscopic view

of cells from the peel tissue of Lemberger grapes before and after cell

permeabilization by pulsed electric fields. The extraction starts directly after the

PEF treatment, so the must after PEF treatment is becoming red. The vacuoles of
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this grape variety have a diameter of approximately 5 μm. Whether a complete cell

opening by PEF has been achieved can be evaluated by a comparison of the

contents of pigments and tannins in the must of a PEF-treated sample with a sample

denatured by thermovinification both with a subsequent extraction. The measure-

ment of the disintegration index according to Angersbach [80] based on impedance

measurements may not always correlate with the extraction result, because it is

more sensitive to an opening of the cell membrane, while the extraction of pigments

and tannins depends also on the degree of opening of the vacuoles [67, 68]. In a

continuous process, cell opening is also caused to some extent by mechanical stress

due to pumping. In order to distinguish this type of disintegration from the cell

opening by pulsed electric fields, a sham treatment by pumping the crushed grapes

through the treatment device with the pulse voltage being switched off should be

included into the experiments [69]. Figure 6.16 shows extraction curves of must and

the color of the wine for raw, untreated crushed grapes, grapes that have been

pumped through the device only, and PEF-treated grapes. Processing of raw,

untreated grapes results in a white wine made from a red grape variety (so-called

blanc de noirs). For Pinot noir grapes, a complete cell opening has been achieved

when applying an aperiodically damped pulse shape with an electric field strength

of 20 kV/cm and a pulse length of approximately 1.5 μs at a temperature of

10–15 �C. It requires a specific energy in the order of 40 kJ/kg. For grape varieties

in Spain, it has been reported that cell opening could be achieved with rectangular

pulses at an electric field strength of Ê¼ 5 kV/cm and a pulse length of 3 μs at an
applied specific energy of 3.67 kJ/kg [348]. For grapes grown in Portugal, a

treatment with rectangular pulses at an electric field strength of approximately

Ê¼ 0.5 kV/cm at pulse lengths between 610 μs and 1.53 ms at a flow rate between

11 and 28 t/h has been reported [70]. A specific energy of 0.4 kJ/kg has been applied

to the grapes.

Fig. 6.15 Microscopic views of cells from the peel tissue of Lemberger grapes: (a) before PEF

treatment; (b) after PEF treatment; (c) extraction of pigments to the must directly after PEF

treatment [65, 347]
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6.4.3 Transport of Material

The transport of the material in large scale is performed as a package. The means

for transport differ with the requirements of the material [71]. Whole sugar beets

can be transported by means of a wheel equipped with rods made out of insulation

material. Figure 6.17 shows such a wheel during assembly of the electroporation

device. The distance of the rods is adapted to the size of the sugar beets in such a

way that the package is moved as a whole rather than a few single beets only. A

conveyor belt transports the beets to the top of the wheel. In order to establish a

conductive connection to the electrodes for pulse application, the sugar beets are

immersed into water, which fills the space around the lower half of the wheel. The

wheel pushes the beets below the water surface and prevents them from floating.

Raw cossettes need to be transported gently in order to prevent them from

breaking. Even in a vertical chute, the cossettes may block due to the formation

of bridges, if too much pressure is applied. Therefore, the application of external

pressure for the transport needs to be omitted.

Grapes also need to be transported gently through the PEF treatment device in

order to keep mechanical damage as low as possible. Therefore, progressive cavity

pumps or peristaltic pumps are used. Figure 6.18 shows an example for a flow

scheme [72]. A minimum diameter of 40 mm is required for the grape transport. As

progressive cavity pumps and peristaltic pumps do not convey the material contin-

uously, an air chamber after the pump equalizes pressure variations and, hence, the

transportation velocity. If during PEF treatment a high-electric field needs to be

Fig. 6.16 Extraction curves for crushed Trollinger grapes and color of the wine: change of color

intensity during extraction after PEF treatment, after pumping through the treatment device only,

and untreated
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applied, a flashover between the electrodes inside the treatment chamber has to be

prevented. Air bubbles in the crushed grapes may initiate a flashover due to their

lower breakdown strength. They might be removed partly by means of a degassing

valve before the grapes enter the treatment chamber. Additionally, an increase of

the pressure causes the bubbles to shrink and increases their breakdown strength.

For pressure regulation, a second pump after the electroporation reactor might be

used. A feedback control loop for the speeds of both pumps based on a pressure

gauge keeps the pressure constant.

Fig. 6.17 Wheel equipped with rods for the transport of whole sugar beets

Fig. 6.18 Flow scheme of a PEF treatment device for crushed grapes [349]
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6.4.4 Electrode System for Pulsed Electric Field Application

The treatment chamber comprises an electrode system for applying the electric field

to the material. For an energy-efficient operation to each volume element of

material, approximately the same energy needs to be applied. If the material is

transported through the electrode system as a package with equal velocity across the

cross section, a substantially homogeneous electric field results in an equal energy

distribution over the treatment volume. However, due to inhomogeneities at the

borders of the electrodes near inlet and outlet of the treatment area, regions with low

electric field outside the treatment area may occur, which cause additional losses

[73]. A substantially homogeneous field might be established either by a plate

electrode system according to Fig. 6.19a or by a collinear electrode arrangement

as shown in Fig. 6.19b [74–76]. During the design, the size of the electrode system

needs to be adapted, on one hand, to the requirements for the material flow and, on

the other hand, to the other circuit elements of the pulse circuit to adjust the circuit

to the required pulse shape. In the collinear electrode arrangement, the direction of

the electric field is oriented in the direction of the material flow. So the electric

resistance of the electrode system rises with the length of the PEF treatment area.

For a plate electrode system, the electric resistance decreases inversely proportional

to the length. When scaling the electrode system in both cases, the resistance varies

inversely proportional with the scaling factor.

Due to the material supply at ground potential, the pulse circuit needs to be

grounded at the treatment chamber in order to omit an electric current flow out of

the treatment area. Additionally, for safety reasons, protective electrodes might be

installed before and after the electroporation area, which are safely tied to ground

potential [74, 75]. For a plate electrode system, a leakage current to ground can be

prevented, if the voltage is supplied to both electrodes symmetrically to ground

Fig. 6.19 (a) Plate electrode system, (b) collinear electrode system, (c) plate electrode system

with separate pairs of electrodes (1, 2) each connected to one pulse generator
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potential. So in the case of a homogeneous material distribution, the center of the

treatment area will be at ground potential due to a resistive divider formed by both

halves of the electrode system. Only in the case of an inhomogeneity in the

material, there will be a considerable current flow out of the treatment zone to the

protective electrodes. In order to achieve material supply at ground potential for a

collinear electrode system, two electrode systems are put one after the other such

that they share one common high-voltage electrode, while the other two electrodes

are at ground potential. From an electric point of view, both electrode systems are

switched in parallel. The voltage supply is done unsymmetrically to ground. So the

insulation to ground needs to be designed for the total applied voltage. In the case of

a supply symmetrically to ground, a more compact setup is possible, as the

insulation to ground has to be designed for half of the total applied voltage only.

Especially for the application of higher electric field strength, the electrodes can

be shaped such that the electric field at the edge is reduced. Usually, a radius or a

combination of different radii is applied. The electrodes might be designed such

that they provide a proper electric field distribution also inside the dielectric

material surrounding the channel for material transport, where a capacitive electric

field control is applied.

For large PEF treatment devices, the inductance of the pulse circuit might limit

the current, which can be provided to the electrode system at a predefined pulse

shape without considerable oscillations. In order to reduce the inductance pulse,

generators might be connected in parallel configuration to the electrode system.

Thus, the total inductance of the circuit is reduced according to the number of

parallel current paths. However, if the switching time of at least one pulse generator

exhibits a considerable jitter, energy oscillations between the generators may occur.

In order to dampen such oscillations, the electrode system can be set up as separate

pairs of electrodes with each pair connected to one pulse generator as shown in

Fig. 6.19c. The pairs of electrodes are placed next to each other such that the

electric field is still nearly homogeneous. The distance of two adjacent electrodes

influences the electric resistance between both electrodes, which acts as damping

element for the energy oscillations between different pulse generators. Each pair of

electrodes has been designed for equal resistance. However, the pairs of electrodes

at the inlet and at the outlet are much shorter, as they have to supply additionally the

neighbored low-field regions.

Semiconductor-based pulse generators exhibit a negligibly small jitter of the

switching moment. However, currently semiconductor switches for high switching

power are still much more expensive than spark gap switches. Therefore, spark gap

switches are for large-scale electroporation devices still a cost-effective alternative.

If several Marx generators with spark gap switches are connected to a common PEF

treatment chamber, they need to be synchronized to each other by triggering

[73]. Marx generators equipped with spark gap switches might be advantageously

triggered by means of overvoltage triggering of the first stage’s spark gap. For

overvoltage triggering, one or both charging coils between the first and second

stage are replaced by pulse transformers, which are connected to semiconductor-

based trigger pulse generators. For triggering by this arrangement, an additional
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pulse voltage is superimposed to the charging voltage of the spark gap. Subse-

quently, the remaining spark gaps ignite in the usual manner. For a low jitter, the

first stage’s spark gap is equipped with a corona wire. The high and inhomogeneous

electric field in the vicinity of the wire causes the formation of a corona discharge,

which emits ultraviolet light for seed electron generation in the electrode system.

For an overvoltage-triggered seven-stage Marx generator, a jitter of the total

switching time of less than 60 ns has been achieved [77].

6.5 Recovery of Valuable Components from Plants

and Microorganisms

Eugene Vorobiev and Nikolai Lebovka

6.5.1 Basics of PEF-Induced Electroporation in Plants
and Microorganisms

Application of pulsed electric field treatment (PEF) for recovery of valuable

components from plants and microorganisms becomes more and more popular

[81, 82]. The short-duration pulses (from several nanoseconds to several millisec-

onds) with amplitude from 100–300 V/cm to 10–50 kV/cm can affect the perme-

ability and barrier properties of cell membranes. Usually, the effect of ohmic

heating during PEF treatment is unessential, and there exists possibility of

processing food materials at low temperatures. PEF treatment allows avoidance

of undesirable changes in biological material, which is typical for other techniques,

such as thermal, chemical, and enzymatic ones [83]. The supplementary advantage

is possibility of microbial inactivation [84]. Modern PEF applications include

intensification of separation, extraction, pressing, diffusion, and drying processes.

Impact of PEF on cells reflects losing of barrier functions by biomembranes.

Traditionally, this phenomenon is called “electroporation,”

“electropermeabilization,” or “electroplasmolysis” (see reference [85] and refer-

ences cited therein). Efficient electroporation requires some threshold value of

transmembrane potential, um, typically 0.5–1.5 V. Depending on conditions of

treatment, the value of um, and PEF exposure time tPEF, a temporary (reversible)

or irreversible loss of barrier function can occur. The electroporation efficiency

depends upon details of pulse protocol [81, 82]. The most important parameters are

the electric field strength E and the total time of treatment tPEF. For plant tissues, an
important damage of rather large food tissue cells (R� 30–50 μm) can be observed
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at E¼ 200–1000 V/cm and treatment time within 10�4–10�1 s [85], and for small

microbial cells (R� 1–10 μm), larger field (E¼ 20–50 kV/cm) and smaller treat-

ment time (10�5–10�4 s) are required [84]. The experimental data evidence also

that longer pulses are more effective and bipolar pulses are more advantageous

[86]. Moreover, a complex protocol with adjustable long pause between the trains

allows fine regulation of the disintegration of tissue without noticeable temperature

elevation during the PEF treatment. The correlations between electroporation

efficiency and electrical conductivity contrast k¼ σd/σi (here, σd and σi are electri-
cal conductivities of completely damaged and intact tissues, respectively) were also

experimentally observed and reasonably explained on the base of electroporation

theory [87].

In general, the electroporation effect does not require high-power consumption,

and it stipulates the industrial attractiveness of PEF treatment. Experiments and

theory evidence that minimal power consumption Q is observed at certain optimum

electric field strength Eop. For vegetable and fruit tissues (apple, potato, cucumber,

aubergine, pear, banana, and carrot), the typical values of Eop were within

200–700 V/cm and PEF treatment times tPEF, required for effective damage, were

within 1000 μs–0.1 s [82, 86]. The estimated power consumptions Q for

PEF-treated tissues were found to be rather low and typically lying within

1–15 kJ/kg. It is rather low as compared to other methods of treatment like

mechanical (20–40 kJ/kg), enzymatic (60–100 kJ/kg), and heating or freezing/

thawing (>100 kJ/kg).

6.5.2 Plants

Among very promising potential applications of PEF are technologies of “cold”

extraction and recovery of valuable components from fresh food plants and micro-

organisms, e.g., sucrose extraction from sugar beetroot, betanin extraction from red

beet, inulin extraction from chicory, beta-carotene extraction from carrot, phenolics

extraction from grapes, etc.

6.5.2.1 Potato and Apple

Potatoes and apples were frequently used as model systems for testing of different

PEF-induced effects on plant tissues. For example, the effects of reversible elec-

troporation, transient viscoelastic behavior, stress-induced effects, metabolic

responses, and electrostimulated effects were intensively studied for these plants

[87–91].

Potato was used in studies of textural and compressive properties of PEF-treated

tissue [90]. PEF treatment allowed elimination of the textural strength to some

extent, and the effects were more pronounced after mild thermal pretreatment at

45–55 �C. Experimental data for PEF-treated apple tissue were used for testing of
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the theoretical models of PEF-induced effects [89]. Potato and apple were widely

used also in investigations of temperature and PEF protocol effects on characteristic

damage time, dehydration, freezing, and drying [87–89, 91]. The effect of the

synergy of PEF and thermal treatments on the textural properties of apple tissue

and apple juice expression was demonstrated [91]. It was shown that mild thermal

treatment allows increase of the damage efficiency of PEF treatment, and apple

tissue preheated at 50 �C and treated by PEF at E� 500 V/cm exhibits a noticeable

enhancement of juice extraction by pressing.

The effects of apple tissue anisotropy and orientation with respect to the applied

electric field on electropermeabilization were reported [92]. It was shown that

elongated cells (taken from the inner region of the apple parenchyma) responded

to the electric field in a different manner than round cells, while no field orientation

dependence was observed for round cells (taken from the outer region of paren-

chyma). The textural relaxation data support higher apple damage efficiency at

longer pulse duration.

The attempts of practical application of PEF-assisted recovery of valuable

components from potato and apple were also done. PEF treatment was used for

facilitation of starch extraction from potato, and enhancement of the extractability

of an anthocyanin-rich pigment was reported [93]. PEF treatment is also useful for

production of the apple juice with increased pressing yield without using of

enzymes [94]. PEF application improved noticeably the juice yield and soluble

matter content in the juice. It was demonstrated that juice characteristics and yield

are directly related to the size of slices [91]. Juice yield Y increased significantly

after PEF treatment of large apple mash (Y¼ 71.4%) at E¼ 450 V/cm as compared

with the check sample with small apple mash (45.6%) [94]. The PEF pretreatment

was accompanied by a noticeable improvement of the apple juice clarity, an

increase of the total soluble matter and the content of polyphenols, and intensifica-

tion of the antioxidant capacities of juice.

6.5.2.2 Roots

6.5.2.2.1 Sugar Beet

Traditional recovery of sugar from sugar beet utilizes a power-consuming hot water

diffusion of sugar from sliced cossettes at 70–75 �C and a very complex multi-

staged juice purification using big quantity of lime [95]. PEF treatment has large

potential for replacement or modification of the conventional thermal technology

for sugar extraction and purification. Application of PEF treatment allowed recov-

ery of sucrose even at ambient temperature, “cold” pressing of the PEF-treated

sugar beet cossettes, preservation of thermal degradation of cell walls, and binding

of pectins in the cellular matrix [96–109]. It was shown that up to 82% of the

overall yield could be achieved by two-stage pressing with an intermediate PEF

application. The “cold” juices, expressed from the sugar beet slices after the

intermediate PEF treatment, had higher purity (95–98%) as compared to those
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before PEF application (90–93%). Additionally, the quantity of pectin was notice-

ably lower, and the color of juice was systematically three to four times less

intensive than the color of factory juices [21]. PEF-assisted “cold” extraction

resulted in lower concentration of colloidal impurities (especially pectins), lower

coloration, and better filterability of juice [109–111]. It is expected that PEF

treatment will simplify (or even eliminate) the very complicated and polluting

carbonic purification process existing today in sugar production [109–112]. The

scale-up study of PEF-assisted aqueous recovery of sugar using a pilot countercur-

rent extractor with 14 extraction sections was reported [109]. The estimated energy

gain for cold extraction with temperature reduction from 70 to 30 �C (i.e., by

ΔT¼ 40 �C) was �46.7 kW.h/t, and it was noticeably higher than the power

consumption, required for PEF treatment, �5.4 kWh/t.

6.5.2.2.2 Red Beet

PEF treatment allowed achievement of the good recovery of betalains (�90%)

from red beet (Beta vulgaris L.) [113, 114]. The combination of PEF (7 kV/cm) and

pressing permitted 18-fold shortening of extraction time and �4-fold increase of

betanin yield [113]. Effects of PEF (400–600 V/cm) and thermal (30–80 �C)
treatments on degradation of colorants and recovery kinetics were also discussed

[114, 115]. The positive effect of PEF treatment in improvement of extraction and

decrease of degradation was observed. PEF-assisted “cold” recovery at 30 �C
allowed reaching of the high yield of colorants (�95%) at lower level of colorant

destruction (�10%).

6.5.2.2.3 Chicory

Traditional industrial production of inulin from chicory roots (Cichorium intybus)
needs high-temperature diffusion. The effects of PEF treatment (100–600 V/cm) on

efficiency of recovery of soluble matters (inulin, sucrose, proteins) from chicory

were studied [116]. The benefits of the PEF application for “cold” recovery soluble

matter extraction from chicory were demonstrated. It was shown that diffusion

activation energy of the usual thermal damage was rather high (more than 200 kJ/

mol). However, it could be noticeably reduced to about 20 kJ/mol by PEF

treatment.

6.5.2.2.4 Rhizome

PEF treatment was applied to Podophyllum peltatum in order to enhance recovery

of podophyllotoxin, which is valuable for the treatment of cancer and venereal

warts [117]. Conventional extraction of this chemical is inefficient and involves

mechanical fragmentation of dehydrated rhizomes followed by solvent extraction at
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warm temperatures. The dried rhizomes of P. peltatum were soaked in deionized

water and then were PEF treated (17.7, 19.4 kV/cm). The color of the sample

changed after PEF treatment from sand yellow to deep red. The data demonstrated

significant increase (up to 47%) of podophyllotoxin concentration as compared

with control samples.

6.5.2.2.5 Ginseng

The effects of PEF on the drying of ginseng (at 55 �C) and hot water (95 �C)
extraction of dried ginseng were studied [118]. PEF was applied to the fresh

ginseng using 1- and 2-kV/cm electric field strengths, 30-μs pulse duration, 25-

and 200-Hz frequencies, and a pulse number of 175. Such PEF treatment resulted in

reduction (�38%) of the drying time. It also increased the soluble solid content and

significantly reduced the sugar content of the extract as compared to samples that

were not treated by PEF.

6.5.2.3 Grape

PEF treatment may be rather promising for different applications in winemaking

industry. PEF-assisted pressing of wine grapes improved must expression [91] and

enhanced compression kinetics [90]. For PEF-treated (E¼ 750 V/cm) white grapes,

the final juice yield increased up to 73–78% as compared to 49–54% for the

untreated grapes (Muscadelle, Sauvignon and Semillon) [91]. Moreover, the juices

extracted from PEF-treated grapes were less turbid (clearer) and didn’t require
filtration through polluting filter aids (such as diatomite).

In the case of red grapes, application of PEF treatment is important for enhance-

ment of the recovery of colorants, aromatic compounds, and phenolic bays

[119, 120]. Phenolic compounds play an important role in enology owing to their

contribution to the sensory properties of wine. The effects of different pretreatments

(moderate thermal, ultrasound, and PEF) on the phenolics extraction from Cabernet

Franc grapes were compared [121]. The results show that all pretreatments improve

phenolic extraction (content of anthocyanins and tannins), color intensity, and

scavenging activity of the samples during red fermentation. However, the PEF

pretreatment was the most effective. For example, pretreatment at 0.8 kV/cm and

5 kV/cm increased the yield of phenolic extraction by 51% and 62%, respectively.

The effects of pulsed ohmic heating (POH, 100–800 V/cm) on extraction of poly-

phenols from red grape pomace were studied [119]. The highest yields were

obtained after POH pretreatment at 400 V/cm followed by 60 min diffusion at

50 �C and using solvent composed of 30% of ethanol in water. PEF treatment of

Merlot grapes (500–700 V/cm) has demonstrated positive impact on the evolution

of color intensity and content of anthocyanins and phenolic during the alcoholic

fermentation [122]. Sensory analysis indicates that PEF treatment contributes to the

enhancement of the sensory attributes of wine.
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The important potential application of PEF is also related with extraction of

polyphenols from grape by-products (skins, seeds) [123]. The effects of PEF

treatment on Cabernet Sauvignon grape skin histocytological structures and on

the organization of skin cell wall polysaccharides and tannins were studied using

two different protocols: PEF1 (4 kV/cm and 1 ms) and PEF2 (0.7 kV/cm and

200 ms). It was shown that PEF1 protocol had little effect on the polyphenol

structure and pectic fraction, and PEF2 protocol profoundly modified the organi-

zation of skin cell walls [124, 125]. Application of PEF1 protocol resulted in

alteration of the visual appearance of phenolic compounds in the skins and led to

increased extraction of the anthocyanins (19%). From the other hand, application

of PEF2 protocol resulted in changes in the structure of grape skins, and produced

wine was richer in tannins (34%). It was demonstrated that changes in the operating

parameters of the PEF treatment did not affect the alcohol content, total acidity, or

volatile acidity in the finished wines compared to the control wine.

The polyphenol extractions from grape seeds after three different pretreatments

by pulsed electric field (PEF) (8–20 kV/cm, 0–20 ms), high-voltage electrical

discharges (HVED) (10 kA/40 kV, 1 ms), and grinding (180 W, 40 s) were

compared [126]. The PEF efficiency was higher when the treatment was performed

at 50 �C in the presence of ethanol. The subsequent solid–liquid separation was

faster after PEF treatment as compared to ground and HVED treatments.

PEF treatment application is promising for reduction of the maceration time

during vinification and production of wines with better characteristics [120]. The

effect of PEF treatment on the cold maceration (6 days at 6 �C) of Cabernet franc
and Cabernet Sauvignon grapes was investigated [127]. The wines obtained from

PEF-treated musts had higher phenolic content and color intensity during the

alcoholic fermentation period than wines obtained from the untreated musts.

Recently, the potential of PEF treatment during winemaking was tested on indus-

trial scale [128]. PEF treatment (4.3 kV/cm, 60 μs) was done in continuous mode

using collinear treatment chamber (1900 kg/h). It was demonstrated that after

7 days of maceration, the color intensity, anthocyanin content, and polyphenol

index in the tank, containing grapes treated by PEF, were higher by 12.5%, 25%,

and 23.5%, respectively, than in the tank containing untreated grapes. Finally, the

capability of PEF to inactivate the wine spoilage microorganisms may be also

important [129]. It allows the fine control of fermentation and enhancement of

the quality of wines.

6.5.2.4 Mushroom

Application of PEF-assisted pressure and solvent extractions for recovery of total

polyphenols, polysaccharides, and proteins from the mushrooms (Agaricus
bisporus) was studied [130]. The traditional hot water or ethanol extractions

resulted in cloudy extracts with low colloid stability. It was demonstrated that

extracts produced by PEF-assisted pressure extraction (PE+PEF) were clear, and

their colloid stability was high. In general, PE + PEF allowed production of
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mushroom extracts with high contents of fresh-like proteins and polysaccharides.

PEF-assisted extraction technique was used to optimize conditions of extraction of

exopolysaccharides (EPS) from Tibetan spiritual mushroom broth [131]. The

results show that the optimal conditions of such extraction technique are 40 kV/

cm electric field intensity, the number of pulses 8, and pH 7. The effect of different

factors on EPS extraction increases in the following order: electric field intensity >
pH > number of pulses. The optimal conditions increased the EPS extraction by

84.3% compared to that of the control group.

6.5.2.5 Tea Leaves and Wine Shoots

Thin slices of the fresh tea leaves were subjected to PEF treatment (400–1100 V/

cm) in order to recover polyphenols [132]. PEF treatment accelerated kinetics of

extraction, and the maximum recovery yield (�27%) was reached at 900 V/cm.

PEF-assisted extraction (tea leaves/water ratio of 1:16, 20 kV/cm, and pulse

frequency of 125 Hz) was applied for production of high-aroma instant tea powder

[132]. This method allowed avoiding of the tea aroma losses during thermal

processing of tea beverage production. The product obtained using the proposed

method had an excellent quality and good aromatic characteristics. The application

of combined PEF and freeze concentration technology to tea soup was studied

[133]. The optimal conditions of PEF extraction were obtained using electric field

strength of 37 kV/cm and solid–liquid ratio of 1:30.

The effects of different physical treatments (PEF, high-voltage electrical dis-

charges, and ultrasound US) on intensification of polyphenol and protein recovery

from the vine shoots were studied [134]. It was demonstrated that HVED had the

highest polyphenol and protein recovery yields with the lowest energetic

prerequisite.

6.5.2.6 Herbal and Flowering Plants

The PEF-assisted extraction (20 kV/cm) by 90% ethanol–water solution was

applied for enhancement of recovery of an alkaloid (Guanfu base A, GFA) from

Chinese medicinal herb Aconitum coreanum [135, 136]. It demonstrated the highest

yield of GFA (3.94 mg g�1) with the shortest extraction time (0.5–1 min) and the

lowest energy costs as compared to other extraction methods (cold maceration

extraction, percolation extraction, heat reflux extraction (HRE), and ultrasonic-

assisted extraction (UE)). PEF treatment (5 kV/cm) resulted in enhancement of

recovery of the major components (crocin, color; safranal, flavor; and picrocrocin,

taste) from stigma and pomace of saffron (Crocus sativus) [137]. PEF treatment

(30 kV/cm) was applied for reaching the optimized extraction of polysaccharides

from the corn silk [138]. Corn silk is a traditional Chinese herbal medicine, which is

rich in antioxidants, polyphenols, vitamins (vitamin K, C), and minerals. The yield

of polysaccharides under the optimal extraction conditions was �7%. The
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microwave and PEF-assisted extraction of polyphenols from defatted hemp seed

cake by the mixed methanol, acetone, and water solvent (MAW, 7:7:6 v/v/v) was

compared. It was suggested that microwave and PEF treatment can be integrated to

enhance polyphenol extraction and maximize the yield [139]. A critical review on

application of different pretreatments for the efficient extraction of bioactive

compounds from herbal plants was recently presented [140].

6.5.2.7 Other Plants

PEF treatment was also applied for recovery of valuable components from other

plants, e.g., carrot, red bell pepper and paprika, fennel, alfalfa, and red cabbage. A

possibility of PEF-assisted selective recovery of water-soluble components (soluble

sugars) and production of a “sugar-free” concentrate, rich in vitamins and caroten-

oids, was demonstrated for carrot [90]. The positive effect of PEF treatment

(0.25–1.0 kV/cm) of the carrot purees on extraction of polyacetylene and sugars,

color changes, and total carotenoid content was also shown [141]. The effect of PEF

treatment (0.1–1 kV/cm and frequency of 5–75 Hz) on extraction of carotenoids

from the carrot pomace was examined using different vegetable oils (sunflower,

soya bean, and peanut) [142]. It was demonstrated PEF effects on the extractability

of carotenoids from the carrot were dependent on the electric field strength,

frequency, and type of vegetable oil. The stable microemulsions were used to

extract β-carotene from PEF-treated carrot pomace [143]. The content of

β-carotene, extracted from PEF-treated carrot pomace using microemulsions, was

higher than when it was extracted from untreated pomace. The high recovery yield

(up to 96.7%) of lycopene from tomato residual was achieved using PEF treatment

with electric field strength 30 kV/cm, liquid–stuff ratio 9 ml/g, temperature 30 �C,
and ethyl acetate as an extraction solvent [144]. The proposed method was proved

to be a fast way for lycopene extraction from the tomato residual. PEF treatment

(2.5 kV/cm) applied to mashed red cabbage in a batch treatment chamber allowed

enhancement of the total anthocyanin recovery by 2.15 times [145].

6.5.3 Microorganisms

6.5.3.1 Yeast Cells

The yeast cells were used in many works as a model microorganism for testing the

effects of electrical stimulation, permeabilization of cell membranes, and cell lysis.

Depending on the protocol of PEF treatment, inactivation [146] or partial

electropermeabilization of yeast cells [147, 148] is possible. In addition, PEF

treatment can be useful for recovery of the high-quality intracellular components

(ions, saccharides, enzymes, proteins, and nucleic acids) from the yeast cells [149–

151]. The most effective method for recovery of valuable substances is the
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intensive high-pressure homogenization (HPH); however, it produces not pure

extracts. It was shown that PEF treatment combined with mild HPH can be used

for more efficient extraction of proteins [151]. For example, PEF treatment (10 kV/

cm) of the aqueous suspension of wine yeast allowed high extraction of ionic

components and low extraction of high-molecular-weight components [150]. PEF

treatment (40 kV/cm) of the aqueous suspension of the same wine yeast allowed

extraction of the 70% of ionic substances, 1% of proteins, and 16% of nucleic

acids [151]. It was demonstrated that PEF and high-voltage electrical discharge

(HVED) treatments always resulted in incomplete recovery from yeast cells, though

efficiency of HVED was higher than that of PEF [151]. For example, treatment at

E¼ 40 kV/cm allowed extraction of �80% and �70% of ionic substances, �4%

and�1% of proteins, and�30% and�16% of nucleic acids in cases of HVED and

PEF treatments, respectively. Recently, PEF treatment was applied for assistance of

recovery of valuable components from waste brewing yeasts [152, 153]. For PEF

treatment at �20 kV/cm, the rate of trehalose recovery was up to 2.635% and was

15.96 times higher than that of extraction microwave and 34.08 times higher than

for ultrasound technique. For PEF treatment at 50 kV/cm, recovery of RNA in

ethanol extraction was 1.69 times higher than that of water extraction.

6.5.3.2 Microalgae

Microalgae have high content of lipids, proteins, polyunsaturated fatty acids,

carotenoids, valuable pigments, and vitamins and can be used in the food, feed,

cosmetics, pharmaceutical, and biofuel industries. Traditional methods for extrac-

tion of these components use environmentally toxic solvents. Recently, several

groups have developed PEF-assisted techniques for extraction of valuable compo-

nents from microalgae. PEF treatment (23–43 kV/cm) in a flow cell was applied to

microalgae Auxenochlorella protothecoides suspension [154]. It was demonstrated

that PEF-assisted extraction was highly selective and allowed release of the soluble

intracellular matter, while extraction of lipids required application of solvents. The

opportunity of using PEF treatment at the first step of extraction and solvents at the

second step of extraction was demonstrated. Continuous PEF treatment was stud-

ied, and a flow technology was proposed for extraction of the total of cytoplasmic

proteins from microalgae (Nannochloropsis salina and Chlorella vulgaris)
[155]. The technology was developed on the preindustrial pilot scale that allows

easy treatment of large volumes. Effective extraction was observed in the case

when PEF was followed by a 24-h incubation period in a salty buffer. PEF treatment

was applied to enhance lipid extraction from Ankistrodesmus falcatus wet biomass

using the green solvent ethyl acetate. Application of PEF allowed significant

enhancement of the rate of lipid recovery. It was noted that the increase in lipid

recovery was due to the electroporation and not due to temperature effects

[156]. Experimental data evidence that electrically based PEF (20 kV/cm)- and

HVED (40 kV/cm)-assisted techniques allow selective recovery of water-soluble

ionic components and microelements, small-molecular-weight compounds, and
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water-soluble proteins from microalgae Nannochloropsis sp. [157]. The increase in
lipid recovery for PEF-treated microalgae combined with ethyl acetate was

explained by electroporation [156]. PEF treatment of microalgae also resulted in

significant increase of the yield of fatty acids [158]. PEF-assisted technology was

used as an effective tool for extraction of proteins from microalgae [155]. The

possibility of enhancement of the extraction yield of pigments (chlorophyll and

carotenoid) from microalgae by PEF treatment was also shown [159]. PEF treat-

ment was also proposed as an effective tool for control of predators in industrial

scale microalgae cultures [160]. It was shown PEF can be used for selective

elimination of such contaminant as protozoa that can highly jeopardize the produc-

tivity of the culture.

6.6 Bacterial Inactivation for Food Preservation

Ignacio Álvarez and Javier Raso

Pulsed electric field technology (PEF) is viewed as one of the most promising

nonthermal methods for inactivating microorganisms in liquid foods. The local

defects or pores created by the application of an external electric field led to the loss

of the microbial membrane’s integrity abolishing its capacity to maintain the

microbial homeostasis. The treatment causes the inactivation of pathogenic and

spoilage microorganisms, but it also results in the retention of flavor, nutrients, and

the color of the food compared to thermal processing. As bacterial spores are

resistant to PEF treatments, the main applications of this technology for food

preservation must be focused on pasteurization. Commercialization of PEF tech-

nology as a pasteurization process requires the estimation of its efficacy against

pathogenic and spoilage foodborne microorganisms. This chapter reviews the

current state of the art in microbial inactivation by PEF. Particular attention is

devoted to the microbial inactivation mechanisms and the different factors influenc-

ing the microbial inactivation by PEF.

6.6.1 Introduction

Most food products constitute a rich nutrient source for microbial development.

Microbial growth of microorganisms causes food spoilage as a consequence of

metabolic activities leading to the production of molecules that alter the sensorial

attributes of foods. The microbial deterioration of food is evidenced by slime

formation and changes in the appearance, texture, color, odor, and flavor

[161]. More important, foods may be sources of foodborne pathogenic microor-

ganisms. The consumption of foods contaminated with these poisoning
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microorganisms and without generally presenting any sign of food spoilage may

cause serious illness outbreaks. While microbial food spoilage is a huge economic

problem (it is estimated that about 25% of the world’s food supply is lost from

microbial spoilage), foodborne illnesses are an enormous public health concern

worldwide with severe direct and indirect economic consequences.

Food preservation technologies used in the food industry aim at combating the

deleterious effects of microorganisms in foods and avoiding foodborne illnesses.

These technologies act by preventing microbial growth or by microbial killing.

Metabolic activity of the microorganisms may be inhibited or slowed through those

factors such as temperature, water activity, preservatives, pH, or atmosphere that

most effectively influence the growth and survival of microorganisms in foods.

Chilling, freezing, drying, modified atmosphere packing, acidifying, and adding

preservatives are examples of preservation techniques based on preventing or

slowing microbial growth. Among the many techniques used to preserve foods, a

much smaller number rely on killing microorganisms. These techniques that inac-

tivate microorganisms are more effective to ensure that potentially hazardous levels

of microorganisms are not present in foods at the time of consumption. Pasteuri-

zation and sterilization by heat are the methods of microbial destruction tradition-

ally used in the food industry. These techniques are very effective for microbial

inactivation. However excessive heat treatment may cause undesirable effects on

foods such as protein denaturation, nonenzymatic browning, and loss of vitamins

and volatile flavor compounds [162]. In order to reduce the negative effects of the

heat treatments in foods, alternative technologies capable of inactivating microor-

ganisms at temperatures below those used during thermal processing are being

demanded by the food industry. These technologies, called nonthermal technolo-

gies, not only inactivate pathogenic and spoilage microorganisms but also result in

the retention of flavor, nutrients, and color of foods compared to thermal

processing [45].

Pulsed electric field technology (PEF) is viewed as one of the most promising

nonthermal methods for inactivating microorganisms in liquid foods. Electropora-

tion of microbial membranes has the ability to effectively inactivate vegetative

forms of microorganisms, thus extending foods’ shelf life and enhancing microbial

food safety without compromising the nutritional and sensory characteristics of the

foods.

6.6.2 Mechanism of Microbial Inactivation by PEF

Although the mechanism underlying microbial inactivation by PEF has not been

fully elucidated, it is believed that the formation of local defects or pores that leads

to an increment of the cell membrane permeability to ions and macromolecules is

the main cause of microbial killing.

The basic function of the cell membrane is to protect the cell from its surround-

ings. The cell membrane separates the microbial cytoplasm from the outside
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environment, acting as a selectively permeable barrier to ions and organic mole-

cules and controlling the movement of substances in and out of the cells. The

maintenance of the microbial homeostasis requires that the cytoplasmic membrane

acts as an intact semipermeable barrier under fluctuating external conditions. The

local defects or pores created by the application of an external electric field lead to

the loss of the membrane integrity, and uncontrolled molecular transport across the

membrane may occur. These events may abolish the homeostatic capacity of the

cells and will eventually lead to microbial death. Membrane damage presumably

becomes lethal if the damage is of a nature that precludes resealing or if irreversible

effects occur as a secondary consequence of the loss of permeability control, energy

conservation, or other membrane functions [163].

However, in microorganisms including bacteria and yeast, the cytoplasmic

membrane is not the only barrier that separates the cytoplasm from the environ-

ment. The cytoplasmic membrane of Gram-positive bacteria is surrounded by a

thick cell wall made of peptidoglycans and tectonic acids. On the other hand, the

cell wall in Gram-negative bacteria is thinner, but it is surrounded by an outer

membrane that differs from typical biological membrane because the main molec-

ular constituents of the external lipid bilayer are lipopolysaccharides. This outer

membrane prevents the entrance of some molecules such as antibiotics, lytic

enzymes, or bacteriocins but allows low-molecular-weight nutrients to diffuse

into the periplasmic space. On the other hand, yeast cells are surrounded by a cell

wall similar to Gram-positive bacteria. Important differences in the effect caused by

PEF in Gram-positive and Gram-negative bacteria have been described. However,

how the envelopes surrounding the cytoplasmic membrane influence electropora-

tion is an aspect that requires further research.

Different techniques such as detection of leakage of intracellular material,

measurement of osmotic response, or fluorescent dye exclusion assays have been

used to evidence the electroporation of microbial cytoplasmic membrane caused

by PEF.

The presence in the medium surrounding the microorganisms of ultraviolet-

absorbing material such as nucleic acid, proteins, and adenosine triphosphate (ATP)

is one of the most commonly used indicators of the leakage of intracellular material.

Leakage of ultraviolet-absorbing material from different microorganisms treated by

nonlethal PEF treatments has been observed, indicating that the temporary loss of

permeability control is not necessarily lethal [164]. It was observed that increasing

the severity of the treatment resulted in a greater leakage of ATP, nucleic acids, and

proteins [40, 164, 165].

Bacterial plasmolytic response to osmotic stress is a physical indicator of

membrane integrity. The ability of microbial cells to undergo plasmolysis indicates

that a semipermeable membrane is present and functioning to maintain protoplast

integrity. When intact microbial cells are suspended in a hypertonic medium, water

diffuses from the cell, thus causing a strong condensation of the cytoplasmic

content that can be determined by the increments in the optical density of the cell

suspensions. Using this procedure, early studies on microbial electroporation dem-

onstrated that cells of Escherichia coli treated by PEF lost their ability to
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plasmolyze in a hypertonic medium, which supports that the treatment affected the

integrity of cytoplasmic membrane [17].

One of the most often used techniques to investigate the electroporation of the

microbial membranes caused by PEF is the exclusion of dyes. The hydrophilic

fluorescent molecule propidium iodide (PI) with a molecular weight of 660 Daltons

has been the most commonly used probe for this purpose. PI that is only able to

enter permeabilized microbial cells has been used to analyze the electroporation of

individual cells with epifluorescent microscopy and flow cytometry, or of the whole

population, by using spectrofluorometer procedures. Using flow cytometry, it has

been observed that when the PI is added after the PEF treatment, there is a linear

correlation between the number of permeabilized and inactivated cells for E. coli,
Listeria innocua, and Lactobacillus plantarum [40, 164]. However, in the case of

the yeast Saccharomyces cerevisiae, it was observed that some treatments that

increased the permeability to PI did not necessarily cause a loss of viability. The

reversible and irreversible electroporation can be detected by comparing the fluo-

rescent intensity of a microbial suspension treated by PEF when the PI was added

before or after the PEF treatment [166]. Reversible electroporation was detected

when the fluorescent intensity of the microbial suspension that was in contact with

PI during the PEF treatment was higher than the fluorescent intensity of the

microbial suspension that was put in contact with PI after the PEF treatment.

Results obtained using this technique supported that reversible and irreversible

electroporation was involved in the microbial inactivation by PEF, depending on

the treatment medium pH and the characteristics of the microbial envelopes sur-

rounding the cytoplasmic membrane. At pH 7 and pH 4, the loss of viability for two

Gram-positive bacteria (Listeria monocytogenes and L. plantarum) was correlated
with an irreversible loss of membrane integrity. However, for the two Gram-

negative bacteria (E. coli and Salmonella senftenberg), inactivation was correlated

with the proportion of reversible and irreversible electroporated cells. Therefore,

these results indicate that the reversible electroporation of the cytoplasmic mem-

brane of Gram-negative bacteria may cause also microbial death. For Gram-

negative bacteria treated at pH 4, no correlation was observed between the loss of

viability and membrane permeabilization being the proportion of permeabilized

cells lower than the inactivated ones. This behavior could be a consequence of that

the size of the pores caused by PEF treatments in cells suspended in a medium of pH

4 was smaller than those required for the PI uptake but big enough to abolish the

homeostatic capacity of the cells.

The ability of the microorganism to recover from the damage caused by PEF in

the cytoplasmic membrane has been correlated with the occurrence of sublethal

injury after the PEF treatment. The sublethally injured population fails to survive

and multiply in harsh environments tolerated by the untreated cells. Comparison of

cell counts of PEF-treated samples on selective (harsh environment) and

nonselective media is the most conventional technique for detecting the occurrence

of sublethal injury. Early studies on sublethal injury caused by PEF concluded that

microbial inactivation by PEF was an all-or-nothing effect because after the

treatment, alive or dead cells were detected but not sublethally injured ones
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[165, 167]. However, at present it is well established that PEF causes sublethal

injury depending on the microorganisms and pH of the treatment medium

[168, 169]. Generally, a greater number of sublethally injured cells were detected

in a population of Gram-negative bacteria when treated by PEF at pH 4 than at pH

7. In Gram-positive bacteria, the occurrence of sublethal injury was greater at pH

7 than at pH 4. The fact that the presence of NaCl in the recovery medium prevented

the growth of sublethal injured cells of E. coli after PEF treatments and the

demonstration that these damaged cells required energy and the synthesis of lipids

for injury repair supports the involvement of the cytoplasmic membrane on the

microbial inactivation by PEF [170].

Recovery media with bile salts added are generally used to evaluate the

permeabilization of the outer membrane of Gram-negative microorganisms.

Using this technique, several authors have reported that PEF did not affect the

permeability barrier of the outer membrane of the bacteria surviving the treatments

[17]. However, it was observed in cells of Enterobacter sakazakii treated by PEF in

media of low pH the occurrence of sublethal injury in both cytoplasmic membrane

and outer membrane [171]. This damage in the outer membrane facilitated the

antimicrobial activity of citral in cells of this microorganism previously treated

by PEF.

It can therefore be concluded that PEF may cause reversible or irreversible

electroporation of the cytoplasmic membrane of microorganisms depending on

the intensity of the applied treatment but also on the type of microorganism and

pH of the treatment medium. Irreversible electroporation leads to microbial inac-

tivation. However, reversible microbial electroporation may result in cells that are

able to return to their original state by membrane resealing, in sublethally injured

cells or dead cells. The presence of sublethally injured cells permits combining PEF

with additional hurdles to improve the preservation effect of PEF. Such is the case

of acid medium that inhibits the recovery of damaged cells [172] or the addition of

antimicrobial substances that otherwise would not be effective in undamaged cells

[173, 198, 199].

6.6.3 Factors Affecting Microbial Inactivation by Pulsed
Electric Fields

The microbial inactivation by PEF has been found to depend on many factors

[173, 174]. In order to define the processing conditions required to inactivate

spoiling and pathogenic microorganisms, the influence of these factors must be

understood. Critical factors affecting microbial inactivation can essentially be

classified into three groups: processing parameters, microbial characteristics, and

treatment medium characteristics (Table 6.4).
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6.6.3.1 Processing Parameters

The most typical processing parameters that characterize PEF technology are

electric field strength, pulse shape, pulse width, number of pulses, pulse-specific

energy, frequency, and temperature. From among them, electric field strength,

treatment time, specific energy, and temperature are the most critical for the

effectiveness of microbial inactivation by PEF.

The distance between the electrodes of the treatment chamber and the voltage

delivered defines the electric field strength that is generally reported as kV/cm. In

general, microbial inactivation increases by augmenting the strength of the electric

field over a threshold field strength called critical electric field strength (Ec). This

Ec is the field strength required to exceed the transmembrane potential that varies

from 0.5 to 1.0 V and is responsible for the membrane electroporation

[175, 176]. The higher the field strength, the larger the electroporation phenome-

non. Due to the size of microbial cells (1–10 μm), which is smaller than that of the

eukaryote plant cells (40–200 μm), the critical electric field intensity to induce

electroporation of microbial cells is much higher than for induce electroporation in

eukaryote cells of plant or animal tissues (>5 kV/cm). This fact indicates that

microbial inactivation requires more powerful equipment and higher energetic

costs than the electroporation of eukaryote cells. Generally, studies on microbial

inactivation by PEF have been conducted in the range of 10–30 kV/cm because the

application of higher electric field strengths has technical limitations, especially at

an industrial scale, and may cause the dielectric breakdown of the food material.

Treatment time is defined as a function of the duration of pulse width and the

number of pulses applied. It is generally reported in μs. In square waveform pulses,

pulse width corresponds to the duration of the pulse, but in exponential decay

pulses, the time required for the input voltage to decay to 37% of its maximum

value has been adopted as the effective pulse width. The survival curves (Log10 of

survivors along the time) at constant electric field strength are characterized by a

fast inactivation in the first moments of the treatment, and then the number of

Table 6.4 Factors affecting microbial resistance by PEF. The main factors are indicated in bold

letters

Process parameters Microbial characteristics Product parameters

Electric field strength Strain Composition

Treatment time Specie pH

Specific energy Growth conditions: Electrical conductivity

Temperature Growth temperature aw

Pulse width Growth phase

Pulse shape Recovery conditions:

Frequency Medium composition

Temperature

Recovery time

Oxygen concentration
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survivors slowly decreases as the number of pulses applied becomes longer

(Fig. 6.20). Due to this kinetics of inactivation, many investigations have been

carried out in order to define the most adequate mathematical model to describe it

and to develop equations to predict the PEF microbial inactivation [177].

Specific energy of the treatment (energy applied per mass unit) depends on the

applied voltage, pulse width, number of pulses, and resistance of the treatment

chamber that varies according to its geometry and conductivity of the treated

material. Usually it is reported in kJ/kg. This parameter permits the evaluation of

the energy costs of the PEF process and, consequently, the comparison of the

energy efficiency of PEF with other inactivation technologies. The specific energy

has been proposed as a control parameter of the PEF process together with the

electric field strength mainly when exponential decay pulses are used due to the

lack of precision in the measurement of the pulse width [178]. Microbial inactiva-

tion by PEF increases with specific energy, but when different treatments of the

same specific energy are compared in terms of microbial inactivation, those applied

at higher electric fields are more effective [179, 180].

Microbial inactivation by PEF is usually enhanced when the temperature of the

treatment medium is increased, even in ranges of temperatures that are not lethal for

microorganisms (Fig. 6.21) [181–183]. The higher microbial PEF sensitivity when

applying PEF at moderate temperatures is the basis of current PEF pasteurization

treatments of fruit juices and smoothies [173]. The sensitizing effect of temperature

has been attributed to changes in the phospholipid bilayer structure of the cell

membranes, from a gel-like consistency to a liquid crystalline state that is caused by

the temperature increase. The improved membrane fluidity reduces its stability and

facilitates the PEF electroporation. However, further studies are required to dem-

onstrate this fact.

It has to be pointed out that the combination of PEF with lethal temperatures has

been recently investigated as a treatment to inactivate bacterial spores of Bacillus

Fig. 6.20 Theoretical

survival curves

corresponding to microbial

inactivation by PEF

treatments at different

electric field strengths
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subtilis [184]. In this case, a new processing concept has been proposed based on

previous research of Heinz et al. [185] for the pasteurization of apple juice or milk

by Guerrero-Beltrán et al. [186] on using the heating due to the Joule effect because

of the electrical energy dissipation that occurs during the PEF processing. In this

approach, treatment conditions were selected (9 kV/cm, 146–178 kJ/kg) to apply

treatment temperatures over 80 �C but with extremely short residence times reduc-

ing up to 3 Log10 cycles of the spore population. More research is necessary in order

to identify the advantages of this process against traditional thermal processing in

terms of energy requirements, impact on nutritional compounds, and sensorial

properties.

Finally, there is some controversy concerning the influence of the pulse shape,

width, and frequency on PEF microbial inactivation. It is generally accepted that

square wave pulses are more efficient than exponential decay ones because the

characteristic slow-decaying rate causes a long tail section that is ineffective in

killing the microorganisms in the food material. Some authors have reported that

when treatments of the same duration are applied with pulses of different width or at

different frequencies, longer pulses and higher frequencies are more effective

[187, 188]. However, these two parameters apparently do not exert an influence

on microbial inactivation when the temperature rise of the medium caused by the

application of longer pulses of higher frequencies is avoided [189].

6.6.3.2 Microbial Characteristics

Microbial inactivation by PEF depends on microbial properties such as the type of

microorganism, characteristics of the cell envelopes (Gram-positive or Gram-

negative), cell size and shape, growth conditions (growth temperature and phase),

Fig. 6.21 Influence of the

temperature on the

inactivation of Escherichia
coli O157:H7 (●);

Salmonella typhimurium
878 (○); Staphylococcus
aureus 4459 (■); and

Listeria monocytogenes
5672 (□) by PEF treatments

(30 kV/cm; 0.5 Hz; 1 pulse

of 3 μs) in McIlvaine buffer

of pH 3.5 (■)
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and recovery conditions (medium composition, temperature, recovery time, oxygen

concentration, etc.). Generally, it has been reported that bacteria are more PEF

resistant than yeast; Gram-negative microorganisms are more sensitive than Gram-

positive microorganisms; and cocci are more resistant than rods. However, it seems

that the intrinsic microbial resistance is more important than the effect of the

microbial characteristics in determining the microbial sensitivity to PEF. When

the PEF resistance of different microorganisms is compared under the same exper-

imental conditions, it is observed that some yeast cells are more PEF resistant than

some bacteria, some Gram-positive microorganisms are more sensitive than Gram-

negative microorganisms, and some yeast species and some rod bacteria are more

resistant than some coccus bacteria [177, 183].

The PEF resistance of different strains of bacterial species may vary greatly. It

has been observed that depending of the strain and pH of the treatment medium, the

inactivation of different strains of the same microorganism may range from hardly

any inactivation to more than 4.0 Log10 CFU/ml [190]. As the PEF resistance of the

different strains depended on the pH of the treatment medium, the target microor-

ganisms to define treatment conditions for PEF pasteurization could be expected to

be different for foods, depending on their pH (Fig. 6.22). This can be a limitation of

the technology for industrial application.

Culture conditions of microorganisms also influence microbial inactivation by

PEF. Generally, it has been reported that microorganisms at the exponential phase

of growth are more PEF sensitive than those at the stationary phase [191, 192]. The

higher size of the cells in the exponential phase could explain this difference in

resistance. On the other hand, microbial resistance to PEF depends on the cultiva-

tion temperature. It has been reported that cells grown at temperatures lower than

the optimal one are more PEF sensitive than those grown at optimal temperature.

Variations in the lipid composition of cultures grown at different temperatures

could be the reason of this behavior.

Fig. 6.22 Influence of the pH of the treatment medium on the resistance of different microbial

species and strains to a PEF treatment (30 kV/cm; 50 pulses of 3 μs) (Adapted from [45, 205, 206])
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6.6.3.3 Treatment Medium Characteristics

Generally, studies on microbial inactivation by PEF have been conducted with

microorganisms suspended in liquid media, receiving less attention the microbial

inactivation in solid media. The influence of the pH and the electrical conductivity

of the substrate on microbial inactivation have been the main investigated treatment

medium parameters. It has been observed that microbial PEF resistance varies

considerably, depending of the pH of the treatment medium. An increment,

decrease, or no effect on the PEF microbial inactivation has been reported when

varying the pH of the treatment medium when applying the same PEF treatment

[177]. Generally, Gram-positive microorganisms are more PEF resistant in media

of neutral pH than in acidic conditions, and Gram-negative ones are more resistant

in media of acidic pH than in neutral conditions [193] (Fig. 6.22). This effect of the

pH on microbial resistance has been confirmed in both buffers and liquid foods. The

mechanism that explains these differences seems to be related to the occurrence of

sublethal membrane damage by PEF as it has been previously described [193]:

when Gram-positive bacteria are treated in neutral media, their ability for repairing

sublethal injury caused by PEF is higher than when treated in low pH media. On the

contrary, the higher PEF ability for repairing sublethal injury in Gram-negative

bacteria occurs when they are treated in acidic pH media.

Several studies have reported that the electrical conductivity of the treatment

medium affects microbial inactivation. However, it is unclear if the conductivity

influences electroporation or if the observed effect is a consequence of the influence

of conductivity on the intensity of the PEF treatment applied. A change in conduc-

tivity modifies the resistance of the treatment chamber, and as a consequence, it

may cause changes in the electric field strength and the pulse width and total

specific energy of the pulses. Studying the lethality in a range from 0.05 S/m up

to 0.4 S/m, which corresponds to the conductivity of most of liquid foods, it has

been observed that the conductivity did not affect microbial inactivation when the

input voltage and input pulse width were modified in order to obtain the same

treatment (electric field strength and treatment time) in media of different conduc-

tivities [179, 180].

6.6.4 Food Pasteurization by PEF

Inactivation of vegetative cells of bacteria and yeast by PEF has widely been

demonstrated. However, the few studies conducted on the inactivation of bacterial

spores by PEF at moderate temperatures describe these structures as resistant to

PEF treatments [194, 195]. Therefore, currently practical applications of PEF

processing aim at replacing thermal pasteurization as a means of killing vegetative

microorganisms rather than sterilization. Pasteurization refers to a treatment used

for food preservation that aims to inactivate pathogenic forms of vegetative
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microorganisms. Although the main objective of PEF pasteurization is to guarantee

food safety, a large proportion of the population of vegetative spoilage microor-

ganisms is also inactivated by the treatment. Therefore, PEF treatments may extend

the shelf life of foods [196, 197]. However, the treatment is not capable of

achieving commercial sterility because spores or other nonpublic health significant

microorganisms can survive the treatment; thus other preservation techniques, such

as refrigeration, atmosphere modification, the addition of preservatives, or a com-

bination of these techniques, will be required to preserve the quality and stability of

the food during its distribution and storage [173, 198, 199].

PEF is gaining interest as a gentle method of food preservation of heat-sensitive

foods such as fruit juices. Demands by consumers for fresh-like and natural taste

foods have promoted the introduction in the market of non-pasteurized fruit juices

produced from fresh fruit and distributed under refrigeration. As psychotropic

microorganisms are able to grow at refrigeration temperatures, the shelf life of

these fruit juices is very short (around 7 days). On the other hand, several outbreaks

associated with the consumption of unpasteurized juices have demonstrated that

these products can be a vehicle of foodborne illnesses caused by pathogens such as

Salmonella spp. or E. coli O157:H7 [200].

Commercial exploitation of PEF for food pasteurization requires proof that PEF

promotes a level of microbial safety that is equal to that made possible via

traditional processing. A 5-Log10 reduction of the most resistant microorganism

of public health significance has been established by the US Food and Drug

Administration (FDA) concerning fruit juice pasteurization [201]. Studies to eval-

uate the application of PEF for microbial decontamination at room temperature

have shown that to obtain these levels of reduction, it is necessary to apply long

treatments (i.e., >100 μs) at high-electric field strengths (i.e., �30 kV/cm) [173,

177, 179, 180, 202]. At a commercial scale, technical and economical limitations

exist in applying these intense treatments in a continuous flow. However, several

studies confirmed that the application of PEF at moderate temperatures provides the

possibility of obtaining substantial microbial inactivation of pathogenic microor-

ganisms that are particularly PEF resistant with a short residence time (less than 1 s)

at moderate electric field strengths (�25 kV/cm). Under these treatment conditions,

the shelf life of fruit juices and smoothies is extended up to 21 days, while

maintaining a fresh-like taste and product quality. Currently such products are

commercialized in the Netherlands, Germany, and the UK, using PEF equipment

with a capacity in the range of 1500–8000 l/h. The total processing costs, including

investment and operation, could vary in a range from 0.01 to 0.03 euros/l

[203, 204].

Although the first commercial applications of PEF are available in the market,

more multidisciplinary research efforts are required to identify the most

PEF-resistant pathogens of concern for each specific food, to define process criteria

for PEF pasteurization, to get a better mechanistic understanding of the critical

parameters affecting microbial inactivation, and to combine all this knowledge with

engineering aspects involving the distribution of the electric field strength in

continuous flow treatment chambers or to develop suitable sensors to assess the
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PEF process. A deeper knowledge of these aspects is needed to satisfy regulatory

agencies and to enhance the safety and stability of minimal processed foods of the

future.

6.7 Microbial Decontamination Using Atmospheric-

Pressure Plasma

Loree C. Heller and Muhammad A. Malik

6.7.1 Introduction

Adding energy to a gas breaks bonds between atoms and ionizes the atoms creating

positively charged particles (ions) and negatively charged particles (electrons).

When a significant number of atoms in the gas ionize, the resulting overall electri-

cally neutral medium of free positive and negative particles can be described as

plasma. When the temperature of neutral particles (gas temperature, Tg) is the same

as electron temperature (Te) and ion temperature (Ti), it is called equilibrium

plasma. In nonequilibrium plasma, electron temperature is much higher than gas

temperature, i.e., Te>>Tg�Ti. The plasma can be formed at reduced pressure or at

atmospheric pressure. Atmospheric-pressure nonthermal plasma relevant to micro-

bial decontamination is described in the following chapter.

Plasma is usually generated by high-voltage electrical discharges between elec-

trodes with the interelectrode gap filled with gas. The gas discharges are usually

classified on the basis of electrode configuration and power source/excitation

frequencies. The main groups of discharges relevant of microbial decontamination

are corona discharges powered by direct current (dc) or pulsed dc, dielectric barrier

discharges (DBD) powered by alternating voltages of low frequency to several

megahertz, and atmospheric-pressure plasma jets (APPJs) powered by dc to some

gigahertz [207–209].

Corona discharge is formed in a diverging electrode geometry, such as needle to

plate or wire to cylinder [210]. An intense electric field is formed at the needle tip or

thin wire upon application of high voltage. Electrical breakdown in the gas occurs

in the form of initiation of several thin plasma channels distributed along the

electrode that propagate toward the counter electrode. Arcing is avoided by either

limiting the current in the case of dc power or by applying pulsed dc to cut off the

electric field before arcing. Inserting a dielectric layer in the discharge gap between

electrodes changes the corona discharge into sliding discharge at the solid–gas

interface [214, 215]. Covering at least one of the electrodes also avoids arcing in the
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case of DBD [213]. The electrodes in DBD can be large area plate-to-plate

configuration where a large number of micro-plasma channels are formed, distrib-

uted in time and space along the electrode. Accumulation of charges at the

dielectric reduces local electric field and extinguishes the discharge in a few

nanoseconds. New discharges initiate and continue the process as long as the

alternating voltage continues. Removing the air gap between the electrodes, i.e.,

placing a wire or strip electrode on the dielectric and a plate-type electrode covering

the opposite side of the dielectric, transforms the volume DBD into surface DBD

[214, 215].

Several versions of atmospheric-pressure plasma jets have been developed

which generate plasma in open space [207, 208]. The plasma in these cases is

formed in a dielectric tube with attached electrode(s) and is expelled in the open

space by fast flowing gas and/or by redistribution of electric fields driving the

plasma into the open space. The target to be treated with plasma may be one of the

electrodes responsible for the redistribution of the electric fields. The APPJs have

been extended into a brush-shaped plasma, e.g., by using an array of the jets [215]

or an edge electrode to generate large area plasmas [216]. A cross-section view of a

large area plasma device used in bacterial decontamination on surfaces [212] is

illustrated in Fig. 6.23. It forms sliding discharges in the chamber, activating air.

The activated air is expelled and targeted on the surface to be decontaminated. It

can be enlarged further by stacking and operating multiple discharge chambers in

parallel [211].

6.7.2 What Makes Plasma Reactive?

Nonthermal plasmas are usually formed by high-voltage electrical discharges. Any

free electrons in the interelectrode gap are accelerated under the influence of strong

electric fields. Inelastic collisions between high-energy electrons and ambient gas

molecules causes ionization, dissociation, or excitation of ambient gas molecules

producing ions, more free electrons, reactive free radicals, and excited states like O,

N, H, OH, O2*, and N2*. A major fraction of the input electrical energy ultimately

ends up as heat. Some of the excited state species emit photons that may fall in UV

or VUV spectrum range. The primary reactive species ultimately produce

Fig. 6.23 Cross-section

view of a sliding discharge-

based large area plasma

device
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secondary reactive species, like O3, H2O2, and nitrogen oxides (NOx). All of them

affect the cell being treated by the plasma to a varying extent.

What reactive component exists in the plasma and which one plays a dominant

role in microbial decontamination depends on the feed gas, experimental condi-

tions, and type of cell being treated. For example, noble gas plasma is easier to form

and sustain and efficiently produces and transmits VUV and UV radiations, but has

a low concentration of reactive oxygen species (ROS) and reactive nitrogen species

(RNS) [217]. Addition of a reactive gas such as oxygen in the noble gas can

generate ROS-like O, metastable oxygen, and O3. Addition of water vapor results

in production of H, OH, and H2O2. Therefore, air, particularly humid air, is an

excellent option because it is easily available and produces a wide range of ROS

and RNS. Particularly the strongest oxidizing agents, i.e., OH and ONOO�, are
produced in humid air and are considered to play a major role in microbial

decontamination [218]. UV radiations are found to play in synergy with free

radicals in the case of reduced pressure plasmas [209]. In atmospheric-pressure

plasmas, free radicals and reactive neutrals play a dominant role, while most of the

UV radiations are absorbed in air [219].

Direct exposure to plasma is generally more effective than remote exposure. In

the case of direct exposure of the target to the plasma, both short-lived species like

O and N and long-lived species like OH, O3, H2O2, and NOx affect the cells being

treated. Heat [220, 221] and electric fields [222, 223] that are often associated with

the direct plasma treatment are also known to play a significant role. In the case of

remote plasma exposure, only long-lived ROS and RNS, like O3, OH, H2O2, and

ONOO�, are primarily involved in the microbial decontamination.

6.7.3 The Effects of Plasma Reactive Components
on Microbes

The observation that atmospheric-pressure plasma reduced vegetative bacterial

numbers [224] led to a large number of studies confirming inactivation of a variety

of organisms, including vegetative bacteria, bacterial spores, bacteriophages, and

viruses, fungi, and fungal spores with a variety of direct and indirect plasma types in

proof-of-principle or translational studies. Several excellent review articles are

available for more detail [209, 225–228]; this chapter presents an overview of

mechanisms and recent translational studies.

Some species of bacteria and fungi are protected by a mucoid polysaccharide

capsule, which may shield the exterior of these organisms from plasma compo-

nents. All bacterial and fungal cells possess a cell wall composed primarily of

peptidoglycan or chitin respectively that protects the cell from mechanical damage

and osmotic rupture. Microscopically observable cell surface lesions [229] com-

monly described as “etching” are observed microscopically after plasma

application.
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Although bacteria can generally be categorized as Gram-negative or Gram-

positive based on the specific cell wall composition, this category does not neces-

sarily predict a cell’s plasma sensitivity [212, 221, 230–237]. Although the cell wall

may protect the cell from lysis, damage to lipids in the plasma membrane can

produce loss of membrane potential [238] and leakage of cellular contents

[229, 231, 239]. Plasma exposure acidifies lipid films [240] and membrane lipids

[238], although this is not a primary antibacterial component [241]. Viral genomes

are encased in a protein capsid that may or may not be enclosed in a protective

membrane, so the sensitivity of various free viral species to plasma application

should vary. Interestingly, while several groups have demonstrated free viral

inactivation, intracellular virus is plasma resistant [236], an indication of the

limitations of plasma inactivation.

Proteins may be imbedded in membranes or free in the cytoplasm. ROS may

generate many temporary and permanent amino acid modifications, the peptide

backbone can be cleaved, and the protein can aggregately react with the oxidation

products fatty acids and carbohydrates. Several groups have demonstrated protein

degradation [242] or a loss in enzymatic activity after plasma application [242–

244]. Proteins within cells may be more sensitive to plasma application than on

surfaces [245].

The interaction between superoxide and nitric oxides produces a wide array of

reactive molecular species that can deaminate DNA, cause abasic sites, strand

breaks, and cross-link and induce reactions with proteins and with metal cofactors

[246]. Direct exposure to plasma degrades DNA [242, 245]. In addition, oxidative

DNA damage markers significantly increase with plasma exposure [238].

All cells possess protective enzymes such as catalases, peroxidases, superoxide

dismutase, scavengers including glutathione, and stress response genes to combat

reactive species. A number of pathways are devoted to DNA repair by reversal,

removal, or repair of damaged bases. Genetic studies in Escherichia coli [247], the
yeast Saccharomyces cerevisiae [248], and Bacillus subtilis [245] elucidated the

important antimicrobial constituents. Oxidative stress appears to be the major

antimicrobial component, but osmotic stress and heat also contribute to inactiva-

tion. Damage markers for nearly all cell components, the membrane, cell wall,

DNA, and protein are upregulated. Clearly, multiple plasma components participate

in cell inactivation.

Potential applications of the antimicrobial properties of direct or indirect plasma

delivery include surface, air, and liquid decontamination and medical and dental

antimicrobial treatments. The next section highlights a small number of recent

microbial decontamination studies from a considerable body of literature.

6.7.4 Microbial Decontamination on Surfaces

One primary application of surface inactivation is environmental decontamination.

In healthcare environments, an important reservoir of nosocomial pathogens related

to transmission is inanimate surfaces, including hospital room surfaces and medical
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plastics. Many planktonic clinically relevant bacteria, yeasts, and one viral model, a

bacteriophage, have been inactivated by plasma application on plastics, glass,

laminate, linoleum, cloth, and steel [212, 237, 249, 250]. Bacterial cells in biofilms

are protected by a bacterially produced polymer matrix that makes them more

environmentally resistant than planktonic cells. In spite of this, these cells are

significantly inactivated by plasma application on plastics, glass, and stainless

steel [234, 251–257]. Spores are particularly difficult to inactivate, producing

varying results [250, 258]. The mechanisms of plasma microbial inactivation

appear to be independent of bacterial antibiotic resistance status [229, 237, 255,

256, 258, 259].

Biological residues on medical instruments and consumables may also pose an

environmental hazard. An interesting potential use of plasma is the decontamina-

tion of biological residues on medical instruments and consumables. Prions, or

infectious misfolded proteins [260], normal protein [261], and amyloid [262] are

reduced substantially by plasma application.

Other applications of plasma decontamination are reviewed elsewhere in this

book. A burgeoning area of research for microbial inactivation by plasmas is in

food preservation, particularly in fresh produce and meats [228, 261, 263,

264]. Since plasma application to food can cause discoloration and other undesir-

able effect, one group has explored “gentle” plasma application parameters [265].

Bacteria, yeasts, and molds on biological surfaces such as corneas, dentin, and

skin are inactivated by various plasmas [219, 221, 233, 236, 259, 266–269]. Dental

and medical applications are discussed elsewhere in this book including wound

decontamination, which has reached clinical trials [270]. Decontamination of

biological surfaces may be more challenging than inanimate surfaces since plasma

modification of the surface itself may be more detrimental.

6.7.5 Microbial Decontamination in Air

Experimental design to confirm air decontamination is a daunting task. Aerosolized

bacteria, fungal spores, bacteriophages, or viruses can be inactivated after capture

on a HEPA filter [271], contained within a chamber [272] or in closed circulation

systems [273–275]. In a fascinating study, nebulized airborne human pathogenic

respiratory viruses were inactivated to a higher level by a combination of gas

plasma and UV than by either component alone [276].

6.7.6 Microbial Decontamination in Liquids

Vegetative bacteria [277–280], bacterial spores [281], and bacteriophages

[275, 282] have been significantly inactivated in medium, broth, or water. Entero-

pathogenic E. coli O157:H7 was in activated in apple juice [283] and an E. coli
model in milk [284]. One concern of plasma inactivation in liquids is potential for a
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significant pH decrease with exposure, which would potentially affect beverage

flavor or modify a liquid’s composition.

6.7.7 Conclusions

Multiple studies confirm that plasma has many biological and biomedical applica-

tions, including microbial inactivation on surfaces, in food and beverages, in air,

and in medical and dental practices. Differences in antimicrobial sensitivity may

not only be due to differences between organisms but also be due to differences in

the employed plasmas and in the medium or surface used as a support for the

inactivation. Inactivation on both biological and nonbiological surfaces can be less

effective than on smooth agar plates; an obvious hypothesis for this lower inacti-

vation is that a surface quality such as topography protects the organisms. For each

plasma device, it is important to characterize the components that play a role in

decontamination. A major future development area for plasma translation is the

application-specific device design and scaling of plasma delivery devices.

6.8 Downstream Processing of Microalgae

for Energetic Use

Wolfgang Frey and Christian Eing

6.8.1 Introduction

The depletion of petroleum-based fossil resources, the urgent need to reduce

greenhouse gas emissions, and the increasing demand for fuels for the transporta-

tion and energy sector call for alternatives based on renewable sources. During the

past decades, research and development has been intensified to replace fossil fuels

like diesel and gasoline by biomass-derived products.

The production of first-generation biofuels, i.e., biodiesel and bioethanol, from

oil- and carbohydrate-rich, agriculturally grown biomass turned out to evoke a

strong competition with food industry for arable land resources. Moreover, the

current amount of worldwide produced vegetable oil and fat might only cover about

10% of the global diesel demand [285]. Second-generation biofuels are based on

the conversion of energy crops, agriculture and forestry waste streams, and food

industry residuals to fuels. This approach can indeed alleviate competition prob-

lematics, but also not satisfy the future demand for transportation fuels to any

remarkable extent [286].
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During the last decade, research and development efforts have been intensified

on microalgae biomass, referred to as third-generation biomass. Although not being
demonstrated on industrial scale for fuel production yet, it exhibits advantageous

properties over conventional biomass that justifies its consideration as a sustainable

feedstock for future biofuel production.

6.8.2 Microalgae: Third-Generation Biomass

Microalgae exhibit a high biomass yield per footprint which is two to five times

higher compared to agriculturally grown biomass. Typical yields of efficient energy

crops, e.g., miscanthus, are 20 t∙ha�1∙year�1 [287], whereas microalgae cultivation

in closed systems, i.e., photobioreactors [288], can yield up to 70–100 t∙ha�1∙year�1

[289]. Cultivation in photobioreactors saves resources, such as water and nutrients,

and enables biomass production on arid or barren lands, thus avoiding competition

with food production and preventing degradation of soil as evident for intensive

energy crop agriculture.

Microalgae can accumulate high amounts of lipids. The lipid content of some

species, e.g., Botryococcus braunii, can exceed 70% of weight [290] when culti-

vated under nitrogen depletion. Unfortunately, for these cultivation conditions,

biomass production rates are poor. The lipid content of microalgae still exhibiting

satisfying biomass growth is on the order of 20% of weight. For comparison, the oil

content of rape is only 5% in maximum related to the entire biomass [291]. Thus,

conservatively estimated, the possible oil yield per footprint from microalgal

biomass 0.2 70¼ 14 t∙ha�1∙year�1 is more than ten times higher compared to

rapeseed, which allows lipid yields of 1.2 t∙ha�1∙year�1. Optimistic scenarios

even estimate oil yields of more than 50 t∙ha�1∙year�1 [292].

Besides lipids, microalgae produce other valuable components as proteins,

carbohydrates, antioxidants, and vitamins [293, 294]. Altogether the content of

value-added products (including lipids) of microalgae biomass exceeds 80%,

which is a value much higher than for conventional biomass. Nevertheless, multiple

component recovery from microalgae is still a biotechnological challenge, since all

these components are stored intracellularly and they are protected by a rigid

cell wall.

6.8.3 Some Energetic and Economic Numbers
for Microalgae Production and Processing

Compared to agriculturally grown biomass, a photobioreactor-based production of

microalgae biomass is more expensive. For northern irradiation conditions and

based on production systems already operating at commercial intermediate scale,
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the costs for 1 kgdw of dry (dw, dry weight) microalgae biomass range between

4 and 5 € [295]. Important cost factors [296, 297] are light transfer, mixing of the

microalgae suspension in the photobioreactor to prevent sedimentation, C02 supply,

nutrients, and dewatering. Investment costs for photobioreactors and labor costs for

maintenance and operation are noticeable and have to be kept on a minimum extent

[316]. On industrial scale, for a 100 ha production site, these costs are forecasted to

be reduced to 0.68 €/kgdw, which appears to be reasonable for an economic

microalgae-based biofuel production [295]. This scenario already involves the

use of flue gas as C02 source, wastewater for nutrient supply, and irradiation

conditions being available in southern European countries.

From the energetic point of view, the production of 1 kgdw of microalgal biomass

with flat panel photobioreactors consumes lowest 10MJ of energy [298]. Depending

on the lipid content, the energy (enthalpy of combustion) stored in microalgae

ranges between 20.6 and 26.7 MJ/kgdw [299]. The lower value was obtained from

microalgae exhibiting a lipid content of about 20%. In consequence, almost half of

stored energy of microalgae biomass is consumed by cultivation.

As a first step for efficient downstream processing, microalgae have to be

concentrated from a biomass density out of the photobioreactor, i.e., 2–5 gdw/l, to

a density of 150–200 gdw/l. Dewatering of cell suspensions is commonly done by

batch or continuous centrifugation methods on bench scale. Some energy values for

centrifugation of microalgae biomass given in literature are 0.95 kWh/kgdw [www.

evodos.eu] and 8 kWh per m3 of centrifuged microalgae suspension [300], which

corresponds to 6 MJ/kgdw (1 kWh¼ 3.6 MJ) for a cell density of 5 gdw/l and can

reach up to 10 MJ/kgdw [289]. They additionally depend on strain, processing scale,

targeted final density of the biomass wet paste, and, last but not least, the tolerable

content of small debris in the supernatant. This makes clear that the number of

biomass washing steps and concentration steps has to be restricted to a minimum

extent along the complete microalgae processing chain. Furthermore, for large-

scale energetic use of microalgae biomass, centrifugation is agreed to be too energy

intensive [301]. Biofuel production scenarios pursue flocculation combined with

pressing, optimistically requiring less than 0.5 MJ/kgdw on a 100 ha production

scale [302].

After harvesting and dewatering of microalgae to a microalgae paste, which then

exhibits a dry biomass content of about 200 gdw/l, subsequent processing alterna-

tives split up into dry-route and wet-route processing. In the first case, the energy

for evaporation of water, i.e., 7 MJ/kgdw, has to be expended for biomass drying.

Already at this point, it immediately can be realized that wet-route processing of

microalgae paste has to be the most appropriate choice for a targeted energetic use.

For efficient recovery of intracellularly stored components, a cell disintegration

step is needed. Among microwave or enzymatic treatment, ultrasound sonication,

and ball milling, high-pressure homogenization and ball milling were demonstrated

to be efficient in conventional microalgae processing. High-pressure homogeniza-

tion has developed to a standard cell disruption method for ranking the efficiency of

alternative methods. Recently bead milling was reported to require less than

2.5 kWh/kgdw [303]. Energy consumption values from literature for high-pressure
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homogenization vary over several orders of magnitude, starting from some

kWh/kgdw and ending up at values of more than 100 kWh/kgdw [304]. It has to be

emphasized that the cell disruption efficiency of high-pressure homogenization and

bead milling highly depends on biomass density in the suspension to be treated. For

constant treatment conditions, the fraction of disrupted cells decreases at higher cell

densities.

After cell disruption, microalgae-based fuel production requires a solvent

extraction step for lipid recovery followed by a refinement step and subsequent

transesterification to biofuel [305]. Processing data on larger scale for lipid con-

version into biofuels are rare in literature. Nevertheless, fatty acid profile determi-

nation revealed that common species are suitable for refining to biodiesel allowing

the use of currently available refining technologies [292]. Nowadays, the direct

transesterification of microalgae biomass is discussed to be a promising conversion

route and has been demonstrated on pilot scale [306]. Under realistic conditions on

pilot scale, the yield on fatty acid methyl esters (FAME, biodiesel) was determined

to be 15% related to initial microalgae biomass exhibiting a lipid content of 17%wt

[307]. On pilot scale, realistic overall production costs for biodiesel by direct

transesterification of microalgae biomass at current state of technology are close

to 30 €/kg [300]. Projections into near future allow expecting a cost reduction by a

factor of 10 for microalgae-based fuel [308, 317]. Without doubt, microalgal-based

biofuels will be a sustainable future source for transportation fuels, but nowadays

can only become feasible if additional products and components except lipids can

be valorized [309]. Therefore and as agreed in the community, energy-efficient and

fractionating downstream processing methods are mandatory.

6.8.4 PEF Processing of Microalgae Biomass

Pulsed electric field treatment, involving plasma membrane permeabilization as

basic biophysical process, is an efficient wet-route processing technique exhibiting

fractionating properties. When treating microalgae suspensions of

A. protothecoides, pre-concentrated from cultivation density of 5 to 100 gdw/l,

with rectangular 1 μs pulses of an electric field strength of 34 kV/cm, an increase

of suspension conductivity due to ion release by a factor of 1.6–2 can be observed

immediately at the outlet of the flow treatment chamber, indicating efficient

membrane permeabilization. In this case, 15% of the total biomass could be

released into the extracellular medium right after PEF treatment [310]. This

water-soluble fraction contains salts, sugars, amino acids, and water-soluble pro-

teins. Without washing step between microalgae harvesting and PEF treatment, the

conductivity of the pre-concentrated microalgae suspension was 1 mS/cm. Under

these conditions, an increase in component release could already be obtained for

specific treatment energy values of 50 kJ per kg of treated suspension (kJ/kgsus). A

saturation of the yield of water-soluble components was observed for energies

higher than 150 kJ/kgsus.
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An additional waiting time of 2 h after PEF treatment further increased the yield

of water-soluble components up to 20% [313]. After that time, no further increase

could be obtained for A. protothecoides.
Intracellularly stored oil consists in bodies with an average diameter of ~1 μm

[311]. Mainly due to their size and their hydrophobic character, oil bodies cannot

pass cell wall and permeabilized membrane and remain intracellular. After separa-

tion of the water-soluble fraction, lipids were extracted with ethanol from the

residual, lipid-rich biomass fraction. At a specific treatment energy of 150 kJ/

kgsus, the lipid yield from the PEF-treated residual fraction was three to four

times higher, compared to the untreated sample, recovering more than 80% of

the stored lipids on average [312]. This indicates that PEF treatment not only

improves component transport to the extracellular medium but also solvent access

into the cell by a single PEF-treatment step.

Contrary to the curve progression of the yield of water-soluble products over

treatment energy, which shows a steep initial increase at low energies and satura-

tion behavior at values above 150 kJ/kgsus [310], the energy dependence of the lipid

yield is different. Up to values of 75 kJ/kgsus, the yield increase is small and can be

neglected. A steep increase in lipid yield can be observed at 100 kJ/kgsus and higher

[312]. These results indicate that an improvement of intracellular solvent access

requires higher treatment energies, whereas water-soluble components already can

be released under milder treatment conditions.

Measurements on the influence of pulse protocol on ethanolic extraction yield of

intracellular components, i.e., carotenoids and chlorophylls, from Chlorella
vulgaris, revealed that pulse shape and duration can impact extraction efficiency

[313]. Comparable extraction yields could be achieved with monopolar 3 μs pulses
at a specific treatment energy of 17 kJ/kgsus, whereas for 1 ms bipolar pulses,

150 kJ/kgsus were required. This compares well with our findings on C. vulgaris.
Compared to A. protothecoides, the required energy for increased lipid recovery

from C. vulgaris is lower and amounts to 25 kJ/kgsus. In general, the required

specific energy for effective PEF treatment depends on the algae strain under

consideration and has to be determined individually. For instance, PEF treatment

of Neochloris oleoabundans within an energy range of 25 kJ/kgsus and 150 kJ/kgsus
did not influence component yield at all, neither in lipid yield nor for water-soluble

component release.

Treatment energies for microalgae processing are related to one kilogram of dry

biomass. In the case that the required treatment energy is 150 kJ per kilogram of

treated suspension (kJ/kgsus) and the biomass density of the pre-concentrated

suspension amounts to 100 gdw/l, the specific energy value related to dry biomass

is 1.5 MJ/kgdw. Since treatment energy is coupled to the suspension conductivity,

the specific energy consumption can be reduced by increasing the cell density in the

suspension to be treated, provided that the extraction efficiency is not affected.

Experiments on the influence of biomass density in the suspension to be treated on

the component yield have shown that the extraction efficiency did not decrease at

higher biomass densities up to 160 gdw/l [310]. Consequently, microalgae suspen-

sions of 200 gdw/l, which are still well pumpable, require a specific treatment energy
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of 0.75 MJ/kgdw, which is considerably lower compared to conventional processing

methods. Moreover, PEF treatment does not produce cell debris, which facilitates

subsequently required separation processes.

These merits of PEF processing can satisfy the demand for a low-energy-

consuming technology for cascade valorization of microalgae biomass for energetic

use. PEF-assisted fractionating component recovery allows for partial compensa-

tion of the comparatively high-energy demand for cultivation by simultaneous

valorization of both higher-value water-soluble products and lipid-rich residual

biomass. Furthermore, the fractionating character of PEF processing opens several

energetic processing alternatives for microalgae [314] to be investigated in the

future.

As a first valorization step, water-soluble proteins can be separated as already

demonstrated for Nannochloropsis [155], C. vulgaris, and H. pluvialis [315]. In

subsequent steps, either lipids can be extracted from the residual lipid-rich biomass

or the lipid-rich biomass fraction may be fed into other energetic valorization

pathways, i.e., thermochemical conversion or biogas production. The challenge

for future R&D work will be to identify the appropriate pathway exhibiting the

highest economic and energetic gain. Since energy consumption of PEF treatment

is very low, it undoubtedly will advance to an important tool promoting the

energetic valorization of microalgae.

6.9 Protein Electroextraction from Microorganisms

(Bacteria, Yeasts, Microalgae)

Justin Teissie

It will describe that long (ms) pulses affect the cell membrane and cell wall in such

a way that a slow release of proteins is induced. A flow technology is available and

is described. The cell remains macroscopically intact allowing an easy separation

without the formation of debris.

6.9.1 Introduction

Walled microorganisms are cell factories. Among the many systems available for

heterologous protein production, the Gram-negative bacterium Escherichia coli
remains one of the most attractive ones because of its ability to grow rapidly and,

at high density on inexpensive substrates, its well-characterized genetics and the

availability of a large number of cloning vectors and mutant host strains [318, 319].
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Yeasts are widely used for industrial production of homologous proteins, most of

them with intracellular location. Nowadays, Saccharomyces cerevisiae as well as

yeasts from genera Kluyveromyces, Pichia, and Hansenula have become a suitable

host for industrial production of recombinant proteins with high biotechnological

and pharmacological values [320, 321]. Their secretion from the cell is the optimal

way for isolation, but often this is impossible or of low efficiency. Thus, the newly

synthesized heterologous proteins remain accumulated in the cell cytoplasm.

The simple growth requirements of microalgae made these microorganisms

attractive bioreactor systems for the production of high-value heterologous pro-

teins. The cultivation could be achieved in photobioreactors (PBRs) which provided

safe control of culture environment. It was possible to produce recombinant pro-

teins either in cytosol or chloroplast of microalgae [322]. A promising development

was given by the production of unique immunotoxin cancer therapeutics in algal

chloroplasts [323]. Extraction of proteins was hindered by the cell wall barrier.

Only a slow release was observed on the microalgae having a rigid cell wall, and

therefore, disrupting the rigid cell wall of C. vulgaris was required to obtain a

complete protein release after extraction [324].

The main methods utilized for liberation of intracellular enzymes are mechanical

disintegration and chemical extraction [325, 326]. Although applicable on a large

scale, these are relatively drastic procedures, which affect the stability of the

proteins or introduce additional impurities to be removed in the associated down-

stream processes. The running costs are high. Formation of debris is a problem for

the downstream purification. Thus alternative methods for enzyme extraction are

investigated to ensure a higher selectivity of release and mild experimental condi-

tion preserving in maximal level the enzyme activity.

Pulsed electric fields are described as one of the most promising approaches.

Long pulses (ms long) appear to permeabilize the plasma membrane and to induce a

structural change in the wall. As a final consequence, a slow release of soluble

cytoplasmic proteins is obtained. Field conditions can be adjusted in such a way to

leave the vacuole intact, to prevent the release of proteolytic enzymes. The proof of

concept of the flow process protocol to treat industrially significant volumes was

previously validated [149] (Fig. 6.24).

Flow process electroextraction was indeed patented to the CNRS (FR #

0013415; Euro/PCT # 1982525.6). A preindustrial pilot was developed in our

group during the FP7 “Electroextraction” project ([FP7-SME-2007-1], Grant agree-

ment n�222220) and is now commercially available.

6.9.2 Electroextraction by a Flow Process

6.9.2.1 Description

The basic concept was to apply calibrated electric pulses with a delivery delay

which was linked to the flow rate (Figs. 6.24 and 6.25). The desired number of
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pulses was actually delivered on each cell during its residency in the pulsing

chamber. The geometry of the chamber (flat parallel electrodes) was chosen to

give a homogeneous field distribution. Therefore, the residency time Tres of a given

cell in the chamber was

Tres ¼ Vol=Q ð6:1Þ

where Vol was the volume of the pulsing flow chamber and Q, the flow rate. The

number of pulses delivered per cell was

N ¼ Vol=QP ð6:2Þ

P being the period of the pulses. The field strength was

Fig. 6.24 Flow process for electroextraction. The microorganisms are washed and pumped across

the pulsing chamber. A train of pulses are delivered by the pulse generator, and their voltage and

current are monitored on line. The pulsed flow is collected and incubated in the appropriate

incubation buffer. The extracted proteins are treated downstream from the supernatant

Fig. 6.25 Train of pulses. A positive voltage pulse (intensity U1, duration T1) is followed after an

interval Ti by a negative voltage pulse (intensity U2, duration T2). This is repeated at a period P to

limit electrochemical reactions, U1T1 ¼ U2T2. In practice U1 ¼ U2 and T1 ¼ T2
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E ¼ U=d ð6:3Þ

d being the width between the two electrodes and U the voltage.This average power

associated to the train of pulses was

Powh i ¼ UIT=P ð6:4Þ

T being the single-pulse duration and I the current.As the chamber resistance, when

filled by the sample, could be approximated by

R ¼ d= ΛSð Þ ð6:5Þ

where Λ is the conductance of the sample and S the section of the electrodes, then

Powh i ¼ TE2ΛVol=P ð6:6Þ

From Eq. 6.2, an increase in the flow rate Q while keeping the number of applied

pulses N constant needs to increase Vol/P, i.e., either increase in Vol or decrease in

P (or both). From Eq. 6.6, more power is needed.

One other physical problem is that Λ increases with the temperature, meaning

that due to the Joule heating, the current increases during the pulse and from Eq. 6.6

more power than predicted is needed.

6.9.2.2 Specifications of the Pulse Generator

Long square wave pulses, not an accumulation of short pulses, are needed to obtain

cytoplasmic soluble protein extraction [157, 327]. The voltage to be delivered must

be adjusted to the microorganism and to the pulsing chamber to obtain a field

strength critical to trigger the plasma membrane permeabilization. To keep the

required voltage at a high current during the pulse duration (Eq. 6.4), a significant

electrical charge must be stored in the capacitors to be partly delivered in the

biological sample. To obtain a high frequency in the delivery of pulses in the

train needed with the flow process, the power supply that provides the charge to

the capacitor needs to be designed large enough.

The use of long electric pulses is associated to a technical drawback: electro-

chemical reactions are occurring at the surface of the electrode. Formation of

bubbles of H2 and Cl2 are observed. Electro-erosion of the electrode surface is

present (details are given in Chap. 2). This can be prevented to delivering trains of

pulses with alternating polarities with a short (about 10 ms or less) delay between

each.

The DeexBio pilot was therefore designed to provide trains of bipolar pulses

(Betatech, France). The electric system was made of two S20u generators each able

to deliver up to 2 kV under 10 A (maximum for safety reason), with adjustable pulse

duration of a few milliseconds. Delays between pulses were down to 30 ms.
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An analog switch working at 15 ms was used to connect the two generators with the

pulsing chamber. All electrical settings (T1, Ti, U1, and P) were selected from the

touch screen. Current and voltage were monitored online.

6.9.2.3 Pulsing Chambers (Applicators)

The pulsing chamber was built of several parts, the most important being the

discharge chamber. A parallel plate configuration was chosen to obtain a homoge-

neous field. Two geometries were designed to obtain fields up to 6 kV/cm.

For microalgae or yeast, the distance between electrodes was 6 mm, the height

was 6 mm, the length was longer than 1 cm, and the volume was up to 1.08 ml. The

other applicator, used for bacteria or smaller microalgae, had a distance between

electrodes reduced to 3 mm, the width was 5 mm, and the volume was 150 μl.
A laminar flow was present where the velocity of the microorganisms is not

uniform. To obtain a more homogeneous treatment, several chambers are connected

in series (see Fig. 6.26) with a remixing of the microorganism suspension. This

feature limits the Joule heating [328].

Fig. 6.26 The Deex Bio. The two pulse generators (yellow) deliver voltage with alternating

polarities on the pulsing chambers (gray, two in series). The flow of cells is pumped at a controlled

flow rate (pump on the right). The pulsed cells are collected in the reservoir on the left.

Temperatures are controlled at different levels to avoid overheating. The pulses are monitored

online on the PC (in the back) (Picture by courtesy of Beta tech)
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6.9.3 Electroextraction Protocols: A General Approach

To limit the current delivered along the pulse application, there is a need to work

with a suspension in a low conductivity buffer. Cells are therefore washed in

distilled (or at least detergent-free) water to a final conductance of about 0.2 mS/cm.

The cell concentration is limited by the electropermeabilization-induced release

of the cytoplasmic ions that induces a fast increase in the suspension conductivity.

This increase is a linear function of the cell concentration.

After the pulse train delivery, the cell suspension is diluted in a salty solution

containing DTT (PB/DTT) to weaken the S-S bonds and the electrostatic interac-

tions present in the wall.

The suspension is incubated at room temperature during several hours. Under the

microscope, it is observed that the morphology of the pulsed cells is not affected

when compared to controls. Separation of the supernatant where the released pro-

teins are from the pulsed cells is easy as no debris are present. This can be obtained

by a mild centrifugation and does not affect the downstream separation by

chromatography [329].

Permeabilization was assayed by the propidium uptake and from the increase of

the conductivity of the pulsed solution.

Protein extraction was assayed by the Coomassie blue assay. Due to the excre-

tion process, protein release was observed in controls when the postpulse incuba-

tion was long (overnight).

SDS-PAGE of protein samples was performed on 12% acrylamide slab gel as

described by Laemmli [330]. The silver staining of gels as described by Nesterenko

et al. [331] was made with a protein molecular weight marker (such as Page-

RulerTM Prestained Protein Ladder, Thermo Scientific). Most of the bands

appeared between 35 and 170 kDa. The same bands appeared both on negative

controls (due to excretion) and samples, with a higher intensity for the samples

incubated in water or phosphate buffer (PB/DTT)(PB 105 mM, 0.3 M Glycerol,

1 mM DTT, pH¼ 7). Several new proteins appeared after electroextraction in

comparison to the negative controls.

Protein activity was assayed by routine-specific protocols. 3-phosphoglycerate

kinase (PGK)(45 kDa) activity was determined according to Kulbe and Bojanovski

[332], glyceraldehyde-3-phosphate dehydrogenase (GAPDH) (37 kDa) according

to Kirshner and Voigt [333], hexokinase (a dimer of 100 kD) according to

McDonald [334], and β-D-galactosidase (a 464-kDa homotetramer) according to

Mbuyi-Kalala et al. [335]. Protease activity was determined according to

Meussdoerffer et al. [336].

6.9.4 Electroextraction Protocols for Bacteria

Electroextraction has been proposed as a method to recover cytoplasmic content

from bacteria [337–339]. The following protocols are given for E. coli.
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6.9.4.1 Microorganisms and Cultivation Conditions

Escherichia coli BL21 and DH5α strains were used.

Cells were grown in LB, 0.5% (w/v) glucose. After reaching appropriate growth

phase, the cells were collected by centrifugation at 4000� g for 10 min, washed

once with deionized water, and resuspended to a final concentration corresponding

to 5% wet weight.

Viability after the different PEF treatments was obtained by counting colony-

forming units (CFU). After discharge delivery, the suspensions were removed and

incubated for 1 h at 37 �C. The bacterial suspensions were diluted, and 100 μl
samples from selected dilutions were spread onto Petri dishes for incubation

overnight at 37 �C.

6.9.4.2 Results

Extraction of GAPDH from cells of strain BL21 in exponential growth phase was

obtained when cells were treated with 15 pulses, 4 Hz, 0.5, and 1 ms duration,

followed by a postpulse incubation at 30 �C. Maximal release was obtained for

GAPDH at field intensity of 7 kV/cm and pulse duration of 0.5 ms. In control cells,

the incubation in buffer provoked the liberation of only 25% of GAPDH (half less

than in pulsed cells).

The upper limits in the field strength were detected by formation of precipitates

and a decrease of GAPDH activity tested. This may be due to an increased Joule

heating during electric treatment. Similar precipitation was observed with the

application of pulses with 1 ms duration at field intensities over 5.75 kV/cm or of

pulses of 0.5 ms duration but over 7.25 kV/cm.

Extraction was strain dependent. The optimal conditions for electroextraction

from DH5α were the same as those for BL21. But cells of this strain were less

sensitive to electric fields, in comparison with BL21. A lower extraction (GAPDH

and PGK) was obtained.

6.9.4.2.1 Influence of Incubation Buffer Content

The buffer content for postpulse incubation was found to be crucial for protein

recovery. The common buffer for cell lysis and protein extraction with E. coli is
Tris buffer pH¼ 8–8.5. Very often additional components such as EDTA and DTT

are present.

6.9.4.2.2 Influence of the Growth Phase

The cell wall porosity strongly depends on growth phase. We checked the influence

of growth phase on the release of intracellular enzymes.
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The release of PGK in the middle and late exponential phase cells was consid-

erably higher than for GAPDH. This might be due to its lower molecular weight,

thus demonstrating some sieving selectivity of protein electroextraction. The

electro-induced release of enzymes from cells in late exponential growth phase

was only 50% of what was obtained in the middle exponential phase. When the

cells were in stationary growth phase, the electric field was completely inefficient.

6.9.4.2.3 Increase in Sensitivity to Lytic Enzymes

Electric field pulse in bacteria not only permeabilized plasma membrane but also

affected other cell envelop components. Pulsed and control cells were incubated for

30 min in medium containing lysozyme, in concentrations considerably lower than

that used for cell lysis . As a result of this mild lytic treatment, the release of

GAPDH and PGK of pulsed cells was up to 85–86% of total activity for both

enzymes. The effect on control, unpulsed cells was present but distinctly lower—

only 28% of total activity.

6.9.5 Electroextraction Protocols for Yeasts

Cytoplasmic proteins can be extracted from yeasts by electropulsation (pulsed

electric field technology, PEF) [149, 327, 340–344].

Protein release from the cells is a slow process occurring along several hours

during the incubation in the specific buffer.

Flow process treatment of yeasts (Saccharomyces cerevisiae), with high-

intensity electric field pulses, allows the release of the intracellular protein content

on large culture volumes [149, 343].

The extraction yield is dependent on the field strength (to obtain plasma mem-

brane permeabilization), pulse duration (several ms is more effective than subms),

and the number of successive pulses. Optimization is cell strain dependent. DTT

brings a significant increase in extraction due to the effect on the wall [345].

Extraction from Saccharomyces cerevisiae was obtained with 15 pulses of 2 ms

at 6 Hz. Maximal yield for glyceraldehyde-3-phosphate dehydrogenase (GAPDH,

145 kDa) (85%) was obtained at 3.2 kV/cm where all cells were permeabilized.

About 58% from cell activity was liberated within 1 h after pulsation. The maximal

release of two other cytoplasmic enzymes 3-phosphoglycerate kinase (PGK,

45 kDa) and hexokinase (HK, 100 kDa) was obtained during the same time period.

6.9.5.1 Growth Phase

Cells in stationary phase are frequently used as source for production of enzymes.

Previous data with a batch process showed that the growth phase determined the
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effect of electric pulsation. Electroextraction of protein using cells in stationary

phase (5� 108cells/ml) was obtained. When applying 15 pulses (2 ms duration,

6 Hz), maximal yield of GAPDH 4 h after pulsation (85%) was obtained at 3.5 kV/

cm. While at 3.2 kV/cm, which was optimal for cells in exponentially phase, the

activity of GAPDH in the supernatant was only 65% from the total.

6.9.5.2 Protein Stability

The extractable total protein for different pulse length/intensity/frequency combi-

nations remained limited to about 37–45% from the total content. But the specific

activity of three electroextracted enzymes (GAPDH, PGK and HK) was about two

times higher than that was obtained in cell extracts, from either after enzymatic

lysis or mechanical grinding.

An increase of the intensity above the optimal value (established for a given cell

concentration) provoked a decrease of enzyme activity—probably a thermal dena-

turation. This is a critical event as an increase of intensity from 2.7 to 3 kV/cm on a

20% wet weight suspension resulted in about 90% decrease of extracted GAPDH

activity.

The proteins from crude extracts and supernatants of electrically treated cells

were analyzed by SDS–polyacrylamide gel electrophoresis under reducing condi-

tions. Most of the bands above 29 kDa present in the lysate, even those with highest

molecular weights (proteins over 97 kDa), were quite similar in both

electropulsated and mechanically broken cells.

6.9.5.3 Vacuole Preservation

In yeast the main protease activity is concentrated in the vacuole, which is affected

by classical extraction methods. But when using electrical conditions giving 100%

permeabilization, and isotonic postpulse medium, the liberated protease activity at

4 and 6 h after pulsation was only about 15% and 20% from what was present in

the extract after classical lysis. The preservation of vacuole integrity was checked

by a classical Lucifer yellow (LY) staining of pulsed cells. Electropermeabilized

cells incubated in isotonic medium showed fluorescence only in the cytoplasm, the

vacuole remaining unstained—showing that the vacuolar membrane was intact.

6.9.5.4 Cell Concentration

The possibility for treatment of more concentrated suspensions—up to 20% wet

weight (2.2� 109 cells/ml)—was checked by assaying GAPDH extraction. Results

were that when using shorter pulses, i.e., 1 ms, one could obtain 85% extraction at

lower field intensity—2.7 kV/cm. At this intensity (15 pulses, 1 ms duration, 6 Hz),

only about 40% IP could be achieved when pulsing the more diluted 4.5% wet
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weight (5� 108 cells/ml) suspension. At the high concentration, the optimal inten-

sity was 4.3 kV/cm, i.e., the five time increase of cell concentration is associated to

an about 1.6 reduction of optimal field intensity.

These effects could be attributed to the increased conductivities of the suspen-

sions during the pulse application, as a result of higher inorganic ion outflow. The

conductivity of 4.5% and 20% wet weight suspensions before pulsation was about

40 and 100 μS/cm, respectively. Immediately after pulsation (30s), these values

were ten times greater. Thus, the concentrated yeast suspensions were treated with

higher currents. The technical limit is that the current that was delivered is higher

(reaching the limits of the specifications of the pulse generator) and the Joule effect

is larger (risks in thermal denaturation).

6.9.5.5 Postpulse Conditions

It was observed that the incubation of pulsed cells at room temperature did not

influence the efficiency of extraction (only about 3% decrease in GAPDH and PGK

leakage as compared to 30 �C). This is a positive advantage in running costs.

The presence of glycerol and DTT in the postpulse incubation medium contrib-

uted to higher GAPDH (about 15%) and PGK (about 20%) activities in the

supernatant of electrically treated cells but did not influence hexokinase activity,

80% of HK activity being recovered within 4 h (data not shown).

6.9.6 Electroextraction Protocols for Microalgae

6.9.6.1 Panel of Strains

C. vulgaris and H. pluvialis are growing in freshwater, while Dunaliella salina and

N. salina are marine species. All have a rigid cell wall.

Culture conditions were in photoreactors. Growth was checked by measuring the

density of algae under an inverted microscope with a Malassez slide.

6.9.6.2 Results

It should be kept in mind that microalgae are indeed photosynthetic yeasts.

Electroextraction protocols were rather similar. Protein release was a slow process

(h) following the very fast pulse delivery (<s) [317].

6.9.6.3 Influence of the Electric Field on Protein Electroextraction

The extraction increased with the increase in the field strength (always with a

single-pulse duration of 2 ms). Extraction efficiency was dependent on the field
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strength in a specie-dependent manner. Fields of 3 kV/cm were efficient on

C. vulgaris and H. pluvialis, while 6 kV/cm was needed for N. salina due to its

smaller size.

6.9.6.3.1 Influence of the Number of Pulses and of the Delay Between

the Train of Pulses

A systematic evaluation of the effect of accumulating pulses showed that the

amount of released proteins was increased with the number of successive pulses,

whatever the field strength applied by the applicator.

A highly efficient protein release was obtained with one cycle of 15 bipolar

pulses. There was no improvement in extraction when cycling again the microalgae

(C. vulgaris) suspension.

6.9.6.3.2 Pulse Duration

Pulse duration is clearly a leading factor to obtain protein extraction from walled

species. Microsecond long pulses were not inducing the protein release even if the

cumulated application time lasts several ms. A slight modification of the single-

pulse duration, while keeping the cumulated pulse duration constant, did not affect

the extraction efficiency. Thirty pulses of 1 ms gave the same amount of released

proteins from Chlorella as 15 pulses of 2 ms. The 30 pulses were obtained by doing

two passages, while such a protocol did not improve the extraction efficiency for

pulses of 2 ms. The temperature increase linked to the Joule heating was reduced.

6.9.6.3.3 Post-Zap Dilution

In our previous results obtained on yeasts, there was a need for postpulse incubation

in a salty buffer containing DTT. The pulsed sample (in a low conductivity buffer)

was routinely diluted in 4 volumes of an incubation buffer (dilution factor of 5). But

further industrial development, a one to one dilution (with a 1.7� concentrated

extraction buffer), was observed to be as efficient with C. vulgaris and N. salina,
after treating under their respective optimized conditions.

6.9.6.3.4 Kinetics of Protein Leakage After PEF

Protein leakage from microalgae happened in a time-dependent manner. A massive

leakage was obtained during the first 30 min following the postpulse dilution, while

no release of protein was observed in the control samples during that time. To

obtain a more complete extraction, an overnight postpulse incubation was required.

Due to endogenous excretion processes, a substantial amount of proteins was

released during that long incubation period that was run at room temperature.
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6.9.6.3.5 Postpulse Temperature

No obvious difference was observed between incubation at 4 �C and at 20 �C,
whatever the duration of incubation.

6.9.6.3.6 Influence of the Cell Concentration

C. vulgaris at 105 cells/ml and 106 cells/ml were exposed to nine pulses of 2 ms at

3 kV/cm. After 24 h incubation at 20 �C, results showed that the increase of cell

concentration increased linearly the extracted protein concentration. Pulsing more

concentrated suspension brought the problem of the increase in conductivity due to

the release of cytoplasmic ions.

6.9.7 Conclusions and Tips

The effect of electric pulsation is size dependent, and stronger electric treatment

should be applied to obtain the same effect on smaller cells.

Pulse duration should be long (ms). Pulses should be delivered in a low conduc-

tivity buffer. The release of ions during the pulse delivery is a limit in the cell

concentration to be treated. Joule heating (Temperature increase) can be reduced by

using a series of pulsing chambers and coolers, using a larger number of shorter

pulses with more successive chambers.

Postpulse incubation should be operated in an ionic solution containing DTT.

The release of proteins during the incubation is a slow process (h.) but occurs at

room temperature. Separation of the supernatant where the released proteins are

from the pulsed cells is easy as no debris are present. The downstream separation by

chromatography is not subject to clogging. No ultrastructural damages are

observed.
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Verträglichkeit (EMV), D€usseldorf, 9.-11.März 2010

75. Sack, M., M€uller, G.: Electrical design of electroporation reactors

76. Yongguang Yin, Quinghua Howard Zhang, Sudhir Kartikeya Sastry: High-voltage pulsed

electric field treatment chamber for the preservation of liquid food, Patent US 5 690 978, 30.

Sept. 1996

77. Sack, M., Bluhm, H.: New measurement methods for an industrial-scale electroporation

facility for sugar beets. IEEE Trans. Ind. Appl. 44, 1074–83 (2008). doi:10.1109/TIA.2008.

926222

78. Loginova, K.V., Vorobiev, E., Bals, O., Lebovka, N.I.: Pilot study of countercurrent cold and

mild heat extraction of sugar from sugar beets, assisted by pulsed electric fields. J. Article

J. Food Eng. 102(4), 340–347 (2011)

79. Kseniia Loginova, Eugène Vorobiev, Nikolai Lebovka: Qualitative characteristics of sugar

beet juices obtained in pilot extractor with pulsed electric field (PEF) pre-treatment. 11th

International Congress on Engineering and Food (ICEF), May 22–26, 2011 Athens Greece

80. Angersbach, A., Heinz, V., Knorr, D.: Electrophysical model of interact and processed plant

tissues: Cell disintegration criteria. Biotechnol. Prog. 15(1999), 753–762 (1999)

81. Raso, J., Heinz, V. (eds.): Pulsed Electric Field Technology for the Food Industry. Funda-

mentals and Applications. Springer, New York (2006)

82. Vorobiev, E.I., Lebovka, N.I. (eds.): Electrotechnologies for Extraction from Food Plants and

Biomaterials. Springer, New York (2008)

6 Environmental Applications, Food and Biomass Processing by Pulsed. . . 463

http://dx.doi.org/10.1109/TIA.2005.847307
http://dx.doi.org/10.1109/TIA.2005.847307
http://dx.doi.org/10.1109/TIA.2008.926222
http://dx.doi.org/10.1109/TIA.2008.926222


83. Knorr, D., Engel, K.-H., Vogel, R., Kochte-Clemens, B., Eisenbrand, G.: Mol. Nutr. Food

Res. 52, 1539 (2008)

84. Barbosa-Canovas, G.V., Gongora-Nieto, M.M., Pothakamury, U.R., Swanson, B.G.: Preser-

vation of Foods with Pulsed Electric Fields. Academic, London (1998)

85. Lebovka, N., Vorobiev, E., In: Pakhomov, A.G., Miklavcic, D., Markov, M.S. (eds.) CRC

Press, pp. 463–490 (2010)

86. Vorobiev, E.I., Lebovka, N.I. In: Lebovka, N., Vorobiev, E., Chemat, F. (eds.) CRC Press,

Taylor & Francis LLC,, pp. 25–83 (2011)

87. Ben Ammar, J.: Etude De L’effet Des Champs Electriques Pulses Sur La Congelation Des

Produits Vegetaux. Universite de Technologie de Compiegne, France, Compiegne (2011)

88. Shynkaryk, M.: Influence De La Permeabilisation Membranaire Par Champ Electrique Sur La

Performance De Sechage Des Vegetaux. Universite de Technologie de Compiegne, France,

Compiegne (2006)
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150. Shynkaryk, M.V., Lebovka, N.I., Lanoisellé, J.L., Nonus, M., Bedel-Clotour, C., Vorobiev,

E.: J. Food Eng. 92, 189 (2009)

151. Liu, D., Lebovka, N.I., Vorobiev, E.: Food Bioprocess Technol. 6, 576 (2013)

152. Jin, Y., Wang, M., Lin, S., Guo, Y., Liu, J., Yin, Y.: Afr. J. Biotechnol. 10, 19144 (2011)

153. Liu, J.-B., Yu, Y.-D., Wang, M., Lin, S.-Y., Wang, Q., Gao, L.-X., Sun, P.: Jilin Daxue

Xuebao (Gongxueban) J. Jilin Univ. Eng. Technol. Ed. 40, 1171 (2010)

154. Goettel, M., Eing, C., Gusbeth, C., Straessner, R., Frey, W.: Algal Res. 2, 401 (2013)

155. Coustets, M., Al-Karablieh, N., Thomsen, C., Teissié, J.: Flow pProcess for
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