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Preface

Diagnostic and therapeutic Ultrasound has recently taken an explosive growth for
better safer, economic, mobile and high quality healthcare. This technology is very
appealing for medical applications because it is non-ionizing, non-invasive and is
available in most of the medical and clinical facilities. Its low cost, when compared
with other medical image modalities, makes it one of the preferred tools for medical
monitoring, follow-up and diagnosis. Besides the traditional fields of cardiology
and obstetrics, where it is extensively used for long time, it has become also very
useful in the diagnosis of diseases of the prostate, liver and coronaries and carotids
atherosclerosis.

However, Ultrasound images present poor quality, very low signal to noise ratio
and a lot of artifacts. The extraction of useful information from Ultrasound data
for diagnosis is a challenge task that makes this medical image modality a very
active field of research. The difficulties are being overcome and novel and advanced
methods are being proposed for detection, characterization and segmentation of
abnormalities in several organs. In fact, Ultrasound application range is vast,
covering almost all organs, including the brain where Transcranial Doppler (TCD)
Ultrasound is very important to assess the brain vasculature.

This book presents some of the recent advances in Ultrasound imaging technol-
ogy covering several organs and techniques in a Biomedical Engineering (BME)
perspective. The focus of the book is in the algorithms, methodologies and systems
developed by multidisciplinary research teams of engineers and physicians for
Computer-Aided Diagnosis (CAD) purposes.

Cardiovascular and cancer, the most common life-threatening diseases in western
countries, are two of the most important topics focused in the book. However,
other advanced issues are also presented such as Intravascular Ultrasound (IVUS),
3D and 4D Ultrasound and Ultrasound in Computer-Aided Surgery (CAS). Some
chapters are direct contributions from medical research groups where Ultrasound
has also received great attention in the last decade. By this, new techniques based on
Ultrasound were introduced in the clinical practice for diagnosis and therapeutics,
mainly in hospital facilities.
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Main Feature of the Book

The book contains 14 chapters distributed by 3 sections. It covers a wide range
of topics from the physics and statistics associated with the Ultrasound data, in a
signal processing point of view, up to high level application tools for CAD based on
Ultrasound.

Section 1: Image Formation and Preprocessing

In this section the image formation process is addressed and new statistical models
describing the ultrasonic signal are proposed. Reduction of Ultrasound noise, called
de-speckling, and textural characterization of tissues are considered.

Section 2: Ultrasound Atherosclerotic Plaque Imaging

Here, the important problem of atherosclerotic plaque characterization is addressed.
Methods to assess the severity of the disease are described, such as measuring the
Intima/ Media Thickness (IMT), as well as new scores to quantify the risk of vascular
accident.

Section 3: Advanced Applications

This section covers a wide range of applications involving morphological and tex-
tural segmentation of structures from ultrasound images. Detection and characteri-
zation of focal lesions in the thyroid, breast and prostate and textural characterization
of diffuse diseases of the liver are the main topics.
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José Seabra, João Miguel Sanches, and José Fernandes e Fernandes
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Part I
Image Formation and Preprocessing



RF Ultrasound Estimation from B-Mode Images

José Seabra and João Miguel Sanches

Abstract This chapter describes a method to estimate/recover the ultrasound RF
envelope signal from the observed B-mode images by taking into account the main
operations usually performed by the ultrasound scanner in the acquisition process.

The proposed method assumes a Rayleigh distribution for the RF signal and
a nonlinear logarithmic law, depending on unknown parameters, to model the
compression procedure performed by the scanner used to improve the visualization
of the data.

The goal of the proposed method is to estimate the parameters of the compression
law, depending on the specific brightness and contrast adjustments performed by the
operator during the acquisition process, in order to revert the process.

The method provides an accurate observation model which allows to design
robust and effective despeckling/reconstruction methods for morphological and
textural analysis of Ultrasound data to be used in Computer Aided Dagnosis (CAD)
applications.

Numerous simulations with synthetic and real data, acquired under different
conditions and from different tissues, show the robustness of the method and
the validity of the adopted observation model to describe the acquisition process
implemented in the conventional ultrasound scanners.

1 Introduction

Ultrasound statistical-based image processing for denoising, segmentation, and
tissue characterization is an attractive field of research nowadays [1–3] and may
positively influence some diagnostic decisions in the near future.

J. Seabra (�) • J.M. Sanches
Institute for Systems and Robotics, Department of Bioengineering from the Instituto
Superior Técnico/Technical University of Lisbon, Portugal
e-mail: mail2jseabra@gmail.com; jmrs@ist.utl.pt

J.M. Sanches et al. (eds.), Ultrasound Imaging: Advances and Applications,
DOI 10.1007/978-1-4614-1180-2 1, © Springer Science+Business Media, LLC 2012
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4 J. Seabra and J.M. Sanches

It is widely recognized that speckle in B-mode Ultrasound (BUS) images arises
from the coherent interaction of random scatterers within a resolution cell when
a certain anatomical region is scanned. The common model for speckle formation
assumes a large number of scatterers where the sum of signals may be formulated
according to a typical phasors random walk process [4]. This condition, known
as fully developed speckle, determines Rayleigh statistics for the Envelope Radio-
Frequency (ERF) data [5]. In addition, different nonlinear processing operators are
used to improve the visualization of the displayed image, here termed B-mode
image. In particular, the amplitude of the ERF signal is logarithmically compressed
and nonlinearly processed so that a larger dynamic range of weak to strong echoes
can be represented in the same image.

The compressed data, typically acquired in a polar grid, is in turn interpolated and
down-sampled in order to convert it to a Cartesian grid that is more appropriated
for visualization in the rectangular monitors of the scanners. Finally, in a clinical
setting, physicians typically adjust other parameters such as brightness and contrast
to improve image visualization.

Many research work has been developed for speckle reduction aiming at
providing clearer images for visualization [6]. However, very few approaches either
focusing on speckle reduction or tissue classification take into account the pre-
processing operations used to create the BUS images [7, 8]. Studies based on
image processing from BUS images naturally need to follow a rigorous acquisition
protocol, otherwise results will be non-reproducible and non-comparable since they
will depend on the kind of ultrasound equipment and on each specific operating
conditions. To avoid these difficulties some researchers [9–11] use the RF signal
extracted directly from the ultrasound machine. However, this kind of data is
not usually available at the scanners and is only provided for research purposes.
In fact, besides the previously referred transformations of re-sampling, coordinate
transformation, and logarithmic compression (cf. Fig. 1), the B-mode observed
images are the result of other proprietary nonlinear mappings specific of each
scanner that is usually not known and not documented .

In this chapter we show that, despite the lack of knowledge about the com-
plete processing operations performed in the scanner, it is possible to revert the
compression operation and compensate for the contrast and brightness adjustments
performed by the operator during the exam. The interpolation is also addressed.
The estimated Log-Compression Law (LCL) is able to provide an image more
compatible with the physics of the image formation process than the B-mode one
that may be used to design more accurate and effective denoised algorithms.

The remainder of this chapter is organized as follows. In Sect. 2 it is made a
review of the most relevant work published about ultrasound image decompression
and estimation of operating settings over the last years. Section 3 formulates the
Log-Compression model and describes the statistics associated with the compressed
image. In addition, simulations of the most significant operations affecting the
statistical properties of the original data are shown and some observations are
drawn about the way the shape of the distributions are affected. Subsequently,
Sect. 4 details the method to estimate the parameters of the compression law,
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specifically the contrast (â) and brightness (b̂) parameters. Section 5 first tests the
effectiveness of estimating the decompression parameters with the proposed method
using synthetic ultrasound data. To further investigate how realistic the proposed
model is, the decompression method is applied to a real BUS image, from which the
raw data is known, and comparison between original and estimated data is made.

The robustness of the decompression method is also evaluated using real images
acquired under different operating conditions and a detailed interpretation of
the obtained results is performed. Finally, Goodness of Fit (GoF) [12] tests are
conducted in estimated ERF images to sustain the hypothesis that most envelope
RF data can be well modeled by Rayleigh statistics. Section 6 concludes the study
about decompression and envelope RF estimation from BUS data.

2 Related Work

A considerable amount of work dedicated to speckle suppression and tissue
characterization relies on accurate statistical models for RF data. Such models
albeit being ideally and robustly tailored to describe the envelope data in different
conditions throughout the image, are not feasible and practical because RF data is
usually not available. Thus, there is a need to develop realistic observation models
that incorporate the most significant nonlinear processing operations affecting the
envelope data, when only BUS images are provided. In order to compute the RF
intensity signal it becomes crucial to (1) explain the statistics of the compressed
signal and (2) invert the logarithmic compression and other nonlinear signal
processing performed by the ultrasound machine. Commercial ultrasound scanners
perform a set of operations on the RF signal, e.g., log-compression and interpolation
[13], that change the statistical distribution of the complex raw RF signal which is
no longer Circular Symmetric Complex Gaussian (CSCG) [14] and, therefore, the
Rayleigh statistics of the ERF signal are no longer valid.

Seminal work conducted in [7, 15, 16] have addressed the analytic study of
log compressed Rayleigh signals in medical ultrasound images. From thereon,
several decompression strategies were developed aiming at estimating some of the
nonlinear processing parameters [17–19] or providing an estimate of the envelope
RF data [8, 20, 21]. In order to compute the ERF intensity signal, the logarithmic
compression and other nonlinear operations must be inverted. A common model for
the compression law used in the literature is the following

IBUS = a log(IERF)+ b, (1)

where a and b are unknown parameters. The work developed in [20] demonstrated
that such mapping is able to approximately invert the compression algorithms
employed by a number of different ultrasound machine manufacturers, given that the
parameters are originally known. The additive parameter, b, does not affect the shape



6 J. Seabra and J.M. Sanches

of the statistics used to speckle because it only shifts the distribution function which
does not happen with the gain parameter a. The study developed by Crawford et al.
[20] proposed a systematic method to compensate for nonlinear amplification based
on several measurements based on a calibrated phantom, while the study reported
by Kaplan et al. [15] requires accessing the data before processing which is not
feasible in most commercial machines.

The work from Prager et al. [8] introduced the fractional moments iterative
algorithm for recovering the envelope intensity signal from B-Mode data using
speckle patches. In such patches, where fully developed speckle holds, the envelope
intensity signal, Yp, can be estimated by inverting the compression mapping,

Yp = exp

(
Zp

a

)
, (2)

where Zp is the B-Mode intensity on a given patch, p. According to [5], Yp follows
approximately an exponential distribution,

p(Yp) =
1

2σ2 exp

(−Yp

2σ2

)
, (3)

where the nth order moment is given by [22],

〈Yn
p〉= (2σ2)nΓ (n+ 1) = 〈Yp〉nΓ (n+ 1), (4)

where Γ (n) is the Gamma function. Therefore, the normalized moments are,

〈Yn
p〉

〈Yp〉n = Γ (n+ 1). (5)

This approach [8] compares the measured normalized moments on known
speckle patches, Yp, with the theoretical expected values for an exponential
distribution. The optimal value of the contrast parameter, a, can then be found
by minimizing the difference between these two set of values. This algorithm
produces similar results to the faster approach proposed in [15] for pure logarithmic
compression, but also works in the presence of nonlinear mapping where the Kaplan
[15] formula does not apply.

A more recent work presented by Marques et al. [21] and used in a 3D US
reconstruction problem enables to model the nonlinear compression considering
that the ERF data is Rayleigh distributed. The estimation of the log compression
parameters is simultaneously performed with the image reconstruction procedure
by optimizing the same objective function (PDF of the unknown parameters). Such
parameters are obtained by considering the theoretical expressions for the mean and
standard deviation of the Fisher–Tippet distribution [22] early demonstrated to be a
feasible model for the compressed data [7].
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Although the estimator of b has shown to be biased, this work presented
promising results particularly in terms of image reconstruction. It has been shown
that the reconstruction algorithm performs better when compensation is considered.
The estimated images and profiles obtained by compensating the log compressed
images are sharper, presenting a larger dynamic range, and the anatomical de-
tails are more clearly visible when compared with those obtained assuming no
compression.

3 Log-Compression Model

Figure 1 depicts the processing block diagram of a generic ultrasound imaging
system, including the most significant operations performed on the RF signal
generated by the ultrasound probe: (1) interpolation and grid geometry conversion,
from polar to rectangular to appropriate image display, (2) logarithmic compression,
used to reduce the dynamic range of the input echo signal to match the smaller
dynamic range of the display device and to accentuate objects with weak backscatter
[13], (3) contrast, a, and (4) brightness, b adjustments. Some equipments perform
an automatic adjustment of the parameters a and b which can further be tuned
by the operator to improve image visualization in each specific exam. The model
displayed in Fig. 1, illustrating the Log-Compressed Law, allows to simulate the
generic processing operations of the ultrasound equipment, and to recover, whenever
the original raw data is not available, an estimate of the ERF image.

As shown in Sect. 5 the interpolated data is better described by a Gamma
distribution than by a Rayleigh one. However, the results displayed also show only
a marginal improvement of the Gamma distribution with respect to the Rayleigh
model, mainly at the transitions. Therefore, here, the interpolation is not taken into
account in the designing of the ERF estimation algorithm.

The Log-Compression model (LCM) described in this section assumes a fully
developed speckle noise formation model to describe the ERF image formation
process. This condition is valid when images are reasonably homogeneous and

Fig. 1 Block diagram of the generic processing operations of an ultrasound imaging system
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do not show high intensity scattering sites. Under these assumptions the ERF
signal intensity can be described by a Rayleigh distribution [23], whose parameters,
Σ = {σi, j}, associated with each pixel intensity of the ERF image, yi, j, are related
to the tissue acoustic properties [24] at the corresponding location, xi, j.

Let Z = {zi, j} be a N×M BUS image corrupted by speckle where each pixel is
generated according to the following LCL,

zi, j = a log(yi, j + 1)+ b, (6)

where (a,b) are unknown parameters used to model the contrast and brightness of
the observed image, respectively. In the assumption of fully developed speckle the
pixels of the ERF image, Y = {yi, j}, are Rayleigh distributed [25]

p(yi, j) =
yi, j

σ2
i, j

exp

(
− y2

i, j

2σ2
i, j

)
, (7)

where σi, j is the parameter of the distribution to be estimated. Consequently, the

distribution of the observed pixels, zi, j, given by p(z)=
∣∣∣ dy

dz

∣∣∣ p(y) [14] corresponds to

p(zi, j) =
yi, j(yi, j + 1)

aσ2
i, j

exp

(
− y2

i, j

2σ2
i, j

)
. (8)

Figure 2a–d simulates the BUS image formation process. The pixel intensities of
the noisy image, displayed in Fig. 2b, were generated from Rayleigh distributions
with parameters corresponding to the pixel intensities of the phantom displayed in
Fig. 2a. To illustrate how the most relevant operations performed by the ultrasound
scanner affect the statistical properties of the ERF signal the following simulations
are performed. The noisy image is first interpolated and then compressed according
to (6) and the final result, displayed in Fig. 2d, represents a typical image obtained
with ultrasound equipment.

Figure 2e, f presents the shape of the data distribution throughout the processing
operations for different contrast and brightness parameters used in (6). In general,
the transformed image is significantly different from the original data from both
statistical (histogram) and visual appearance points of view.

Only in the case of the interpolation operation the differences are not very
relevant. The histogram of the independent Rayleigh distributed pixels inside the
window ky (see Fig. 2b) is not significantly different from the histogram of pixels
inside the window ki

y (see Fig. 2b). See both histograms displayed in Fig. 2e.
The effect of the interpolation operation is mainly low pass filtering the data

leading to a slight reduction on the intensity variance of the transformed image.
Variations on the brightness parameter, b, shift the distribution of the transform data
along the gray-scale axis, as shown in (Fig. 2e). Moreover, as expected, the dynamic
range parameter, a, produces the effect of compressing or stretching the distribution
as a decreases or increases, respectively (Fig. 2f).
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Fig. 2 BUS image formation model, starting from a phantom object (a). The method for
generating synthetic BUS images includes corruption with Rayleigh noise (b), interpolation
(c), and application of the LCL (d). Probability densities in ky and ki

y, and kz when the parameters
a (e) and b (f) are made variable

In the next section the estimation procedure to estimate the parameters a and b
form (6) is described in order to decompress the data and estimate the unobserved
ERF image, yi, j, from the observed ultrasound B-mode one, zi, j, by using the
transformation

yi, j = exp

(
zi, j− b̂

â

)
− 1, (9)

where (â, b̂) are the estimated contrast and brightness parameters.
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4 Estimation of Decompression Parameters

This method described here to estimate the Log-Compression parameters in (6) is
an improved version of the method described in [21].

The estimation of the compression parameters (a,b) would be easier if the
Rayleigh parameter, σi, j, was known. However, it is not known and varies across
the image.

Let us approximate (9) by y ≈ exp
(

z−b
a

)
, the distribution (8) can be written as

follows

p(z) =
2
a

exp(−θ − exp(−θ )), (10)

where θ = log(2σ2)− 2
z− b

a
. Equation (10) defines the Fisher-Tippet distribution

[22], also known as double exponential. The mean and standard deviation (SD) of
this distribution are:

μz =
a
2
[log(2σ2)− γ]+ b, (11)

σz =
π a√

24
, (12)

where γ = 0.5772... is the Euler–Mascheroni constant.
To overcome the difficulty associated with the lack of knowledge of σi, j let

us now consider small n×m windows, wi, j , centered at each pixel (i, j). The
distribution parameters σk,l within these small windows are assumed constant and
equal to the parameter of the corresponding center pixel, σi, j , to be estimated.

If ai, j is assumed constant inside the small window wi, j it can be easily derived
from (12)

âi, j =
√

24
σzi, j

π
, (13)

where σzi, j is the standard deviation of the observations inside the small window wi, j

The parameter a, which is considered constant across the image, is estimated by
averaging the parameters âi, j:

â =
1

NM

N,M

∑
i, j=1

âi, j. (14)

The estimation process of b is more challenging than the estimation of a, thus
requiring a more elaborated and complex procedure. Let us consider the set of n×
m = L unknown non compressed pixels y = {yk,l} inside the window wi, j as being
independent and identically Rayleigh distributed with parameter σi, j

p(yk,l |σi, j) =
yk,l

σ2
i, j

exp

(
− y2

k,l

2σ2
i, j

)
. (15)
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As shown in [21], the distribution of the minimum of y, t = min(y), is also
Rayleigh distributed with parameter σ2

i, j/L

p(t|σ) = t

σ2
i, j/L

exp

(
− t2

2σ2
i, j/L

)
. (16)

The minimum of the observed pixels inside the window wi, j , z = {zk,l} where
zk,l = a log(yk,l + 1)+ b, is

s = min(z) = a log(min(y)+ 1)+ b

= a log(t + 1)+ b, (17)

which means

b = s− a log(t + 1). (18)

The distribution of b, computed by p(b|s,σi, j) = |dt/db|p(t|σi, j), is therefore
given by

p(b|s,σi, j) =
L

aσ2
i, j

t(t + 1)exp

(
− L

2σ2
i, j

t2

)
, (19)

where t = exp
(

s−b
a

)− 1. σi, j , the distribution parameter associated with the (i, j)
pixel, is not known neither constant across the image. However, if it is considered
constant inside the small window wi, j a local estimation of b is possible to
derive. Since y is assumed Rayleigh distributed an appropriated approximation
for σi, j is

σ̃i, j =

√
1

2nm∑k,l
ỹ2

k,l , (20)

where

ỹk,l = exp

(
zk,l − b̃

a

)
− 1, (21)

and

b̃ = min(z). (22)

Since b is not known b̃≈ b is used in (21) instead of b. As it will be shown in the
section of experimental results this approximation is valid.
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Let b̂i, j be the estimated value of b, computed from the pixels within the small
window wi, j. Its value is nothing more than the expected value of b with respect to
the distribution (19) with the parameter computed in (20),

b̂i, j =

∫ ∞

−∞
bi, j p(bi, j|s, σ̃i, j)dbi, j. (23)

The closed form solution of (23) is difficult to compute and a numeric approach
is adopted, such that:

b̂i, j =
L

∑
k=1

bi, j(k)p(bi, j(k)|s, σ̃i, j), (24)

where bi, j(k) = k s/(L− 1),k = 0,1, ...,L− 1 are L uniformly distributed values in
the interval [0,s], since it is assumed that b≥ 0 and from (18), b≤ s.

The global value of b, once again, is obtained by averaging the estimated b̂i, j:

b̂ =
1

NM

N,M

∑
i, j=1

b̂i, j. (25)

The estimated parameters (â, b̂) are then used to revert the Log-compression
performed by the ultrasound equipment in order to recover the original RF signal:

yi, j = exp

(
zi, j− b̂

â

)
− 1, (26)

which is assumed, in the remainder of this chapter, to be Rayleigh distributed.

5 Experimental Results

In this section, different results are presented aiming to assess the performance of
the proposed method. First, the accuracy on the decompression parameters (a,b)
estimation procedure is computed by using synthetic ultrasound data. The validity
of the decompression method is also assessed by using real data. A comparison is
made between the original ERF image, obtained from raw data, and the estimated
ERF image, obtained from the BUS image.

In addition, the adequacy and robustness of the ERF image retrieval method is
investigated in the real case using two sets of experiments, including the application
of the decompression method in (1) different BUS images acquired with fixed
brightness and contrast parameters and (2) static BUS images acquired with variable
operating parameters.
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Finally, GoF tests with Rayleigh and Gamma distributions are conducted in
estimated ERF images which enables to support the hypothesis that most envelope
RF data can be well modeled by these two distributions. The interpretation of the
obtained results suggest the use of the simpler Rayleigh distribution to decompress
that data.

The decompression method is initially tested in synthetic data by using Monte
Carlo tests. Particularly, in this experiment it is intended to assess the estimation
accuracy of the decompression parameters, (a,b), for different images and amounts
of noise. For each pair of decompression parameters 50 Monte Carlo runs were
performed. In each run, two different types of synthetic images are used to revert the
compression method and estimate the parameters (â, b̂), uniform and non uniform.
Three uniform synthetic images are corrupted with Rayleigh noise with parameters
σ2 = {102,103,5 ·103}. The non uniform image is the Shepp–Logan phantom also
corrupted by the same three different amounts of noise used with the uniform
phantoms. In both cases the noisy images are interpolated and log-compressed
according to (6).

Figure 3 presents the average and SD of the 50 estimated decompression
parameters, (â, b̂), obtained for each true pair (a,b), by using the first phantom
(Fig. 3a) and the non-uniform Shepp–Logan phantom (Fig. 3b).

Similar results are obtained in both cases which suggests that the decompression
method has similar behavior for uniform and non-uniform images, and its perfor-
mance is apparently independent on the severity of speckle noise contamination.
The later conclusion is confirmed in Fig. 3a where the observed results do not
depend on the value of the Rayleigh parameter σ used to generate the noisy image.

In general, the estimation â is non biased and its SD increase mainly with a0 (see
Fig. 3a, b, top left). The variability of â tends to be less significant as b increases
(see Fig. 3a, b, bottom left). The average values of the uncertainties associated
with â, SD(â)/a0, are: 0.54%, 0.60%, and 0.60% for the uniform image with
σ2 = 100,1,000, and 5,000, respectively, and 0.61% for the non-uniform image.
As far as the ratio SD(â)/a is concerned, the uncertainty associated with â is almost
residual.

The estimation of b, b̂, is also non biased (see Fig. 3a, b, top right). In particular,
the average values of the uncertainties associated with b̂, SD(b̂)/b, are: 2.4%, 2.4%,
and 2.4% for the uniform image with σ2 = 100,1,000, and 5,000, respectively, and
2.3% for the non-uniform image. The uncertainty associated with the decompres-
sion parameter b̂ increases linearly with a. In fact, this behavior is similar to the
one obtained for â, except for very small values of a, where the uncertainty about b̂
increases with b (see Fig. 3a, b, bottom right).

The method here proposed is able to invert the compression operations when
synthetic images are given. Moreover, it is important to study the feasibility of the
method when raw data is provided by the manufacturer. Notice that the challenge of
decompression from BUS images is only raised because raw data is generally not
available in a clinical setting, thus limiting the application of algorithms which are
based on statistical modeling of speckle or RF data.
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Fig. 3 Estimation of the decompression parameters using Monte Carlo tests. Performance is
assessed by computing the mean and SD of (â,b̂) in simulated log compressed images of a noisy
uniform image created with Rayleigh parameters (a) and noisy Shepp–Logan phantom (b)
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Fig. 4 Application of the RF image retrieval (decompression) method to a BUS image represent-
ing a coronary artery. PDFs of the BUS, original ERF, and estimated ERF images, extracted from
a given ROI

Hence, in this study it was used an IVUS BUS image corresponding to a cut
of the coronary artery (Fig. 4a) together with the RF image obtained from raw RF
data, obtained with specialized equipment (Galaxy II IVUS Imaging System, Boston
Scientific, Natick, MA, United States). The RF image retrieval(decompression)
method is applied to the BUS image, resulting in an estimate of the envelope data,
the ˆERF image. As shown in Fig. 4b, the statistical properties of the original and
estimated ERF images are closely similar. This observation supports the adequacy
of the proposed method to provide an estimate of the envelope RF data which
resembles the original one.

So far the decompression method was validated using an IVUS image from
which the raw data was known. Moreover, it is also pertinent to investigate the
robustness of the method according to different acquisition settings and scenarios.
To this purpose, the RF image retrieval method is tested under two different con-
ditions: first, by changing the probe position and keeping the operating parameters
constant, and second by maintaining the probe steady and varying the contrast and
brightness parameters.

Figure 5a–c presents results of the application of the decompression method
proposed in this chapter. In particular, three image sets were acquired for different
anatomical structures/tissues by slightly changing the probe position between each
image acquisition. For each set of RF estimated images, a homogeneous region
was selected and its intensity histogram computed as shown in Fig. 6a–c (left).
These results show that the statistical properties of the estimated RF images are
comparable, suggesting that the decompression method is robust to small changes
in image appearance. The decompression parameters from each image set are
depicted in Fig. 6a–c (right). The SDs for â and b̂ are (3.83;2.97), (4.26;2.01),
and (1.96;1.80), respectively for each set of decompressed images, which shows
that the uncertainty about the estimated LCL parameters is low in different imaging
conditions.
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Fig. 5 Application of the decompression method to different sets of images acquired from
different tissues using fixed operating conditions
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Fig. 7 Application of the decompression method to sets of images acquired from different tissues,
acquired with a steady probe and variable operating parameters

As previously mentioned, the second experiment consisted in acquiring a series
of BUS images by keeping the probe steady and varying the operating parameters.
Results of the application of the decompression method in two different image sets
are shown in Fig. 7. In terms of gray-scale image appearance, the obtained ERF
images present similar dynamic range and brightness. Histogram analysis of data
extracted from homogeneous regions in such images (Fig. 8a, b on the left) suggests
similar statistical properties among the estimated ERF images. A comparison
between the contrast and brightness parameters given by the US scanner with the
estimated decompression parameters is given in Fig. 8a, b on the right. Although a
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numerical comparison is naturally unfeasible because the equipment’s settings may
not directly correspond to the values assigned to the operating parameters being
estimated, it is pertinent to investigate how the estimated parameters change with
respect to the original settings of the machine. Considering the estimated parameters
â these appear to change approximately in inverse proportion with respect to the
original dynamic range settings a. Moreover, the estimated parameters b̂ vary
roughly in direct proportion according to the original linear gain settings b. These
results support the ability of the proposed method to estimate the decompression
parameters, evoking a similarity association between these values and the settings
defined with the ultrasound equipment.

Results aiming at assessing the adequacy and robustness of the proposed
decompression method in the aforementioned real cases are detailed in Table 1.
Besides the decompression parameters obtained for each image of the data set, it is
also shown the Kullback–Leibler distance [26] of each distribution with respect to
the first distribution of each set. Observations taken from Table 1 support, from a
quantitative point of view, the robustness of the decompression method in estimating
precisely the decompression parameters and the ERF images.

It is relevant to investigate whether the assumptions made initially about the
adequacy of the Rayleigh distribution to model the pixel intensities in ERF images
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Table 1 Decompression parameters (â, b̂), and Kullback–Leibler distances computed from ERF
data histograms, as result of the application of the RF image retrieval under two different conditions
(constant and variable operating parameters)

Thyroid cross-section Thyroid longitudinal Liver

Parameters ID â b̂ dKL(h1,hID) â b̂ dKL(h1,hID) â b̂ dKL(h1,hID)

Constant RF1 35.71 7.05 − 24.65 5.07 − 46.09 3.91 −
RF2 35.64 1.14 −1.61 24.04 2.10 0.02 46.22 4.98 −0.01
RF3 30.14 1.13 0.26 28.30 1.85 0.01 42.12 2.92 2.62
RF4 39.60 1.08 −0.84 33.30 0.22 −0.28 47.04 5.04 0.42
RF5 43.64 4.95 1.72
RF6 47.10 1.02 0.25

Variable RF1 57.17 3.18 − 34.09 10.22 −
RF2 44.20 7.38 2.40 23.41 10.09 0.11
RF3 40.02 10.32 2.10 36.35 0.02 3.28
RF4 12.60 0.28 4.02 17.88 7.55 0.81
RF5 34.07 14.15 5.01 22.23 12.90 1.02
RF6 30.26 20.89 1.27

are realistic or not. It is known that the assumption of fully developed speckle
determines Rayleigh statistics for the amplitude of the envelope RF data, although
the Gamma distribution seems to provide a better approximation [27, 28], mainly
when interpolation is involved, which is the case.

Hence, the purpose of the study presented in Fig. 10 is to investigate whether the
Rayleigh and Gamma distributions are capable of locally describing the estimated
ERF images (Fig. 9). Given this, the Maximum Likelihood (ML) estimates of the
Rayleigh and Gamma distribution were computed locally for each image. This
computation is done in 8 × 8 sliding blocks with 2 × 2 overlapping borders,
throughout the images. For each block the probability density functions (PDFs) are
computed according to the ML-based Rayleigh and Gamma estimates. Moreover, a
correlation coefficient measure is computed to compare each distribution with the
data histogram, given by:

ρxy =
δxy

σxσy
, (27)

where δxy is the covariance matrix of the mentioned PDFs and σx and σy are
their standard deviations. When the correlation coefficient, ρxy, is 1 it means
the distribution under investigation (either Rayleigh or Gamma) perfectly models
the local data. Figure 10 consists of color-scaled GoF maps, including the local
comparison of ERF data vs. ML estimated Rayleigh distribution (Fig. 10a), ERF
data vs. ML estimated Gamma distribution (Fig. 10b) and finally, Rayleigh vs.
Gamma distribution (Fig. 10c).

In both cases, the Gamma distribution is able to better describe the data when
compared to the Rayleigh distribution. An interesting observation is that the
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Fig. 9 Application of the decompression method to BUS image of the liver (a) and carotid plaque
(b). The plaque contour is marked for ease of visualization

Rayleigh distribution provides a good description of the data in a very significant
part of the images, essentially where strong scattering phenomena do not occur.
Moreover, when the local comparison between the Gamma and Rayleigh distribu-
tions is carried out, it is observed that in most regions of the studied images, the
Rayleigh distribution closely approaches the Gamma distribution. The only excep-
tions occur in regions of substantial echogenicity, where the Gamma distribution is
more suitable to describe the data. These results validate the adopted decision and
does not include in the proposed decompression method the interpolation operation.
This operation is the source of the Gamma distribution, but as it was confirmed in
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this last comparison study, the simpler Rayleigh distribution is able to describe the
data in almost all regions of the images but at the transitions.

6 Conclusions

Standard ultrasound equipment performs nonlinear compression of the envelope
data thus changing some of its attractive statistical properties.

This chapter proposes a statistical model for log-compressed BUS data which
allows to parameterize the most significant operating settings of ultrasound equip-
ments and revert the nonlinear compression, providing an estimate of ERF data.
The estimated envelope intensity can be used by a variety of algorithms that rely
on the statistics of the ultrasound signal. These include segmentation and speckle
tracking algorithms, speckle reduction methods (proposed in the next chapter),
tissue classification methods, etc.

The method here presented relies on statistics of the compressed signal, which
follows a double-exponential distribution and makes use of a realistic mapping
function, designated as LCL, first proposed in [20] which is able to provide an
estimate of the ERF image given that parameters related to dynamic range and linear
gain are known. The decompression method makes use of this prior knowledge to
accurately estimate such parameters and recover the ERF image.
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Experiments performed in synthetic and real data show the accuracy of the
estimates obtained for the decompression parameters. Moreover, this method is
robust because it is able to provide similar outcomes for images acquired with
different operating settings. On the other hand, similar decompression parameters
were obtained for different images acquired with fixed operating settings.

The Rayleigh distribution has shown to correctly describe the ERF estimated
data which has important consequences in the assumptions made for designing the
decompression method presented in this chapter.

Finally, a study recently presented in [29] compared the compression parameter
estimation of the well-established method proposed in [7, 8] with the approach
described in this chapter, observing that the later provides better results in terms
of parameter estimation accuracy. As pointed out in [29] this could be explained
as the decompression method proposed in this chapter is based on the statistics
for the compressed signal, while the approach presented in [7, 8] uses statistics for
the uncompressed signal, and attempts to match theoretically calculated normalized
moments with those determined directly from the image. The process of fitting
the moments calculated in the image with theoretical moments of the exponential
distribution (cf. [8]) is extremely sensitive to the order of the moment n, and this
could create uncertainty on the decompression parameter to be estimated.
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A Rayleigh Mixture Model for IVUS Imaging

José Seabra, Francesco Ciompi, Petia Radeva, and João Miguel Sanches

Abstract Carotid and coronary vascular problems, such as heart attack or stroke,
are often originated in vulnerable plaques. Hence, the accurate characterization of
plaque echogenic contents could help in diagnosing such lesions.

The Rayleigh distribution is widely accepted as an appropriate model to describe
plaque morphology although it is known that other more complex distributions
depending on multiple parameters are usually needed whenever the tissues show
significant heterogeneity.

In this chapter a new model to describe the tissue echo-morphology by using a
mixture of Rayleigh distribution is described. This model, called Rayleigh Mixture
Model (RMM), combines the robustness of a mixture model with the mathematical
simplicity and adequacy of the Rayleigh distributions to deal with the speckle
multiplicative noise that corrupts the ultrasound images.

The method for the automatic estimation of the RMM mixture parameters by
using the Expectation Maximization (EM) algorithm is described.

The performance of the proposed model is evaluated with a database of in-vitro
IVUS samples. We show that the mixture coefficients and Rayleigh parameters
explicitly derived from the mixture model are able to accurately describe different
plaque types and to significantly improve the characterization performance of an
already existing methodology.
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1 Introduction

Atherosclerotic plaques may eventually present high risk of rupture, consequently
leading to brain stroke or heart attack [1]. Albeit vulnerable plaque is a concept
well accepted as a clinical entity with potential harmful consequences, its echo-
morphology, and pathological evolution it is not yet well understood. Hence, it is
important to objectively characterize the plaque echo-morphology to identify this
kind of lesions and develop or refine methods for risk prediction.

Ultrasound images are corrupted by a characteristic granular pattern, called
speckle [2], that depends on the number of scatterers (reflectors) as well as their
size. This speckle signal is usually considered noise and there is a lot of work in
the literature proposing methods to its removal [3–6]. However, speckle encodes
information about tissue acoustic properties [7] that can be used for diagnostic
purposes.

As pointed out in [8], features extracted from these noisy images can be consid-
ered as tissue histological descriptors. Moreover, IVUS is an imaging technique
which enables to clearly assess the arterial wall internal echo-morphology. The
technical procedure of acquiring IVUS data consists in introducing a catheter, car-
rying a rotating ultrasound emitter inside the vessel. During rotation, a piezoelectric
transducer transmits US waves and collects the reflected components which are
afterward converted into electrical signals (A-lines) and sampled by an Analog
to Digital Converter (see Fig. 1b). The IVUS image is obtained by processing
the received echoes is a 360-degree tomographic view of the inner arterial walls
(Fig. 1a). The proximity of the ultrasound probe from the inner arterial walls makes

Fig. 1 (a) IVUS image represented in cartesian coordinates and (b) its corresponding polar
representation; ρ represents the depth in the tissue and θ the position (angle) in the rotation of
the probe
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Fig. 2 Hypothetical acoustic tissue model, including different scattering phenomena which points
out the need for using a mixture model of distributions

it possible to use high frequency US probes and therefore obtain high quality
US images. Consequently, IVUS is commonly considered a suitable technique for
accurate in-vivo characterization of the coronary plaques composition [9].

Studies which rely on tissue appearance [10, 11] were pursued to qualitatively
and subjectively characterize plaque echo-morphology as soft (echolucent), fibrous
(intermediate echogenicity), mixed (several acoustical subtypes), and calcified
(strongly echogenic). Given the high variability in tissue appearance, the IVUS
imaging parameters (such as brightness and contrast) are often tuned to improve
visualization. This pre-processing operation modifies the IVUS signal properties,
hinders the comparison of tissues on different images and prevents the application
of appearance-based methods. Thus, analysis from RF data is needed to obtain
discrimination of plaques. Recently, automatic quantitative methods for plaque
characterization have been proposed, based either on high-order statistical texture
analysis [12–14] and on spectral features extracted from the raw RF signals acquired
by the IVUS equipment [15–17].

The work presented in this chapter aims to model the atherosclerotic plaque
through the analysis of the envelope backscattered IVUS data. For this purpose,
an hypothetical model is considered where a scanned tissue sample suffers from a
certain number of scattering phenomena, as depicted in Fig. 2.
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The commonest model for speckle formation is known as fully [18] and considers
a tissue or region composed by a large number of scatterers, acting as echo reflectors.
These scatterers arise from structural inhomogeneities with size approximately
equal or smaller than the wavelength of the ultrasound, such as in the parenchyma,
where there are changes in acoustic impedance on a microscopic level within the
tissue. Under fully developed speckle, pixel intensities in envelope images are well
modeled by Rayleigh PDFs [2, 19]. When this condition does not hold, other more
complex parametric models, such as K [20], Rician [21], homodyned-K [22], and
Nakagami [23] are suitable to describe the data.

The motivation to use the single parameter Rayleigh distribution comes from
the fact that the regions defining atherosclerotic tissue are piecewise homogeneous
and do not present strong scatterers nor edges, as it happens across the rest of the
image, where other speckle conditions are verified and other statistical models are
more convenient. These other models, such as Rice, K or Nakagami distributions,
depend on a large number of parameters which makes the estimation of tissue echo-
morphology a hard task.

Plaque echo-morphology may result from different types of components, spatial
organization, and complexity which determine different scattering phenomena
where the Rayleigh distribution would be a reasonable approximation but a com-
pound statistical model would be more appropriate. Hence, the description of tissue
echo-morphology may be tackled with complex distributions depending on multiple
parameters or with a mixture of simple distributions. In this chapter a combination
of Rayleigh distributions, called Rayleigh Mixture Model (RMM), is proposed to
describe the tissue echo-morphology in atherosclerotic plaques from IVUS images.
The coefficients of the mixture are estimated with the Expectation Maximization
(EM) algorithm [24] adapted to this kind of mixture.

The RMM consists of a technique to describe a particular data distribution by
linearly combining different Rayleigh PDFs. Up to our knowledge, the RMM was
never used for tissue characterization in ultrasound, although these models have
been successfully employed in other fields, such as in underwater acoustics and
speech processing problems [25, 26].

This chapter is organized as follows. First, in Sect. 2.1 a comprehensive math-
ematical formulation of the mixture model is provided, using the EM algorithm
for estimating the coefficients and Rayleigh parameters of the mixture. Second,
the adequacy of the proposed model to describe the envelope ultrasound data is
evaluated on validated IVUS data of different plaque types (Sect. 3.3). Moreover, the
RMM is applied for modeling plaques as monolithic objects, i.e., by considering all
the pixels enclosed in the plaque. The features explicitly obtained from the mixture
model (cf. Sect. 2.1) are used to investigate the discriminative power of the model
for identifying different tissue types, namely fibrotic, lipidic, and calcified ones. In
Sect. 3.4 the ability of the RMM for pixel-wise classification of plaque composition
is evaluated when using only the proposed features and when combining them
with textural and spectral features recently proposed [27]. Finally, we investigate
the significance of the obtained classification improvement when using the RMM
features (cf. Sects. 3.5 and 3.6).
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2 Methods

In this section a mathematical formulation of the problem is provided and the
estimation algorithm for the coefficients of the mixture (weights) and Rayleigh
parameters of each component, by using the EM algorithm, is described.

2.1 Rayleigh Mixture Model

Let Y = {yi},1 ≤ i ≤ N, be a set of pixel intensities of a given region of interest,
particularly a plaque, from an ultrasound image. Pixel intensities are considered
random variables which are described by the following mixture of L distributions

p(yi|Ψ) =
L

∑
j=1

θ jφ j(yi), (1)

whereΨ = (θ1, ...,θL,σ1, ...,σL) is the vector of parameters to estimate. θ j are the
coefficients of the mixture and σ j are the parameters of each Rayleigh component,
φ j(yi) = p(yi|σ j),

p(yi|σ j) =
yi

σ2
j

exp

(
− y2

i

2σ2
j

)
, (2)

The condition ∑L
j=1 θ j = 1 must hold to guarantee that p(yi|Ψ) is a true

distribution function.
The parameters σ j associated with the pixel intensity yi, characterize the acoustic

properties of the tissue at the ith location [28]. The effect of changing σ in the
shape of the distribution and thus in the image intensity is illustrated in Fig. 3. The
joint distribution of the pixel intensities, considered independent and identically
distributed (i.i.d.), is given by,

p(Y|Ψ) =
N

∏
i

p(yi|Ψ). (3)

The goal is to estimateΨ by maximizing the likelihood function,

Ψ̂ML = argmax
Ψ

L (Y,Ψ ), (4)

where

L (Y ,Ψ) = log p(Y|Ψ) =
N

∑
i=1

log

(
L

∑
j=1

θ j p j(yi|σ j)

)
. (5)
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Fig. 3 Rayleigh PDFs generated with parameter 102 < σ < 103 (from darker to lighter curves)

The maximization of (5) is a difficult task because it consists of a logarithmic
function of a sum of terms. To overcome this difficulty the EM [24] method is
used where a set of hidden variables are introduced, K = {ki} with ki ∈ {1, ...,L}.
The value of ki = j informs us about the mixture component j that generated the ith
pixel intensity, yi, with probability p(yi|σki) defined in (2).

Each nth iteration of the EM method is composed of two steps

• E step: Where the expectation of the new likelihood function, L (Y,K,Ψ ), is
computed with respect to K,

Q(Y,Ψ n,Ψ ) = EK [L (Y,K(Ψn),Ψ )] (6)

and
• M step: Where a new estimate of Ψ , Ψ n+1, is obtained by maximizing the

function Q,

Ψn+1 = argmax
Ψ

Q(Y,Ψn,Ψ ). (7)

These two steps alternate until convergence is achieved, which happens when
|Ψn+1−Ψn|< ξ , e.g., ξ = 10−3.

The likelihood function involving all unknowns, visible and hidden, is

L (Y,K,Ψ) = log p(Y,K|Ψ) =
N

∑
i=1

log p(yi,ki|Ψ)

=
N

∑
i=1

log p(yi|σki)+ log p(ki|σki)︸������︷︷������︸
θki

, (8)



A Rayleigh Mixture Model for IVUS Imaging 31

where p(yi|σki)|ki= j, defined in (2), is the kth
i component of the RMM and θki

is the mixture coefficient associated with the kth
i component. The maximization

of (8) is impossible because the hidden variables K are not known. Therefore, the
expectation with respect to K is computed as follows,

Q(Ψ ,Ψ̂) = EK
[
L (Y,K,Ψ)|Y,Ψ̂

]

=
N

∑
i=1

Eki

[
log p(yi|σki)+ log p(ki|σki)

]

=
N

∑
i=1

L

∑
j=1

γi, j[log p(yi|σ j)+ logθ j], (9)

where Ψ̂ = (θ̂1, ..., θ̂L, σ̂1, ..., σ̂L) is the previous estimation of the parameters and
γi, j(Ψ̂) is the distribution of the unobserved variables which is defined as follows,

γi, j = p(ki = j|yi,Ψ̂ ) =
p(yi|σ̂ j)p(ki = j)

p(yi|Ψ̂)
, (10)

where
L

∑
j=1

γi, j = 1. (11)

In (10), p(yi|σ̂ j) is computed as in (2), p(ki = j) = θ̂ j and, by definition,

p(yi|Ψ̂ ) =
L

∑
j=1

θ j p(yi|σ̂ j). (12)

The likelihood function (9) contains two independent terms, one depending on θ j

and the other on σ j. Therefore, the function Q can be minimized independently with
respect to each one. The log-likelihood function in (9) can be rewritten by separating
the terms which depend exclusively on θ j and σ j. Taking into account (2) leads to

Q(Ψ ,Ψ̂ ) =
N

∑
i=1

L

∑
j=1

γi, j log(θ j)+
N

∑
i=1

L

∑
j=1

γi, j

[
log

(
yi

σ2
j

)
− y2

i

2σ2
j

]
. (13)

Hence, the function Q can now be minimized independently with respect to θ j

and σ j .
By using the method Lagrange multipliers [29] the term of (13) depending on θ

can be maximized under the constraint

L

∑
j=1

θ j = 1. (14)
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which also provides a necessary condition for optimality in constrained problems
[29]. By introducing a new variable (λ ) and solving the partial derivative of the
term depending on θ , the following expression is obtained,

∂
∂θr

[
N

∑
i=1

L

∑
r=1

γi,r log(θr)+λ
(
∑
r
θr− 1

)]
= 0, (15)

which leads to
N

∑
i=1

γi,r =−λθr. (16)

By summing both sides of (16) over r,

N

∑
i=1

L

∑
r=1

γi,r

︸���︷︷���︸
(11)

=−λ
L

∑
r=1

θr

︸��︷︷��︸
(14)

, (17)

we get that N =−λ , which leads to

θ̂r =
1
N

N

∑
i=1

γi,r. (18)

The mixture parameters σ j are found by differentiating the term in (13),
depending exclusively on σ j, and setting it to zero, as follows,

∂
∂σr

[
N

∑
i=1

L

∑
r=1

γi,r

(
log

(
yi

σ2
r

)
− y2

i

2σ2
r

)]
= 0, (19)

which is easily solved for σr to obtain,

σ̂r =
∑N

i=1 γi,r
y2

i
2

∑N
i=1 γi,r

=

√
1
N

N

∑
i=1

γi,r
y2

i

2
. (20)

The EM algorithm is initialized with L uniformly weighted coefficients Θ =
{θ j =

1
L} while the mixture parameters are assigned with the Maximum Likelihood

(ML) estimator [30], σ̂ML =
√

1
2N ∑

N
i=1 y2

i .
The initial choice of components was set arbitrarily to L = 10. However, when

|σm − σn| < ε = 1 (ad hoc setting), meaning that two distributions are closely
similar, with (m� n)= {1, ...,L}, then σ j =

σm+σn
2 and θ j = θm+θn. This constraint

assures stability of the RMM, particularly, for modeling plaque echo-morphology.
Preliminary observations allowed to verify that L = 10 is an overestimated guess
(excessive number of mixture components) which has also implications in the
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computational cost of the RMM algorithm. The study of an effective input value
for the number of mixture components to be used in the plaque characterization
problem is further investigated in Sects. 3.3 and 3.4.

In the next section of experimental results the RMM will be applied in the scope
of atherosclerotic plaque characterization and classification for diagnosis purposes.

3 Experimental Results

In this section we first provide a description of the methods used to acquire and
process the IVUS data and we briefly introduce the classification framework adopted
for tuning the RMM algorithm and performing plaque characterization. Then, two
distinct experiments are conducted. The first studies the adequacy of the RMM
for describing different tissue types. This experiment is designated as monolithic
description since the mixture model is estimated by considering all the pixels
enclosed in the plaque. The second experiment refers to plaque characterization
made pixel-by-pixel (hence, called plaque local characterization), where the RMM
is applied not to the entire plaque but to each processing block centered at the
pixel to be characterized. In order to apply the RMM technique on a classification
problem, in local basis, the RMM must be estimated locally and descriptive features
must be extracted. Given the envelope image (cf. Sect. 3.1), local RMM features
are computed by means of a Ks×Ks sliding window, moved by a step of S = 3

4 Ks.
For each position, a 2L+ 1-feature array is obtained and presented in the following
manner: the first L positions correspond to the Rayleigh parameters sorted in
ascending order, followed by the L respective coefficients, arranged accordingly.
The last position corresponds to the number of effective mixture components,
τ = {1, . . . ,L}.

The ability of the RMM for local characterization of plaque composition is
evaluated when using only the RMM features and when combining them with other
texture and spectral features recently proposed in [27].

Finally, we present a statistical analysis that supports the relevance of the
obtained classification improvement when using the RMM features.

3.1 In-Vitro Data Processing

The adequacy of the proposed RMM to describe real tissue types is evaluated
through an in-vitro study of atherosclerotic plaques from an IVUS database.
The IVUS data set has been recently presented in [27] and consists of 8 post-mortem
arteries, resulting in 45 frames with 24 fibrotic, 12 lipidic and 31 calcified plaques.
This data set, composed of 67 plaques, has been validated by histological analysis.

Real-time Radio-Frequency (RF) data acquisition has been performed with the
Galaxy II IVUS Imaging System (Boston Scientific) with a catheter Atlantis SR Pro
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Fig. 4 IVUS data processing
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40 MHz (Boston Scientific). To collect and store the RF data the imaging system has
been connected to a workstation equipped with a 12-bit Acquiris acquisition card
with a sampling rate of 200 MHz. The RF data for each frame is arranged in a data
matrix of N×M samples, where M = 1,024 is the number of samples per A-line,
and N = 256 is the number of positions assumed by the rotational ultrasound probe.

The information encoded in the visual appearance of tissues naturally represents
a relevant feature for their description. However, during acquisition the imaging
parameters of the IVUS equipment are typically changed to enhance tissue visu-
alization. Hence, parameters like contrast depth and brightness can change from
patient to patient or even from image to image. When the IVUS images are then
processed for feature extraction, this fact may generate non-comparable features.

To avoid the aforementioned errors and to produce normalized data, the used data
follows a rigorous acquisition protocol where the IVUS images have been directly
reconstructed from the raw RF signals rather than using the ones produced by the
IVUS equipment. For this purpose, we follow the image reconstruction algorithm
[27,31] outlined in Fig. 4. The reconstruction operations are applied to the RF data,
where a preliminary Time Gain Compensation (TGC) function is used,

TGC(r) = 1− e−β r, (21)

where β = ln10α f/20, α is the attenuation coefficient for biological soft tissues
(α ≈ 0.8 dB/MHz.cm for f = 40 MHz [32]), f is the central frequency of the
transducer in MHz and r is the radial distance from the catheter in cm. After signal
compensation, using TGC, and envelope detection, using the Hilbert transform,
the signal processing procedure described in [27] is applied to get the polar
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representation of the IVUS image, or simply the envelope image, resulting in a non-
compressed, 256× 256 pixels image (cf. Fig. 1b). We recall that the polar image is
used to estimate the RMM and to extract the corresponding features. To improve the
visualization the polar image is transformed to Cartesian coordinates and its pixels
intensities are re-scaled to normalize the observed IVUS image.

This data is exclusively used to represent the image and not for feature extraction.

3.2 Classification Framework

As stated before, the weights and parameters of the mixture, whose estimation was
early described, are used as features to describe different types of plaque. In order
to evaluate the correct model to be used in a multi-class classification framework
that has been successfully used in plaque characterization [27]. The role of the
classification scheme is twofold: (1) it allows to evaluate the discriminative power
of RMM features and (2) it is used to support a cross-validation process, adopted
to tune the L parameter (number of mixture components) in RMM model and the
kernel size (image window size where the RMM is estimated).

The classification framework is based on [27] for discriminating among fibrotic,
lipidic, and calcified plaques. The multi-class problem is tackled by combining
binary classifiers in the Error-Correcting Output Codes (ECOC) framework [33].
In fact, ECOC is a technique to decompose a multi-class problem into several
binary problems. Each binary problem is here solved by using the Adaptive Boosting
(AdaBoost) classifier [34] where the weak classifiers are decision stumps [35].

The classifier performance is evaluated by means of the Leave-One-Patient-Out
(LOPO) [31] cross-validation technique, where the training set is built by taking at
each validation fold, all patients’ data except one, used for testing. Note that each
patient data may consist of different number of images (hence, different number of
plaques).

Performance results are given in terms of Sensitivity: S = TP
TP+FN , Specificity:

K = TN
TN+FP , Precision: P = TP

TP+FP , and global Accuracy: A = TP+TN
TP+TN+FP+FN, where

TP = True Positive, TN = True Negative, FP = False Positive, and FN = False
Negative.

3.3 Plaque Monolithic Description with RMM

The first experiment consists of considering a set of fibrotic, lipidic, and calcified
plaques from the entire data set, according to histological analysis. Figure 5a–c
shows three examples of IVUS images containing one (or more) distinct tissue
types.
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Fig. 5 (a)–(c) RMM modeling of three tissue types. (d)–(f) 3-component mixture PDFs estimated
for each tissue type, overlapped with single Rayleigh PDFs
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Table 1 Accuracy values for tuning the number of mixture components in
RMM (Best performance is indicated in bold)

LOPO No. mixture components

(%) 1 2 3 4

A 44.16 (36.28) 68.52 (33.29) 85.56 (18.85) 69.82 (31.00)

Table 2 Performance of RMM, SRM, and median features for monolithic
classification (Performance of RMM presented in bold)

LOPO (%) Sfib Scal Slip A

Median 65.00 (39.09) 81.53 (20.34) 44.00 (37.82) 66.30 (15.92)
SRM 41.67 (46.85) 0.00 (0.00) 90.42 (15.84) 44.16 (36.28)
RMM 91.67 (13.94) 93.75 (15.30) 82.00 (24.90) 85.56 (18.85)

The purpose of the current study is to verify the ability of the RMM to describe
and distinguish among the three different tissue types. In this particular experiment,
the RMM algorithm is applied to the entire set of pixels enclosed in each plaque.
Given this, the monolithic plaque area can be characterized by a unique set of RMM
features which define a unique plaque type.

Note that this global monolithic approach differs from the other one, described
in the next section, where a local analysis make it possible to detect different
overlapped types of plaques in the same image. In that approach mixtures are
estimated over the pixels of a sliding window the sweeps the whole image.

The classification framework is used to tune the parameters of the RMM method.
The most critical parameter to be defined is the number of components to use in the
mixture model. In order to determine the optimal L value, we use the LOPO cross-
validation method where the classification accuracy is considered as the parameter
to maximize.

For each plaque, we apply the RMM algorithm for different number of mixture
components from L = 1 to L = 10. This process results in a set of features
having different lengths. For instance, for L = 3 we get a 7-length feature vector
whereas for L = 4 we get a feature vector with 9 elements for each plaque. The
training sets composed of RMM features created with L = (1, . . . ,10) are used
in the cross-validation process. Results, reported in Table 1, show that the best
accuracy is achieved when 3 Rayleigh PDFs (components) are used in the mixture
model. Therefore we will use 3 components for this specific plaque classification
application. For the sake of simplicity, since classification performance decreases
substantially for L> 4, we only show the obtained results with L varying from 1 to 4.

In order to demonstrate the effectiveness of RMM when compared to the
single distribution, here termed Single Rayleigh Model (SRM), or the median
gray intensity, we show on Table 2 a comparison of these three types of features
for classifying monolithic plaques. The single parameter estimation of the SRM,

obtained with the ML criterion [30], is given by σ̂ML =
√

1
2N ∑

N
i=1 y2

i , where yi is
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Table 3 Kullback–Leibler
divergence tests using RMM
and SRM: geometric mean
computed over 67 plaques

KL Calcified Fibrotic Lipidic

RMM 1.77E-4 7.68E-4 2.20E-3
SRM 1.62E-3 4.93E-3 6.54E-3

Table 4 Mean values of Rayleigh parameters and Mixture coefficients
estimated with RMM applied for the data set of 67 plaques

RMM Components Lipidic Fibrotic Calcified

Rayleigh parameters 1 188 140 318
2 410 275 1171
3 – 555 3390

Mixture coefficients 1 0.82 0.51 0.33
2 0.18 0.39 0.46
3 – 0.10 0.21

the intensity of the ith pixel within the plaque. It is clear that the application of
RMM outperforms the classification results obtained with the other tested features
(note that the SRM completely fails in identifying calcified plaques).

Figure 5d–f shows normalized data histograms of lipidic, fibrotic, and calcified
tissues, together with the estimated mixture (RMM) and single (SRM) distributions,
respectively. Visually, the mixture model composed of three components (early
determined to be the best value) describes significantly better the data when
compared to the single distribution. Interestingly, as we move from lipidic to
fibrotic and calcified tissue, the difference between the mixture distribution and
the single distribution increases. At this point, we quantify the adequacy of the
mixture model for describing each type of tissue. For this purpose, the mixture and
single distributions were estimated for each plaque and the Kullback–Leibler (KL)
divergence [36] of such distributions with respect to the data was computed. Hence,
the smaller the KL divergence is between a given distribution and the data, the more
similar they are. We summarize the results by computing the geometric mean of the
KL divergence for RMM and ML distributions for each plaque (Table 3).

Observations made in Fig. 5, supported by the results presented in Table 3
reinforce the idea that a single distribution is not sufficient to describe the data,
suggesting that different plaque types can be correctly described with different
mixture distribution (and thus different RMM parameters). This fact confirms the
usefulness of RMM in a tissue modeling problem.

The RMM estimation algorithm is applied to the entire data set, where for each
plaque the RMM takes into account all the pixels enclosed in it. The obtained RMM
features are presented in Table 4. Particularly, it is observed that lipidic plaques are
well described by 2 mixture components, while calcified and fibrotic plaques are
modeled by 3 components, where the main difference lies in the range of estimated
Rayleigh parameters (Table 4). It is worth noting that in fibrotic tissue estimation
the “peakedness” of the single Rayleigh distribution is lower than the observed
histogram. There is, indeed, a considerable amount of pixels with high intensity
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which means that the maximum likelihood parameter of the Rayleigh distribution
(computed as in Sect. 3.3) has a higher value than the expected. As a consequence,
the shape of the single Rayleigh distribution will move slightly toward the right
direction, as observed in Fig. 5e. This fact enforces the need for a mixture model to
correctly model tissues.

The main conclusions that can be obtained from these results are:

1. Lipidic tissues are predominantly modeled by a single Rayleigh distribution.
The KL divergence is of the same order for SRM and RMM (see Table 3) and
the optimum order of the mixture is one (see Table 4).

2. Fibrotic tissues are approximately described by a mixture of second order.
3. Calcified tissues are better described by three components.
4. There is no significant overlapping between the range of Rayleigh parameters

obtained for the lipidic and fibrotic tissues when compared to calcified tissues.

3.4 Plaque Local Characterization

We have established the usefulness of using a mixture of distributions to model
the plaque content in a monolithic experiment. It is worth to note that, in practice,
plaques are not individually segmented, thus the RMM estimation considering all
the pixels enclosed in the plaques is not generally a feasible method for plaque
characterization. Nevertheless, a region of interest which includes the plaque(s)
can be at least pointed out by the physician without compromising the time of a
diagnostic exam. Thus, a local-wise characterization, made pixel-by-pixel, becomes
a natural and more appropriate strategy. This strategy consists in estimating the
RMM over successive processing blocks within the plaque region and assigning
the RMM features to each center pixel. Subsequently, each pixel is classified into
a specific tissue type (lipidic, fibrotic, or calcified) and then confronted with the
ground truth.

As previously mentioned, in order to apply the RMM algorithm to a local
analysis, we first need to define the dimension of the kernel to be used. The com-
putational cost associated with the local-wise estimation of RMM features using a
processing block (kernel) of size ks is O(2ks). The tuning of this critical parameter
is performed again by means of the cross-validation process. For this purpose, the
RMM-based features are computed inside a kernel of size ks = {2,4,8,16,24,32}.
Hence, 6 different data sets have been obtained, and for each one of them the cross-
validation has been performed, while varying the number of mixture components
L = {2,3,4}. Results in terms of global accuracies are depicted in Fig. 6. Given the
obtained results, ks = 16 and L = 3 are adopted. Hence, the length of the RMM-
based feature set extracted from each kernel is 2L+ 1 = 7.

In order to assess the true contribution of the proposed RMM algorithm, the
plaque characterization problem is solved under three different conditions, where
distinct features were computed from polar RF data (cf. Fig. 4). First, only the RMM
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Fig. 6 Classification based on RMM features according to the kernel size and number of mixture
components

features are used for tissue discrimination in the classification framework: the
obtained classifier is here named C.1. Then, a set of 51 textural and spectral features
presented in [27] is used to train a second classifier (C.2). Finally, RMM features
are joined to the textural and spectral features, thus creating a 59-element feature
vector, used to train a third classifier (C.3).

The three classifiers are used to characterize the plaques of the database
according to the LOPO technique. At each fold of both training and validation
process, the data set for each kind of plaque has been randomly down-sampled up
to the maximum value of the less represented class over all the cases (around 2,000
points per class) in order to obtain a balanced data set among classes.

For each cross-validation fold we compute the aforementioned performance
criteria (cf. Sect. 3.2); consequently, for the entire LOPO experiment (eightfolds)
we take the average and standard deviation of the results obtained for each fold.
Classification results have been obtained by repeating 20 times the cross-validation
and finally by averaging the obtained performance parameters.

The comparison of C.1, C.2, and C.3 classifiers gives an important evidence
of the effectiveness of the RMM features as well as their discriminative power.
Classification results achieved with the proposed classifiers are shown in Fig. 7; a
more detailed description is given in Table 5.

The use of features estimated with the RMM (C.1) provides good results in terms
of calcified and fibrotic sensitivity and overall accuracy. A poor performance in
terms of correct detection of lipidic tissue is, however, observed. Nevertheless, this
is a meaningful achievement in the context of automatic plaque characterization if
we consider that the dimension of the feature set is small and exclusively originated
from a data source (envelope image, cf. Fig. 4). The combination of the proposed
RMM features (C.1) with spectral and textural features [27] (C.2) is expected
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Fig. 7 Bar graph comparing different classifiers (C.1, C.2, C.3) according to performance
measures (Acc, Slip,Sfib,Scal)

Table 5 Performance of
plaque characterization:
results presented as mean
(std)

LOPO (%) C.1 C.2 C.3

A 64.70 (21.35) 91.37 (5.02) 92.56 (6.18)

Sfib 63.93 (8.94) 94.38 (4.79) 96.12 (4.30)
Slip 26.41 (13.03) 87.03 (16.06) 88.19 (20.10)
Scal 86.89 (11.02) 91.48 (5.24) 93.42 (3.90)

Kfib 74.68 (25.95) 92.49 (6.22) 94.02 (5.32)
Klip 80.98 (14.59) 97.18 (2.85) 97.69 (3.41)
Kcal 94.27 (11.36) 95.22 (5.61) 95.90 (6.85)

Pfib 88.55 (11.28) 94.34 (6.74) 95.69 (4.71)
Plip 86.78 (21.06) 69.26 (28.52) 69.71 (29.94)
Pcal 94.99 (8.44) 96.89 (3.59) 96.86 (5.18)

to produce improvements on the classification performance. Hence, as shown in
Fig. 7 and Table 5, the classifier C.3 yields the best classification accuracy, around
92.6% and brings the class sensitivity up to 96.1%, 88.2%, and 93.4% for fibrotic,
lipidic, and calcified plaques, respectively. This represents an improvement of more
than 1% in accuracy, about 2% in fibrotic-class, more than 1% in lipidic-class and
around 2% in calcified-class sensitivities, when compared to the classifier which
only considers textural and spectral features (C.2). These observations support the
relevance of the RMM features for plaque characterization.

This result shows that features extracted from RMM are complementary to the
rest of the features. Examples of plaque characterization using the C.3 classifier are
shown in Fig. 8.
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Fig. 8 Examples of plaque classification using the C.3 classifier. (a) IVUS images, (b) ground
truth images, segmented according to the histological analysis, and (c) classification. In blue
(dark), green (mid-gray), and yellow (light-gray) are indicated calcified, fibrotic, and lipidic tissues,
respectively
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Table 6 Mean rank for the
accuracy of each classifier

Classifier C.1 C.2 C.3

Mean rank 2.8438 1.8938 1.2625

3.5 Statistical Analysis

In order to reinforce the usefulness of the RMM approach, we perform a test on the
statistical significance of results.

To assess the statistical significance among the classifiers performance, we apply
the Friedman and Bonferroni–Dunn test [37]. First of all, the ranking ri

j for each
separate classification test i and each classifier j is computed. Then, the mean

ranking R j for each one of the jth classifier is computed as R j = 1
N̂
∑N̂

i=1 ri
j , where

N̂ = MNp is the total number of rounds. Obtained results are reported in Table 6.
Note that the best rank corresponds to the C.3 classifier, i.e., the classifier trained
with the whole feature set.

In addition, in order to reject the null-hypothesis that the differences on the
measured classification performance are due to randomness, the Friedman test is
performed. For this purpose, the Friedman statistic value is computed,

χ2
F =

12N̂
k(k+ 1)

[
∑

j
R2

j −
k(k+ 1)2

4

]
, (22)

where k = 3 is the number of considered classifiers. The obtained value is χ2
F =

202.74. As reported in [37], given the conservative property of the Friedman value,
the Iman-Davenport correction value is preferred,

FF =
(N̂− 1)χ2

F

N̂(k− 1)− χ2
F

. (23)

The value obtained in this case is FF = 274.9. With three methods and a total of
N̂ = 160 experiments, FF is distributed according to the F distribution with 2 and
318 degrees of freedom. The critical value of F(2,∞), forα = 0.05 is 2.99. Since the
obtained value for FF is higher than the critical value, the null-hypothesis is rejected,
i.e., the differences in the obtained results are not due to randomness.

Once the null-hypothesis has been rejected, we check if the classifier C.3, result-
ing in the best discriminative power, is significantly better than the other classifiers.
For this purpose, the Bonferroni–Dunn test [37] is performed. The performance of
two classifiers is significantly different if the corresponding average ranks differ by
at least the critical difference,

CD = qα

√
k(k+ 1)

6N̂
, (24)
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where qα is based on the Studentized range statistic divided by
√

2. Since our goal
is the comparison of the C.3 classifier with respect to the others, the Bonferroni–
Dunn test is suitable, and a correction factor must be considered in the qα value
(cf. [37] for details). In our case we obtain CD = 0.2949 which is smaller than each
difference among the mean rank of the classifier C.3 and the rank of each other
classifier. For this reason, we can infer that the classifier is significantly better than
the rest with a confidence of 95%.

3.6 Features Weight Analysis

Finally, we want to evaluate the importance of the included features in the quality
of the classifier C.3. The AdaBoost algorithm [38] assigns a certain weight to each
weak classifier selected at each round, during the training process [34]. Since the
decision stump weak classifier is only related to a single feature [35], we can use
the weight assigned by AdaBoost to evaluate the importance of each feature during
the training process. Note that each feature can be selected more than one time: in
that case, the sum of each weight for a specific feature is considered.

Let us define NP the number of in-vitro cases, NF the number of features,
K the number of binary problems, f = 1, . . . ,NF the index of each feature, k =
1, . . . ,K the index of each binary problem, NR the number of rounds by which the
computation has been repeated and α f

k,p,r the weight assigned to the f th feature.
The normalized weight assigned by AdaBoost to each feature can be computed as
Wf = max{w1

f , . . . ,w
1
f }, where

wk
f =

1
NPNR

NP

∑
p=1

NR

∑
r=1

α f
k,p,r

max
{
α1

k,p,r, . . . ,α
NF
k,p,r

} (25)

In Fig. 9 the normalized weights of each feature are represented together with
their detailed description. It is worth to note the importance given by the classifier
to the RMM features, particularly to feature #1 (1st Rayleigh parameter), feature #6
(3rd mixture coefficient), and feature #7 (no. effective mixture components). Given
the high discriminative power of the C.3 classifier, the expressive weights assigned
to the RMM-based features corroborate the importance of the RMM model, as
well as its capability for discriminating different tissues. Hence, this experiment
illustrates the relevance of the RMM features for the AdaBoost classifier. Naturally,
the information provided about the most discriminant features for classification
may be used on a feature selection procedure in future work related to tissue
characterization.



A Rayleigh Mixture Model for IVUS Imaging 45

Fig. 9 Analysis of the normalized weight for each feature of the C.3 classifier

4 Conclusions

This chapter proposes a method for plaque characterization in IVUS data based on
a mixture of Rayleigh distributions. The coefficients and parameters of the mixture
model are used as features for describing fibrotic, lipidic, and calcified plaques.

The RMM algorithm was evaluated and tuned using a classification framework
based on a multi-class problem applied to a validated IVUS data set and following a
cross-validation strategy. Results suggest that the optimal RMM method for plaque
characterization consists of L = 3 mixture components and should be computed on
a kernel of size ks = 16.

First, the true value of RMM features for tissue characterization was evaluated
through a plaque monolithic problem using a cross-validation strategy, providing a
global accuracy of 86%. This result highlights the relevance of RMM features for
discriminating among the three different types of tissue.

Furthermore, the method was evaluated on a local-wise classification problem
when using only the RMM tuned features and when combining them with textural
and spectral features used in an authors’ previous study. The inclusion of RMM
features demonstrates to generally improve the classification performance up to a
global accuracy of 92.6%. According to the most significant performance parame-
ters, such as accuracy and class sensitivity, fusing RMM features with textural and
spectral features represents a general improvement of more than 1% and in some
cases about 2%.

Finally, statistical analysis using the Friedman and Bonferroni–Dunn shows that
the classifier which includes RMM, textural, and spectral features is significantly
better than the other studied ones, thus reinforcing the significance of the obtained
improvement when using RMM features.

The analysis of features relevance attributed by AdaBoost demonstrates that
the RMM features give an important contribution to the plaque characterization
problem.
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The method is intended to characterize tissues enclosed in a previously seg-
mented plaque. Moreover, automatic segmentation capabilities can be potentially
achieved by classifying the whole image and then by post-processing the labeled
regions. Without a deep analysis on features similarities between different vessel
areas, the classification result on regions different from plaques cannot be stated.
Indeed, it can be guessed that, at least for what concerns the textural features, regions
enclosing struts (in presence of stent) can be classified as calcified plaque, and the
whole adventitia layer as fibrotic plaque. No guessing can be done for the blood
region.

Hence, this chapter has demonstrated that the RMM has a high impact on plaque
characterization and could significantly contribute to a more accurate study of
plaque composition, and consequently to an objective identification of vulnerable
plaques.

References

1. Spagnoli LG (2004) Extracranial thrombotically active carotid plaque as a risk factor for
ischemic stroke. J Am Med Assoc 292(15):1845–1852

2. Burckhardt C (1978) Speckle in ultrasound B-mode scans. IEEE Trans Son Ultrason SU-
25(1):1–6

3. Nicolaides AN, Kakkos SK, Griffin M, Sabetai M, Dhanjil S et al (2005) Severity of
asymptomatic carotid stenosis and risk of ipsilateral hemispheric ischaemic events: results from
the ACSRS study. Eur J Vasc Endovasc Surg 30(3):275–284

4. Loizou CP, Pattichis CS (2008) Despeckle filtering algorithms and software for ultrasound
imaging. Morgan & Claypool, San Rafael

5. Loizou CP, Pattichis CS, Christodoulou CI, Istepanian RSH, Pantziaris M (2005) Comparative
evaluation of despeckle filtering in ultrasound imaging of the carotid artery. IEEE Trans
Ultrason Ferroelectrics Freq Contr 52(10):1653–1669

6. Sanches JM, Nascimento JC, Marques JS (2008) Medical image noise reduction using the
sylvester-lyapunov equation. IEEE Trans Image Process 17(9):1522–1539

7. Szabo TL (2004) Diagnostic ultrasound imaging: inside out. Academic, New York
8. Thijssen J (2003) Ultrasonic speckle formation, analysis and processing applied to tissue

characterization. Pattern Recogn Lett 24(4–5):659–675
9. Diethrich E et al (2007) Virtual histology intravascular ultrasound assessment of carotid artery

disease: the carotid artery plaque virtual histology evaluation (CAPITAL) study. J Endovasc
Therap 14(5):676–686

10. Gussenhoven E, Essed C, Frietman P (1989) Intravascular ultrasonic imaging: histologic and
echographic correlation. Eur J Vascu Surg 3:571–576

11. Mintz GS, Nissen SE, Anderson WD (2001) American college of cardiology clinical expert
consensus document on standards for acquisition, measurement and reporting of intravascular
ultrasound studies (ivus). J Am College Cardiol 37:1478–1492

12. Zhang X, McKay CR, Sonka M (1998) Tissue characterization in intravascular ultrasound
images. IEEE Trans Med Imag 17(6):889–899

13. Pujol O, Rosales M, Radeva P, Nofrerias-Fernandez E (2003) Intravascular ultrasound images
vessel characterization using adaboost. In: Functional imaging and modelling of the heart:
lecture notes in computer science, pp 242–251

14. Granada J et al (2007) In vivo plaque characterization using intravascular ultrasound virtual
histology in a porcine model of complex coronary lesions. Arterioscler Thromb Vasc Biol
27(2):387–393



A Rayleigh Mixture Model for IVUS Imaging 47

15. Nair A, Kuban B, Tuzcu E, Schoenhagen P, Nissen S, Vince D (2002) Coronary plaque classifi-
cation with intravascular ultrasound radiofrequency data analysis. Circulation 106:2200–2206

16. DeMaria A, Narula J, Mahamud E, Tsimikas S (2006) Imaging vulnerable plaque by
ultrasound. J Am College Cardiol 47(8):32–39

17. Sathyanarayana S, Carlier S, Li W, Thomas L (2009) Characterisation of atherosclerotic plaque
by spectral similarity of radiofrequency intravascular ultrasound signals. EuroIntervention
5(1):133–139

18. Lopes A, Touzi R, Nezry E (1990) Adaptive speckle filters and scene heterogeneity. IEEE
Trans Geosci Remote Sens 28(6):992–1000

19. Eltoft T (2006) Modeling the amplitude statistics of ultrasonic images. IEEE Trans Med Imag
25(2):229–240; Comparative Study.

20. Prager RW, Gee AH, Treece GM, Berman LH (2003) Decompression and speckle detection for
ultrasound images using the homodyned k-distribution. Pattern Recogn Lett 24(4–5):705–713

21. Jakeman E (1984) Speckle statistics with a small number of scatterers. Optic Eng 23:453–461
22. Dutt V, Greenleaf JF (1994) Ultrasound echo envelope analysis using a homodyned k dis-

tribution signal model. Ultrason Imag 16(4):265–287
23. Shankar PM (2001) Ultrasonic tissue characterization using a generalized Nakagami model.

IEEE Trans Ultrason Ferroelectrics Freq Contr 48(6):1716–1720
24. Dempster AP, Laird NM, Rdin DB (1977) Maximum likelihood from incomplete data via the

EM algorithm. J Roy Stat Soc Ser B 39:1–38
25. Gallaudet T, de Moustier C (2003) High-frequency volume and boundary acoustic backscatter

fluctuations in shallowwater. J Acoust Soc Am 114(2):707–725
26. Sorensen K, Andersen S (2007) Rayleigh mixture model-based hidden markov modeling

and estimation of noise in noisy speech signals. IEEE Trans Audio Speech Lang Process
15(3):901–917

27. Ciompi F, Pujol O, Gatta C, Rodriguez O, Mauri F, Radeva P (2009) Fusing in-vitro and in-
vivo intravascular ultrasound data for plaque characterization. Int J Cardiovasc Imag (formerly
cardiac imaging) 26(7):763–779. doi:10.1007/s10554-009-9543-1.

28. Sehgal C (1993) Quantitative relationship between tissue composition and scattering of
ultrasound. Acoust Soc Am J 94:1944–1952

29. Hadley G (1964) Nonlinear and dynamic programming. Addison-Wesley, Reading
30. Harris JW, Stocker H (1998) Maximum likelihood method In: Handbook of mathematics and

computational science. Springer, New York, p 824
31. Caballero KL, Barajas J, Pujol O, Rodriguez O, Radeva P (2007) Using reconstructed ivus

images for coronary plaque classification. In: Proceedings of IEEE international conference on
engineering in medicine and biology, Cit Internationale, Lyon, France, pp 2167–2170

32. Rosales M, Radeva P (2005) A basic model for IVUS image simulation. In: Handbook of
biomedical image analysis, Topics in biomedical engineering international book series.
Springer, New York, pp 1–55

33. Dietterich TG, Bakiri G (1995) Solving multiclass learning problems via error-correcting
output codes. J Artif Intell Res 2:263–286

34. Schapire RE (1997) Using output codes to boost multiclass learning problems. In Proceedings
of 14th international conference on machine learning. Morgan Kaufmann, CA, pp 313–321

35. Rennie J (2003) Boosting with decision stumps and binary features. Technical report, MIT, MA
36. Cover TM, Thomas JA (1991) Elements of information theory. Wiley-Interscience, NY
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Ultrasound Despeckle Methods

Simone Balocco, Carlo Gatta, Josepa Mauri Ferré, and Petia Radeva

Abstract Speckle, a form of multiplicative noise, affects imaging applications such
as medical Ultrasound (US). The effectiveness of a segmentation and registration
process can be improved when the noise is removed without affecting important
image features. This chapter details the main speckle reducing filtering categories
and provides an extended comparison of various state-of-the-art algorithms focusing
on the anisotropic filters family. A series of in silico experiments has been designed
with the aim to compare the performances of the state-of-the-art approaches on
synthetic images corrupted by a controlled amount of speckle noise. Additional in
vivo experiments have been designed for illustrating the interest of using an accurate
filtering method as pre-processing stage, in order to improve the performance of the
segmentation methods.

1 Introduction

Speckle, a form of multiplicative noise, affects imaging applications such as medical
Ultrasound (US). Speckle is the primary factor that limits the contrast in diagnostic
ultrasound imaging, thereby reducing the effective application of image processing
and analysis algorithms (i.e., edge detection, segmentation) and 2-D and 3-D volume
rendering [1]. The effectiveness of a segmentation and registration process can be
improved when the noise is removed without affecting important image features.
The denoising process, however, should not destroy anatomical details relevant
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from a clinical point of view. For instance, the noise corrupting the ultrasound
images often contains relevant medical information useful for diagnosis purposes
[2–4]. A significant effort has been made in the last decades to develop reliable
and fast algorithms to remove noise without distorting or destroying relevant
clinical information [5]. Speckle removal filters are often used as a pre-processing
step for region-based detection, segmentation, and classification algorithms [6–8].
Their goal is to selectively remove the noise without destroying important image
features and enhance object boundaries. Despite the huge advances in the computer
technology, the computational efficiency is still a key issue, since the amount of
information grows as we extend the analysis from 2D images to 3D and 4D data
[9–12].

The most efficient filters obtain the edge-preservation property by embedding
noise statistics in the filter framework. For this reason, Sect. 2 of this chapter
details the speckle noise statistics and describes the main equations for the synthetic
image simulation. Successively the main speckle reducing categories are introduced,
providing a short description of the principle behind each filter family. Section 4
provides an extended comparison of various state-of-the-art algorithms focusing on
the anisotropic filters family. The final section is devoted to the conclusion.

2 Speckle Noise Analysis

2.1 Speckle Noise Statistics

Speckle is a random, deterministic, interference pattern in an image due to the inter-
actions and reflection of the Ultrasound wave with the sub-resolution scatterers of
a medium. In particular, speckle appears in medical images when the characteristic
size of the scatterers is small compared to the wavelength. An elementary resolution
cell, defined as an arbitrary volume with dimension equals to the wavelength, is a
function of the lateral and axial resolution of the transducer. Under the hypothesis of
fully developed speckle, valid when an elementary resolution cell contains about ten
scatterers [13], biological tissue can be modeled by a network of identical discrete
scatterers, randomly distributed in a homogeneous media [14]. The radiofrequence
echo signal accounts for each independent scatterer contribution and is described as
a complex Gaussian probability function with zero mean [15]. Envelope detection
removes the phase component, generating a speckle distribution whose statistic can
be described by a Rayleigh probability function:

PRL( f (p) ,σ) =
f (p)
σ2 exp

(
− f (p)2

2σ2

)
(1)
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Fig. 1 Probability density function PRL( f (p) ,σ ) for different σ values

where f (p) is a pixel intensity and σ is the shape parameter of PRL related to the
mean of the local pixel distribution μ by μ = σ

√π
2 .

Speckle is a multiplicative noise, i.e., it is proportional to the local gray level
in any area of the image. Figure 1 illustrates the probability density function
PRL( f (p) ,σ) for different σ values.

2.2 Speckle Noise Simulation

Synthetic images corrupted by speckle noise can be simulated either using an Ultra-
sound simulators, or reproducing the speckle statistical distribution (convolutional
approach) [16, 17]. The use of an Ultrasound simulator in general provide a more
flexible interface, the choice between a wider number of simulation parameters
and a deeper control about the geometry of the simulated tissues and acoustic
probes. However the simulation complexity is high, and the generation of a sequence
of images (or a volume) may require hours of computation. On the other hand
the convolutional approach, which is based on the same acoustic principles and
equations of most ultrasound simulators, can provide the simulation of a sequence
of images in a few seconds, with a reasonable accuracy. A complete list of the
available Ultrasound simulators can be found at (see http://www.ieee-uffc.org/
ultrasonics/software.asp) while the main principle of the convolutional simulation
are detailed here.

The main assumption of the convolutional simulation is a linear imaging system,
which can be described using a space-invariant point spread function (PSF). Let

http://www.ieee-uffc.org/ultrasonics/software.asp
http://www.ieee-uffc.org/ultrasonics/software.asp
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Fig. 2 (a) Synthetic Ultrasound envelope-detected images B(x,y) (128× 128 pixels size), simu-
lated using a 5 MHz central frequency, and σx = 2 and σy = 1.5 PSF parameters. (b) Histogram
and Rayleigh curve fitting in BR1and BR2

I0 (x,y) be an echogenicity model (an image with different intensities corresponding
to different tissues of the object being imaged) in which the variables x and y are
the lateral and axial coordinates, respectively. Firstly, subresolution variations in
object impedance should be introduced by multiplying the echogenicity model by a
Gaussian white noise with zero mean and unitary variance:

T (x,y) = I0 (x,y)×G(x,y) (2)

T (x,y), accounts for acoustic impedance inhomogeneities in the object due to
density and acoustic speed perturbation that generates the scattering.

The V (x,y) ultrasonic radiofrequency (RF) echo data can then be obtained by a
convolution:

V (x,y) = h(x,y)∗T (x,y) (3)

where h(x,y) is the PSF or impulse response of a hypothetical US imaging system.
It is assumed [16,17] that h(x,y) is separable, i.e., h(x,y) = h1(x)h2(y) where h1 is
a Gaussian-weighted sinusoidal function determined by:

h1 (x,σx) = sin(k0x)exp
(−x2/2σ2

x

)
(4)

where k0 = 2π f0/v, v is the speed of sound in tissue, f0 is the center frequency, and
σx represents the pulse-width of transmitting ultrasonic wave. The spatial response
for the transmitting and receiving aperture h2(x) is determined by:

h2 (y) = exp
(
y2/2σ2

y

)
(5)

where σy represents the beam-width of transmitting ultrasonic wave.
The image of the envelope-detected amplitude, B(x,y) shown in Fig. 2a, is given

by:
B(x,y) =

∣∣V (x,y)+ iV̂ (x,y)
∣∣ (6)

where V̂ (x,y) is the Hilbert transform of V (x,y) and i is the imaginary unit.
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3 Ultrasound Speckle Reduction Methods

In literature, the problem of speckle reduction has been tackled by means of different
techniques. In this section will be presented the main categories of speckle reduction
filters along with a brief description of each filter principle.

3.1 Linear Filters

Linear filtering, e.g., Wiener filter [18], was the first adaptative approach used to
deal with multiplicative noise [19]. Although linear filtering reduces the amount
of noise in the image it over-smooths the transitions and anatomical details that
should be preserved [20]. This difficulty arises because images corrupted with this
type of noise often present low signal to noise ratio (SNR) and the non-linear
and multiplicative nature of the corrupting process makes the linear approach not
appropriate [21]. This difficulty can be overcome by adopting specific multiplicative
models to describe the speckle noise [15, 22–24]. So in the last two decades, non-
linear filtering methods have been successfully used to deal with the multiplicative
noise using several approaches [25], e.g., median filtering, Bayesian and wavelet
based methods and anisotropic Diffusion (AD) [16].

3.2 Median Filters

Median filter has been extensively used to process multiplicative and impulsive
noise [24, 26] because it is a very simple technique and the visual results are good
with a limited tuning. Several variants of the basic median filter were proposed, e.g.,
adaptive median filters. An example is the Weighted Median Filter (WMF) proposed
in [27] for despeckling of ultrasound images. The filter considers a small window
centered at each pixel as usual but each element of the input image is considered
several times according to the local statistics of the image. More recently [28]
proposes a novel stochastically driven filtering method with constant and variable
size windows. A simpler version of this filter with constant window, is proposed in
[29]. In [28] a novel despeckling method iteratively removes outliers by determining
the local mean and standard deviation from an adaptively varying window. By re-
moving outliers (local extrema) at each iteration, this method produces a convergent
sequence of images by squeezing the stochastically distributed pixels values to a
limiting value. It was experimentally shown by the authors that the proposed filter
outperforms all the median filters considered in the experiments. Another technique
is proposed in [30] where a new efficient 3D median despeckling algorithm is
described and implemented in VHDL. Experimental tests performed by the authors
lead to a processing time of 0.03 s to filter a 128× 128× 128 3D volume using a
50 MHz processor.
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3.3 Wavelet-Based Filters

Wavelet-based despeckling algorithm has also been extensively used in medical
imaging since the seminal works of Donoho on soft-thresholding were published
[31]. This method is based on the multi-scale decomposition of the noisy image and
in the processing of the image coefficients at coarser scales [25, 32–36]. For exam-
ple, in [33] the authors compute the multi-scale decomposition of the logarithmic of
the ultrasound image and model the coefficients at each scale by the alpha-stable
heavy-tailed distribution. A Bayesian-based non-linear operator is then used to
remove the speckle noise at each scale. A similar approach is described in [35] using
generalized Gaussian distribution (GGD). In [34] the same multi-scale decomposi-
tion is used to identify wavelet coefficients at different scales with high correlation.
It is assumed that these coefficients describe anatomical details of the image which
should be preserved. This allows the elimination of the noise without removing
anatomical information. Comprehensive surveys on Wavelets in medical imaging
can be found in [37, 38]. The wavelet denoising algorithms for images corrupted
with multiplicative noise usually use a logarithmic version of the noisy original
image, by assuming that multiplicative noise is converted into additive Gaussian
one as suggested in [24] although, this assumption is not true, as discussed in [20].

3.4 Bayesian Filters

A different group of algorithms, called Bayesian methods, formulates the denois-
ing task as an estimation problem, where the likelihood function and a prior
distribution are jointly maximized. Let X be a N ×M unknown image to be
estimated/reconstructed from a noisy image, Y . The maximum a posteriori (MAP)
estimate of X is the solution of the following optimization problem

X̂ = argmin
X

E(X ,Y ) (7)

where

E(X ,Y ) = EY (X ,Y )︸������︷︷������︸
Data fidelity term

+ EX(X)︸���︷︷���︸
Prior term

(8)

EY (X ,Y ) =− log p(Y |X), is called the data fidelity term and attracts the solution
toward the data while EX (X) =− log p(X), is called the prior or internal energy and
regularizes the solution removing the noise.

The computation of X , based on the minimization of the data fidelity term
EY (X ,Y ), is the maximum likelihood (ML) estimation problem and it is usually
an ill-posed problem because the solution is not unique and it may not depend
continuously on the data [39–41]. To overcome this difficulty a regularization term
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is added, turning the problem into a well-posed problem. The distribution p(X)
introduces prior knowledge about the image to be estimated, and it usually favors
smooth solutions. The MAP energy function, E(X ,Y ) has a global minimum, called
MAP solution, which is, very often, difficult to find because the MAP optimization
function (8) may not be convex.

It is usually assumed that there are no natural priors for medical images. The
common assumption about these images is that they are band-limited, changing
slowly in space except near the organs boundaries where abrupt transitions are
expected. This is a difficult criterion because the location of the transitions are
unknown and must be estimated. This can be done by modeling X as Markov
Random Field (MRF) where neighboring pixels should have similar intensities,
except if they are located at a transition. Three issues must be chosen in this
framework: (1) the statistical observation model, (2) the prior distribution and
(3) the optimization method [41]. A unifying Bayesian framework, based on the
Sylvester–Lyapunov equation able to deal with Rayleigh and Poisson noise and
with several prior distributions was recently proposed by Sanches [42]. Bayesian
methods are often combined with the wavelet decomposition leading to efficient
and fast algorithms [43–45].

3.5 Anisotropic Diffusion Filters

AD algorithms were introduced by Perona and Malik [46] in 1990. The general
equation is ∂ I

∂Ω(p) = div((g |∇I|)∇I) where ∇ is the gradient operator, Ω (p) is the
spatial neighborhood of the coordinate of a generic pixel p in the noisy image I and
div is the divergence operator.

This filter removes the noise by computing a local average of the central pixel
intensity with the ones of its neighbors. The iterative process achieves a balance
between averaging (in homogeneous regions) and the identity filter (where edges
exist) according to a coefficient proportional to the directional gradient. This
balance depends on the coefficient of variation (g |∇I|) inside the neighborhoodΩ .
If (g |∇I|)→ 0 the algorithm behaves as an all-pass filter while when (g |∇I|)→ 1 an
isotropic diffusion is achieved (Gaussian filtering). The general anisotropic equation
was successively improved by several authors [16, 47] by proposing a coefficient
of variation able to better estimate the edge orientations. In particular the Speckle
Reducing Anisotropic Diffusion (SRAD) algorithm [16], was based on a coefficient
able to enhance the boundaries. The filler preserves the object shapes by inhibiting
diffusion across boundaries and, at the same time, enhance the shape frontiers by
promoting the AD on either side of the edge. Successively, Krissian [48] proposed
an extension of SRAD called Oriented Speckle Reduction Anisotropic Diffusion
(OSRAD), that allows different levels of filtering along the image contours and their
principal curvature directions.
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In 1998, Tomasi [49] introduced the Bilateral Filter (BF) framework in which the
output pixel’s value is a Gaussian-weighted average of its neighbors in both space
and intensity range. The general BF functional can be expressed as:

h(p) = Γ−1 (p)
∫

Ω(p)

f (ξ )c(ξ , p)s( f (ξ ) , f (p))dξ (9)

with the normalization factor:

Γ (p) =
∫

Ω(p)

c(ξ , p)s( f (ξ ) , f (p))dξ (10)

where f is the input image, h is the output image, Ω (p) is the spatial neighborhood
of a pixel p in the image, ξ is the integration variable representing pixels coordinates
in Ω . The classical BF framework [49] defines both c and s functions as unbiased
isotropic Gaussian functions.

Comaniciu [50] proposed the mean shift approach based on a statistical local
modes analysis of the image distribution in the joint spatial-range domain. The
relationship between AD, adaptive smoothing, bilateral filtering and mean shift
procedure was finally established by Barash and Comaniciu [51] in 2004 demon-
strating that such families of filters, under specific conditions, are formally identical.
More recently, adaptive filters based on local noise statistics were proposed by Guo
and Thakur [52, 53]. Dantas [54] introduced a filter based on a set of modified
Gabor filters (MGFs). However, most filters are developed independently of the
image nature and its noise statistical model. In contrast, Aysal [1] embedded in a
basic filter framework the Rayleigh noise statistics. Finally Balocco [55] proposed
a fully automatic speckle reducing bilateral filter tailored to US Images called
SRBF. In [55], the edge-preserving feature for US images is obtained by embedding
noise statistics in the filter framework by modifying both c and s functions of the
classical BF framework. As a consequence, the filter is able to tackle the noise
multiplicative behavior modulating selectively the smoothing strength with respect
to local statistics.

4 Filter Comparison

This last category (anisotropic filters, described in Sect. 3) has been proved to obtain
the strongest reduction of speckle noise, while maintaining a low computational
cost. For this reason the next section will present various experiments, extracted
by the article [55], focusing on a comparison of such filter categories. In each sub-
section several state-of-the-art filters are compared through experiments performed
on both in silico and in vivo data. In particular, an experiment has been designed
for illustrating the interest of using an accurate filtering method as pre-processing
stage, in order to improve the performance of the segmentation stages.
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4.1 Anisotropic Filters Comparison

This section presents two experiments comparing the performance of several state-
of-the-art anisotropic filters. Specific details about the noise distributions can be
found in [55].

The first set of experiments (Sect. 4.1.1) assesses the performance and the
robustness of all the denoising filters when applied to in silico images corrupted with
Rayleigh noise. Then, a second experiment (Sect. 4.1.2), compares qualitatively and
quantitatively the best two algorithm of the first experiment on in vivo Ultrasound
images This second study aims at evaluating how each denoising filter improves the
performance of a segmentation algorithm.

4.1.1 In Silico Experiments

A set of in silico experiments was designed to compare the performance of the
anisotropic filters on images characterized by a controlled amount of noise. The
edge-preserving performance in this case has been tested by evaluating the Sum
of Square Differences (SSD) criterion between the ground truth and the denoised
images which provides local comparison of the filtering results with the ground-
truth data.

Experimental Image Set

A set of US synthetic images, consisting of two regions, of low (R2) and high
(R1) scatterer intensity respectively, was generated using the convolutional approach
[16, 17] detailed in the Sect. 2.2. The echogenicity model amplitude in R1 (IR1

0 ) is
unitary, while in R2 (IR2

0 ) can be tuned using a parameter γ = IR1
0 /IR2

0 representing
the brightness contrast between the two areas. Since the noise is multiplicative, γ
indirectly indicates the SNR. The higher is the contrast between the two areas the
higher is the SNR. The use of the γ variable does not relate with the amplitude of
US equipment contrast.

In the whole set of images, a 5 MHz central frequency probe is simulated, and an
anisotropic noise distribution is obtained using a PSF with parameters σx = 1× k
and σy = 1.5× k, where k will be used as noise scaling factor.

Fig. 1 illustrates a 128× 128 pixel image of the set with echogenicity model
amplitudes IR1

0 = 1 and IR2
0 = 0.2. The histogram computed in two uniform regions

of the image exhibits two Rayleigh distributions (Fig. 2b), with σ̂R2 = 0.272 and
μR2 = 0.154 (in the central region) and σ̂R1 = 1.55 and μR1 = 1.55 (in the upper
bright region) respectively. The ratio between the Rayleigh parameter estimators in
the bright (R1) and the dark (R2) areas of the envelope image (Fig. 2a) are equal to
the ratio of IR1

0 over IR2
0 since speckle noise is purely multiplicative.
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Performance Comparison

In this section, various state-of-the-art speckle reducing techniques based on the
AD framework are compared. Classic Bilateral Filter (CLASSIC BF)[49], AD
[47], Rayleigh-Maximum-Likelihood Filter (RMLF) [1], Adaptive filter based on
second order statistics filter (AF) [53], MGF [54], Guo filter (GUO) [52], mean-
shift (MEAN-SHIFT)1 [51], Speckle reduction anisotropic diffusion2 (SRAD)
[16], Oriented speckle reduction AD3 (OSRAD) [48] and SRBF [55] are applied
to a set of 50 synthetic images generated with the same contrast and speckle size
(γ = 5 and k = 1) in order to qualitatively (Fig. 3) and quantitatively (Table 1)
evaluate the respective performances.4 Particularly Table 1, for each method, lists
the parameters, compares the features (number of iterations, computational time),
and reports the similarity scores.

As it can be observed in Fig. 3a, b, the SRBF [55] presents a superior edge-
preserving behavior, thus outperforming filtering method based on zero mean noise
assumptions. RMLF, AF, MGF, and GUO and MEAN-SHIFT methods are unable
to fully remove the speckle noise in the uniform area although they exhibit border
preservation properties (see Fig. 3c–g). On the other hand, SRAD and OSRAD
better smooth the noise close to the lower edge of the image, thanks to their edge-
enhancing feature. Even though SRAD and OSRAD use a fixed spatial support,
the latter achieves better performances since it emphasizes the smoothing behavior
along the tangential direction to the object boundary (Fig. 3h, i).

These results are in agreement with the average SSD similarity score, computed
over the 50 synthetic images, reported in Table 1 (last column). In this experiment
the reconstruction accuracy of SRBF and OSRAD are similar; however, it is worth
noting that SRBF is faster (about 20 times) and fully automatic, as summarized in
the feature description listed in Table 1.

Filter Robustness

The previous section illustrated that among the considered anisotropic approaches,
the OSRAD and SRBF filters provide the best denoising outcome. In this section we
designed a set of experiment to investigate the robustness of such filters when the
size of the speckle changes. Both filters are applied to synthetic images generated
with different speckle sizes (by varying k while keeping γ = 5.7) and the results are
illustrated in Fig. 4.

1EDISON: Code for the Edge Detection and Image SegmentatiON system, http://www.caip.
rutgers.edu/riul/research/code/EDISON/index.html
2http://viva.ee.virginia.edu/research ultrasounddenoising.html
3http://serdis.dis.ulpgc.es/∼krissian/HomePage/
4Implementation in Matlab software and computed on a Pentium IV dual core Intel processor.

http://www.caip.rutgers.edu/riul/research/code/EDISON/index.html
http://www.caip.rutgers.edu/riul/research/code/EDISON/index.html
http://viva.ee.virginia.edu/research_ultrasounddenoising.html
http://serdis.dis.ulpgc.es/~{}krissian/HomePage/
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Fig. 4 Average SSD (a) between the echogenicity image I0 and the image filtered using OSRAD
and SRBF when the speckle noise scaling factor k ranges from 0.5 to 3.5. Intensity profile of I0
(b–c) superimposed on the OSRAD and SRBF filtering result when the noise scaling is equal to 1
and to 2.5, respectively.
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As shown in Fig. 4a, the performance of OSRAD is comparable to SRBF when
the noise pattern is small, and progressively decreases in the presence of big speckle
patterns. In this last case, as it can be seen in Fig. 4c, OSRAD enlarges the edges.
The same behavior can be observed at different contrasts (γ). The performance
decrease of OSRAD filter is probably due to its constant size neighbor support,
while SRBF automatically adapts its spatial support depending on the speckle
pattern. Concluding, SRBF exhibits higher robustness because of its fully automatic
settings of relevant parameters, the speckle noise statistics, and the speckle size.

4.1.2 In Vivo Experiments

Despeckle algorithms are generally used as pre-processing step for automatic
segmentation of US images. The performance of the sole filter can be hardly
validated on in vivo images since reference denoised data is obviously not available.
Instead, the accuracy improvement of a segmentation algorithm is quantified when
the images are denoised.

For this purpose, the best two algorithm (SRBF and OSRAD) listed in Table 1 are
compared on Intravascular Ultrasound (IVUS) images because of their challenging
properties: the anisotropy of the speckle patterns, the presence of artifacts, and the
variable echogenicity of the tissues.

IVUS In Vivo Images

Fifty slices, chosen to represent different vascular structures (plaque and vessel
shape, presence of stent, lumen area, and diameter), were extracted from a data base
of 3,000 in vivo coronary images. The acquisition was performed using an IVUS
Galaxy II System with a catheter Atlantis SR Pro 40 MHz (Boston Scientific). For
each slice the RF signal is available.

From all the 50 slices in polar coordinates different sets of images are computed:
the envelope of the RF signal (data-set A ), the OSRAD filtered envelope (data-set
B), and the SRBF filtered envelope (data-set C ). In order to avoid the discontinuity
at 0/360◦ of the IVUS image, we mirrored the leftmost (0◦) and rightmost (360◦)
texture before filtering, copying 30◦ of both on the opposite side, thus obtaining
a continuous signal at the boundaries. The catheter ring-down artifact located at
the top of the polar image was suppressed by filling the region with a uniform
color computed as the mean intensity of the underlying stripe, 0.3 mm thick,
adjacent to the catheter area. The same stripe, containing only blood, has been
defined as uniform region required by the OSRAD filter. All the images, were
log compressed and converted to cartesian coordinates prior to segmentation and
visualization.
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A classic level-set active contour (snake) algorithm5 [56], commonly used to
segment US medical images [57], is applied to the three data-sets. The initialization
shape and the level-set smoothness parameter are fixed and tuned to obtain the
best performance on the envelope data-set. The same settings are used when the
snake is applied to the data-sets B and C . The snake propagates from an initial
circular contour until stopping at an energy-stable configuration dependent on the
image gradients. The snake inner area is obtained from the zero level-set shape
at convergence. Ground-truth shapes, indicating the expected segmentation result,
were manually delineated in each of the IVUS frames by two independent experts.
The operator performing the analysis was blinded to the automatic and to the other
manual segmentation results.

Segmentation Comparison

Figure 5 presents the manual delineated border and the results of the automatic
segmentation for seven representative frames of the three data-sets A , B, and C .
Frame #1 illustrates an accurate automatic segmentation obtained in all the three
data-sets. In frame #2, the snake crosses the vessel border between the stent wires
(highly echogenic spots) and spreads in the surrounding tissue. On the contrary,
the snake propagation stops correctly at the lumen frontier in data-sets B and C ,
since both filters enhance the outline of the vessel membrane by smoothing the
noise and by preserving the sharp vessel edges. Similarly in frame #3 the denoising
methods enhance the borders making the segmentation easier. However in this case
(frame #3) the segmentation of data-set B is slightly less accurate, since the filtering
method fuses a small catheter ringing artifact with the vessel border, creating an
artificial boundary. The same behavior can be observed in frame #4 where, in data-
set B, the noise lying between the catheter artifact and the vessel is not removed
but homogenized.

Frame #5 illustrates that the high amount of noise (data-set A ) may hamper
the snake propagation on the envelope data, while an efficient smoothing promote
an accurate and automatic segmentation (data-sets B and C ). However it is worth
to note that, in data-set B (frame #5), the image filtered with OSRAD is locally
smoothed, but radial ripples are still present since OSRAD has a fixed support. On
the other hand, SRBF better homogenizes uniform areas, since the spatial support
controlled by the function c is wider and has been designed to automatically contain
consecutive scatter peaks. For this reason probably, in frame #6 the snake applied to
B gets trapped in a local minima and stops propagating after 560 iterations, while in
C the snake keeps spreading inside the whole lumen. Finally in frame #7 the snake
spans outside the vessel for data-sets A and B, but not in C . In this frame, the
OSRAD filter enhances the shadow area on the left of the catheter, and creates an
undesired gradient attracting the snake in B, while SRBF homogenizes the shadow

5http://www.shawnlankton.com/2007/05/active-contours/

http://www.shawnlankton.com/2007/05/active-contours/
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Fig. 5 Snake manual (first column) and automatic (second, third, and forth columns) segmen-
tations of seven representative frames from the three data-sets A , B, and C . The last column
illustrates the average distance of each automatic segmentation to the manual segmentations

region with the rest of the lumen in C. In fact, compared to OSRAD which is a zero
mean filter, the SRBF noise model fits better the speckle distribution at low image
intensities and discriminate more accurately between noise and tissues.
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The last column of Fig. 5 represents the average distance of the automatic
segmentation to the two manual segmentations. In frame #1 the high slope of the
curve indicates that the snake converges faster in filtered data-sets (B and C ) since
the noise is accurately removed. In frame #4, a similar behavior can be observed,
but the segmentation of B results as the slowest and the less accurate because of
the wrinkled lumen region. In frame #2, #3, and #5 the segmentation applied to the
non-filtered image diverges, while the two filters show similar convergence speed.
These examples illustrate the interest of using an accurate filtering method before
the segmentation stage. In frame #6 the snake applied to data-set B stops expanding
earlier than data-set C leading to an incorrect vessel segmentation and to a lumen
area under-estimation. Finally, in frame #7 the SRBF filtered the snake applied to
data-set A and B diverges, and only the snake applied to the data-set C converges
to the vessel wall. In all the cases, the segmentation on data-set C is either the
fastest or the only one converging to the vessel boundary, showing the superior
performances of SRBF.

Figures 6 and 7 show a pairwise error comparison for all the frames of the
three data-sets (A , B, and C ). In particular, Fig. 6 illustrates the error between
the automatic and ground-truth border segmentations, while Fig. 7 shows the error
in the lumen area estimations.

In Fig. 6a most of the markers are located below the solid line of unitary
slope, indicating that the average distance between the automatic and the manual
segmentations is smaller in the filtered data-sets (B, C ) that in the non-filtered (A ).
Figure 6b, shows the superior accuracy obtained by filtering the images with SRBF.

The average distance over all the images of the data-sets A , B, and C with
respect to the manual segmentations are 0.27± 0.47 mm, 0.15± 0.24 mm, and
0.12±0.14 mm respectively, confirming that the contours obtained from the data-set
C exhibit the lowest segmentation error. The average distance over all the images
of the inter-observer variability is 0.021 mm.

In order to quantify the error in estimating the area for the three data-sets the
Jaccard coefficient [58] defined as the ratio R = |Φ∩Ψ |

|Φ∪Ψ | is used, where Φ is the set
of pixels of the manual segmentation, and Ψ is the set of pixels resulting from
automatic segmentation [59]. The score R is one when the areas matches exactly
and rapidly decreases when one of the two areas differs from the other.

The performance of the automatic segmentation on the filtered data-sets B and
C , is superior to the non-filtered images A (see Fig. 7a), since R is higher than
the line with unitary slope for most of the images. Analyzing the scatter plot of
Fig. 7b, and comparing directly the performance of the snake on the two denoised
data-sets, it can be noticed that the R-score is similar, but some outliers, representing
unsuccessful segmentations of data-set B, are present.

In more than 50% of the images, the R-score corresponding to OSRAD filter
ranges from 0.12 to 0.33, while for SRBF R varies from 0.06 to 0.24 (Fig. 6b).
Analyzing the scatter plot of Fig. 7b in detail, it can be noticed that in about 50%
of the images, OSRAD R-score ranges from 0.2 to 0.8, while for SRBF R varies
from 0.6 to 0.9. The average R-score over all the images of the data-sets A , B and
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Fig. 6 Average distance of the automatic segmentation to the two manual segmentations. (a) com-
parison of data-sets B and C vs A ; (b) pairwise comparison of data-sets B vs C

Fig. 7 Area ratio R representing the likeness between the automatically segmented areas. (a) com-
parison of data-sets B and C vs A ; (b) pairwise comparison of data-sets B and C

C are 0.41± 0.29, 0.76± 0.18 and 0.83± 0.09 respectively, showing that the areas
recovered on the data-set C are the most similar to the manually segmented regions.

ANOVA and t-test statistical analysis were performed for both segmentation
distances and R-scores in data-sets A , B, and C . In all cases the scores of data-
sets B and C are significantly different (p-values ¡1× 10−9 for both ANOVA and
t-test) from data-set A . Comparing data-sets B and C , the ANOVA provides p-
values of 0.0032 and 0.0153 respectively for the distances and R-scores; and the
t-test provides p-values of 5.5×10−4 and 0.0039 respectively for the distances and
R-scores. These tests confirm the statistical significance of the results. The R-score
over all the images of the inter-observer variability is 0.95.
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Concluding, SRBF outperforms the filtering methods based on zero mean noise
assumptions. Compared to OSRAD, SRBF approach is fully automatic, locally
adaptive, and the number of iterations needed to reach the optimal solution is
smaller. Additionally, SRBF results in a more robust algorithm suitable for a wide
ranges of speckle noise sizes.

5 Conclusion

In this chapter, several speckle denoising filters are proposed and compared.
Particularly one family of filters (anisotropic algorithms) are analyzed both qual-
itatively and quantitatively on ultrasound data. A series of in silico experiments
has been designed with the aim to compare the performances of the state-of-the-
art approaches on synthetic images corrupted by a controlled amount of speckle
noise. Additional in vivo experiments has been designed for illustrating the interest
of using an accurate filtering method as pre-processing stage, in order to improve
the performance of the registration and segmentation methods.

Finally the computational cost of most of the algorithm is provided in order to
evaluate the applicability in unsupervised filtering of large amounts of clinical data.
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Ultrasound Speckle/Despeckle Image
Decomposition for Tissue Analysis

José Seabra and João Miguel Sanches

Abstract Speckle corrupting Ultrasound images depends on the acoustic charac-
teristics of the observed tissues. De-speckling methods are usually employed to
improve visualization and interpretation of anatomical details and the information
encoded in speckle pattern is usually discarded. This information, however, may
contain useful information for diagnostic purposes.

This chapter proposes a joint method to estimate the despeckled and speckle
components from the ultrasound data for morphological and textural analysis of the
tissues. The method is based on a two-step approach. In the first step a denoised
image is computed and in the second step the speckle field is obtained from the
despeckle data obtained on the first step and from the original image.

The despeckle image provides morphological and anatomical information of
the region under analysis while the speckle field is suitable to compute textural
information mainly related with tissue micro-structure.

The adequacy of the proposed decomposition method is assessed by using both
synthetic and real data from distinct tissues. Several different case studies and
applications are presented to illustrate the usefulness of the method for tissue
characterization purposes.

1 Introduction

Ultrasound imaging has become a standard procedure for medical diagnosis world-
wide, particularly in assessing arterial diseases [1, 2]. Although diagnosis by using
ultrasound imaging is considered a harmless technique and allows real-time non-
invasive scanning of anatomical details, B-mode ultrasound (BUS) images are
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pervaded by a severe type of multiplicative noise, called speckle, that makes its
interpretation a difficult process highly depending on the subjective appreciation of
the operator.

The presence of speckle noise in such images has been documented since the
early 1970s, when researchers such as Burckhardt [3], Wagner [4], and Goodman
[5] described the fundamentals and statistical properties of speckle. Speckle is the
primary factor which limits the contrast resolution in images, thereby hindering the
detection of small, low contrast lesions and turning the interpretation of images into
a challenging task. Speckle also limits the effective application of image processing
and analysis algorithms for region, edge detection, segmentation, and classification
purposes.

There is described in the literature a large number of methods for speckle
reduction either for medical ultrasound imaging [6] and other modalities involving
coherent radiation such as synthetic aperture radar (SAR) [7] and LASER [8]. Such
wide spectrum of techniques suggests that the problem remains a topic of interest
for the image processing community and is far from being completely solved.

De-speckling is always a trade-off between noise suppression and loss of
information, which is a critical issue specially when medical diagnosis is involved.
Most of the work aims at removing noise for image quality improvement [9–13].
However, other works also explore the information contained in the noise pattern for
the extraction of echo-morphology and texture features for tissue analysis [14–17].

Ultrasound speckle [3] arises from constructive and destructive interferences
between diffuse scatterers within a certain resolution cell. The most popular model
to describe speckle formation is the fully speckle condition which considers a large
number of scatterers whose reflected signals combine according to a random walk
process of component phasors sum. This speckle model implies a Rayleigh statistics
for the envelope of the backscattered (amplitude) signal [18]. For what concerns
the gray-level image appearance the Rayleigh distribution has shown to be a good
approximation for modeling pixel intensities in homogeneous regions despite other
distributions, including the K- [19], Nakagami [20], and Rician Inverse Gaussian
[18], are more convenient, mainly when the image presents bright edges/transitions
or strong isolated scatterers.

Speckle pattern is often referred as being multiplicative since its variance
depends on the underlying signal intensity, meaning more noise power in brighter
regions than in darker ones. Thus, de-noising methods based on the common
Additive White Gaussian Noise (AWGN) observation model is not unappropriated
to deal with this type of noise. Additionally, other methods have been proposed for
de-noising and reconstruction based on median and adaptive filtering [21], wavelets
[22], anisotropic diffusion [23], or other approaches [12, 13].

This chapter presents a joint framework for image de-noising and speckle
estimation which takes into account the multiplicative nature of the speckle signal.
The de-noising procedure, that is usually an ill-posed [24] problem, may be tackled
by using a Bayesian approach [25] which considers a priori information about the
unknown noiseless image to be estimated.
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The problem is formulated as an optimization task where a two-term energy
function is minimized. In particular, the first term pushes the solution toward the
observations (noisy pixel intensities) and the second regularizes it. Regularization
is performed with a suitable edge-preserving prior, designated as log-Euclidean,
which is used with a twofold purpose: (1) being edge-preserving, and (2) allowing
to formulate the de-speckling task as a convex optimization problem. This method is
also referred throughout this chapter as Rayleigh-Log Total Variation (RLTV) filter.

The main contribution of this chapter is to introduce a speckle reducing method
based on a Bayesian approach [25] which assumes a Rayleigh observation model
to describe the ultrasound pixel intensities and uses a priori information about
the speckle-free image to be estimated. Such prior information, based on TV
(Total Variation) [26], allows to regularize the solution by removing speckle while
preserving the relevant anatomic details.

As previously mentioned, the information encoded in ultrasound speckle is
often discarded but it is widely recognized that this phenomenon is dependent
of the intrinsic acoustic properties of tissues [27]. The proposed method assumes
the relevance of speckle for tissue analysis. Therefore, the method is designed to
estimate both the noiseless and speckle components (images) from the ultrasound
data. Hence, the de-speckling method, which will be further detailed provides
clear images for medical interpretation and speckle fields for echo-morphology and
texture characterization.

The remainder of this chapter is organized as follows. Section 2 describes the
various steps of the speckle decomposition method, as depicted in Fig. 1. First, the
mathematical formulation on the basis of the de-speckling algorithm is detailed,
together with the optimization strategy adopted to find the noiseless solution.
Subsequently, Sect. 2.1 describes the procedure to extract the speckle component
from the estimated noiseless image. Furthermore, Sect. 2.2 presents a feature
extraction procedure which enables to extract echogenicity and textural information
from the image components previously obtained with the speckle decomposition
method.

Section 3 exposes two types of results. The first exemplifies the speckle decom-
position method, providing separation of BUS images into noiseless and speckle
components. The adequacy of the proposed ultrasound image processing is assessed
with both synthetic and real data. Second, insight on the usefulness of features
extracted from noiseless and speckle images for tissue analysis is exploited through
different case studies.

Finally, Sect. 4 concludes this chapter.

2 Methods

The decomposition method comprises two main steps; (1) speckle removal from
the noisy ultrasound image to obtain a cleaned noiseless image with morphological
information about the organs and (2) speckle isolation, obtained form the noiseless
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Fig. 1 Ultrasound speckle
decomposition framework B-mode US
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Echogenicity Texture

Tissue
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and original noisy image, containing the textural information about the tissues.
The first procedure, the more complex of both steps, is formulated in a Bayesian
framework, where the unknown noiseless image Σ = {σi, j} is estimated form
the noisy one, Y = {yi, j}. The Maximum a Posteriori criterion (MAP) [28] is
adopted to deal with the ill-poseness [24] nature of the problem. Therefore, the
despecking problem is formulated as an optimization task where an energy function
is minimized,

Σ̂ = argmin
Σ

E(Y,Σ ), (1)

where

E(Y,Σ ) = Ed(Y,Σ )+Ep(Σ ). (2)

Ed(Y,Σ), called data fidelity term, pushes the solution toward the data and Ep(Σ ),
called prior term, regularizes the solution by introducing prior knowledge about Σ .

The data fidelity term is the log-likelihood function Ed(Y,Σ ) = − log(p(Y|Σ))
and by assuming statistical independence of the pixels, p(Y|Σ) =∏N,M

i, j=1 p(yi, j|σi, j)

where p(yi, j|σi, j) is a Rayleigh distribution,

p(yi, j|σi, j) =
yi, j

σ2
i, j

exp

(
− y2

i, j

2σ2
i, j

)
. (3)

The estimation of Σ by simply using the ML criterion, corresponding to the
minimization of Ed(Y,Σ), is an ill-posed problem in the Hadamard sense because
the solution is not unique and it may not depend continuously on the data [24, 29].
A regularization term is added to overcome this difficulty, turning the problem into
a well-posed problem. The distribution p(Σ ) introduces prior knowledge about the
image to be estimated, thus regularizing and favoring smooth solutions. Even with a
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regularization term the minimization procedure of E(Y,Σ) may be a difficult task,
mainly when the energy function (2) is not convex. Therefore, two main issues must
be taken into account in the designing of the prior function: (1) the inclusion of
realistic constraints and (2) convexity of the whole energy function.

The determination of a suitable prior distribution is difficult to attain, partic-
ularly in medical applications where straightforward assumptions about the prior
distribution may lead to wrong diagnosis. The common assumption about these
images is that they are band-limited, changing slowly in space except near the
organs boundaries where abrupt transitions are expected. This prior information is
difficult to implement because the location of the transitions are unknown and must
be estimated. Nevertheless, Σ can be modeled as a MRF (Markov random field)
under the assumption that neighboring pixels are likely to have similar intensities,
except if they are located at a transition.

From the Hammersley–Clifford theorem [30], the joint probability density
function (PDF) of Σ , assuming that it is a MRF, is a Gibbs distribution

p(Σ ) =
1
Z

exp

⎛
⎜⎜⎜⎜⎝−α

N,M

∑
i, j
ρ(ci, j)

︸��������︷︷��������︸
Gibbs energy

⎞
⎟⎟⎟⎟⎠, (4)

where Z is the partition function [31], ρ( ) is designated as potential function and
ci, j is the set of pixels involved in the (i, j)th clique of the neighborhood system
S defined in Σ , as it is shown in Fig. 2a. The parameter α models the interaction
strength between neighbors. As α increases, the prior becomes more significant
than the data fidelity term, yielding a smoother solution.

Thus, the prior term is

Ep(Σ ) =− log(p(Σ)) = α
N,M

∑
i, j=1

ρ(ci, j)+K, (5)

where K is a constant. Differences between neighboring nodes are penalized by
the prior term while the overall energy of the cliques is minimized, therefore
contributing to speckle suppression.

Typical potential functions are based on the L1 (Manhattan) and L2 (Euclidean)
norms [32], corresponding to ρ(ci, j) = |σi, j−σi−1, j|+ |σi, j−σi, j−1)| and ρ(ci, j) =
(σi, j − σi−1, j)

2 + (σi, j − σi, j−1)
2, respectively. Particularly, when the L2 norm is

used, the differences in neighboring pixel intensities are quadratically penalized.
This potential function is able to efficiently remove the noise but is also able to
attenuate or remove important anatomical details.

The Log-Euclidean prior, proposed in [33], is particular suitable in positive-
constrained optimization problems, such as in this de-speckling problem where
the Rayleigh parameters to be estimated are σi, j > 0. This prior is based on the
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Fig. 2 Log-Euclidean prior. (a) 4-pixel neighboring system S and a 3-pixel clique. (b) Comparison
of different potential functions ρ(x,x′) for a 2-pixel clique with x′ = 1

distance function ρ(x,x′) = | log(x/x′)|, where x′ is a neighboring pixel of x, which
is in fact a metric because the following conditions hold: (1) ρ(x,x′) ≥ 0, (2)
ρ(x,x′) = 0 if and only if x = x′, (3) ρ(x,x′) = ρ(x′,x) and ρ(x,x′′)+ ρ(x′′,x′) ≥
ρ(x,x′). As mentioned before, the Log-Euclidean prior is here employed due to its



Ultrasound Speckle/Despeckle Image Decomposition for Tissue Analysis 79

edge-preserving properties and also because it turns the optimization problem
formulated in (1) into a convex problem [34]. The potential function associated with
this prior is

ρ(ci, j) =

√
log2(σi, j/σi−1, j)+ log2(σi, j/σi, j−1), (6)

where in each clique three nodes are involved, ci, j = {σi, j,σi−1, j,σi, j−1}. Figure 2b
displays the LEPF (Log-Euclidean potential function), | log(x/x′)| jointly with the
common L1 = |x− x′| and L2 = (x− x′)2 for a two pixel clique where x′ is an
unit intensity pixel, x′ = 1. As it is observed the penalization introduced by the
Log-Euclidean potential function (LEPF) when x and x′ are similar is larger than
the L2 prior and smaller than L1, meaning better performance than the L2 prior
to remove speckle but poorer than the L1 norm. However, when the difference
between x and x′ is large the penalization introduced by the LEPF is much smaller
than the one introduced by the other two norms, thus leading to better preservation
of the transitions which hypothetically contain relevant anatomical information.
Additionally, for a given value of x′, when x goes to zero the penalization introduced
by the L1 and L2 norms goes to a constant value while the penalization introduced
by the LEPF continues to grow, which is very convenient in this case where the
parameter of the Rayleigh distribution is strictly positive, σi, j > 0, but can be
arbitrarily small.

The overall energy function, obtained from (2) is the following:

E(Y,Σ ) =∑
i, j

[
y2

i, j

2σ2
i, j

+ log(σ2
i, j)

]
+α∑

i, j

√√√√log2

(
σ2

i, j

σ2
i−1, j

)
+ log2

(
σ2

i, j

σ2
i, j−1

)
(7)

which is non-convex because, although the data fidelity term is convex, the prior
term is concave. Its minimization is a difficult task mainly when gradient-descent
methods are used [34]. However the following change of variable can be performed
to transform (7) into a convex function, x = log(σ2). The new convex energy
function is,

E(Y,X)=∑
i, j

[
y2

i, j

2
exp(−xi, j)+xi, j

]
+α∑

i, j

√
(xi, j− xi−1, j)2+(xi, j− xi, j−1)2+ε

︸��������������������������������������������︷︷��������������������������������������������︸
TV (X)

. (8)

where the prior term, the TV of X = {xi, j}, is now convex because all of its terms
are convex (second derivative is positive).

The stationary point of (8), ∇XE(Y,X∗) = 0, that minimizes the energy function
is iteratively computed by use of a line search [34] algorithm,

X̃k+1 = X̃k +ωkD̃k, (9)
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where the descent direction, D̃k, is found with the Newton method [24]

D̃k = H−1(Ỹ, X̃)∇X̃E(Ỹk, X̃k). (10)

In (10), X̃ and Ỹ are column vectors obtained by lexicographic ordering of X and Y,
respectively. In addition, ∇XE(Ỹk, X̃k) is the gradient column vector of E(Ỹk, X̃k)
with respect to X̃ and H(Ỹ, X̃) = [hi, j] is the corresponding Hessian matrix where:

hi, j =
∂ 2E(Ỹ, X̃)

∂ x̃i∂ x̃ j
. (11)

The Hessian matrix is a NM×NM hepta-diagonal sparse matrix where for each
pixel (i, j) seven partial derivatives are computed, (x̃i, j;x̃i, j), (x̃i, j;x̃i, j−1), (x̃i, j;x̃i−1, j),
(x̃i, j;x̃i, j+1), (x̃i, j;x̃i+1, j), (x̃i+1, j;x̃i+1, j−1), (x̃i, j+1;x̃i−1, j+1).

The iterative numerical technique adopted in (9) chooses, at each iteration k, a
search direction by moving along D̃k given by (10) while taking an appropriate step
size ωk. One useful way to identify a step size that achieves adequate reductions in
E(Y,X) at minimal cost is by using the Armijo rule [35]. Given an initial step size,
s > 0 and β ∈ [0,1] choose ωk to be the largest value in {s,sβ ,sβ 2, ...} such that:

E(Ỹk, X̃k +ωkD̃k)≤ E(Ỹk, X̃k)+ c1ωk∇T
X̃E(Ỹk, X̃k)D̃k. (12)

The Armijo rule is used with the following parameters: s = 1, β = 0.5, and c1 =
10−4. Hence, the strategy to choose ωk ensures a strictly decreasing sequence of
energy values E() along the iteration process.

Moreover, a continuous variation strategy, also known as cooling, is used where
a small decreasing constant ε , updated at each iteration, is added in order to deal
with the non-smooth term of (8).

The main steps of the overall de-speckling (RLTV) algorithm are listed in
Algorithm 1. Finally, the estimated speckle-free image is obtained from X by
making Σ = exp(X).

2.1 Speckle Extraction

The previous section described the algorithm employed to estimate a noiseless
image from BUS data. Here, the estimation of speckle is derived from obtaining
the denoised and original images.

Speckle corrupting the ultrasonic data is multiplicative in the sense that its
variance depends on the underlying signal Σ = {σi, j}. Hence, the image formation
model may be formulated as follows

yi, j = σi, jηi, j , (13)
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Algorithm 1 convex optimization
Require: Ỹ ∈ℜ+

0

1: Initialize: k = 0, Ỹ0 = log( Ỹ 2

2 ), X̃0 = log(Ỹ0), η = 10−6, s = 0.3
εN = 1 (cooling), c1 = 10−4 and β = 0.5 (Armijo)

2: while εN ≥ η do
3: compute E(Ỹ , X̃k,εN) and ∇E(Ỹ , X̃k,εN)
4: if |∇X̃ E(Ỹ , X̃k,εN)|< η then
5: εN ← s× εN

6: compute E(Ỹ , X̃k,εN) and ∇X̃ E(Ỹ , X̃ ,εN)
7: end if
8: compute H(Ỹ , X̃) and D̃k
9: ω = 1

10: while E(Ỹ , X̃k +αD̃k)>E(Ỹk , X̃k)+c1ω∇T
X̃

E(Ỹ , X̃k)D̃k do
11: ω ← βω
12: end while
13: Xk+1← Xk +ωdk
14: k← k+1
15: end while

where σi, j is the intensity of pixel (i, j) of the despeckled image, while yi, j and ηi, j

are the observed (noisy) and speckle images, respectively.
In this model the speckle field N = {ηi, j} is independent of the signal as occurs in

a common AWGN model where the noisy pixels, y = σ+η , are corrupted by noise,
η , which is independent of the underlying signal σ . In the case of multiplicative
model the operation is not additive but multiplicative as shown in (13). By assuming
a Rayleigh distribution for the ERF image,

p(y|σ) = y
σ2 exp

(
− y2

2σ2

)
(14)

the distribution for η is

p(η) =
∣∣∣∣ dy
dη

∣∣∣∣ p(y) = η exp

(
−η

2

2

)
, η ≥ 0, (15)

which shows that the noise image η is an unit parameter Rayleigh distribution
independent of σ .

This result suggests that speckle does not carry significant echogenic information
when studied locally, providing a more suitable source for describing textural
characteristics.

The speckle field, N = {ηi, j}, is computed straightforwardly from the original
ultrasound image, Y = {yi, j}, and the speckle-free version, Σ = {σi, j}, estimated
from (13),

ηi, j =
yi, j

σi, j
. (16)
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2.2 Features Extraction

The decomposition method described in the previous sections will be used for tissue
analysis where different types of features are computed from the estimated noiseless
and speckle components. Afterward, we investigate the usefulness of such features
for tissue analysis in different case studies.

The following features are considered:

2.2.1 Echogenicity Index

The echogenicity index, referring to tissue distinct acoustic properties in a specific
region, is represented by the averaged value σ̄W of local echogenicity values σi, j

inside the n×m window w = {σi, j} extracted from the de-speckled image Σ̂ .

2.2.2 Local Rayleigh Estimators

In a previous work [36] the authors propose to compute features, to locally
characterize the acoustic properties of tissues, directly form the estimated noiseless
image, Σ = {σi, j}. This is done by using the analytical expressions for several
statistics depending on the parameter of the distribution, estimated during the
denoising operation. This means, we will estimate this statistics not directly from
the observed noisy data but from the estimated parameters of the distribution that
generates that data, in this case, Rayleigh distributions.

The statistics used in this work are the mean, σμ(i, j), median, συ(i, j), standard
deviation (SD), σσ (i, j), and percentile 40, σP40(i, j). The percentile 40 refers to
the percentage of pixels with echogenicity index lower than 40. This measure is
particularly useful to identify low echogenic sites within a region of interest and
is often used in the literature for characterizing atherosclerotic plaques [37]. Their
analytical expressions for the Rayleigh distribution are

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

σμ(i, j) =

√
σ̂(i, j)2π

2

συ(i, j) =
√

2log(2)σ̂(i, j)2

σσ (i, j) =
√

4−π
2 σ̂(i, j)2

σP40(i, j) = 1− exp
(
−402

2σ̂(i, j)2

)
.

(17)

2.2.3 Echogenicity Decay

The intensity decay along depth is a common phenomenon occurring in diffuse liver
disease [38] and is also visible in high-reflectivity tissues, like calcified carotid and
coronary plaques [39]. The feature referring to echogenicity decay, sd , is obtained
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by linear regression over the mean values of each line of the block k = {σm,n : m =
1, ...,M,n = 1, ...,N}, σ̄ k

m = ∑N
n=1σm,n. It is obtained by minimizing the following

cost function,

J =
M

∑
m=1

(sd m+ b− σ̄ k
m)

2. (18)

Figure 7(b.1, b.2) illustrates the distinct intensity profiles from de-speckled
images of normal and pathologic livers, overlayed with the estimated echogenicity
decays for each case.

2.2.4 Speckle-Derived Wavelet Energies

The structure and directionality of speckle is hypothesized as being a relevant fea-
ture for tissue discrimination. Thus, suitable texture descriptors could be extracted
from the isolated speckle field by considering the first Haar wavelet decomposition
energies, particularly the approximation energy Ea, together with horizontal EdH

and vertical EdV detail energies. Additionally, to quantify the relative detail in
each direction, the ratio of horizontal to vertical detail energies, rHV = EdH/EdV is
computed, where rHV ≈ 1 means that there is no predominant speckle directionality.

3 Experimental Results

The speckle decomposition method produces a despeckled image, carrying informa-
tion about the local tissue echogenicity, and a speckle field, related to the structure
and the characteristic pattern of tissues.

3.1 RLTV Filtering

In this section the performance of the de-speckling method is evaluated by using
a phantom image (w) depicted in Fig. 3a. The pixel values of this image are used
to generate the log-compressed noisy image z, displayed in Fig. 3b, that simulate
the BUS image acquired by the scanner. The denoised image, σ , obtained with the
RLTV algorithm is displayed in Fig. 3c.

Pixel intensity diagonal profiles of images w, z, and σ are presented in Fig. 3d.
Moreover, in Fig. 3e the Rayleigh distributions obtained with averaged parameters
computed in σ(W1), σ(W2), σ(W3) are overlapped with data histograms in z(W1),
z(W2), and z(W3). As it is observed in Fig. 3d and e, the algorithm is able to correctly
estimate the Rayleigh local parameters used to produce the phantom image.
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Fig. 3 (a–c) RLTV filtering in a phantom image. (d) Diagonal profiles of (a–c). (e) PDFs and data
histograms

3.2 Filters Comparison

Moreover, we compare the speckle reduction results of the proposed de-noising
method (RLTV) with other related work. From the view point of filter comparison
it is important to study distinct filtering approaches rather than making a biased
description of speckle suppression techniques. Hence, we have collected a set of
techniques based on distinct concepts and formulations. In particular, we have
used linear filters, such as the LSF (Linear Scaling Filter) [40], the pixel-wise
adaptive Wiener method (WIE) [41] and the LHMAF (Linear Homogeneous Mask
Area Filter) [42], non-linear filters, namely the MF (Median filters) [43] and the
MHOPNF (Maximum Homogeneity Over Pixel Neighborhood Filter) [44], diffusion
filters, including the ADF (Anisotropic Diffusion Filter) and the SRADF (Speckle
Reducing Anisotropic Diffusion Filter) [23], wavelet filtering such as the WAVF
(WAVelet-based Filter) and other more recent and sophisticated strategies, including
the NLMF (Non-Local Means Filter) [13], the SBF (Squeeze Box Filter) [12], the
MGF (Modified Gabor Filter) [45], and the WRMLF (Weighted Rayleigh Maximum
Likelihood Filter) [46].
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For medical ultrasound images, quality can be objectively assessed in terms of
performance in clinically relevant tasks such as lesion detection, segmentation, and
classification [47]. In the synthetic case, where the original images are available,
a number of quantitative measures aiming at comparing the outcome of different
filters can be studied, however dealing with real images poses some limitations.
As a consequence, we assess the quality of each filter result according to three
different criteria, including visual inspection, edge maps obtained from the de-
noised images and quantitative criteria. Image quality in terms of visual inspection
refers to contrast enhancement, speckle pattern suppression, and edge-preservation.
Moreover, the computation of edge maps foresees the application of segmentation
algorithms in the noiseless images. Given this, an edge map which contains most
of the anatomical details and very few outliers will theoretically produce the best
segmentation results. Finally, we have used some quantitative measures, namely
the SSNR (Speckle Signal to Noise Ratio) [4], and the MPVR (Mean Preservation
Variance Reduction). The latter can be assessed by computing the mean and
variance in different regions within the image. The closer the computed mean
within the noiseless and original image is, and the lower the variance, the better
the filtering method is. Moreover, we use a test of reasonableness (naturalness) of
each filter outcome. The application of some filters could lead to artificial images,
although visually appealing in terms of speckle suppression and edge enhancement.
Knowing that the first digit of the gradient magnitude in natural images follows the
Benford law [48, 49] we perform the Kolmogorov–Smirnov conformity test using
the Benford law as well as the uniform distribution. If the Benford law-based test is
close to 0 this means that the filter outcome produces a natural image.

Moreover, the computational efficiency of speckle removal filters, as these
methods are supposed to be part of real time medical applications, becomes an
unavoidable need. All the filters were implemented in Matlab and computed on an
Intel Core 2 CPU @ 1.66GHz.

The effectiveness of the proposed RLTV filter is compared with other state-of-
the-art methods, using a real ultrasound image of the thyroid. First, we show the
outcomes of each filter in Fig. 4a. From visually inspecting the noiseless images
it becomes clear that the best results are obtained with the SRADF, NLMF, and
RLTV filter, according to efficient speckle suppression in homogeneous regions
and excellent edge-preservation of relevant anatomical details. Some other methods,
such as the MGF and the ADF are capable of removing most of the speckle but they
tend to blur the image.

Moreover, because de-speckling is often used as a pre-processing step for
segmentation purposes, we have computed edge maps from each filter outcome
using the Canny detector [50]. These results are depicted in Fig. 4b. As it can
be observed, the edge maps obtained from the SRADF and RLTV filter provide
the most relevant edges in the image, particularly the ones that allow to outline the
thyroid, while removing outlier edges.

Finally, Fig. 4c presents the image intensity profiles of some filters along a path
marked in Fig. 4a. This result reinforces the regularization effect produced by the
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Table 1 Comparison of filters performance using different FOM

Figures of Merit (FOM)

Filter μ100.52
1 μ18.23

2 σ 19.56
1 σ 9.18

2 SSNR5.14
1 SSNR1.99

2 pBenf pUnif t (s)

LSF 100.32 18.24 10.21 6.91 9.82 2.64 1.11E-016 0.063 0.31
LHMAF 102.64 19.72 19.19 8.91 5.35 2.21 2.22E-016 0.26 333.29
WIE 100.26 18.00 11.40 6.91 8.80 2.60 2.22E-016 0.13 0.082
MF 99.98 17.67 12.32 7.03 8.11 2.51 4.44E-016 0.083 6.22
MHOPNF 100.49 18.24 16.49 8.30 6.10 2.20 2.22E-016 0.074 6.57
ADF 100.32 18.25 10.27 6.92 9.77 2.64 2.22E-016 0.06 8.00
SRADF 78.93 14.82 5.87 5.24 13.44 2.83 3.33E-016 0.42 4.31
WAV 100.53 18.23 16.75 8.28 6.00 2.20 3.33E-016 0.079 1.04
SBF 99.79 18.32 16.11 8.81 6.19 2.08 0 0.12 2.33
NLMF 99.71 18.36 8.44 6.33 11.82 2.90 0.11 0.12 380.90
WRMLF 81.52 14.37 12.71 6.054 6.41 2.37 5.55E-016 0.017 10.98
MGF 88.33 16.26 7.03 5.74 12.56 2.83 3.33E-016 0.16 1.16
RLTV 102.09 17.55 5.05 6.66 21.61 2.63 9.22E-014 0.089 192.07

RLTV filter, which is clearly able to eliminate most of the noise causing intensity
variability while keeping abrupt intensity transitions due to transitions.

Filter comparison is also evaluated from a quantitative viewpoint. Table 1
presents some quantitative measures obtained for each filter outcome, using dif-
ferent FOM. Some of these FOM are computed from the marked regions in Fig. 4a.
A detailed observation enables to conclude that the RLTV method provides excellent
results in terms of mean preservation and SD reduction, while it outperforms other
methods in terms of SSNR.

3.3 Speckle Decomposition

In the previous experiment we have demonstrated the excellent speckle suppression
and edge-preserving properties of the proposed RLTV filter. Here, we investigate
the incorporation of such method into the so-called speckle decomposition method,
providing not only the filter outcome but also a speckle field.

Figure 5 presents different examples of the application of the proposed ultra-
sound speckle decomposition algorithm in different image types. To investigate the
robustness of the de-speckling method we have used ultrasound data from different
structures and tissues (see Fig. 5), including thyroid (a), carotid artery (b), heart
(c), and liver (d). Optimization results were obtained in 67(109.9s), 50(82.2s),
55(92.5s), and 61(101.6s) iterations, respectively. These results illustrate the ability
of the RLTV algorithm to deal with different types of real images.

To complete this set of experiments related with speckle image decomposition,
an example with intra-vascular ultrasound (IVUS) image of the coronary artery
is provided in Fig.6a. Additionally, the Speckle Signal-to-Noise Ratio (SSNR) is
computed within a sliding window across the whole speckle image and the SSNR
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Fig. 4 Comparison of the proposed RLTV filter and other approaches described in the literature,
according to de-speckled images (a), edge maps (b), and image intensity profiles (c)
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Fig. 4 (continued)
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Fig. 4 (continued)

map is shown in Fig. 6b. A precursor study [3] conducted in real ultrasound images,
showed experimentally that when fully developed speckle occurs, the SSNR is in
the range of 1.5–2.5. Given this, it is observed that the speckle field has statistical
properties resembling a Rayleigh distributed signal, which strongly suggests the
likelihood of the assumption of the Rayleigh observation model for the RLTV de-
speckling method.

Results of the speckle decomposition method have just been presented. Hence,
it is now important to show that the outcomes of the proposed method are useful
image sources of information for tissue analysis. Consequently, we present different
case studies using distinct ultrasound data:

3.3.1 Evidence of Tissue-Dependent Textural Features

The speckle field of ultrasound images from different tissue types, in particular
of carotid plaque, thyroid, and liver (Fig. 7a) are used to show that the energies
associated with the first wavelet decomposition fields with Haar functions, Ea, Ed ,
and rHV , differ significantly from one anatomical structure to another, as well as
from one tissue area to another. In particular, the wavelet energies and energy ratios
are (see Fig. 7a): Ea(wa) = 99.6, Ed(wa) = 0.4, rHV (wa) = 2.8; Ea(wb) = 95.4,
Ed(wb) = 4.6, rHV (wb) = 4.7; Ea(wc.1) = 92.3, Ed(wc.1) = 7.7, rHV (wc.1) = 2.3;
Ea(wc.2) = 94.3, Ed(wc.2) = 5.7, rHV (wc.2) = 3.1; Ea(wc.3) = 96.3, Ed(wc.3) = 3.7,
rHV (wc.3) = 2.1.
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Fig. 5 Ultrasound speckle decomposition method applied to different tissue types
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Fig. 6 (a) Despeckled and speckle component estimates obtained from BUS IVUS image.
(b) SSNR map computed over the speckle field η̂

3.3.2 Liver Steatosis Binary Classification

A Bayes classifier trained with features related to echogenicity decay (see Fig. 7b)
and wavelet energies is used in a binary classification problem. Features were
extracted from a dataset of 20 livers, which were clinically validated as normal or
steatotic (with abnormal lipid retention) [51], yielding the following feature set and
values: for normal liver, s̄d = 0.48 (0.18) ĒdH = 9.79 (2.68) ĒdV = 6.78 (1.63); and
for fatty liver, s̄d = 0.80 (0.11) ĒdH = 19.97 (4.54) ĒdV = 4.66 (1.61). Results,
given in terms of sensitivity (S = 1.00) and specificity (K = 0.95), support the
usefulness of features extracted both from the noiseless and speckle image sources
for a specific tissue classification problem.

3.3.3 Subject Identification Based on Thyroid Ultrasound Data

A subject identification problem based on thyroid tissue ultrasonic data was
performed [52], considering a population of 10 subjects (several samples per
subject). Again, features were extracted from both the estimated de-speckled image
(echogenicity index) and speckle field (wavelet energies) as depicted in Fig. 7c.
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Fig. 7 Feature extraction based on ultrasound speckle decomposition applied to different case
studies. (a) first Haar wavelet energies based on speckle from plaque (1), thyroid (2), and liver
(3). (b) feature based on echogenicity decay (1–2) and feature space of normal and steatotic livers.
(c) Sample extraction from noiseless and speckle components, obtained from thyroid images (1);
wavelet decomposition from speckle field (2)

Subsequently, the estimated feature set was used for training a bayesian classifier.
Sensitivity results obtained for the problem of subject identification were: S = 0.79,
with echogenicity index features, S = 0.70, with wavelet energies and S = 0.94 with
a combination of both. Again, this example shows that distinct feature values can
be obtained from thyroid tissue on the basis of the proposed ultrasound speckle
decomposition method.
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4 Conclusions

This chapter describes a new strategy for decomposing ultrasound B-mode images
into its noiseless and speckle components, as well as, a new state of the art algorithm
for de-speckling.

First, a suitable de-noising algorithm is presented which aims at providing
clearer yet edge-preserving images for medical interpretation. Subsequently, be-
cause speckle has multiplicative nature, an image containing the speckle pattern
is estimated after knowing the corresponding noiseless image.

The adequacy of the RLTV filtering method has been compared with other filters,
and afterward established through synthetic examples and ultrasound images having
different types. Moreover, as theoretically expected, an example using IVUS data,
clearly shows that the speckle field has statistical properties resembling a Rayleigh
distributed signal.

Furthermore, we have computed different features from noiseless and speckle
image sources, arguing that such information is useful for tissue analysis. Hence,
we have shown the convenience of working with the estimated echogenicity and
textural features for tissue description through distinct real cases.

The first study is conducted to illustrate how features computed from the
speckle field differ from a tissue to another and even within the same tissue.
Wavelet detail and approximation energies together with the relative directional
energy ratio have shown to be relevant tissue descriptors. The second and third
examples use features extracted both from noiseless and speckle image sources.
In particular, the second study uses a feature computed from the despeckled image
(echogenicity decay) which is very convenient in the investigated two-class prob-
lem. In the two classification problems presented, the use of information resulting
from the proposed speckle decomposition procedure leads to high-classification
scores.

Thus, we have shown that the proposed algorithm is able to provide more suitable
images for visual diagnosis as well as useful sources of information for tissue
analysis in different clinical scenarios.
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29. Hadamard J (1902) Sur les problèmes aux dérivés partielles et leur signification physique,
Princeton University Bulletin 13:49–52

30. Besag JN (1986) On the statistical analysis of dirty pictures. J R Statist Soc B 48(3):259–302
31. Geman S, Geman D (1987) Stochastic relaxation, gibbs distributions, and the bayesian

restoration of images. J Appl Stat 20(5):25–62
32. Moon TK, Stirling WC (2000) Mathematical methods and algorithms for signal processing.

Prentice-Hall, NJ, USA
33. Arsigny V, Fillard P, Pennec X, Ayache N (2006) Log-Euclidean metrics for fast and simple

calculus on diffusion tensors. Magn Reson Med 56(2):411–421
34. Boyd S, Vandenberghe L (2004) Convex optimization. Cambridge University Press, United

Kingdom
35. Shi Z, Shen J (2005) New inexact line search method for unconstrained optimization. J Optim

Theory Appl 127(2):425–446
36. Seabra JC, Pedro LM, Fernandes eFernandes J, Sanches JM (2009) A 3D ultrasound-based

framework to characterize the echo-morphology of carotid plaques. IEEE Trans Biomed Eng
56(5):1442–1453

37. Pedro LM, Fernandes JF, Pedro MM, Gonalves I, Dias NV (2002) Ultrasonographic risk score
of carotid plaques. Eur J Vasc Endovasc Surg 24:492–498

38. Lee CH et al (2006) Usefulness of standard deviation on the histogram of ultrasound as a
quantitative value for hepatic parenchymal echo texture; preliminary study. Ultrasound Med
Biol 32(12):1817–1826

39. Saijo Y, Tanaka A, Sasaki H, Iwamoto T, Filho E, Yoshizawa M, Yambe T (2004) Basic
ultrasonic characteristics of atherosclerosis measured by intravascular ultrasound and acoustic
microscopy. Int Congr Ser 1274:116–121

40. Strand TC, Kuan DT, Sawchuk AA, Chavel P (1985) Adaptive noise smoothing filter for
images with signal-dependent noise. IEEE Trans Pattern Anal Mach Intell 7(2):165–177

41. Prager RW, Gee AH, Treece GM, Berman L (2002) Speckle detection in ultrasound images
using first order statistics. Technical Report CUED/F-INFENG/TR 415, Cambridge University,
Cambridge

42. Nagao M, Matsuyama T (1979) Edge preserving smoothing. Comput Graph Image Process
9(5):394–407

43. Loupas T, McDicken W, Allan P (1989) An adaptive weighted median filter for speckle
suppression in medical ultrasonic images. IEEE Trans Circuits Syst 36:129–135

44. Ali SM, Burge RE (1988) New automatic techniques for smoothing and segmenting sar images.
Signal Process 14(4):335–346

45. Dantas R, Costa E (2007) Ultrasound speckle reduction using modified Gabor filters. IEEE
Trans Ultrason Ferroelectr Freq Control 54(3):530–538

46. Aysal T, Barner K (2007) Rayleigh-maximum-likelihood filtering for speckle reduction of
ultrasound images. IEEE Trans Med Imag 26(5):712–727

47. Krupinski EA, Berbaum KS (2009) The medical image perception society update on key issues
for image perception research. Radiology 253(1):230–233

48. Hill T (1996) The first-digit phenomenon. Amer Sci 86:358–363
49. Jolion JM (2001) Images and benford’s law. J Math Imaging Vis 14(1):73–81
50. Canny J (1986) A computational approach to edge detection. IEEE Trans Pattern Anal Mach

Intell 8(6):679–698
51. Ribeiro R, Sanches J (2009) Fatty liver characterization and classification by ultrasound. In:

IbPRIA ’09: proceedings of the 4th Iberian conference on pattern recognition and image
analysis, Springer-Verlag, Berlin, Heidelberg, pp 354–361

52. Seabra J, Fred A (2010) Towards the development of a thyroid ultrasound biometric scheme
based on tissue echo-morphological features. In: Biomedical engineering systems and tech-
nologies, communications in computer and information science. Springer-Verlag, Berlin,
pp 286–298



Part II
Ultrasound Plaque Imaging



Media and Intima Thickness and Texture
Analysis of the Common Carotid Artery

Christos P. Loizou, Marios Pantzaris, and Constantinos S. Pattichis

Abstract The intima–media thickness (IMT) of the common carotid artery (CCA)
is widely used as an early indicator for the development of cardiovascular disease
(CVD). It was proposed but not thoroughly investigated that the media layer (ML)
thickness (MLT), its composition, and texture may be indicative of cardiovascular
risk and for differentiating between patients with high and low risk. In this study,
we investigate an automated snakes segmentation method for segmenting the ML
and the intima layer (IL) and measurement of the MLT and the intima layer
thickness (ILT) in ultrasound images of the CCA. We furthermore investigate
the application of texture analysis of the ML of the CCA and how texture is
affected by age and gender. The snakes segmentation method was used, and was
evaluated on 100 longitudinal ultrasound images acquired from asymptomatic
subjects, against manual segmentation performed by a neurovascular expert. The
mean ± standard deviation (sd) for the first and second sets of manual and
the automated IMT, MLT, and ILT measurements were 0.71± 0.17mm,0.72±
0.17mm,0.67± 0.12mm,0.25± 0.12mm,0.27± 0.14, and 0.25± 0.11mm; and
0.43± 0.10mm,0.44 ± 0.13mm, and 0.42 ± 0.10mm, respectively. There was
overall no significant difference between the manual and the automated IMC, ML,
and IL segmentation measurements. Therefore, the automated segmentation method
proposed in this study may be used successfully in the measurement of the MLT and
ILT complementing the manual measurements. MLT was also shown to increase
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with age (for both the manual and the automated measurements). Following the
segmentation of the three structures, we also investigated the application of texture
analysis of the ML of the CCA and how texture is affected by age and gender.
The 100 images were separated into three different age groups, namely below 50,
between 50 and 60, and above 60 years old. Furthermore, the images were separated
according to gender. A total of 61 different texture features were extracted from the
intima layer (IL), the ML, and the intima–media complex (IMC). We have found
that male patients tended to have larger media layer thickness (MLT) values as
compared to the MLT of female patients of the same age. We have also found
significant differences among texture features extracted from the IL, ML, and IMC
from different age groups. Furthermore, for some texture features, we found that
they follow trends that correlate with a patient’s age. For example, the gray-scale
median GSM of the ML falls linearly with increasing MLT and with increasing age.
Our findings suggest that ultrasound image texture analysis of the media layer has
potential as an assessment biomarker for the risk of stroke.

Keywords Snakes • Ultrasound imaging • Media layer • Texture analysis
• Common carotid artery

1 Introduction

Cardiovascular disease (CVD – coronary artery disease, cerebrovascular disease,
and peripheral artery disease) is the third leading cause of death and adult disability
in the industrial world after heart attack and cancer (as reported by the World Health
Organization). According to [1], 80 million American adults have one or more types
of CVD of whom about half are estimated to be of age 65 or older. Of all the
deaths caused by CVD among adults aged 20 and older, an estimated 13 millions
are attributed to coronary heart disease and to stroke, with atherosclerosis as the
underlying cause. A recent study by the World Health Organization estimates that
by 2015, 20 million people will die from cerebrovascular disease (mainly from heart
attack and stroke).

Atherosclerosis causes thickening of the artery walls and the intima–media
thickness (IMT) (see Fig. 1a) is used as a validated measure for the assessment of
atherosclerosis [2]. Specifically, an increased IMT is correlated with an augmented
risk of brain infarction or cardiac attack [3]. Moreover, the presence of carotid
plaques has been correlated not only to CVD but also to degenerative pathologies
such as vascular dementia and Alzheimer’s disease [4]. Hence the assessment of
carotid wall status is also essential for early identification of risk conditions in
asymptomatic patients. Traditionally, the IMT is measured by manual delineation
of the intima and the adventitia layers [2] (see Fig. 1a, interface I5 and I7). Manual
tracing of the lumen diameter (see Fig. 1a, band Z4) and the IMT by human experts
requires substantial experience; it is time consuming, and varies according to the
training, experience, and the subjective judgment of the experts. The manual mea-
surements suffer, therefore, from considerable inter- and intra-observer variability
[2–10]. It should be noted that parts of this work were also published in [11, 12].
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Fig. 1 (a) Illustration of the intima–media complex (IMC, bands Z5 and Z6) of the far wall of
the common carotid artery and the automatic IMC segmentation [10]. The media layer thickness
(MLT) is defined as the distance between the intima–media and the media–adventitia interface
(band Z6), (b) automated ML detection, (c) automated extracted IMC band, (d) automated
extracted ML, (e) manual IMC delineation, (f) manual ML delineation, (g) manual extracted IMC,
and (h) manual extracted ML. Source [12], c© IEEE 2009

In the last 20 years, several automated techniques for the segmentation and mea-
surement of the IMT from longitudinal ultrasound images of the common carotid
artery (CCA) have been developed [9–14]. However, there are no studies published
in the literature reporting both the manual and the automated segmentation and
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measurement of the media layer (ML) and the intima layer (IL) of the CCA in
ultrasound imaging. There are only three studies in the literature where manual
measurements of the MLT were reported [8, 15, 16]. Earlier research showed that
the media layer thickness (MLT) in peripheral arteries does not change significantly
with age and that it ranges from 125 to 350μm [8]. In [15], manual measurements
of the thickness of the CCA IMT and MLT were carried out by an expert on 100
subjects aged 70 years old. In this study [15], it was shown that subjects with CVD
(coronary heart disease, myocardial infarction, or stroke) had a significantly thinner
ML and a thicker IL than healthy subjects. Furthermore, in [16], the IMT, MLT, and
ILT of 90 healthy subjects (aged between 10 and 90 years) were manually measured
at their radial and anterior tibial arteries. It was shown that age was strongly related
with IMT, MLT, and ILT for both peripheral arteries.

The objective of this study was to develop and evaluate a snakes segmentation
system enabling the automated segmentation and measurement of the ML and
IL in ultrasound images of the CCA and investigate their variability with age
groups. We also propose to study changes in textural characteristics that can be
associated with disease progression for different age groups. Here, we note that
for fully developed plaques in the CCA, texture features derived from statistical,
model based, and Fourier based methods have been used to characterize and
classify carotid atheromatous plaques from B-mode ultrasound images [11, 30].
We, furthermore, investigated whether textural characteristics extracted from the
IL, the ML, and the IMC of the CCA, segmented manually by an expert and
automatically by a snakes segmentation system [10, 12], can be associated with the
increase in age gender or MLT. Ultimately, texture feature characteristics that vary
with age, gender, or MLT might be used to asses the risk of stroke.

The ML (see Fig. 1a, band Z6) is ultrasonographically characterized by an
echolucent region, predominantly composed of smooth muscle cells of the media
band of the arterial wall and probably by the extracellular matrix of the intima band,
which cannot be distinguished from the smooth muscle cell with ultrasound [17].
Due to the acoustic impedance mismatches, the arterial wall bands (intima–
media–adventitia) can produce typical bright–dark–bright patterns on ultrasound
images [2]. It is, furthermore, proposed but not thoroughly investigated, that not
only the IMT but rather the ML (its composition and thickness) may be used for
evaluating the risk of a patient to develop a stroke and accounts in general for the
risk of the CVD by differentiating between patients with high and low risk.

The IL is a thin layer, the thickness of which increases with age, from a single
cell layer at birth to 250μm at the age of 40 for nondiseased individuals [5]. Further,
adaptive physiological thickening of the IL occurs at places where the wall tension
is increased, such as arterial bifurcations and on the ML of the artery and may be
either eccentric or diffuse [5]. Furthermore, the intima–media complex (IMC) (see
also Fig. 1a) becomes more difficult to detect as the age of patients increases, due
to the presence of acoustic holes (echo-dropouts), in the IL [6]. The intimal band
(see band Z5 in Fig. 1a) may appear as a thin low-contrast structure and, therefore,
it is difficult to reliably draw boundaries because smoothing can move the structure
edges or make them disappear [2, 7].
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Earlier research [8] showed that the media layer thickness (MLT) does not change
significantly with age (125μm < MLT < 350μm). In a recent study by our group,
the median (IQR) of intima layer thickness (ILT), MLT, and IMT were computed
from 100 ultrasound images of 42 female and 58 male asymptomatic subjects aged
between 26 and 95 years old, with a mean age of 54 years to be as follows: 0.43 mm
(0.12), 0.23 mm (0.18), and 0.66 mm (0.18), respectively [12].

In [33], a method has been presented for quantifying the reflectivity of the ML
of the distal CCA. It was shown that the GSM of the IM layer is the earliest
change representing atherosclerotic disease in the arterial wall that can currently
be imaged in vivo. This may be the first marker of atherosclerosis and may
precede the development of a significant increase in IMT. This would enable earlier
identification of high-risk individuals based on the analysis of the CCA artery wall
textural characteristics. In [34], the early structural changes of the CCA in familial
hypercholesterolemia were investigated. It was shown that textural characteristics
extracted from the IMC were significantly different between patients with and
without hypercholesterolemia. In [35], the authors reported on the properties of the
GSM of the IMC from a random sample of 1,016 subjects aged exactly 70. They
found that the GSM of the IMC of the CCA is closely related to the echogenecity in
overt carotid plaques.

While there are several earlier studies suggesting that the instability of the carotid
atheromatous plaques can be characterized from B-mode ultrasound images [6,30],
we have not found any other studies reported in the literature where the ML textural
characteristics have been shown to be associated with the risk of stroke. While in
[6, 30], the echogenecity in atherosclerotic carotid plaques was evaluated through
the gray-scale median (GSM), there are very few attempts made to characterize the
IL, the ML, and the intima–media complex (IMC) with a similar gray-scale image
intensity analysis. It is evident from the visual inspections of the IMC in the CCA
that a great variation in echogenecity does exist. However, the usefulness of this
information has not yet been studied.

In [30], the morphology of atherosclerotic carotid plaque was investigated based
on the textural characteristic extracted from 230 ultrasound images of carotid
plaque, where it was shown that it is possible to identify a group of patients,
symptomatic or asymptomatic, at risk of stroke based on these texture features.
It was further documented in [36], that carotid endarterectomy in asymptomatic
individuals with stenosis greater than 70% reduces the risk of stroke from 2%
per year to 1% per year. In another study [37], the relationship of the IMT in
the CCA and atherosclerosis was investigated on 182 symptomatic patients (mean
age 67 years). It was shown that the IMT was correlated to age, male gender,
ischemic heart disease, and presence of plaque or stenosis in any of the carotid
bifurcations. In a recent study [38], where the alterations of the CCA with age in
ultrasound images were investigated, it was shown that the diastolic and systolic
lumen diameters are increasing with age. This reduces wall stress as the elasticity
of the wall decreases with age.
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2 Materials and Methods

2.1 Recording of Ultrasound Images

A total of 100 B-mode longitudinal ultrasound images of the CCA used for the
IMC, ML, and IL segmentations were recorded using the ATL HDI-3000 ultrasound
scanner (Advanced Technology Laboratories, Seattle, USA), with a linear probe
(L74), with a recording frequency of 7 MHz, a velocity of 1,550 m/s and 1 cycle
per pulse, which resulted to a wavelength (spatial pulse length) of 0.22 mm and an
axial system resolution of 0.11 mm. The technical characteristics of the ultrasound
scanner (multielement ultrasound scan head, operating frequency, acoustic aperture,
and transmission focal range) have already been published in [10]. Digital images
were resized using the bicubic method to a standard pixel density of 16.66 pixels per
mm with a resolution of 0.06 mm. This was carried out due to the small variations in
the number of pixels per mm of image depth (i.e., for deeply situated carotid arteries,
image depth was increased and, therefore, digital image spatial resolution would
have decreased) and in order to maintain uniformity in the digital image spatial
resolution [19]. The images were logarithmically compressed and were recorded
digitally on a magneto-optical drive at size of 768 × 576 pixels with 256 gray
levels. The images were recorded at the Cyprus Institute of Neurology and Genetics,
Nicosia, Cyprus, from 42 female and 58 male asymptomatic subjects aged between
26 and 95 years old, with a mean age of 54 years. The images were separated into
three different age groups depending on age, namely, below 50, between 50 and 60,
and above 60 years old, with 27, 36, and 37 subjects in each group, respectively,
and also separated into 58 male and 42 female subjects. These subjects had not
developed clinical symptoms, such as a stroke or a transient ischemic attack (TIA).

2.2 Image Normalization

Brightness adjustments of ultrasound images were carried out in this study based on
the method introduced in [20] and also used in [10]. It was shown that this method
improves image compatibility by reducing the variability introduced by different
gain settings, different operators, different equipment, and facilitates ultrasound
tissue comparability. Algebraic (linear) scaling of the image was performed by
linearly adjusting the image so that the median gray level value of the blood was
0–5, and the median gray level of the adventitia (artery wall) was 180–190 [20].
The scale of the gray level of the images ranged from 0 to 255. Thus the brightness
of all pixels in the image was readjusted according to the linear scale defined by
selecting the two reference regions. It is noted that a key point to maintaining a
high reproducibility was to ensure that the ultrasound beam was at right angles
to the adventitia, adventitia was visible adjacent to the plaque, and that for image
normalization a standard sample consisting of the half of the width of the brightest
area of adventitia was obtained.
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2.3 Manual Measurements

A neurovascular expert delineated manually (using the mouse) the IMC [10], the
ML, and the IL on 100 longitudinal ultrasound images of the CCA after image
normalization. The IMC was measured by selecting 20–40 consecutive points for
the intima (see Fig. 1a, interface I5) and the adventitia (see Fig. 1a, interface I7)
layers, and the ML (see Fig. 1a, band Z6) by selecting 10–20 consecutive points for
the media (see Fig. 1, interface I6) and the adventitia layers at the far wall of the
CCA. The IL (see Fig. 1a, band Z5) was then derived by subtracting the ML from
the IMC. The manual delineations were performed using a system implemented in
MATLAB R© from our group. The measurements were performed between 1 cm and
2 cm proximal to the bifurcation of the CCA on the far wall [10] over a distance of
1.5 cm starting at a point 0.5 cm and ending at a point 2.0 cm proximal to the carotid
bifurcation. The bifurcation of the CCA was used as a guide and all measurements
were made from that region. The IMT, the MLT, and the ILT were then calculated
as the average of all the measurements. The measuring points and delineations
were saved for comparison with the snakes segmentation method. Two sets of
measurements were carried out by the neurovascular expert with a 6-month interval.
All sets of manual segmentation measurements were performed by the expert in
a blinded manner, both with respect to identifying the subject and to the image
delineation.

2.4 IMC, ML, and IL Snakes Segmentation

A total of 100 ultrasound images of the CCA were segmented using the automated
segmentation system presented in [12], to identify IMC, ML, and IL. Segmentation
was carried out after image normalization using the automated snakes segmentation
system proposed and evaluated on ultrasound images of the CCA in [10], which
is based on the Williams and Shah [21]. Initially the IMC was segmented by a
snake segmentation system as proposed in [21], where the boundaries I5 (lumen–
intima interface) and I7 (media–adventitia interface) were extracted. Details about
the implementation of the algorithm can be found in [10].

The upper side of the ML (see Fig. 1, Z6) was estimated by deforming the lumen–
intima interface (boundary I5) by 0.36 mm (6 pixels) downwards and then deformed
by the snakes segmentation algorithm proposed in [10] in order to fit to the media
boundary (see Fig. 1a, interface I6). This displacement of 0.36 mm is based on the
observation that the manual mean IMT (IMTmean) is 0.71 mm (12 pixels), and lies
between 0.54 mm (minimum or 9 pixels) and 0.88 mm (maximum or 15 pixels) [10].
Therefore, the displacement of the contour, in order to estimate the media should be
in average 0.36 mm (6 pixels times 0.06 mm) downwards, which is half of the size of
the IMT (the distance between I5 and I7, where I7 is the media–adventitia interface).
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In order to achieve standardization in extracting the thickness of IMC, ML,
and IL, segments with similar dimensions were divided based on the following
procedure. A region of interest of 9.6 mm (160 pixels) in length, located 1–2 cm
proximal to the bifurcation of the CCA on the far wall, was extracted. This was
done by estimating the center of the IMC area and then selecting 4.8 mm (80 pixels)
left and 4.8 mm (80 pixels) right of the center of the segmented IMC. The selection
of the same ML area in length from each image is important in order to be able to
make comparable measurements between images and patient groups.

The novelty of the proposed methodology lies in the algorithmic integrated
approach that facilitates the automated segmentation and measurements of IL
and ML.

2.5 Texture Analysis

In order to estimate textural characteristics extracted from the IL, ML, and the
IMC, a total of 61 different texture features were extracted both from the manual
and the automated segmented regions of interest where only the most significant
are presented. The following texture feature set algorithms were used: (i) statistical
features [11,12]: (a) mean, (b) variance, (c) median value, (d) skewness, (e) kurtosis,
(f) energy, and (g) entropy. (ii) Spatial gray level dependence matrices (SGLDM)
as proposed by Haralick et al. [39]: (a) angular second moment, (b) contrast, (c)
correlation, (d) sum of squares variance, (e) inverse difference moment, (f) sum
average, (g) sum variance, (h) sum entropy, (i) entropy, (j) difference variance,
(k) difference entropy, and (l) information measures of correlation. For a chosen
distance d (in this work d = 1 was used) and for angles θ = 00,450,900, and
1,350, we computed four values for each of the above texture measures. (iii) Gray
level difference statistics (GLDS) [40]: (a) homogeneity, (b) contrast, (c) energy, (d)
entropy, and (e) mean. The above features were calculated for displacements δ =
(0,1),(1,1),(1,0),(1,−1), where δ ≡ (Δx, Δy), and their mean values were taken.
(iv) Neighborhood gray tone difference matrix (NGTDM) [41]: (a) coarseness, (b)
contrast, (c) busyness, (d) complexity, and (e) strength. (v) Statistical feature matrix
(SFM) [42]: (a) coarseness, (b) contrast, (c) periodicity, and (d) roughness. (vi)
Laws texture energy measures (LTEM) [42]: LL-texture energy from LL-kernel,
EE-texture energy from EE-kernel, SS-texture energy from SS-kernel, LE-average
texture energy from LE- and EL-kernels, ES-average texture energy from ES- and
SE-kernels, and LS-average texture energy from LS- and SL-kernels. (vii) Fractal
dimension texture analysis (FDTA) [42]: The Hurst coefficients for dimensions four,
three, and two were computed. (viii) Fourier power spectrum (FPS) [42]: (a) radial
sum and (b) angular sum.
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2.6 Statistical Analysis

We computed the mean and median values for the IMT (IMTmean, IMTmedian),
the MLT (MLTmean, MLTmedian), and the ILT (ILTmean, ILTmedian), the inter-
observer error for the IMT, MLT, and the ILT (se = σ

√
2) [9] as well as the IMT

ratio [15] (IMTratio = MLT/ILT). We also calculated the coefficient of variation,
CV%, for the IMT, MLT, and ILT, respectively, which describes the difference
as a percentage of the pooled mean values, where for the media CV%media =
(semedia× 100)/MLTmedia [9]. The above measurements were also computed for the
three different age groups, namely, below 50, between 50 and 60, and above 60 years
old and for the male and female subjects. Additionally, in order to assess the intra-
observer variability for the neurovascular expert, the manual MLT measurements
were repeated 6 months after the first set of measurements.

The Wilcoxon rank sum test, which calculates the difference between the sum
of the ranks of two dependent samples, was also used in order to identify if a
significant difference (S) or not (NS) exists at p < 0.05, between the manual and
the snakes segmentation measurements, of IMC, ML, IL, and for the IMTratio for all
100 image, and between the manual and the automated segmentation measurements
IMC, ML, and IL for the three different age groups (below 50, between 50 and
60, and above 60 years old). Furthermore, the Mann–Whitney rank sum test was
also applied in order to identify differences between male and female subjects.
Also the correlation coefficient, ρ , between the manual and the automated IMT,
MLT, and ILT measurements, was investigated, which reflects the extent of a linear
relationship between two data sets [22].

In order to investigate how the automated media snakes segmentation method
differs from the manual delineation results, we have investigated the regression
lines for the mean values of the MLT vs. age. Regression analysis was also used
in order to demonstrate the relationship between the IMT, MLT, and ILT mean
manual measurements and age of the subjects. Bland–Altman plots [23], with 95%
confidence intervals, were also used to further evaluate the agreement between the
manual and the automated media segmentation measurements. The results of this
analysis are, however, not presented in this study as are the expansion of the studies
are published in [10–12]. Furthermore, box plots for the manual and the automated
IMT, MLT, and ILT mean measurements were plotted, as well as for the manual
IMT, MLT, and ILT measurements for the three different age groups (below 50,
between 50 and 60, and above 60 years old).

3 Results

Figure 1 illustrates an original normalized ultrasound image of the carotid artery
with the automated segmentation of the IMC and ML in (a) and (b), the extracted
automated IMC and ML bands in (c) and (d), the manual delineations of the IMC
and ML in (e) and (f), and the extracted manual IMC and ML bands in (g) and (h),
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respectively. It should be noted that the size of the IMC and ML areas presented in
Fig. 1c, d, g, h is larger than its original size (enlarged to 300×20 pixels in order to
be better visualized) and does not represent the original truth size (see also Sect. 2.4).

The manual (first and second set of measurements) and the automated mean and
median measurements for all 100 images, and for the three different age groups, of
the IMC, ML, and IL, are presented in Table 1, as well as the inter-observer error, se,
the coefficient of variation, CV%, and the IMTratio. Table 1 shows that the mean ±
sd for the manual first set and the automated IMT measurements at time zero were
0.71±0.17mm and 0.67±0.12mm, for the manual first set and the automated MLT
measurements were 0.25 ± 0.12mm and 0.25 ± 0.11mm, and for the manual first
set and the automated ILT measurements were 0.43±0.10mm and 0.42±0.13mm,
respectively. The inter-observer errors, se, for the manual first set and the automated
IMT segmentation measurements were 0.11 and 0.08, whereas for the MLT and ILT
measurements were 0.09 and 0.08, and 0.07 and 0.07, respectively. The coefficients
of variation, CV%, for the manual first set and the automated IMT measurements
were 17.3% and 12.6%, whereas for the manual first set and the automated MLT
and ILT segmentation measurements, were 34% and 12.3%, and 16.7% and 11.7%,
respectively. The IMTratio, for the first set of manual measurements for all 100
images and for the three different age groups (below 50, between 50 and 60,
and above 60 years old) were 0.5834 ± 0.323mm, 0.4314 ± 0.242mm, 0.634 ±
0.273mm, 0.6867 ± 0.273mm, respectively. Similar values, but slightly higher,
were observed for the second set of manual measurements carried out at month 6, for
the IMT, MLT, and ILT (see Table 1). For the IMTratio using the Wilcoxon rank sum
test, there was no significance difference between the automated and the second set
of manual measurements (p = 0.698); however, there was a significance difference
between the automated and the first set of manual measurements (p = 0.031) and
between the first and the second set of manual measurements (p = 0.011).

Table 2 presents the results of the Mann–Whitney rank sum test performed
between the male and the female subjects for all three segmentation measurements
(IMT, MLT, and ILT) and the IMTratio. There was no significant difference for the
MLT between the male and the female subjects for the first set and automated
measurements. Significant differences between the male and the female subjects
were only found for the second set of manual measurements for the IMT (p = 0.01)
and ILT (p = 0.013). There was also no significant difference for the IMTratio

between the male and the female subjects.
The Wilcoxon rank sum test between the manual and the automated IMT, MLT,

ILT, and IMTratio measurements was also performed between the three different age
groups and it is shown in Table 3. The Wilcoxon rank sum test and the correlation
coefficient (with 95% confidence) results performed between the manual and the
automated measurements for the IMT, MLT, ILT, and IMTratio showed that there
were no significant differences between these sets of measurements.

The automated MLT values (MLT A) vs. age using regression analysis gave
an equation of MLT A = 0.029 + 0.0041×AGE, where the standard error for
intercept and slope were 0.0661 and 0.001, respectively. The mean square error
due to regression was 0.1509, the residual mean square was 0.013 resulting in an
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Fig. 2 Box plots for the manual measurements of the IMT, MLT, and ILT for the age groups below
50 (50), between 50 and 60 (60), and above 60 years (g60) old (i.e., IMT 50, ILT 60, and MLT g60
represent the values below the age of 50 for IMC, ML, and IL, respectively). Source [12], c© IEEE
2009

F-ratio of 11.6 with a corresponding significance level of p = 0.001. This supports
the assumption of a linear relationship between age and MLT. The correlation
coefficient was ρ = 0.33. It was shown that the MLT at the age of 55 is 0.25 mm
and that the 95% confidence interval limits for the MLT are both±0.24mm.

The Bland–Altman plot between the first set manual measurements and the
snakes segmentation MLT measurements showed that the difference between the
manual and the snakes segmentation measurements was -0.01 mm with limits of
agreement lying between 0.16 mm and -0.18 mm (note that the pixel resolution was
0.08 mm). The Bland–Altman plot between the second set manual measurements
and the snakes segmentation MLT measurements showed that the difference
between the manual and the snakes segmentation measurements was 0.01ṁm with
limits of agreement lying between 0.24 mm and -0.23 mm. The Bland–Altman
plot between the first and second set of manual measurements showed that the
difference between the first and the second set of the manual measurements was
-0.02 mm with limits of agreement lying between 0.16 mm and -0.19 mm. There
was also a negative bias, as estimated by the mean difference, which showed that
on an average the snakes segmentation algorithm underestimates the area relative to
normal delineation.

Figure 2 presents box plots of the IMT, MLT, and ILT, for the three different
age groups, extracted from the manual IMC, ML, and IL segmentations for all 100
images of the CCA for the three different age groups (below 50, between 50 and 60,
and above 60 years).
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Fig. 3 Box plots of the gray-scale median (GSM) texture feature extracted from IL, ML, and IMC.
Here we are using automated segmentations. In our description we let IQR denote the inter-quartile
distance. From left to right, for the first three plots we have: L50IL for the IL for patients younger
than 50 (IQR = 22), 50 to 60 IL for the IL for patients from 50 to 60 years old (IQR = 18.4),
and G60IL for the IL for patients who are older than 60 years old (IQR = 15.4). For the next
three plots (middle), we have the same age groups for the ML and IQR values of 16, 19.5, and
23.7, respectively. The last three plots (leftmost) show the GSM values for the IMC with IQR
values 13.6, 25.2, and 16.9, respectively. In each plot we display the median, lower, and upper
quartiles and confidence interval around the median of the GSM. Straight lines connect the nearest
observations with 1.5 of the inter-quartile range (IQR) of the lower and upper quartiles. Unfilled
rectangles indicate possible outliers with values beyond the ends of the 1.5× IQR. Source [12],
c© IEEE 2009

Figure 3 presents box plots of the GSM texture features for the three different
age groups. These measurements were extracted using the automated IL/ML/IMC
segmentations.

Table 4 presents the median and inter-quartile range (IQR) of selected texture
features extracted from the automated IL, ML, and IMC segmentations of the
100 ultrasound images investigated. From Table 4, we can see that most of the
texture features extracted from the ML exhibit lower median and IQR values when
compared with those extracted from the IL and IMC (e.g.: mean, GSM, STD,
contrast, ASM, and coarseness).

In Table 5, we use the Wilcoxon rank sum test to compare selected texture
features extracted from automated and manual segmentations. We can see similar
results for both manual and automated segmentations. However, we note that there
are differences. To avoid issues associated with segmentation differences, we are
only interested in textural features that give significant differences for both manual
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Table 4 Texture features (median (IQR)) for the IL, ML, and IMC using
automated segmentations

IL ML IMC

Mean 35 (19.3) 21 (25) 33 (22)
GSM 35 (18.5) 28 (18) 30 (21.3)
STD 16 (6.6) 14 (7) 16 (5.7)
Contrast 52 (75) 28 (32) 61 (57)
DV 16 (27.8) 81 (56) 32 (32)
Complexity 1,704 (3,175) 6,041 (6,762) 4,166 (5,888)
ASM 0.09 (0.04) 0.002 (0.003) 0.003 (0.002)
Coarseness 20 (14.5) 13 (11) 24 (11.3)
SS-TEL 38 (33) 78 (53) 56 (38)
Entropy 5.7 (1.15) 6 (1.2) 6.6 (0.7)
Roughness 2.46(0.187) 2.2 (0.100) 2.238 (0.079)
Periodicity 0.8 (0.07) 0.9 (0.06) 0.8 (0.2)

IQR inter-quartile range, GSM gray-scale median, STD standard deviation, DV
difference variance, ASM angular second moment, SS-TEL SS-texture energy
laws. Source [11], c© CMIG 2009

Table 5 Wilcoxon rank sum comparison tests performed on texture features (first column)
extracted from the IL, ML, and IMC using manual (M) and automated (A) segmentations. In
boldface, we have the texture features identified by the automated segmentation method that also
exhibits significant differences for manual segmentation

Manual (M) Automated (A)

IL–ML IL–IMC ML–IMC IL–ML IL–IMC ML–IMC

Mean S (0.01) NS (0.5) S (0.001) S (0.02) NS (0.81) S (0.004)
GSM NS (0.39) NS (0.62) S (0.001) NS (0.3) NS (0.45) S (0.04)
Stand. Dev. S (0.01) S (0.001) S (0.001) S (0.001) NS (0.1) S (0.001)
Contrast S (0.001) S (0.001) S (0.001) S (0.001) NS (0.23) S (0.001)
Diff. Var. S (0.001) S (0.001) S (0.01) S (0.001) S (0.007) NS (0.09)
Complexity S (0.001) S (0.001) S (0.04) S (0.001) S (0.001) NS (0.09)
ASM NS (0.3) S (0.001) NS (0.13) S (0.004) S (0.001) S (0.001)
Coarseness S (0.001) S (0.021) S (0.001) S (0.001) S (0.005) S (0.001)
SS-TEL S (0.009) S (0.009) NS (0.13) S (0.001) S (0.02) NS (0.18)
Entropy S (0.017) S (0.001) NS (0.85) S (0.001) S (0.001) S (0.008)
Periodicity S (0.001) NS (0.92) S (0.001) S (0.001) NS (0.07) S (0.02)

IL intima layer, ML media layer, IMC intima–media complex. The p value is shown in parentheses
(S = significantly different at p < 0.05, NS = nonsignificantly different at p≥ 0.05). Source [11],
c© CMIG 2009

and automated segmentations. For better visualization, we put these features in bold
face (see Table 5). Between the IL and the ML, we have significant differences in
10 out of 11 features. Between the IL and the IMC, we have six texture features
with significant differences. Similarly, we have eight texture features that exhibit
significant differences between the IL and the ML in Table 5. We refer to Table 6 for
a summary of the texture feature values.
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Table 6 Texture characteristics of IL vs. ML based on the texture feature values
given in Table 1

Corresponding
features from Table 1 IL ML

Mean, GSM Brighter Darker
Contrast, ASM Higher contrast Less contrast
Complexity, entropy Low complexity High complexity
Coarseness More coarse, i.e., large

areas with small
gray tone variations

Less coarse, i.e., less
local uniformity in
intensity

Roughness Slightly rougher Smoother
Periodicity Less periodical, more

heterogeneous
More periodical, more

homogeneous

Source [11], c© CMIG 2009

Table 7 presents the Mann–Whitney rank sum test performed on selected texture
features extracted from the automated IL, ML, and IMC segmentations for the three
different age groups. It is shown that some of the texture features (GSM, STD, DV,
complexity, coarseness, and SS-TEL) exhibit significantly different values between
different age groups.

4 Discussion

In this study, both manual and automated IMT, MLT, and ILT measurements are
reported for 100 longitudinal ultrasound images of the CCA and their variation with
age and sex. The importance of the CCA ML for the evaluation of the risk of CVD
was outlined in [2] and shown in [15], that the MLT was thinner for this group of
subjects. Also it was shown in [16] that the MLT was strongly related with age for
the radial and anterior tibial arteries. It was also found (see Table 6) that the ML
is less dark, has less contrast, is more periodic, and is less coarse compared to IL.
We have found a decrease of ML GSM with increasing age, as well as decrease
with thickness (MLT), that can be attributed to the fact that, at the initial stages of
atherosclerosis disease, there is an increased concentration of lipids and hyperplasia
of muscle fibers in the ML, which produces hypoechoic (echolucent) structures. It
was also shown that the GSM of male patients is brighter than that of the female
patients.

Table 1 showed that the manual IMT measurements are larger and have a larger
range of values, whereas the first set of manual and the automated MLT measure-
ments are almost the same, while the second set of manual measurements were
higher. Similar IMT findings were also reported in [9,10,14]. The manual IMTmean

± SD measurements reported in this study (0.71±0.17mm and 0.72 ± 0.17mm for
manual first and second sets, respectively) were larger than the snakes segmented
measurements (0.67±0.12mm), and this finding was also reported in other studies.
More specifically, the manual vs. the snakes segmented IMT measurements reported
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in other studies were (0.93mmvs.0.88mm) [9], (0.72 mm vs. 0.63 mm) [13],
(0.8 mm vs. 0.7 mm) [14], and (0.92 mm vs. 0.88 mm) [29]. There is a large variation
in the IMT measurements between the different studies because different material
and different measuring methodologies were used.

The manual first set MLT, ILT measurements, and IMTratio in our study were
0.25± 0.12mm, 0.43± 0.10mm, and 0.5834± 0.323mm, respectively (similar
values were obtained for the second set of manual measurements and the automated
measurements). In [15], the manual IMT, MLT, and ILT measurements carried
out for the CCA by an expert using high-resolution ultrasound with a broadband
probe and a 25 MHz center frequency, between subjects with and without CVD,
were 0.75,±0.17mm vs. 0.72 ± 0.20mm (p = 0.4), 0.45 ± 0.14mm vs. 0.38 ±
0.16 mm(p < 0.05), and 0.17 ± 0.006mm vs. 0.22 ± 0.06mm (p < 0.0001),
respectively. It was shown in [15] that subjects with CVD (coronary heart disease,
myocardial infarction, or stroke) had a significantly thicker IL and a thinner ML than
healthy subjects. The IMTratio also differed significantly between subjects with and
without a diagnosis of CVD (0.43 ± 0.20 vs. 0.75 ± 0.48, p = 0.0002). The MLT
and ILT were manually measured from the radial and tibial arteries in 90 subjects (10
to 90 years old), using a 55 MHz two-dimensional ultrasound transducer [16]. The
values reported for the MLT ranged from 0.159 ± 0.039mm to 0.227 ± 0.038mm,
whereas for the ILT the values ranged from 0.49 ± 0.08mm to 0.81 ± 0.019mm,
respectively. Finally, in [8], it was found that the median MLT of muscular arteries
was 0.6 mm in the absence of a lesion, decreasing to 0.1 mm in the area of maximal
atherosclerosis. The in vivo study was performed in 29 patients undergoing coronary
or peripheral vascular procedures using intravascular ultrasound with a 30 MHz
frequency ultrasound probe.

It is shown from Table 1 that for the MLT measurements, the standard deviation,
sd, for both the manual (0.12 and 0.14 for the first and second set of manual mea-
surements, respectively) and the automated (0.11) and the coefficient of variation,
CV% (34% and 9.8% for the first and second set of manual measurements, and
12.3% for the automated measurements), are large. This is explained due to the fact
that the ML is very small with complex texture and, therefore, very difficult to be
estimated correctly either manually or automatically.

Table 1 also shows that the inter-observer errors, se, for the IMT and the MLT,
are larger for the manual segmentation measurements (for both the first set and
the second set of manual measurements). Also, the results from Table 1 showed
that high intra-observer variabilities occur when manual measurements are made.
Smaller values for se were obtained for the automated segmentation measurements,
indicating a better performance of the automated vs. the manual measurements as
documented in [10, 22].

Table 2 showed that no significant differences were found between men and
women for the IMT, MLT, ILT, and the IMTratio, as also shown in [15] and that
the IMTratio did not differ significantly between male and female groups.

The nonsignificant (NS) differences between the manual and the automated
segmentation method, estimated by the Wilcoxon rank sum test show that the
manual measurements may be replaced by the snakes segmentation measurements
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with confidence. It was also shown that the manual measurements of the expert at
time 0 vs. time 6 months were NS. The correlation coefficient, ρ , showed that the
strongest relationship existed between the MLT manual first set and the automated
segmentation measurements (with ρ = 0.72), where higher values were reported.
The Wilcoxon rank sum test performed in Table 3 showed that the first set of
manual and automated IMT measurements between all the age groups are mostly
significantly different (S), whereas the manual and automated measurements of the
MLT and ILT are mostly nonsignificantly different (NS). Furthermore, the Wilcoxon
rank sum test for the IMTratio showed that there are no clear statistical significance
between the different age groups; therefore, this measure may not be used as an
indicative value for atherosclerotic disease with increasing age.

Based on the Bland–Altman test a small discrepancy, of around 0.01 mm, was
found between the manual and the automated MLT measurements. On this basis the
two methods (manual and snakes segmentation) can be considered interchangeable.
There are no other studies reported in the literature, where Bland–Altman plots were
used for comparing the manual and automated MLT measurements. The Bland–
Altman plot was used in [29], where 24 carotid ultrasound images were analyzed by
two experts for validating the results of IMT measurements using a newly developed
system by comparing them with those obtained using previous methods and showed
no evidence of bias between the two methods.

This study shows that there might be a linear relationship between MLT
automated measurements and age, where all measurements showed an increase with
age. Similar findings were also reported for the IMT in [10]. It was also shown
that in this study the values of the mean IMT in a carotid artery vary between
0.54 mm and 0.88 mm, depending on age, and this is also consistent with other
studies [2, 6, 14, 28], whereas the values of the MLT vary between 0.13 mm and
0.37 mm. Furthermore, in [16], the IMT, MLT, and ILT of 90 healthy subjects (aged
between 10 and 90 years), were manually measured at their radial and anterior tibial
artery. It was shown that age was strongly related with IMT, MLT, and ILT of both
peripheral arteries.

Similar to [37], we have also found that the IMT is generally larger in men than
in women. Furthermore, in agreement with [28, 36], we have also found that the
IMT increases linearly with age.

In [43], increased IMT has been found in young adults with childhood-onset
chronic kidney disease (CKD). The disease stage at which these patients first
develop abnormalities of arterial texture is unknown. It was also shown that in 55
children with stages 2 to 4 CKD, thickening of IMT occurs early in the course
of the disease and is most prominently marked in dialyzed patients. Furthermore,
morphologic alterations were found in both muscular and elastic type arteries as
early as in the second decade of life. The degree of thickening depends on the degree
of renal dysfunction. The authors also found that 61% of children with stages 2 to 4
CKD had IMT equal to or exceeding the 95th percentile for age.

It was shown in [33] that the GSM of the IM layer is the earliest change
representing atherosclerotic disease in the arterial wall that can currently be imaged
in vivo. This may be the first marker of atherosclerosis and may precede the
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development of significant increase in IMT. This would enable earlier identification
of high-risk individuals based on the analysis of the CCA artery wall textural
characteristics.

In [34], the texture features of 12 subjects (28± 2 years) with familial hy-
percholesterolemia (FCH) and without CVD, before and 3 months after treatment
with atorvastatin were investigated, where the entropy and the ASM were extracted
from the IMC band. Before treatment of atorvastatin significantly higher entropy
(normal: 0.082± 0.02vs.FCH : 0.57± 0.12) and lower ASM (normal: 0.01±
0.0011vs.FCH : 0.004± 0.0001) values were found when compared to the normal
tissue.

The normalization method used in this study was documented to be helpful in
the manual contour extraction [25] as well as the snakes segmentation of the IMC
[10] and the atherosclerotic carotid plaque segmentation [26] and texture analysis
[11]. Moreover, this method increased the classification accuracy of different plaque
types as assessed by the experts [27]. Ultrasound image normalization was carried
out, prior to segmentation of the IMT in [24], where histogram equalization was
performed on carotid artery ultrasound images for increasing the image contrast.

4.1 Study Limitations

It has been demonstrated in [2, 31] that the blood–endothelium (intima) interface
and the media–adventitia interface correspond to their anatomical/histological
counterparts. This is not the case with the intima–media interface because the width
of the white band closer to the lumen is gain dependent and, therefore, variable.
Thus the measurement of the MLT represents only an ultrasonic measurement (as
also discussed above). It should be noted, however, that part of the ML, shown
in ultrasound image as an echolucent band (Fig. 1a, band Z6), contains the hypo
echoic muscular arterial tunica media and perhaps hypo echoic part of the arterial
tunica intima. It is well known that atherosclerosis causes an increase of the arterial
tunica intima thickness. As has been also reported earlier in the literature [13],
the histological boundaries between the arterial tunica intima and media (internal
elastic lamina) in ultrasound images cannot be accurately delineated. Therefore, we
hypothesize that the increase of the MLT with age as reported in our study (see also
[10]) may be a misleading finding, since part of the ML, as shown in ultrasound
images, may belong to the arterial tunica intima. We recommend that the above
hypothesis should be taken into account in future studies aiming in studying the
ML texture and morphology. It should be furthermore noted that there are no other
studies reported in the literature where ML segmentation and measurements were
performed on longitudinal ultrasound images of the CCA.

While IMT is an established measure of the vascular wall disease [2], GSM is
less commonly used while other features have not been used before. GSM analysis
has previously mainly been performed on plaques and then found to be related to
histological features of the plaque, such as the elastin and calcium content, as well
as to the size of the lipid-rich necrotic core [44]. However, the histological correlate
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to variation in the ML texture features has to be evaluated and the prognosis impact
of these new variables has to be investigated. It has also been observed that there
is an increase in the granularity in association with atherosclerotic disease [31].
A granular IMC indicates more advanced atherosclerosis, which may precede the
development of significant IMT thickening.

A limitation of the proposed method is that the manual and automated ML and IL
segmentation measurements were performed in linear segments of the CCA because
in the clinical praxis, the experts are delineating the IMC and the ML only in those
parts of the vessel where there are no significant artifacts, signal drop outs, and
structure irregularities [2, 9, 10, 20, 27, 35].

Another limitation of the proposed method is the presence of acoustic shadowing
together with strong speckle noise, which hinders the visual and automatic analysis
in ultrasound images [9, 10]. Such images as well as images with extensive
echolucency and calcification, where the ML was not well visually recognized, were
excluded from the study. Backscattered ultrasound is also angle dependent. During
the recording of the images, a standard recording technique was used to adjust the
position of the probe so that the ultrasound beam was at right angles to the arterial
wall. This improved the IMC visualization. Moreover, the new spatial compound
imaging technique might optimize further carotid ultrasound imaging [25, 27]. Due
to the small size of the ML and the estimation and positioning of the initial snake
contour may sometimes result to segmentation errors. This should be placed as close
as possible to the area of interest, otherwise it may be trapped into local minima or
false edges and converge to a wrong location.

As it has already been mentioned in Sect. 2.1, the axial resolution of the system
used was 0.11 mm, which indicates that structures greater than 0.11 mm can be
correctly visualized and measured (see also [32]). In addition, it is noted that the
pixel resolution was 0.06 mm. For structures thinner than 0.11 mm, the two echo
interfaces (i.e., of ML) cannot be separated and measurements of these structures are
not possible. For the dataset investigated in this study, 6% of the measurements were
below 0.11 mm; therefore, these measurements may be considered as unreliable. It
should be noted, however, that with new ultrasound equipment and new probes, that
are available having a recording frequency in the range of 15 MHz, this problem will
be highly limited. In another study where the variability of the IMT between experts
and between the manual and the automated IMT measurements was investigated
[32], it was shown that the reproducibility of the IMT measurements may be further
improved if the IMT mean value is computed from multiple ultrasound images
(frames) of the carotid, instead of the mean value obtained from only one frame
[32]. These can be also investigated in a future study for the case of the MLT and
the ILT measurements.

In the present study, in less than 8% of the cases, the positioning of the initial
snake contour was not calculated correctly. Furthermore, there were also another 6%
of the cases where the ML structure was very small and the two snake contours were
trapped together. For these cases the user of the proposed system may run the snakes
initialization procedure again in order to estimate the correct initial snake contour,
and during the snakes deformation the user may interact and manually correct the
contour.
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5 Concluding Remarks and Future Work

It was clearly illustrated in this study that both manual and automated IMT, MLT,
and ILT measurements could be carried out successfully. Also, it was shown that
there was overall no significant difference between the manual and the automated
measurements, between the male and the female subjects, as well as that these
increase with age.

The segmented IMC, ML, and IL bands may be used for extracting texture
features [30], which might be able to differentiate between subjects with high and
low risk of stroke. Furthermore, the change of these textural characteristics with
age may give additional information for characterizing subjects in different risk
groups. In a recent study [35], it was shown that the gray-scale median of the
IMC of the CCA is closely related to the echogenecity in overt carotid plaques.
This finding suggests that the gray-scale median and other texture features extracted
from the IMC or the ML bands could have prognostic impact for the assessment
of cardiovascular risk. However, the IMTratio was not found to be statistically of
significant difference with increasing age.

Our texture analysis showed that: (a) there are significant differences between
some texture features extracted from the IL, ML, and IMC (mean, gray-scale median
(GSM), standard deviation, contrast, difference variance, and periodicity), (b) some
of the texture features can be associated with the increase (difference variance,
entropy) or decrease (GSM) of patient’s age, (c) the GSM of the ML falls linearly
with increasing ML thickness (MLT) and with increasing age, (d) the GSM of male
subjects is larger than that of female subjects (se, Fig. 5.4), and (e) male and female
subjects may be better distinguished using texture features extracted from the IMC.

Risk factors like smoking, blood pressure, inflammation markers, and cholesterol
correlate to the traditional carotid IMT [1, 3, 4, 16]. It would have been valuable to
relate these risk factors to AM–FM analysis and not only the age as done in this
study. Ongoing studies from our group will give more data on this topic.

Future work will investigate whether it is possible to identify a group of patients
at risk of atherosclerosis based on their texture features extracted from the IL, the
ML, and the IMC of high-resolution ultrasound images of the CCA. It may also
be possible to identify and differentiate those individuals into high- and low-risk
groups according to their cardiovascular risk before the development of plaques.
The proposed methodology may also be applied to a group of people, which already
developed plaques in order to study the contribution of the ML texture features
to cardiovascular risk. Both groups of patients may benefit by prognosing and
managing future cardiovascular events. Another possible future application of the
proposed methodology is that it can be used to investigate possible effects of statins
or other drugs in texture feature changes of the ML of the CCA.

The methodology presented in this study will be further evaluated on ultrasound
images of the CCA collected on a large-scale epidemiological study by our group as
well as for the segmentation and measurement of curved segments of the bifurcation
bulb of the CCA.
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CAUDLES-EF: Carotid Automated
Ultrasound Double Line Extraction
System Using Edge Flow

Filippo Molinari, Kristen M. Meiburger, Guang Zeng, Andrew Nicolaides,
and Jasjit S. Suri

Abstract The evaluation of the carotid artery wall is essential for the diagnosis of
cardiovascular pathologies or for the assessment of a patient’s cardiovascular risk.

This chapter presents a complete user-independent algorithm, which automati-
cally extracts the far double line (lumen–intima and media–adventitia) in the carotid
artery using an Edge Flow technique based on the directional probability maps
using the attributes of intensity and texture. Specifically, the algorithm traces the
boundaries between the lumen and intima layer (line one) and between the media
and adventitia layer (line two). The Carotid Automated Double Line Extraction
System based on Edge Flow (CAUDLES-EF) is characterized and validated by com-
paring the output of the algorithm with the manual tracing boundaries carried out by
three experts. We also benchmark our new technique with the two other completely
automatic techniques (CALEXia and CULEXsa) that we had previously published.

Our multi-institutional database consisted of 300 longitudinal B-mode carotid
images with normal and pathologic arteries. We compared our current new method
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with previous methods, and showed the mean and standard deviation for the
three methods: CALEXia, CULEXsa, and CAUDLES-EF as: 0.134± 0.088mm,
0.74± 0.092mm and 0.043± 0.097mm, respectively. Our IMT was slightly under-
estimated with respect to the ground truth of the IMT, but showed a uniform
behavior over the entire database. As in view of regards the Figure of Merit (FoM)
for CALEXia and CULEXsa showed the values of 84.7%, and 91.5%, respectively,
while our new approach, CAUDLES-EF performed the best at 94.8%, showing a
good improvement compared to previous methods.

Keywords Carotid artery • Ultrasound • Multi-resolution • Edge Flow • Local-
ization • Intima–media thickness • Hausdorff distance • Polyline distance

1 Background

Numerous studies from around the world have demonstrated that there is a strong
correlation between the risk of cerebrovascular diseases and the characteristics of
the carotid artery wall [1–3]. Ultrasound examination is a widely used diagnostic
tool for assessing and monitoring the plaque build up via the carotid window.
Ultrasounds offer several advantages in clinical practice:

1. They only propagate mechanical (i.e., non-ionizing) radiation.
2. No short-term or long-term adverse biological effects have been demonstrated in

the power and intensity range commonly used in clinical scans.
3. The examination is quick and safe.
4. The ultrasound equipment is one among the more inexpensive equipment when

compared to other imaging devices.

However, ultrasound examinations are operator-dependent and the ultrasound im-
ages can tend to be quite noisy and require training for correct interpretation.

The intima–media thickness (IMT) is the most used and validated marker of
progression of carotid artery diseases [4, 5] and can be measured using image
processing strategies and ad-hoc computer techniques. The goal is to first segment
the carotid artery distal wall, so as to then find the lumen–intima (LI) and media–
adventitia (MA) boundaries. The distance calculated between these two interfaces
is taken as an estimate of the IMT.

The segmentation process can conceptually consist of two cascading stages:

• Stage I: recognition of the carotid artery (CA) and delineation of the far adventitia
layer (ADF) in the two-dimensional B-mode ultrasound image.

• Stage II: tracing of the LI/MA wall boundaries in the ROI of the recognized CA.

In Stage I, the carotid artery must be correctly located within the ultrasound image
frame. This stage is generally performed better by human experts, who can mark
the position of the CA by either tracing rectangular regions-of-interest (ROI) or
by placing the markers. In Stage II, the guidance zone is created in which the LI
and MA border are estimated. The IMT can be subsequently measured once the LI
and MA borders are determined during the segmentation process. These two stages
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cannot be independent from each other. In fact, Stage I is of fundamental importance
since the ADF profile is found and used as a starting point for Stage II, which is
also automated. The performance of Stage I will directly affect the initialization of
Stage II, and also affect the final results. This fact emphasizes the importance of the
need of an accurate yet versatile technique to perform Stage I.

In order to achieve complete automation, both of these stages must be designed to
be independent of the user. To do so, first of all appropriate detection strategies are
required to automatically locate the carotid artery in the image. These strategies
must be robust with respect to noise and must be able to process carotids with
different geometrical appearance.

The majority of the algorithms proposed in the literature for the automated
segmentation of the CA in ultrasound images require a certain degree of user-
interaction, which precludes real complete automation. Any user-interaction that
slows down the analysis process would introduce a dependence on the operator
if gain settings are not optimal, bringing subjectivity into the process. Complete
automation, instead, can be an asset for multi-center large studies since it enables
the processing of large image databases.

This chapter presents a complete user-independent Carotid Automated Double
Line Extraction System using Edge Flow (CAUDLES-EF) algorithm, which per-
forms both Stages I and II. Starting from the ultrasound image, the algorithm first
segments the distal border of the CA and then performs the automatic detection of
the LI and MA interfaces. Neither of these processes requires any user-interaction.
The first part of our new algorithm is based on scale-space multi-resolution analysis
while the second part is based on flow field propagation. CAUDLES-EF was
specifically designed for the IMT measurement of the far (distal) wall of the
common carotid artery. We also show the characterization of this algorithm in
terms of automatic versus human traced segmentation, and we also benchmarked
the results with two other completely automatic techniques that we had previously
developed [6–10]. Our image database consisted of 300 images coming from
two different institutions consisting of both normal and pathological arteries. Two
different technicians acquired the images, using two different ultrasound scanners.
We used the Hausdorff distance as a performance metric for Stage I and we
measured the distance between the computed far adventitial wall and the LI/MA
profiles that were manually traced by experts, the so-called ground truth. For
assessing the performance of Stage II, we used the Polyline distance and calculated
the error between the IMT estimated using our algorithm and ground truth IMT.

2 Materials and Methods

2.1 Image Database and Preprocessing Steps

We tested an image database consisting of 300 images coming from two different
Institutions. Two hundred images were acquired using an ATL HDI 5000 ultrasound
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scanner equipped by a 10–12 MHz probe at the Neurology Division of Gradenigo
Hospital (Torino, Italy), from one hundred and fifty asymptomatic patients who
referred to the Neurology Division for carotid assessment (age: 69± 16 years old;
range: 50–83 years old). Ninety-three subjects were male. Of these subjects, 80 had
hypertension history, 40 had hypercholesterolemia, and 30 had both. Ten patients
were diabetic. Resampling was set to 16 pixels/mm, leading to an axial resolution
equal to 62.5μm/pixel. The remaining one hundred images were acquired at The
Cyprus Institute of Neurology and Genetics (Nicosia, Cyprus) from asymptomatic
individuals (age: 54± 24; range: 25–95 years) using a Philips ATL HDI 3000
ultrasound scanner equipped with a linear 7–10 MHz probe. These images were
resampled at a density of 16.67 pixels/mm, therefore obtaining an axial spatial
resolution equal to 60μm/pixel. Both of the Institutions made sure to obtain written
informed consent from the patients prior to enrolling them in the study and also
got approval by the respective IRBs. Both the experimental protocol and the data
acquisition procedure were approved by the respective local Ethical Committees.
Three different expert sonographers (a cardiologist, a vascular surgeon, and a
neurologist – all with more than 20 years of experience in their field) independently
manually segmented the images by tracing the boundaries of the lumen–intima (LI)
and media–adventitia (MA) interfaces, and the average tracings were considered as
ground truth (GT).

In order to discard the surrounding black frame containing device headers
and image/patient test data, the raw ultrasound image is automatically cropped
in one of two ways. The first method is for DICOM images with fully for-
matted DICOM tags: we used the data contained in the specific field named
SequenceOfUltrasoundRegions, which contains four subfields that mark
the location of the image which contains the ultrasound representation. These fields
are named RegionLocation (with their specific labels being: xmin, xmax, ymin,
and ymax) and they mark the horizontal and vertical extensions of the image. The
raw B-Mode DICOM image is then cropped in order to extract only the portion
which contains the carotid morphology. If, however, the image was not in a DICOM
format or if the DICOM tags were not fully formatted, the second method was
applied: adopting a gradient-based procedure, we computed the horizontal and
vertical Sobel gradients of the image. When computed outside of the region of
the image containing the ultrasound data, gradients are equal to zero. Hence, the
beginning of the image region containing the ultrasound data can be found as the
first row/column with a gradient different from zero. Similarly, the last non-zero
row/column of the gradient marks the end of the ultrasound region.

2.2 Architecture of CAUDLES-EF

2.2.1 Stage I: Far Adventitia Estimation

Since the CAUDLES-EF algorithm was developed to help in reducing the human
operator dependence and therefore be totally user-independent, the first stage of
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Fig. 1 CAUDLES-EF procedure for ADF tracing. (A) Original cropped image. (B) Downsampled
image. (C) Despeckled image. (D) Image after convolution with first-order Gaussian derivative
(σ= 8). (E) Intensity profile of the column indicated by the vertical dashed line in panel D. (ADF
indicates the position of the far adventitia wall). (F) Cropped image with far adventitia profile
overlaid

the algorithm is the completely automatic recognition of the CA. This is done
through a novel and low-complexity procedure, which detects the far adventitia
border using a method based on scale-space multi-resolution analysis. Starting from
the automatically cropped image (Fig. 1a), the automated Stage I is divided into
different steps which is described in detail here:

• Step 1: Fine to Coarse Down-sampling. The image is first down-sampled by a
factor of two (i.e., the number of rows and columns of the image is halved)
(Fig. 1b) and implementing the down-sampling method as discussed by Ye et al.
[11] by adopting a bi-cubic interpolation. This method was tested on ultrasound
images and showed a good accuracy and a low computational cost [11].

• Step 2: Speckle reduction. Speckle noise is attenuated using a first-order local
statistics filter (called lsmv by the authors [12, 13]), which has given the best
performance in the specific case of carotid imaging. This filter is defined by the
following equation:

Jx,y = I + kx,y
(
Ix,y− I

)
(1)

where Ix,y is the intensity of the noisy pixel, I is the mean intensity of a N ×M
pixel neighborhood, and kx,y is a local statistic measure. The noise-free central pixel
in the moving window is indicated by Jx,y. Louizou et al. [12, 13] mathematically

kx,y =
σ2

I

I2σ2
I +σ2

n
, where σ2

I represents the variance of the pixels in the neighborhood,

and σ2
n the variance of the noise in the cropped image. An optimal neighborhood

size was demonstrated to be 7× 7. Figure 1c shows the despeckled image.
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• Step 3: Higher order Gaussian derivative filter. The despeckled image is then
filtered using a 35× 35 pixels first-order derivative of a Gaussian kernel. The
scale parameter of the Gaussian derivative kernel is taken equal to 8 pixels. This
value is chosen because it is equal to half the expected dimension of the IMT
value in an original fine resolution image, since an average IMT value equal
to 1 mm corresponds roughly to about 16 pixels in the original image scale and
therefore 8 pixels in the down-sampled image. The white horizontal stripes in
Fig. 1d show the proximal (near) and distal (far) adventitia layers.

• Step 4: Automated Far Adventitia (ADF) tracing. Figure 1e shows the intensity
profile of one column (from the upper edge of the image to the lower edge of the
image) of the Gaussian filtered image. The proximal (near) and distal (far) walls
are clearly identifiable as intensity maxima saturated to the maximum value of
255. A heuristic search is then applied to the intensity profile of each column to
automatically trace the profile of the distal (far) wall. The image convention uses
(0, 0) as the top left-hand corner of the image, and so this search is done starting
from the bottom of the image (i.e., from the pixel with the highest row index)
and searching for the first white region consisting of at least 6 pixels (computed
empirically). The deepest point of this region (i.e., the pixel with the highest row
index) marks the position of the far adventitia ADF layer on that column. The
overall automated ADF tracing is found as the sequence of points resulting from
the heuristic search for all of the image columns.

• Step 5: Up-sampling of the far adventitia (ADF) boundary locator. The ADF

profile that is found is then subsequently up-sampled to the original fine scale
and superimposed over the original cropped image (Fig. 1f) for both visualization
and performance evaluation.

This Stage I consists essentially of an architecture based on fine-to-coarse sampling
for vessel wall scale reduction, speckle noise removal, higher-order Gaussian
convolution, and automated recognition of the far adventitia border. This multi-
resolution method prepares the vessel wall’s edge boundary so that the thickness of
the vessel wall is roughly equivalent to the scale of the Gaussian kernels. This allows
an optimal detection of the CA walls since when the kernel is located close to a near
gray level change, it enhances the transition. Consequently, the most echoic image
interfaces are enhanced to white in the filtered image. This fact is clearly shown in
Fig. 1d, e, is what allows this procedure to detect the far adventitia layer.

2.2.2 Stage II: Double Line (LI/MA) Border Estimation

The whole idea of double line extraction for IMT measurement in stage II is to
first extract the strong LI/MA edges which lie between lumen region and ADF

border. There are two kind of strong edges: LI strong edges and MA strong edges.
The search for the double line (LI/MA borders) strong edges is performed in the
grayscale guidance zone. This grayscale guidance zone is computed empirically
from the knowledge database. The strong edge estimation in this guidance zone
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is implemented using our Edge Flow algorithm. Since the intensity of the strong
edge is not uniform, hence some edges are weak along the carotid arterial wall. The
weak edges in the guidance zone are estimated using a labeling process, which then
joins the strong edges. The strong and the weak edges are then combined to form
the raw LI/MA borders or double lines. These extracted double lines are finally
smoothed using spike reduction method leading to smooth LI/MA borders. Thus the
layout of this section is as follows. The guidance zone estimation is presented under
the section “Guidance Zone Mask Estimation.” Edge Flow algorithm is presented
under the section “Stage II (A): Edge Flow Magnitude and Edge Flow Direction.”
Sub-section 2.2.3 presents the weak MA border estimation while sub-section 2.2.4
presents the weak LI border estimation.

Guidance Zone Mask Estimation

Stage II consists of automatic extraction of a Guidance Zone Mask, which is
estimated from ADF profile by extending it towards the upper edge of the image by
ΔROI . We set the ΔROI value equal to 50 pixels. The choice of this mask height was
obtained after empirically computing the distances from ADF profile w.r.t. ground
truth LI/MA borders. The original image is then cropped with the smallest rectangle
possible that includes the entire Guidance Zone Mask. Consequently, the Edge Flow
algorithm is run on the cropped grayscale guidance mask image to obtain the initial
edges.

Stage II (A): Edge Flow Magnitude and Edge Flow Direction

The Edge Flow algorithm, originally proposed by Ma and Manjunath [14], fa-
cilitates the integration of different image attributes into a single framework for
boundary detection and is based on the construction of an Edge Flow vector F(s,θ )
defined as:

F(s,θ ) = F [E(s,θ ),P(s,θ ),P(s,θ +π)] , (2)

where:

• E(s,θ ) is the edge energy at location s along the orientation θ .
• P(s,θ ) represents the probability of finding the image edge boundary if the

corresponding Edge Flow “flows” in the direction θ .
• P(s,θ +π) represents the probability of finding the image edge boundary if the

Edge Flow “flows” backwards, i.e., in the direction θ +π .

The final single Edge Flow vector can be thought of as the combination of Edge
Flows obtained from different types of image attributes. Since ultrasound image near
the walls have higher intensities and texture like distribution, the image attributes we
choose were: intensity and texture. In order to calculate the edge energy E(s,θ ) and
the probabilities of forward and backward Edge Flow direction, a few definitions
must first be clarified, specifically the first derivative of Gaussian (GD) and the
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Table 1 List of the parameters used in the Edge Flow algorithm and refinement functions

Parameter Value Description

ΔROI 50 pixels Vertical size of the Guidance Zone Mask (page 8)
σ 5 pixels Sigma value of the Gaussian kernels used by Edge Flow (3)
φ 0.1 Area ratio in MA border detection (18)
ϕ 7 pixels Threshold for detecting connectable edge objects (20)
IMratio 0.4 Threshold value used for LI segmentation (23)
λ 5 pixels Threshold value for determining if an edge object can be

classified as belonging to the LI segment (24). This is
the average distance of and edge object from the MA
boundary

difference of offset Gaussian (DOOG). Considering the Gaussian kernel Gσ (x,y),
where σ represents the standard deviation, the first derivative of the Gaussian along
the x-axis is given by:

GDσ (x,y) =−
( x
σ2

)
Gσ (x,y) (3)

and the difference of offset Gaussian (DOOG) along the x-axis is defined as:

DOOGσ (x,y) = Gσ (x,y)−Gσ (x+ d,y), (4)

where d is the offset between centers of two Gaussian kernels and is chosen
proportional to σ . This parameter is significant in the calculation of the probabilities
of forward and backward Edge Flow, as it is used to estimate the probability of
finding the nearest boundary edge in each of these directions. This is the only
parameter that is required for running the Edge Flow algorithm. As suggested in
previous studies from [14], we selected a σ equal to 2 pixels. Higher values would
cause the deletion of any image boundary smaller than σ itself, therefore precluding
the recognition of thin boundaries. We found that 2 pixels is an optimal value for
the detection of LI/MA borders in ultrasound carotid images. Table 1 reports the list
of parameters we used in this algorithm.

By rotating these two functions, we can generate a family of previous func-
tions along different orientations θ and they can be denoted as Gσ ,θ (x,y) and
DOOGσ ,θ (x,y), respectively:

GDσ ,θ (x,y) = GDσ (x
′,y′), (5)

DOOGσ ,θ (x,y) = DOOGσ (x
′,y′), (6)

where: x′ = xcosθ + ysinθ , and y′ =−xsinθ + ycosθ .

Intensity Edge Flow

Considering the original image I(x,y) at a certain scale σ , Iσ (x,y) is obtained by
smoothing the original image with a Gaussian kernel Gσ (x,y). The Edge Flow
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energy E(s,θ ) at scale σ , defined to be the magnitude of the gradient of the
smoothed image Iσ (x,y) along the orientation θ , can be computed as:

E(s,θ ) = |Iσ (x,y)×GDσ ,θ (x,y)|, (7)

where s is the location. This energy indicates the strength of the intensity changes.
The scale parameter is very important in that as it controls both the edge energy
computation and the local flow direction estimation so that only edges larger than
the specified scale are detected.

To compute P(s,θ ), two possible flow directions (θ and θ +π) are considered
for each of the edge energies along the orientation θ at location s. The prediction
error towards the surrounding neighbors in these two directions can be computed as:

Error(s,θ ) = |Iσ (x+ d cosθ ,y+ d sinθ )− Iσ(x,y)|= |I(x,y)×DOOGσ ,θ (x,y)|,
(8)

where d is the distance of the prediction and it should be proportional to the scale
at which the image is being analyzed. The probabilities of Edge Flow direction are
then assigned in proportion to their corresponding prediction errors, due to the fact
that a large prediction error in a certain direction implies a higher probability of
locating a boundary edge in that direction:

P(s,θ ) =
Error(s,θ )

Error(s,θ )+Error(s,θ +π)
. (9)

Texture Edge Flow

Texture features are extracted from the image based on Gabor decomposition. This
is done basically by decomposing the image into multiple oriented spatial frequency
channels, and then the channel envelopes (amplitude and phase) are used to form the
feature maps.

Given the scale σ , two center frequencies of the Gabor filters (the lowest and the
highest) are defined. The range of these center frequencies generates an appropriate
number of Gabor filters gi(x,y). The complex Gabor filtered images are defined as:

Oi(x,y) = I× gi(x,y) = mi(x,y)exp[Φi(x,y)], (10)

where 1 ≤ i ≤ N, N is the total number of filters and i is the sub band, mi(x,y) is
the magnitude, and Φi(x,y) is the phase. A texture feature vector Ψ(x,y) can then
be formed by taking the amplitude of the filtered output across different filters at the
same location (x,y):

Ψ(x,y) = [m1(x,y),m2(x,y), . . . ,mN(x,y)]. (11)
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The change in local texture information can be found using the texture features, thus
defining the texture edge energy:

E(s,θ ) = ∑
1≤i≤N

|mi(x,y)×GDσ ,θ (x,y)| ·wi, (12)

where wi =
1
||αi|| and ||αi|| is the total energy of the sub band i.

The direction of the texture Edge Flow can be estimated similarly to the intensity
Edge Flow, using the prediction error:

Error(s,θ ) = ∑
1≤i≤N

∣∣mi(x,y)×DOOGσ ,θ (x,y)
∣∣ ·wi (13)

and the probabilities P(s,θ ) of the flow direction can be estimated using the same
method as was used for the intensity Edge Flow.

Texture and Intensity Edge Flow Integration

For general-purpose boundary detection, the Edge Flows obtained from the two
different types of image attributes can be combined:

E(s,θ ) = ∑
a∈A

Ea(s,θ ) ·w(a), ∑
a∈A

w(a) = 1, (14)

P(s,θ ) = ∑
a∈A

Pa(s,θ ) ·w(a), (15)

where Ea(s,θ ) and Pa(s,θ ) represent the energy and the probability of the Edge
Flow computed from the image attributes a (in our case, intensity and texture). w(a)
is the weighting coefficient among various types of image attributes. For searching
the nearest boundary, we identify the best direction. We therefore consider the
Edge Flows {F(s,θ )|0≤θ≤π} and identify a continuous range of flow directions that
maximizes the sum of probabilities in that half plane:

Θ(s) = argmax
θ

{
∑

θ≤θ ′≤θ+π
P
(
s,θ ′
)}

. (16)

The vector sum of the Edge Flows with their directions in the identified range is
what defines the final resulting Edge Flow and is given by:

−→
F (s) = ∑

Θ(s)≤θ≤Θ(s)+π
E(s,θ ) · exp( jθ ), (17)

where
−→
F (s) is a complex number whose magnitude represents the resulting edge

energy and whose angle represents the flow direction.
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Flow Propagation and Boundary Detection

Once the Edge Flow
−→
F (s) of an image is computed, boundary detection can be

performed by iteratively propagating the Edge Flow and identifying the locations
where two opposite direction of flows encounter each other. The local Edge Flow
is then transmitted to its neighbor in the direction of flow if the neighbor also has a
similar flow direction. The steps which describe this iterative process are as follows:

STEP 1: Setn = 0 and
−→
F 0(s) =

−→
F (s)

STEP 2: Set the initial Edge Flow
−→
F n+1(s) at time n+1 to zero

STEP 3: At each image location s = (x,y), identify the neighbor
s′ = (x′,y′) which isin the direction of Edge Flow

−→
F n(s)

STEP 4: Propagate the Edge Flow if
−→
F n(s′) ·−→F (s) > 0−→

F n+1(s′) =
−→
F n+1(s′)+

−→
F n(s)

Otherwise,−→
F n+1(s) =

−→
F n+1(s)+

−→
F n(s)

STEP 5: If nothing has been changed, stop the iteration. Otherwise, set
n = n+1 and go to Step 2.

The image boundaries can then be detected once the Edge Flow propagation
reaches a stable set by identifying the locations which have a nonzero Edge Flow
coming from two opposite directions. For all of the images, we consider eight
different orientations, starting from 0◦ and going to 315◦ with equal degree of
intervals in between. Figure 2a shows the total energy of the Edge Flow E(s,θ )
obtained for the various orientations, while Fig. 2b shows the total probabilities of
the Edge Flow P(s,θ ).

Once the image boundaries are detected, the final image is generated by
performing region closing (i.e., morphological closing operation). This operation
helps in limiting the number of disjoint boundaries. The basic idea is to search
for the nearest boundary element within the specified search neighborhood at the
unconnected ends of the contour. If a boundary element is found, a smooth boundary
segment is generated to connect the open contour to another boundary element. The
neighborhood search size is taken to be proportional to the length of the contour
itself.

This approach of edge detection has the following characteristic features: (a)
the usage of a predictive coding model for identifying and integrating the different
types of image boundaries; (b) the use of flow field propagation for boundary
detection; and (c) the need for a single parameter controlling the whole segmentation
process.

Figure 3a shows an example of an output image from the Edge Flow algorithm
while Fig. 3b shows this output binary image overlaid on the original image in white,
once it is converted back to the original image size.

As Fig. 3b clearly shows, the Edge Flow algorithm over-segments in many
different points, due partly, to the fact that the image was cropped to contain
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Fig. 2 Example of the total Edge Flow computed in eight orientations. (A) Total Edge Flow
energy. (B) Total Edge Flow probability. On top of the columns, the grayscale Guidance Zone
is showed

the entire Guidance Zone Mask and therefore may contain sections of the image
that are found below the ADF profile. This problem could be even more serious
in the presence of a curved or inclined artery, because more tissue structures
below the ADF would be enclosed into theGuidance Zone. Figure 3b also shows
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Fig. 3 (a) Binary edge output from the Edge Flow algorithm. (b) Superposition of the binary
edges on the corresponding grayscale carotid region of interest image

a disconnected edge object. Also, while part of the MA and LI edge estimation may
be done using the Edge Flow algorithm, yet the segmentation cannot be considered
complete as there are still some missing weak MA and weak LI edges and the edges
found must be classified as either belonging to the MA profile or the LI profile.
This refinement and classification process is done using a strong dependency on the
edges found by the Edge Flow algorithm and via labeling and connectivity, which
will be explained further in detail in the next two sections.

2.2.3 Stage II (b): Weak MA or Missing MA Edge Estimation Using Strong
MA Edge Dependency via Labeling/Connectivity and Complete MA
Estimation

Before we discuss the challenges, we first define the concept of an edge object. It is
defined as a connected component in the binary image.

As said in the previous sub-section, Edge Flow causes discontinuities in the edge
objects. Three types of problem are connected to discontinuity edges: the first is
the presence of edge objects that are not overlaid on the correct interface (i.e.,
edge objects located below the far carotid wall and, thence, the ADF profile), the
second is the presence of many small segments, and the third is the breaking of the
LI/MA profile into disconnected edge objects. For the sake of clarity, we will call as
incorrect edge objects the edge objects that were traced below the ADF profile; small
edge objects those who are very short when compared to the length of the image,
and disconnected edge objects those which are possibly be a part of the correct MA
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Fig. 4 Steps showing the refinement of weak MA or missing MA edges: (a) Results of the Edge
Flow segmentation showing edge objects located below the ADF, isolated small edge object, and
disconnected edge objects. (b) Removal of edge objects that are below the ADF and isolated edge
object. (c) Edge objects that are classified as being part of the MA segment overlaid on the original
grayscale image. (d) Final MA profile on the original image

profile, but which are disconnected from it. Therefore, overall our system handles
these three main challenges:

(a) removing the incorrect edge objects outside the region of interest
(b) removing the small edge objects in the region of interest
(c) connecting disconnected edge objects

The solution to challenge (a) is simply the deletion of all the edge objects in the
output image that are not included in the Guidance Zone. Figure 4a shows the effect
of the deletion of the incorrect edge objects from the initial segmentation as shown
in Fig. 3b.

The solution to challenge (b) requires the definition of a small edge object. Small
edge objects around the ROI are defined as those that have an area ratio below a
limit φ when compared to the totality of the edge objects of the image. The area
ratio is defined by the following equation:

Area Ratio =
AreaEdge Object

AreaAll Edge Object
≤ φ ⇒ Small Edge Object. (18)
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Our experimental data showed that φ = 0.1 is an optimal value to guarantee the
rejection of the small edge objects. Such small edge objects are discarded and
therefore removed from the image; an example is shown in Fig. 4b.

The solution to challenge (c) is based on the identification of those disconnected
edge objects, which can be linked to form the final MA edge object. The MA
segment is first initialized as being the edge object with the highest pixel row
index (i.e., the lowest edge object in the image) and its right top (RT) and left top
(LT) end points are called as RTMA and LTMA, respectively. These end points are
characterized by the two coordinates, so that, for example, RTMA(x) refers to the
column index of the edge point RTMA and RTMA(y) to its row index. The remaining
(disconnected) edge objects are then sorted by their mean pixel row index value
so as to examine the edge objects starting from those, which are lowest in the
image and working upwards. The edge objects are then classified by following these
steps:

1. Find the unconnected end points of the i-th edge object as the right top and left
top pixels of the examined edge object (RTi and LTi, respectively).

2. Determine the correct unconnected end point pair (either LTMA and RTi or LTi

and RTMA) as the pair which yields a lesser column difference in absolute value.
Hence, we check the following condition:

|LTi(x)−RTMA(x)|< |LTMA(x)−RTi(x)| (19)

and if it is true, then the edge points to be connected are LTi and RTMA (i.e.,
the edge object is located on the right of the MA edge object), otherwise the
connectable edge points are LTMA and RTi (i.e., the edge object is located to the
left of the MA edge object). From now on, let’s call the unconnected edge points
as LT and RT.

3. Calculate the respective row distance in absolute value (|LT(y)−RT(y)|) and
column distance (LT(x)−RT(x)) between the correct unconnected end points.
The examined (disconnected) edge object can be classified as being a part of the
MA segment if:

|LT(y)−RT(y)| ≤ ϕ , (20)

LT(x)−RT(x)> 0, (21)

where ϕ is the maximum acceptable row distance. The condition (21) on the
column distance is needed to ensure that the edge object considered does not
overlap the already existing MA segment, while the condition (20) on the row
distance is necessary so as to avoid including edges that are too far above the
existing MA edge object.

Pilot studies were performed on our image dataset and it showed that ϕ = 7 is
a suitable threshold for detecting connectability between MA and disconnected
edge objects. In fact, 7 pixels are approximately corresponding to 0.45 mm,
which is half of the value of the IMT. With this ϕ value we can link disconnected
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edge objects even if they are not perfectly aligned with the MA edge object,
and this ensures the possibility of correctly linking disconnected edge objects
in presence of curved vessels or of arteries that are not horizontally placed
in the image. Lower values of ϕ would cause the deletion of a large amount
of disconnected edge objects, resulting in a reduced and incomplete MA edge
object, whereas higher values would allow the linking of disconnected edge
objects too far from MA and, therefore, possibly incorrect.

4. Repeat steps 1–3 until all edge objects have been examined. Figure 4c shows
the edge objects that were classified as being part of the MA segment overlaid
in white on the original image. Once all of the weak edge objects have been
examined, those which are classified as being part of the MA segment are then
connected together and B-spline is fitted to produce the final MA profile (Fig. 4d).

This post-processing and refinement algorithm has the advantage of linking
disconnected edge objects and removing small edge objects on the basis of
thresholds that are relative (i.e., like φ in (18)) or linked to the calibration
factor of the image (i.e., like ϕ in (20)). The threshold value of ϕ should
therefore be adjusted if the calibration factor is very different from the value
of 0.06–0.0625mm/pixel as we have in our images. Table 1 summarizes the
parameters we used in our procedure, whereas we clarify the rationale for their
selection in the discussion section.

2.2.4 Stage II (c): Weak LI and LI Missing Edge Estimation Using Strong LI
Edge and MA Borders

The post-processing of the LI edge is more complicated with respect to that of
MA. Beside the problem of discontinuous edges (i.e., of the LI profile broken into
disconnected edge objects), there is the problem of false edge objects located in the
vessel lumen (i.e., above LI) and in the media layer (i.e., in between MA and LI).

We developed a technique for the LI missing edge estimation that is completely
dependent on the MA profile (determined in Stage II (b)). In fact, the guidance zone
is created starting from the MA profile and extending it upwards 50 pixels (Fig. 5a).
This is used so as to find solely the edge objects above the MA profile and that
have at least some common support with it (Fig. 5b). The common support between
two profiles was defined as the range of column coordinates that was common to
both the profiles. The remaining i edge objects are processed by this sequence of
following steps:

1. Find the common support between the MA profile and the i-th edge object and
cut the MA profile to the common support (call it – MAcuti).

2. Create a mask starting from [MAcuti and extending it upwards 10 pixels and
calculate the mean (call it Image Mask mean – IMmean) and standard deviation
(call it Image Mask standard deviation – IMstd) of the pixel values found in the
mask (Fig. 5c). We chose a value of 10 pixels in order to include, in this mask,
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Fig. 5 Process of weak LI edge or missing LI edge estimation: (a) Guidance zone obtained using
the MA profile and extending it upwards. (b) Objects which are above the MA profile and have
a common support with it. (c) Example of a mask obtained for one edge object starting from the
cut MA profile and extending it upwards 10 pixels. (d) Example of a mask obtained for one edge
object starting from the cut MA profile and extending it up to the examined edge object. (e) Edge
objects that were classified as being part of the LI segment overlaid on the original grayscale image
(all three edge objects are part of the LI profile). (f) Edge objects that are part of the longest LI
segment found overlaid on the original grayscale image (the far edge object has been removed).
(g) Final LI profile on the original grayscale image, where the two edge objects belonging to LI
have been linked and the third one have been removed because too far

only pixels belonging to the media layer. Thus, we expect relatively low IMmean

and IMstd values (in our sample dataset, the average IMmean± IMstd value was
equal to about 63± 19 in a scale range of 0–255).

3. Create a second mask starting from MAcuti and extending it up to the i-th edge
object (Fig. 5d). For each pixel found in this mask, determine if it can be defined
as an acceptable pixel based on the following relation:

|Pixel Value− IMmean|< IMstd⇒ Acceptable Pixel. (22)

This check rejects too bright and too dark pixels, thus avoiding incorrect edge
objects located into the vessel lumen and in the media layer. Also, we determined
an IMratio as the ratio between the number of acceptable pixels found and the total
number of pixels considered.
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4. Calculate the row distance between the left unconnected end point of the i-th edge
object and the first point of MAcuti(LTi(y)−LTMA(y)) and the row distance
between the right unconnected end point of the i-th edge object and the last point
of MAcuti(RTi(y)−RTMA(y)).

5. Determine that the edge object can be classified as being part of the LI segment
if the following two conditions are met:

IMratioi > 0.4, (23)

mean(LTi(y)−LTMA(y),RTi(y)−RTMA(y))> λ . (24)

The first condition is important in that it avoids classifying an edge object which
is found in the lumen since the pixel values in the lumen are considerably lower
than IMmeanGT and those pixels would therefore not be classified as an acceptable
pixel, lowering by a good deal the calculated IMratio. The second condition is
necessary so as to not include discontinuous edge objects, which are located too
close to the MA profile (i.e., in between the MA and LI profiles.). We selected a
value λ = 5 (further discussion is reported in Table 1).

6. Repeat Steps 1–5 until all edge objects are examined.
Figure 5e shows the edge objects that were classified as being part of the LI
segment overlaid in white on the original image.

Once all of the edge objects are examined, those found to be part of the LI
segment (good edge objects) must be tested to see if the distance between two
adjacent edge objects is too high. This is to avoid connecting the two edge objects
which are too far from each other, which could have a negative effect on the outcome
of the final LI profile. To do this, the good edge objects are considered by adjacent
pairs. Once all good edge objects are examined, the final LI segment is determined
by those that are part of the longest LI segment found (Fig. 5f).

The edge objects that are part of the final LI segment are then connected together
and B-spline is fitted to produce the final LI profile (Fig. 5g).

2.3 Design of the Performance Metric

Our algorithm was tested on a multi-institutional database consisting of 300
longitudinal B-mode ultrasound images of the common CA. We then had three
expert operators independently and manually to trace the LI and MA profiles
in all the images. The operators manually segmented the images by using a
MATLAB interface that we had previously developed. The manual profiles were
interpolated by a B-spline and averaged. The averaged profile was considered as
ground truth (GT).

Our performance evaluation method consisted of two different strategies:

1. To assess the performance of the automated tracing of the far adventitial border.
2. Overall system distance of the LI/MA traced profiles from GT and of the IMT

measurement bias.
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Concerning (1), we calculated the Hausdorff distance (HD) between the ADF profile
and the LIGT profile and then between the ADF profile and the MAGT profile for
each image, to find the LI and MA distances between ADF and GT (εLI

ADF−GT and

εMA
ADF−GT, respectively). The HD between two boundaries is a measure of the farthest

distance that must be covered moving from a given point on one boundary and
travelling to the other boundary. So first of all, given two boundaries B1 and B2, the
Euclidean distances of each vertex of B1 from the vertices of B2 must be calculated.
For every vertex of B1, the minimum Euclidean distance is kept. Then once all B1

vertices have been examined, the maximum distance between all of these minimum
distances is kept and we can indicate it with d12. Likewise, we can calculate the
Euclidean distances of each vertex of B2 from the vertices of B1 and find d21. The
HD can then be mathematically defined as:

HD = max{d12,d21} . (25)

This assessment helps to give a general idea of how far the ADF tracing is from
the actual distal wall LI and MA borders. Since this distance measure is sensitive to
the longest distance from the points of one boundary to the points of the other, we
cut the computed profiles to the same support of GT, rendering the HD unbiased by
points that could perhaps be located out of the GT support.

Regarding the second point (2), to assess the performance of the automatic
tracings of the LI and MA profiles, we calculated the polyline distance (PD) as
proposed by Suri et al. in 2000 [15].

Considering the two boundaries B1 and B2, we can define the distance d(v,s)
between a vertex v and a segment s. Let’s consider the vertex v = (x0,y0) on the
boundary B1 and the segment s formed by the endpoints v1 = (x1,y1) and v2 =
(x2,y2) of B2. The PD d(v,s) can then be defined as:

d(v,s) =

{
d⊥ 0≤ λ ≤ 1

min{d1,d2} λ < 0,λ > 1
(26)

where

d1 =
√

(x0− x1)2 +(y0− y1)2, (27)

d2 =
√

(x0− x2)2 +(y0− y2)2, (28)

λ =
(y2− y1)(y0− y1)+ (x2− x1)(x0− x1)

(x2− x1)2 +(y2− y1)2 , (29)

d⊥ =
(y2− y1)(x1− x0)+ (x2− x1)(y0− y1)√

(x2− x1)2 +(y2− y1)2
, (30)
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d1 and d2 being the Euclidean distances between the vertex v and the endpoints of
segment s, λ the distance along the vector of the segment s, and d⊥ the perpendicular
distance between v and s. The polyline distance from vertex v to the boundary B2

can be defined as d(v,B2) = min
s∈B2
{d(v,s)}. The distance between the vertices of B1

to the segments of B2 is defined as the sum of the distances from the vertices of B1

to the closest segment of B2 :

d(B1,B2) = ∑
v∈B1

d(v,B2). (31)

Similarly, the distance between the vertices of B2 to the closest segment of
B1(d(B2,B1)) can be calculated by simply swapping the two boundaries. Finally,
the polyline distance between two boundaries is defined as:

PD =
d(B1,B2)+ d(B2,B1)

(#verticesB1 + #verticesB2)
. (32)

Using the polyline distance metric, one can then compute the IMT using Edge Flow
method and compare that with the IMT using the GT LIMA borders:

IMTCAUDLES−EF = PD(LICAUDLES−EF,MACAUDLES−EF). (33)

IMTGT = PD(LIGT,MAGT). (34)

ε IMT
CAUDLES−EF = MTCAUDLES−EF− IMTGT. (35)

The PD measures the distance between each vertex of a boundary and the segments
of the other boundary.

This assessment helps to evaluate the performance of the IMT using CAUDLES
and the error is purposefully calculated without an absolute value so as to see
how much the algorithm under-estimates and/or over-estimates the IMT measure.
The units of the calculated HD and PD are initially in pixels, but for our per-
formance evaluation we converted the calculated pixel distances into millimeters,
using a calibration factor, which is equal to the axial spatial resolution of the
images. In our database, the 200 images acquired at the Neurology Division of
Torino had a calibration factor equal to 0.0625 mm/pixel while the 100 images
acquired at the Cyprus Institute of Neurology had a calibration factor equal to
0.0600 mm/pixel.

Third, for an overall assessment of the algorithm performance, we calculated
Figure of Merit (FoM) which is defined by the following formula:

FoM =

(
1− |IMTGT− IMTCAUDLES−EF|

IMTCAUDLES−EF

)
× 100. (36)
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3 Results: Performance Evaluation and Benchmarking

3.1 Segmentation Results on Healthy and Diseased Carotids

Figure 6 demonstrates the performance of CAUDLES-EF on two different kinds
of images. The first column represents the original B-mode images; the middle
column shows the tracings of the far adventitial wall with the ultrasound image
in the background; the last column depicts the tracings of the LI and MA borders
with the ultrasound image in the background. Figure 6a shows a normal CA that
is not horizontally oriented in the frame and in which the central portion of the
image is corrupted by high blood backscattering. Figure 6b shows the capability
of CAUDLES-EF to follow the curved vessel while avoiding the noise due to
backscattering, and Fig. 6c finally shows how the LI and MA borders were properly
segmented, in spite of these potential challenges. Figure 6d depicts an image in
which the jugular vein is clearly present and whose artery wall is thicker due to
deposition. Figure 6e shows how CAUDLES-EF was able to correctly identify the
CA, and Fig. 6f finally shows how the algorithm can effectively segment the image
avoiding problems due to the presence of a thicker artery wall and jugular vein.

Figure 7 shows the comparison between CAUDLES-EF and GT tracings of the
LI and MA profiles in the same two cases as depicted in Fig. 6. The GT tracings
were obtained as the average of the three experts’ tracings. The continuous solid
lines represent the CAUDLES-EF tracings, while the dotted lines represent the GT
tracings.

Fig. 6 Examples of CAUDLES-EF performance on normal but non-horizontal carotid artery and
carotid artery in the presence of jugular vein. First column: the original cropped images; Middle
column: ADF profile (Stage-I output) overlaid on the original cropped grayscale images; Last
column: LI and MA borders estimated using CAUDLES-EF algorithm overlaid on the original
grayscale images. Top row: Normal CA that is not horizontal and that is corrupted by blood
backscattering. Bottom row: Vessel with a thicker artery wall and presence of the jugular vein
in the image. (CCA – common carotid artery; JV – jugular vein)
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Fig. 7 Comparison between CAUDLES-EF and expert tracings (GT) of the LI and MA borders.
The CAUDLES-EF tracings are depicted by continuous solid lines, whereas dotted lines indicate
the GT tracings. Left image: non-horizontal geometry; Right image: carotid artery in the presence
of jugular vein

3.2 Performance Evaluation of CAUDLES-EF

CAUDLES-EF correctly identified the carotid artery by tracing of the ADF profile in
all the 300 images (100% success rate). The first row in Fig. 8 shows the CAUDLES-
EF distribution of εLI

ADF−GT and εMA
ADF−GT (i.e., the LI and MA errors between ADF

and GT, respectively) on the 300 tested images. This error data was interpreted using
the cumulative distribution plots. The horizontal axis of the histogram represents
the class center values, while the vertical axis represents the cumulative frequency.
Figure 8a is relative to the LI border, Fig. 8b is relative to the MA border. The black
lines represent the cumulative functions of the error distributions. We consider the
maximum height of a guidance zone one can support efficiently to compute accurate
LI and MA borders to be equal to 60 pixels (Δlimpixels ). To convert this to millimeters,
we considered the worst cases of a calibration factor equal to 0.06 mm/pixel, that
yielded a maximum height of a guidance zone equal to 3.6 mm (Δlimmm). The
histogram in Fig 8a shows that 94% of the errors between ADF and LIGT are below
Δlimmm. However, as the histogram clearly shows, some of the remaining 6% of
the MA errors can reach some very high values, in one case almost 4 times more
than Δlimmm. This distribution is an evidence that CAUDLES-EF tracings are overall
accurate and can be used for the definition of a guidance zone for IMT computation,
even though in a few cases the error can reach higher values.

Analogous results can be observed in Fig. 8b, which shows the MA errors
between ADF and GTMA: 95% of the MA errors are below Δlimmm, while remaining
5% still can reach slightly higher values.

Considering all the images, the ADF profiles using CAUDLES-EF has a mean
error between ADF and GTLI equal to 2.327 mm with a standard deviation equal to
1.394 mm; the MA error has a mean of 1.632 mm with a standard deviation equal to
1.584 mm. Table 2 summarizes these results.
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Fig. 8 Distribution of εLI
ADF−GT and εMA

ADF−GT for CAUDLES-EF, CALEXia, and CULEXsa.
(a) and (b): LI and MA distances for CAUDLES-EF, respectively. (c) and (d): LI and MA
distances for CALEXia, respectively. (e) and (f): LI and MA distances for CULEXsa, respectively.
The horizontal axis represents the distance classes in millimeters and the vertical axis represents
the cumulative frequency. The black lines represent the cumulative function of the distance
distributions
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Table 2 Performance Evaluation of CAUDLES-EF, CALEXia, and CULEXsa

ADF w.r.t.
GT–LI

ADF w.r.t.
GT–MA

Automated LI
w.r.t GT–LI

Automated MA
w.r.t GT–MA

CAUDLES-
EF

2.327±
1.394mm

1.632±
1.584mm

0.475±
1.660mm

0.176±
0.202mm

CALEXia 2.733±
2.895mm

2.036±
3.024mm

0.406±
0.835mm

0.313±
0.850mm

CULEXsa 2.651±
1.436mm

1.965±
1.733mm

0.124±
0.142mm

0.118±
0.126mm

Fig. 9 Distribution of ε IMT for CAUDLES-EF, CALEXia, and CULEXsa once removing the
images with an unacceptable ADF profile. (a) Distribution for CAUDLES-EF. (b) Distribution
for CALEXia. (c) Distribution for CULEXsa. The horizontal axis represents the error classes in
millimeters and the vertical axis represents the cumulative frequency. The black lines represent the
cumulative function of the error distributions

Figure 9a shows the CAUDLES-EF distribution of ε IMT
CAUDLES−EF without five im-

ages that were found problematic (a detailed description of the possible CAUDLES-
EF error sources is reported in the discussion section). We then calculated the
PD in millimeters between the two computed boundaries and binned the error
values in intervals having an extension of 0.1 mm. The horizontal axis of the
histogram represents the class center values, while the vertical axis represents
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Table 3 Overall automated IMT measurement performances of the CAUDLES-EF, CALEXia,
and CULEXsa algorithms compared to Ground Truth

Computer estimated IMT GT IMT IMT bias FoM (%)

CAUDLES-EF 0.861±0.276mm 0.818±0.246mm −0.043±0.222mm 94.8
CALEXia 0.746±0.156mm 0.880±0.164mm 0.134±0.152mm 84.7
CULEXsa 0.805±0.248mm 0.879±0.237mm 0.074±0.233mm 91.5

the cumulative frequency. The black lines represent the cumulative functions of
the error distributions. The histogram in Fig. 9a reveals that 97.3% of the images
processed have an absolute value of ε IMT

CAUDLES−EF that is equal to or less than
0.5 mm. The mean ε IMT

CAUDLES−EF is equal to 0.043 mm while the standard deviation
is equal to 0.097 mm. Table 3 summarizes the results about the IMT measurement.
In Table 3, the Ground Truth IMT average value shows a slight difference for the
three techniques. This is due to the exclusion of images on which the technique
did not satisfactorily perform. This distribution suggests that the CAUDLES-EF LI
and MA tracings can be clinically used for IMT computation. The overall FoM
was found to be equal to 94.8%, and we found that CAUDLES-EF under-estimates
and over-estimates the true IMT value in a similar manner, with a slight tendency
towards under-estimation, which is observable in Fig. 9a.

3.3 Benchmarking CAUDLES-EF with Existing
Automated Techniques

For better evaluating the performance of our new algorithm, we benchmarked
the results with two other completely automatic techniques for IMT measurement
that was previously developed by our research group, CALEXia (Carotid Artery
Layer EXtraction using an integrated approach) and CULEXsa (Completely User-
independent Layer EXtraction based on signal analysis). Complete and more
detailed explanations of these two algorithms can be found in our previous papers
[6–10]. This comparison can be quite meaningful because the three main character-
istics of the techniques are the same: i.e., (1) there is no need for human interaction,
(2) they are designed to work in normal as well as for pathologic images, and (3)
they trace all three profiles of interest: the far adventitial layer, the LI border, and
the MA interface. All three of these algorithms were tested on the same database.

Figure 8c, d shows the LI and MA errors, respectively, between PADF and GT
for CALEXia while Fig. 8e, f shows these errors for CULEXsa. Figure 9b, c show
the distribution of ε IMT

CALEXia and ε IMT
CULEXsa, respectively. Tables 2 and 3 reports the

segmentation errors and the IMT measurement bias for the three techniques. The
overall FoM for CALEXia was found to be equal to 84.7%, while for CULEXsa
it was equal to 91.5%. We found that CALEXia under-estimates the IMT, while
CULEXsa tends to under-estimate the IMT value in a manner more similar to
CAUDLES-EF (even though with slightly more marked tendency towards under-
estimation).



154 F. Molinari et al.

4 Discussion

We have developed a novel technique for automatic computer-based measure
of IMT in longitudinal B-mode ultrasound images. This new technique consists
of two stages: (1) an automatic tracing of the ADF profile based on scale-space
multi-resolution analysis and (2) an automatic tracing of the LI and MA profiles
based on a flow field propagation and the subsequent IMT measure which is
obtained by calculating the Polyline distance between the computed LI and MA
boundaries. We tested our method on a database of 300 images coming from two
different institutions acquired from two different ultrasound scanners and compared
it with expert human tracings. We validated our new method by benchmarking
the results with two other completely automatic techniques that we had previously
developed.

4.1 Rationale for Using the Hausdorff and Polyline Distances

The Hausdorff Distance measure how far is the two different subsets are from each
other. In a nutshell, these two sets can be considered to be close based on the HD
measure if every point of either set is close to at least one other point in the other
set. The far adventitia boundary that is automatically detected is a guiding boundary,
which represents the region of coarse identification of the carotid artery. It is quite
likely that this boundary is not a smooth boundary, with the possibility of having
sharp curvature changes. As a result, we are interested in finding the farthest possible
distance between the computed ADF and the GT borders. HD is an ideal choice for
evaluating the performance of the ADF boundary since this measure reveals the
worst limit of the boundary.

The Polyline Distance, on the other hand, seems to be a more robust and reliable
indicator of the distance between two given boundaries, and is very robust since it
does not depend on the number of points in either boundary. This last property is
very crucial when calculating the error between an IMT measure that is obtained
with boundaries that have one point for every column (i.e., our automatically
computed LI and MA profiles) and an IMT measure that is obtained with a much
more limited number of points (i.e., the GTLI and GTMA profiles).

4.2 Overall Performance of CAUDLES-EF and Its Interpretation

The first row of Table 2 summarizes the overall performance of the CAUDLES-EF
method. Comparing the CAUDLES-EF performance with the other two automatic
techniques that we examined, we can see that our new algorithm presents very
promising results.
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Fig. 10 Sample of inaccurate ADF tracing due to the presence of image markers. The continuous
black line represents the ADF profile. The thick white arrow indicates the inaccurate adventitia
tracing showing the bump

First, CAUDLES-EF outperformed both CALEXia and CULEXsa in the auto-
matic Stage I (Table 2), by providing ADF tracings closer to the ground truth for
LI/MA boundaries of the far wall.

Second, it also outperformed CALEXia in the automatic Stage II and showed an
average comparable performance with CULEXsa (the performance was, however,
not statistically different from that of CULEXsa when tested by a ‘Student’s t-test’,
resulting in a p-value higher than 0.3), with a slightly higher standard deviation.

The major advantage of this new technique is versatility of the Edge Flow, which
always reached convergence. The convergence of CAUDLES-EF was superior to
that of CULEXsa. Being based on snakes, CULEXsa showed convergence issues
when in presence of small plaques or of deformed vessels. In fact, it is very difficult
to fine-tune the snake tension and elasticity parameters in order to cope with possible
different carotid wall morphologies. As a result, CULEXsa could not process 14
images out of 300.

The computational time was comparable. Using MATLAB on a dual 2.5 GHz PC
equipped with 8 MB of RAM, CAUDLES-EF took 6 s compared to 50 s for CULEX.
CALEXia was fastest and its MATLAB implementation took 3 s.

4.3 Possible Error Sources

Presence of hyperechoic structures: the automated technique for the ADF profile
that we presented still could not reach a 100% satisfactory performance. We
observed inaccurate ADF tracings in four images. Figure 10 reports a sample of
inaccurate ADF tracing. The white arrow indicates a section of the profile, which
overlaps the MA profile. This is an error condition, since the ADF profile should
always be below the MA boundary so as to be able to correctly define a guidance
zone. This problem is given by image markers that are present in the image, which
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Fig. 11 Sample of Edge Flow inaccurate segmentation. The LI and MA boundaries are merged
together in a single profile. The white arrows indicate some points where the edge object bumps
between LI and MA (or vice versa). This is an error condition, which showed in only two images
out of 300

attract the ADF profile. We never experienced such error if markers were not present
on the image. We adopted a spike-rejection algorithm to correct such possible
problem. This algorithm identifies spikes by detecting the zero crossings of the ADF

derivative. Spikes are removed by interpolation between previous and following
ADF values. This technique enabled us to correct three images out of four.

Edge Flow algorithm and Refinement Process: there are two error conditions
originated by the Edge Flow operator. The first one is depicted in Fig. 11: the Edge
Flow algorithm outputs one single profile, which is partly overlaid to the LI border
and partly to the MA. The white arrows marked in Fig. 11 show the transitions of
the edge object between the LI and the MA border. In such condition, no refinement
is possible. Two images gave this error.

The second error condition caused by Edge Flow is represented in Fig. 12: the
MA profile is inaccurate, it is traced to be too close to the ADF and not to the
actual MA interface, and it is broken into many small edge objects. The arrow
marked 1 in Fig. 12a indicates small edge objects, whereas the arrow marked 2
the MA edge objects that are below the ADF (black line). In such condition, all
the edge objects below ADF profile and the small edge objects are removed by the
refinement procedure (Fig. 12b). The subsequent step of deletion of the small edge
objects removes the remaining MA edge objects (Fig. 12c). As consequence, the
MA boundary can be totally erased. Two images gave this error.

4.4 Sensitivity of the Parameters

Table 1 summarizes the parameters of the CAUDLES system. In the second column
of Table 1 we reported the parameter values that we used in our work. Such values
were selected after a careful testing and tuning of our system.
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Fig. 12 Sample of inaccurate segmentation of the LI and MA border. The initial MA edge
estimation is weak and therefore leads to an incorrect classification of the MA border. (a) Output
image from the Edge Flow algorithm overlaid on the original image. The white arrow indicates
edge objects located below the black line indicates the ADF. The arrow marked 1 indicates the
discontinuity of the edge objects of Edge Flow producing many small edge objects. The arrow
marked 2 indicates the edge objects of the MA profile that are incorrectly traced below ADF.
(b) Binary image containing only the edge objects above the ADF profile overlaid in white on the
original image. Binary image obtained after removing the small edge objects. The MA border has
been removed

The first parameter we introduced was ΔROI, which is the size of the Guidance
Zone Mask. This value is used as vertical size: the ADF profile is repeated ΔROI

pixels above. We set ΔROI to be 50 pixels (approximately corresponding to 3 mm),
which is three times the maximum value of IMT. This value ensures that we
have comprised the entire distal wall in every condition into the Guidance Zone:
straight and curved artery. Also, this value ensured a correct segmentation of
small atherosclerotic plaques (see Fig. 6f). Lower values of ΔROI caused the LI
border to partially fall out of the Guidance Zone, whereas higher values increase
computational time.

The parameter σ is value of the derivative Gaussian kernels used by Edge Flow
for DOOG computation. We took σ equal to 5 pixels. The size of the Gaussian
derivative kernel must be comparable to the size of the interfaces that one wants to
detect in the image. We found that higher values of σ caused the deletion of the
LI/MA borders.
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The parameter φ represents the area ratio used for detecting small edge objects
in MA border refinement. Higher values caused the deletion of edge objects of
significant length, thus shortening the final MA profile length to few pixels.

The parameter ϕ , which we took equal to 7 pixels, is the threshold for detecting
connectable edge objects. This value was established on the basis of the calibration
factor of the images: 7 pixels correspond to about 0.45 mm, which is half the
expected value of the IMT. Therefore, such limit avoids connecting edge objects
belonging to different boundaries (i.e., LI edge objects cannot be connected with
MA, and vice versa).

By IMratio we indicated the threshold value for determining if an edge object can
be classified as belonging to the LI segment. Lower values of this parameter caused
the incorrect assignment of edge objects located into the vessel lumen (and detected
by Edge Flow because of blood rouleaux) to the LI segment.

Finally, λ is the threshold value for determining if an edge object can be classified
as belonging to the LI segment. This is the average distance of the edge object
from the MA boundary. This value avoids the assignment to the LI segment of edge
objects too close to the MA profile. Lower values would be too selective and not
suited to be curved or not horizontal vessels. Higher values would have caused the
deletion of too many edge objects.

Overall, we found that the selection of these parameters is not very specific and
strict. Our database was multi-ethnic, multi-institutional, multi-scanner, and multi-
operator, and, overall, the parameters values were suitable for all the images.

4.5 Relationship Among the Three Paradigms

There are still many challenges in developing fully automated techniques for
the carotid wall IMT measurement. These can be grouped in Stage-I and Stage-
II. The major challenges in Stage-I are: (1) the presence of the jugular vein (JV), (2)
the presence of hyperechoic structures located in-between the LI and MA profiles,
and (3) resolution and gain setting challenges. The major challenges in Stage-II are:
(1) the presence of noise backscattering in the vessel lumen, (2) the hypoechoic
representation of the LI layer, (3) the presence of a plaque on the distal wall, and
(4) the presence of image artifacts (such as, shadow cones originated by calcium
deposits and reverberations of the ultrasound waves). These factors increase the
dataset variability (especially when the dataset is multi-institutional) and, conse-
quently, limit the performance of the fully automated techniques. CULEXsa, being
based on parametric models, needed an accurate tuning in order to reach optimal
performance. When the image characteristics changed, the snake model needed
re-tuning. Moreover, the presence of blood backscattering in the vessel lumen was a
potential limit to lumen detection that was based on statistical classification. This



CAUDLES-EF: Carotid Automated Ultrasound Double... 159

was the bottleneck in Stage-I of CULEXsa [7]. CALEXia showed an improved
accuracy in the segmentation of the MA border, but a lower accuracy in the LI.
Also, the robustness of CALEXia in Stage-I was higher than that of CULEXsa [10].
Though fully automated, the overall performance in terms of IMT measurement did
not completely reach the best reproducibility standards. CAUDLES is a step ahead
in both Stage-I and Stage-II architectures. The scale-space multi-resolution edge-
based Stage-I brought 100% carotid identification. Stage-II, which was intensity
and texture-based the edge flow method offered satisfactory LI/MA segmentation
performance and proved effective in following any vessel morphology. The major
advantage of CAUDLES with respect to CULEXsa was the possibility of tracing
LI/MA profiles in any morphological condition without changing the system
parameters. When compared with CALEXia, the Stage-II of CAUDLES is more
robust with respect to image noise. Therefore, even though the three methodologies
can be seen as technically very different, they have a common aim of developing a
versatile and an effective technique coupling 100% identification accuracy in Stage-
I and noise robustness, and optimal LI/MA segmentation in Stage-II.

5 Conclusions

The CAUDLES-EF algorithm we developed can be proficiently used for the
segmentation of B-mode longitudinal ultrasound images of the common CA wall. It
is completely user-independent: the raw US image can be completely processed
without any interaction with the operator. It is based on a scale-space multi-
resolution analysis to determine initial location of the CA in the image and is then
based on a flow field propagation based on intensity and texture to determine edges,
which are then classified and refined to provide the final contours of the LI and MA
interfaces.

We tested this algorithm on a set of 300 images from two different institutes,
which were acquired by two different operators using two different scanners.
The image database contained images of both normal and diseased arteries. The
performances of our new technique were validated against human tracings and
benchmarked with two other completely user-independent algorithms. The average
segmentation errors were found to be comparable or better than the other techniques
and provided acceptable results, both in cases of normal CAs and those with plaques.
We find that the results are very encouraging and we are porting the system for
clinical usage.

From a clinical point of view, the algorithm traces the boundaries of both the
intima and media layers, which can be used for measurements and also in algorithms
of image co-registration and image fusion and for the accurate analysis of the carotid
wall texture.
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1 Introduction

Carotid bifurcation disease is a major cause of stroke in the western population.
Atherosclerotic plaques located at the carotid bifurcation are a source of atheroem-
bolization into the brain and may also cause flow restriction. Severity of stenosis
is related with the risk of stroke as shown in well designed multicenter studies
[1–4] and luminal restriction >70% has been identified as a determinant for clinical
decisions in both symptomatic and asymptomatic patients.

Analysis of surgical specimens removed during endarterectomy demonstrated
different morphological characteristics of the atherosclerotic plaques, and presence
of erosion on the fibrous cap, ulceration, and intra-plaque haemorrhage were
more frequent in symptomatic lesions [5]. Observations from acute coronary
syndromes [6] also suggested that acute ischemic events were frequently associated
with moderate stenosis complicated by acute thrombosis drawing attention to the
characteristics and contents of the atherosclerotic lesions and their importance
for the pathogenesis of clinical complications, leading to the concept of unstable
or active plaques. Plaque surface irregularities on angiographic examinations was
an independent predictor of stroke risk in the medical arm of the ECST [7]
data subsequently confirmed from the NASCET trial [8] and the ACSCEPT
study [9].

Active lesions were associated with increased clinical and neurological risk.
Its morphological characterization before open surgery or endovascular stenting
became a relevant topic for clinical research, aiming to a better selection of patients
requiring invasive treatment to effectively prevent carotid-related strokes.

Different diagnostic tools have been developed from sophisticated ultrasound
B-mode examinations to MRI and angio CT studies [10,11] aiming to identify mark-
ers of unstable disease within the carotid plaques. Functional bio-imaging methods
using ultrasound contrast angiography to detect increased neovascularization in the
plaques, isotope-labelled molecules to identify metabolic increased activity [12]
have been suggested, in order to identify physiologic and pathogenic mechanisms
inside the plaque such as inflammation, macrophage proliferation, and cholesterol
uptake, thrombus formation and/or presence of neovascularisation. These tech-
nologies are presently under investigation and are not yet quite adequately used
for routine use within the framework of a busy clinical practice as their cost is
relatively high.

High definition ultrasonography (HDU) with computerized assistance [13–28]
allows visualization of superficial arteries like the carotid bifurcation and provides
a detailed information about arterial wall modifications and plaque structure and its
precise outline. Operator dependency and need for consistent imaging standardiza-
tion in order to minimize quality of the equipment, and image acquisition are the
limitations associated with the technique.

Digital image processing methods represented a significant improvement for an
accurate standardization of ultrasound images allowing for comparison between
different observers and equipments and also improved intra- and inter-observer as
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well as intra- and inter-center reproducibility [13–23]. Its advantages are wide avail-
ability, low cost, and possibility of repeated examinations without any deleterious
side effects.

Carotid plaque characterization may play a relevant role for clinical decision in
two cohorts of patients: (1) Identification of subgroups of asymptomatic patients
with a high stroke risk thus reducing the number of unnecessary invasive treatments
such as endarterectomy or stenting;

(2) Diagnosis of unstable lesions prone to increased stroke rate during carotid
stenting [24], and (3) Patients with 50–70% stenosis at a higher stroke risk.

The aim of the present investigation [25–28] was to develop High-Definition
Ultrasound (HDU) with computer-assisted plaque analysis to identify new morpho-
logical markers of plaque activity in patients with carotid bifurcation disease.

2 Method

All patients were studied with HDU using colour-flow duplex-scan equipment
(ATL – Advanced Technology Laboratories – model HDI 3000) with 7–10 MHz
probe, 60 dB dynamic range and post-processing linear curves. All the HDU
examinations were blindly performed by the same observer (LMP) without knowl-
edge of the clinical and CT-scan evaluation.

Carotid bifurcation was imaged in longitudinal and transverse sections and the
best longitudinal section was chosen and recorded in black and white for further
analysis.

The computer-assisted evaluation used the software Adobe Photoshop� 3.0
for standardization and echogenicity analysis. Standardization was achieved by
attributing a normalized pre-set value of 190 for the adventitia and 0 for the blood,
thus producing a modification of the characteristics of the entire image equal for all
examinations [14, 15].

In this standardized image the plaque was outlined (segmentation) and a
histogram of the gray-scale distribution of pixels of the entire area of the lesion
was obtained. The following parameters were determined from the histogram:
(1) the gray-scale median (GSM); (2) the percentile 40 (P40), which represents
the percentage of “black” pixels (“echolucent” pixels). These two parameters were
considered as a measure of the whole echogenicity of the plaque and were analysed
in all plaques.

Carotid plaques were divided into homogenous and heterogenous according to
its echo-structure and ultrasonographic equivalents of the pathologic findings in
symptomatic lesions that were identified and are shown in Fig. 1.

For each lesion the degree of stenosis was also quantified using end-systolic
and end-diastolic velocity criteria combined with cross-section area reduction was
measured in transverse images of the lesion.

For statistical analysis software STATA 4.0 was used with categorial variables
analyszd by Chi-square and Fisher’s exact test and continuous variables were
analyzed by variance analysis and Student’s test.
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Fig. 1 Ultrasonographic equivalents of morphologic and histologic markers of active plaques

The investigation proceeded into three steps:

Step 1 – Univariate analysis (Chi-square and Fisher exact test for categorial
variables and variance analysis and Student’s T test for continuous variables)
were used to determine the variables that were significant for the identification
of symptomatic plaques.
Step 2 – Determination of the probability of occurrence of symptomatic plaque
(odds value) for each significant variable:

Odds=number of symptomatic plaques with each significant variable/total
number with each significant variable.

Then, we proceed to a resizing of the odds value to a 0–100 numerical
scale to determine a score for each variable or subgroup inside the variable,
in order to calculate that a plaque with all significant variables present would
have a total score of 100. The Activity Index is the sum of the scores for each
variable.
Step 3 – Multivariate logistic regression analysis was used to determine the
true statistical significance of different odds for each subgroup or variable when
compared with the respective reference group (lower probability group).

3 Study 1: Relationship Between Global Plaque Echogenicity
and Neurological Symptoms and Cerebral Infarction

3.1 Population

The study included 106 carotid bifurcation plaques from 74 patients: 58 males
and 16 females. The mean age was 67 years (38–80) and all the patients had a
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neurologic evaluation. The carotid lesion was considered symptomatic when asso-
ciated with amaurosis fugax or appropriate neurologic events (transitory, reversible
or established) on the ipsilateral carotid territory. A CT-Scan was obtained for all
the patients and was considered positive when cerebral infarcts were present in the
area of anterior and middle cerebral arteries.

3.2 Results

Thirty nine (37%) plaques were symptomatic and 66 (63%) were asymptomatic.
The mean degree of stenosis was 68% with the following distribution:

More than 70% stenosis – 54 lesions (51%)
Stenosis between 51% and 69% – 21 lesions (20%)
Stenosis between 30% and 50% – 30 lesions (29%)

Sixty seven plaques (63%) were classified as homogenous and 38 lesions (37%)
were considered as heterogenous.

By univariate analysis, the significant factors associated with symptomatic
lesions were provided the following (See Table 1):

(a) Homogenous lesions: the GSM and P40 of symptomatic plaques were signifi-
cantly lower than of asymptomatic plaques (respectively 36 versus 46 p = 0.03
and 63 versus 46 p = 0.01). This finding was observed in homogenous and
heterogeneous lesions and the best cut-off to discriminate between symptomatic
and asymptomatic lesions was 32 for the GSM and 43 for the P40. Plaque
surface disruption was also more common in symptomatic plaques (53% versus
12% p < 0.01).

(b) Heterogenous lesions: the GSM and P40 of symptomatic plaques were signif-
icantly lower than of asymptomatic plaques (respectively 31 versus 44 p =
0.02 and 61 versus 49 p = 0.02). Evidence of plaque surface disruption was
diagnosed in 72% of the symptomatic plaques but only in 29% of asymptomatic
(p< 0.01). In heterogenous symptomatic plaques there was evidence of a juxta-
luminal location of the echolucent region in 72% against 28% in asymptomatic
plaques (p < 0.01).

The results of the assessment are relatively important for each significant parameter
to calculate the probability values that are presented in Tables 2 and 3. Resizing these
odds value for a 0–100 scale allowed the obtention of a numerical score indicated
in Table 4. The Activity Index (AI) of each plaque is obtained by the sum of the
scores (Fig. 2). A plaque with heterogenous structure, with the echolucent region
juxta-luminal, >90% degree of stenosis, GSM < 32 and P40 > 42 is associated
with maximal AI of 100.
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Table 1 Results of the univariate analysis of symptomatic and asymptomatic plaques

Symptomatic Asymptomatic p

Homogenous plaque
• GSM 36 46 0.03
• P40 63 46 0.01
• Echogenic cap 28% 41% NS
• Plaque surface disruption 53% 12% <0.01
• Echogenic cap thickness/plaque thickness 12 12 NS

Heterogenous plaque
• GSM 31 44 0.02
• P40 61 49 0.02
• Plaque surface disruption 72% 29% <0.01
• Juxta-luminal location of the echolucent

region without echogenic cap
72% 28% <0.01

• Echogenic cap thickness/plaque thickness 20 16 NS
• % of echolucent region 59% 57% NS
• Index echogenicity-area 0.5 0.5 NS

Table 2 Calculation of the odds values, odds-ratios and confidence intervals for symptomatic
plaque in the group of HOMOGENOUS PLAQUES (reference groups: no plaque disruption;
stenosis <50%; GSM > 40; P40 < 42)

Odds Odds ratio C.I. 95% p

Homogenous plaque 0.22

Plaque surface disruption
No 0.13 − −
Yes 0.57 8.9 (2.3–32.9) <0.001

Degree of stenosis
<50 0.11 − −
50–69 0.14 1.25 (0.1–15.8) 0.863
70–79 0.15 1.67 (0.2–1.4) 0.631
80–89 0.40 6.67 (1.9–25.8) 0.032
>90 0.50 10.0 (1.6–33.1) 0.014

GSM
<20 0.80 37.3 (3.1–63.0) <0.001
20–32 0.38 11.2 (2.2–56.1) <0.001
33–40 0.18 5.6 (1.2–26.7) 0.031
>40 0.09 − − −
P40
<42 0.07 − − −
42–55 0.18 4.9 (2–35) 0.036
56–63 0.27 6.5 (1.2–32.4) 0.021
>63 0.47 11.4 (2.0–36.1) <0.001
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Table 3 Calculation of the odds values, odds-ratios and confidence intervals for symptomatic
plaque in the group of HETEROGENOUS PLAQUES (reference groups: homogenous plaque;
central echolucent region; no plaque disruption; stenosis < 50%; GSM > 40; P40 < 42)

Odds Odds ratio C.I. 95% p

Heterogenous plaque 0.64 6.19 (2.6–14.8) <0.001

Location of the echolucent region
Central 0.14 − − −
Juxta-luminal 0.72 6.8 (1.8–21.2) 0.021
Plaque surface disruption
No 0.41 − − −
Yes 0.82 6.4 (1.5–27.4) <0.001
Degree of stenosis
<50 0.00 − − −
50–69 0.14 − − −
70–79 0.43 5.9 (2.4–10.7) 0.034
80–89 0.57 6.6 (3.7–12.5) 0.020
<90 1.00 22.1 (4.5–121.7) <0.001
GSM
<20 1.00 7.2 (1.7–29.6) 0.011
20–32 0.57 3.2 (0.9–10.7) 0.061
33–40 0.42 2.5 (0.7–10.1) 0.121
<40 0.12 − − −
P40
<42 0.23 − − −
42–55 0.44 2.7 (0.7–10.9) 0.288
56–63 0.53 3.3 (0.8–12.6) 0.092
<63 1.00 9.7 (1.8–26.6) <0.001

4 Study 2: Evaluation of the Diagnostic Accuracy of the AI

4.1 Population and Method

We studied 109 plaques from 67 patients with a mean age of 69 years (47–88);
27 (25%) were symptomatic, while 82 (75%) were asymptomatic.

The diagnostic accuracy of the AI was assessed and the same factors of plaque
echogenicity and echostructure, mentioned before, have been calculated, leading to
the determination of the AI for each plaque.

Then, the diagnostic parameters (sensitivity, specificity, positive predictive value,
negative predictive value, and overall accuracy) for the identification of the symp-
tomatic plaque have been calculated using the ROC curve analysis methodology.
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Fig. 2 Example of the calculation of the Activity Index in two separate plaques

4.2 Results

The mean degree of stenosis was 73% (31–99). Seventy one plaques (65%) were
classified as homogenous and 38 lesions (35%) were considered as heterogenous.

In symptomatic plaques the mean AI was 75 (41–100) and in asymptomatic
plaques the mean AI was 43 (22–100). We observed that 93% of symptomatic
plaques have an AI superior to 50 and 78% superior to 60. Eighty-two percent of
asymptomatic plaques have an AI lower than 60 and 70% lower than 50. The cut-off
point between the two groups, allowing the greater difference between them, is the
value of 52.

The calculation of diagnostic parameters using ROC curve analysis shows that
the best cut-off level for the AI in homogenous plaques is the value 53–60,
associated with sensitivity of 56%, specificity of 92%, positive predictive value of
50%, negative predictive value of 93%, and accuracy of 87%. For heterogenous
plaques the best cut-off levels were the values 52–53, associated with sensitivity
of 89%, specificity of 43–48%, positive predictive value of 59%, and negative
predictive value of 83–100%, and accuracy of 75–76%.

5 Discussion

The characterization of subgroups of carotid lesions associated with increased
neurological risk involves the detection of symptomatic plaques and asymptomatic
lesions prone to become symptomatic.

Since the publication of the major multicenter trials for both symptomatic
[1, 2] and asymptomatic [3, 4] carotid disease, the degree of stenosis became the
most important determinant of the therapeutical decision. Nevertheless, information



172 L.M. Pedro et al.

about plaque characteristics is obtained from endarterectomy specimens and from
coronary and carotid histologic studies it is confirmed that features such as intra-
plaque hemorrhage [29, 30] and ulceration [31], wide- [32, 33] and juxta-luminal
lipid/necrotic center [34], thin or ruptured fibrous cap [31] and an increased
infiltration by inflammatory cells were more frequently present in symptomatic
lesions. These parameters may be considered as markers of plaque instability and
increased neurological risk. Also a higher lipid [35] and blood content may increase
the plaque susceptibility to hemodynamic stress.

The concept of unstable carotid disease should therefore include two subgroups:
plaques with ruptured cap and vulnerable lesions which are prone to rupture,
leading to local thrombosis and appropriate clinical events, by embolization or
ischemia due to artery occlusion. Reported observations from carotid occlusions
[36, 37] suggested an association of moderate degrees of stenosis with markers
of vulnerability or with ruptured fibrous cap, thus reproducing a similar situation
already recognized in acute coronary occlusions.

The importance of morphological characteristics of carotid lesions such as the
presence of plaque surface irregularity on angiography was recognized in the
medical arm of the Europen Carotid Stenosis Trial (ECST) [7] where its presence
increased the risk of neurological events at 2 years irrespective of the severity of
carotid stenosis, thus suggesting that alterations in plaque structure are independent
determinants of clinical risk.

B-mode ultrasonography and duplex scan provide analysis of the structure of
the atheromatous plaque beyond what can be unveiled by angiography, but its
reproducibility and diagnostic efficacy will be clearly improved by standardization
of images and objective and quantitative evaluation.

Newer generation of colour-flow duplex scan equipments, with improved quality
and high definition ultrasonographic image and computer-assisted plaque analysis
through digital image processing, and standardization provides objective study of
plaque structure thus in reducing variability and operator dependency [10].

Low plaque echogenicity demonstrated by the gray-scale median (GSM) [13,26]
obtained from pixel distribution within the plaque standardized image and the
amount of “echolucent” pixels (P40) [26–28] were associated with symptomatic
lesions and with the presence of brain infarcts in the carotid territory. Echolucency
has been related to increased content of blood and lipids, which are known
components of increased plaque vulnerability [38–40].

Our study expands in the evaluation of regional components of the plaque
and its distribution beyond single global echolucency measurements including
features recognized in pathological specimens as markers of plaque instability. Its
distribution within the lesion can be evaluated by measurement of Heterogeneity
Index [41], use of multiple cross-sectional views [42], and detailed plaque texture
analysis (DPTA) [43] but our method provides a unique objective analysis of all
the markers of instability that can be assessed by HDU. In heterogenous lesions,
we have introduced a new parameter – the juxta-luminal location of the echolucent
area – that may correspond to a lipid-necrotic core close to the vessel lumen either
with or without a fibrous (echogenic) cap overlying it as suggested in previous
pathological observations [26, 27].
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The concept of an Activity Index encompassing the sum of the individual scores
for each significant parameter related with symptomatic (active) plaques including
echogenicity and other components of plaque structure, like surface disruption
and juxta-luminal location of the echolucent region in heterogenous plaques [27]
may provide a more objective evaluation of plaque activity that correlates with the
presence of appropriate neurologic symptoms in the carotid territory.

The Activity Index measurement may also contribute for the identification of
a subset of “dangerous” plaques particularly in asymptomatic patients with higher
neurological risk, thus contributing for a better selection for carotid endarterectomy
and thus reducing the number of unnecessary operations.
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Coronary Atherosclerotic Plaque
Characterization By Intravascular Ultrasound

Francesco Ciompi, Oriol Pujol, Josepa Mauri Ferré, and Petia Radeva

Abstract The accurate characterization of in vivo atherosclerotic plaques
represents an important task during percutaneous intervention. Intravascular
Ultrasound (IVUS) is a catheter-based imaging technique that provides a detailed
cross-sectional representation of the internal morphology of the vessel, thus
allowing to assess plaque amount and composition. In this chapter the state of the
art methods for automatic plaque characterization in IVUS are analyzed. The main
classification techniques as well as the most discriminative features are illustrated.
Furthermore, a recently presented technique for the fusion of in vivo and in vitro
IVUS data is illustrated.

1 Introduction

Coronary heart disease represents the 21% of mortality cause and accounts for
2 millions of lives in Europe. Atherosclerotic plaque formation results from the
thickening of the intimal-medial segments and an overall thickening of the vessel
wall. The term vulnerable plaque is commonly attributed to an atherosclerotic
plaque that is likely to rupture or fissure, leading to thrombosis, and then to acute
coronary syndrome: myocardial infarction, unstable angina pectoris, or sudden
cardiac death [1–6]. An accurate analysis of in vivo plaque composition is then
an important task in diagnosis and detection of vulnerable atheroma before plaque
rupture.
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Fig. 1 (a) In vivo IVUS image in cartesian coordinates, representing the cross-sectional IVUS
image and (b) in polar coordinates

Fig. 2 Histological image (at the microscope) of ex vivo coronary section (a). The three layers are
marked and (b) the detail of the interfaces (internal and external elastic lamina) is shown

Intravascular Ultrasound (IVUS) is a catheter-based imaging modality that
provides an accurate luminal and transmural image of vascular structures [7]. It
allows the visualization of the full circumference of the vessel wall, thus showing
the tissue morphology and composition [8, 9] (see Fig. 1).

The use of IVUS facilitates direct measurements of lumen size, including mini-
mum and maximum diameter and cross-sectional area as well as the characterization
of atheroma size, plaque distribution, and lesion composition [10]. Three main
regions, surrounding the luminal area of the vessel, can be distinguished in an IVUS
image: the intima, the media, and the adventitia (see Fig. 2).
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The intima is normally a thin layer of endothelial cells: this layer substantially
and often unevenly thickens into atherosclerosis. The media consists of multiple
layers of smooth muscle cells arranged helically and circumferentially around the
lumen of the artery. Finally, the adventitia is the external layer, essentially composed
by fibrous tissue, i.e., collagen and elastin [11]. Estimation of the vessel area is based
on the measurements of the media-adventitia border, and plaque area is derived by
subtracting lumen area from vessel area.

Several IVUS-based approaches for the automatic assessment of plaque
composition have been proposed in the last ten years, mainly based on image
texture analysis [12–14] as well as on raw Radio Frequency (RF) signals processing
[15–20]. Some approaches use Autoregressive Models (ARM) [15–17] or the
Fourier Transform [18, 20] to obtain a description of the tissue in the frequency
domain, from which spectral features are extracted. Approaches using the Integrated
Backscatter parameter [21–23] or the Wavelet coefficients [24] have been also
proposed.

Most of the proposed methods for the automatic plaque characterization are
based on a model that learns the plaque properties by labeled IVUS examples.
In order to correctly train a model, reliable labeled IVUS data are necessary. The
reliable correspondence between an atherosclerotic plaque and the corresponding
IVUS data can only be obtained by histological analysis of post-mortem coronary
arteries. Histology is in fact the only procedure that allows to know the real
plaque nature in a certain position of the vessel. Unfortunately this methodology
suffers from the complicated procedure of obtaining in vitro data: scarce arteries
availability, frequent tissue spoiling during analysis and the difficulty in finding the
right correspondence between IVUS and histological image.

In addition, in almost all the known plaque characterization methods, the
discriminative power is assessed on in vitro plaques, then implicitly extending
the discriminative property to in vivo data as well. This erroneous assumption is
implicitly based on the hypothesis that differences between in vivo and in vitro
IVUS data are negligible.

In this chapter some of the most important state-of-the-art techniques for
automatic plaque characterization in Intravascular Ultrasound are presented. Fur-
thermore, recent advances in the research topic of fusing in vivo and in vitro IVUS
data for plaque characterization are described, and some results are provided.

2 In Vitro Data Validation Procedure

A possible procedure for the acquisition and validation of post-mortem IVUS data is
now described. The coronary artery (separated from the heart) is first put on a mid-
soft plane and filled (using a catheter) with physiological saline solution at constant
pressure (around 100 mmHg), simulating blood pressure (see Fig. 3). In the panel
the distal and proximal position, together with left and right hand are marked to be
used as a reference during histology. The probe is then introduced and RF data are
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Fig. 3 Set up for IVUS acquisition from post-mortem artery. (a) Coronary artery on the
plane with marked positions clearly shown; (b) plaque segmentation on histological image and
(c) segmentation on corresponding IVUS image

acquired in correspondence of plaques. These positions can be clearly marked on
the external part of the artery. The artery is then cut in correspondence of previously
marked positions and plaque composition is determined by histological analysis.

As an alternative, a specially designed box containing the artery can be used,
allowing the automatic cut of the vessel at a fixed number of positions by
superimposing a dedicated set of knives [18]. With this procedure, a set of equally-
spaced artery cuts of the artery are obtained.

For each cut, an image of the tissue at the microscope is obtained. Given the
reference points in the panel and in the IVUS image orientation it is possible to put in
correspondence the plaques detected by histology with their respective areas in the
IVUS image. The different conditions and modalities in which the two images are
acquired are profoundly different. The mechanical consistence given to the artery
while acquiring IVUS data is lost when cutting the vessel. Phenomena of tissue
spoiling and a certain error in finding the exact correspondence between the IVUS
and histological image make hard to get a good registration and, consequently, a
reliable automatic labeling. Hence, the labeling process can be performed manually
by joint cooperation of experts and pathologist or by using a dedicated software able
to register the two images obtained by different modalities and different approaches
[16,17]. The plaques in IVUS data are thus validated and a ground truth is obtained.

3 Plaque Characterization by Intravascular Ultrasounds

Different tissue types exhibit different acoustic properties and, consequently,
different intensity and shape of the reflected ultrasonic wave; furthermore, the
contribution of the scattered component is also different for each tissue. As a
result, in the IVUS image, areas corresponding to different tissues exhibit different
grey-level intensity and textures.

Most of the proposed plaque characterization methods are formulated as pattern
recognition problems. For this reason, two main steps can be identified in each
method: (1) the definition and extraction of discriminative features, describing the
properties of different tissues; (2) the training of a classifier, used to characterize
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Fig. 4 Schematic example of IVUS image formation from RF signals

each position of the IVUS frame as belonging to one of the known plaque types. In
this section the features used in the state-of-the-art methods are first presented, then
the most common classification techniques used in the plaque characterization field
are described.

3.1 Features Extraction

In the state-of-the-art plaque characterization methods, two main groups can be
recognized: the methods based on image analysis and the methods based on radio
frequency analysis. In this section, the features used in the two approaches are
presented.

3.1.1 Image-Based Features

The first plaque characterization method based on the analysis of the texture in
the IVUS image has been presented in [12]. The features used in this approach
are: (1) radial profile, (2) long-run emphasis, and (3) fractal dimension. Despite
of the high accuracy achieved, the main problem of using the IVUS images
obtained with the IVUS equipment is the lack of normalization in data they provide.
In order to improve the tissue visualization, physicians are used to change the
imaging parameters of the IVUS equipment, thus making the set of images and,
consequently, image-based features, not comparable. In order to avoid this problem,
the raw radio frequency signals captured by the IVUS equipment can be used to
reproduce the image formation process [14]. A common approach to IVUS image
formation from RF data foresees, at least, the following steps (see Fig. 4):

• Time Gain Compensation (TGC): as the US propagating in the tissue is af-
fected by an attenuation due to depth, it is necessary to compensate it by a
TGC function. One possible TGC function could be: T (r) = 1− e−β r, where
β = ln10α f/20, α is the attenuation factor of the tissue measured in dB/MHz·cm,
f is the frequency of the transducer in MHz, and r is the radial distance from the
catheter in cm.

• Band Pass filtering: data can be then filtered by a band-pass filter in order to
reduce the noise effect and spurious harmonic components outside the band of
interest. For this purpose, a Butterworth filter is suitable, given that its frequency
response is as flat as mathematically possible in the passband.
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• Envelope: after filtering, the envelope of the signal has to be recovered, in order
to change from bipolar to unipolar signal and to achieve the final conversion
between 0 and 255. This can be done for example by taking the absolute value of
the Hilbert transform of the signal.

• Logarithmic compression: This transformation maps a narrow range of low gray-
level values in the input image into a wider range of output levels; the following

formula can be used [25]: RFlog =
log(1+(et−1)RFenv)

t , where RFenv represents the
RF data after the envelope computation, and RFlog the output of the logarithmic
compression.

In [14] the reconstruction process is used to create a set of IVUS images of in
vivo cases. Textural features are then extracted by using: (1) co-occurrence matrix,
(2) local binary patterns, and (3) gabor filters.

3.1.2 Radio Frequency-Based Features

RF data from the unprocessed backscattered ultrasound signal provide an alter-
native to greyscale image analysis. Theoretically, the analysis of the IVUS-RF
data provides a more accurate and reproducible technique for measuring tissue
properties because it is not subject to machine-dependent processing, subsampling,
interpolation, quantization, and even operator-dependent settings [26].

The most important approaches based on RF data processing are now analyzed
by focusing on the analysis of the used features. Most of the methods process the
RF data frame, formed by N A-lines and M samples.

Acoustic Impedance (Z)

It is known that the US wave propagates with different velocity in different tissues;
this comes from the equation of the wave propagating through a tissue with density
ρ and with acoustic impedance ζ . Then, the information on the relative acoustic
impedance can be used as a parameter to classify plaque types, since they are consid-
ered as different tissues. The method presented in [19] is based on this phenomenon.
It assumes that ultrasound pulse is well approximated by using the Plane Wave Born
Approximation (PWBA) deconvolved inverse scattering technique [27].

Integrated Backscatter (IB)

The first method based on IB was proposed in 1989 and was oriented to the detection
of acute myocardial infarction and re-perfusion via M-mode echocardiography [28].
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Table 1 Integrated
backscatter values obtained
by histological analysis of
post-mortem tissues. The
values are provided as mean
value ±1 dB. Data extracted
from [22]

Histology IB [dB]

Calcified tissue −30 < IB≤−23
Mixed lesion −55 < IB≤−30
Fibrotic tissue −63 < IB≤−55
Lipidic core −73 < IB≤−63
Thrombus −88 < IB≤−80

The IB is an intrinsic parameter of the electrical US signal and can be computed
as [21]:

IB = 20log

(
1
T ∑

T
0 V 2

1
T ∑

T
0 V 2

0

)
, (1)

where V is the signal voltage from a selected Region of Interest (ROI) in the RF
data frame, V0 is the smallest signal voltage that the system can detect, and T is the
integration interval.

It has been shown that the IB parameter combined with two-dimensional echo
can differentiate the tissue characteristics in both in vivo and ex vivo studies [21,22].
In Table 1 the computed value of the IB parameter when characterizing tissues in in
vitro cases are presented when discriminating calcifications, mixed lesions, fibrous
tissue, lipidic core, and thrombus. Since no overlaps in the obtained values are
encountered, the discriminative power of this parameter is confirmed (see Table 1).

A plaque characterization system based only on IB parameter is now distributed
only in Japan (YD Co. Ltd, Tokyo).

Power Spectrum

Based on the hypothesis that different tissues behave differently in the frequency
domain, several approaches based on the analysis of power spectrum have been
proposed. Mainly, given the RF representation of an IVUS frame, for each ROI of
Nr samples and Mr contiguous A-lines, a power spectrum is associated to each point
by averaging the power spectra computed in the lines belonging to the ROI. The
power spectrum can be computed by means of the Fast Fourier Transform (FFT)
[15, 18, 20] or by using the AutoRegressive Model (ARM) [14, 16, 17, 29].

Given the power spectrum, a set of spectral features can be extracted. Some
features have been successfully used in plaque characterization techniques, as
the mean power (dB), maximum power (dB), spectral slope (dB/MHz) (a least-
squares linear regression over the given bandwidth), y-axis intercept of spectral
slope (dB) (intercept of the straight line with the y-axis at 0 Hz) [15]. In addition,
the value of the frequencies corresponding to maximum and minimum power can
be used [16, 17]. In [16, 17] these features are extracted in a frequency range of
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17–42 MHz, corresponding to the −20 dB bandwidth of the system. This set of
features, commonly known in literature as the seven-features approach, together
with the Integrated Backscatter (IB) represent the basis of a commercial product
called Virtual Histology (VH), implemented in the Volcano (Rancho Cordova,
CA) IVUS clinical scanners that offer near-realtime tissue characterization in
vivo [30].

Alternatively to the presented spectral features, a full-spectrum approach can
be considered, where the Fourier Transform is used [18, 20]. The use of a full-
spectrum analysis demonstrated to produce more accurate results, compared with
the seven-features approach, classifying fibrolipidic, lipidic, fibrotic, and calcified
tissue: when using a 40 MHz catheter in fact, a lot of variations can be found in the
main bandwidth of the signal (20–60 MHz), thus justifying a full-spectrum analysis
[18]. In the full-spectrum approach the power spectrum, with frequency range from
0 to 100 MHz, is discretized using a certain number of bins and then used as feature
vector for each point (the center of a ROI) of the IVUS frame. This approach is
implemented in the iMap Plaque Characterization software provided with the iLab
IVUS equipment (Boston Scientific).

Wavelet-Based Approach

The wavelet analysis of RF signals has been also studied in recent years [24, 31].
A wavelet is mainly a waveform of limited duration and zero average amplitude
[32]. The wavelet analysis, applied to IVUS-RF signal, consists in the computation
of wavelet coefficients, localized by the amplitude and the position of wavelets.

The hypothesis in this kind of approach is that the IVUS-RF signal belonging
to different tissues exhibits different behavior when analyzed by wavelet, and that
the wavelet coefficients, computed at different scales, could be the discriminative
measures to be used in the tissue characterization [26].

This approach has been proved to be appropriate in discriminating the fibrous
from the fatty areas within atherosclerotic plaques [24].

Joining Textural and Spectral Features

Recently [29], an approach that proposes to combine both textural and spectral
features provided interesting results in the field of plaque characterization. The used
feature vector is constructed by concatenating image textural and spectral features
with the aim of blending the appearance of the tissues with information obtained
from their spectral content. The main idea is that image-based and RF signal analysis
provide complementary data for the accurate description of tissue composition and
leads to a rich set of features to be selected and weighted by the classifier. The
approach leads to an overall accuracy A = 89.93% in classifying fibrotic, lipidic,
and calcified plaques in vitro [29].
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Fig. 5 Feature space. A set of point acquired from four different tissue types are represented in
the space of three discriminant features

3.2 Tissue Classification

A classifier is a probabilistic model (discriminative or generative) with a set of
parameters determined (learned) during the training process. The model is in fact
able to learn the features of the input data, and to tune its parameters according
to data. When the training process is over, the set of learned parameter is finally
saved and the classifier is ready to be used to characterize unknown examples.

The atherosclerotic plaque characterization problem implies the definition of a
multi-class classifier. Except for some approaches that discriminate for example
fibrotic from fatty (lipidic) plaques, the main scenario implies in fact the discrim-
ination among fibrotic, lipidic, and calcified plaques. Furthermore, the necrotic
core, fibrolipidic, and lipidic with calcifications tissues are also considered in some
approaches. The characterization problem consists in separating, in the feature
space, clouds of points belonging to multiple classes (Fig. 5).

Several approaches have been presented to solve the multi-class tissue character-
ization problem: we will refer to them with the word “architecture,” since they often
consist in combining a set of simple classifiers into a more complex framework.

3.2.1 Decision Tree

One simple architecture for the discrimination of different tissues is the decision
tree [16,17]. Starting from the main node (root), during the training process, at each
node the input data are split into sub-groups according to the most discriminative
feature in that node.
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Fig. 6 Decision tree. Starting from the ROOT NODE, at each node the most discriminant feature
is computed, thus defining the “path” to the recognition of each class

When a new unknown example is classified, its features are then compared with
the value learned at each node, thus assigning it a label. Several measures can be
used to assign the most discriminant feature to a node and to define its value. The
most important ones are based on the Entropy, the Information Gain, the Gini Index
and the Partition Distance. In Fig. 6 an example of Decision Tree is depicted. In each
node, the generic feature f eati is considered to partition the data into two subgroups.
A test data sample that exhibits f eat1 > value1 and f eat3 > value3 is then classified
as belonging to the class X .

3.2.2 Error-Correcting Output Code

Another effective approach for the solution of multi-class plaque characterization
problem is the use of Error-Correcting Output Code (ECOC) [14, 29, 33, 34].

ECOC [35] is a technique that combines N binary classifiers to solve a
K-classes classification problem. A binary classifier is a model trained to discrim-
inate two set of data. Given an unknown example as input, the binary classifier
is able to label it as belonging to the class 1 or to the class 2, thus producing a
+1 or −1 output value, respectively. For each class a codeword ck = {1,−1}1×N

is obtained (k = 1, ...,K). Based on a chosen coding strategy, a matrix M =
{1,0,−1}K×N is designed (Fig. 7), in which each column represents a binary
classifier Hj (dichotomy) and each row represents a class. A value 1 in position
M(k, j) means that the jth dichotomy classifies an unknown example as belonging
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Fig. 7 ECOC matrix for a 3-class problem, One-vs-One coding technique and attenuated Eu-
clidean distance (AED) technique; the distance values are showed for each row of the matrix.
White, black and gray rectangles represent the values (1, −1, and 0), respectively

to the class k, a value −1 means that it belongs to the class q � k and a 0 value
means that we do not care about that result, regarding class k. Therefore, to classify
an unknown example, the distance between the obtained codeword and each row mk

of the matrix M is computed: the output class corresponds to the value k reporting
the minimum distance. Different coding technique can be used. The most popular
one is the one-vs-one, in which each pair of classes is considered and the respective
classifiers are trained. Alternatively, a one-vs-all coding can be used, where each
class is discriminated against the other classes. With respect to the decoding
technique, different distance measures can be used. The most common ones are the
Euclidean and Hamming distance. The benefits in using an ECOC framework are
mainly (1) the possibility of combining several binary classifiers into a multi-class
framework, (2) the automatic error-correction property of ECOC of correcting some
errors in the prediction, and finally (3) the flexibility of a multi-class architecture
in which several variations, like the sub-class classification [33] can be easily
adopted.

In Fig. 7 an example of multi-class classification using ECOC is depicted. The
number of classes is three and the coding technique is the One-vs-One; hence, three
dichotomy are required: Hi(x), for i = 1,2,3. The test example x is then classified
by each binary classifier Hi and a binary code μ = [110] is obtained. The Euclidean
distance between μ and each row of the ECOC matrix is then computed, resulting in
the three values d1 = 0, d2 =

√
8 and d3 = 2. According to the decoding criterium,

the most probable class for x is the first one.

3.2.3 Ensemble Architecture

The last multi-class architecture that is presented is the Ensemble framework [20].
Usually, during a standard training process, a classifier is trained, in order to learn
parameters according to input data. We can call it an “expert” for that particular
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Fig. 8 Bagging/ensemble architecture. Given the number of K classes, an array of M binary
classifiers is constructed. Their prediction is combined taking into account the classification
reliability si of each one. The output is then repeated N times for each one of the K classes
and then combined to produce the output. Optionally, a classification confidence measure can be
obtained

data characterization problem. The main idea of an ensemble architecture consists
in using several experts, instead of one, i.e., several classifiers, trained to solve the
same problem.

According to the combination policy of these experts different ensemble archi-
tectures can be built. Two of the most popular ones are boosting and bagging. The
boosting procedure combines experts in an incremental way. Given a set of experts,
at each step of the boosting process a new expert is added to the ensemble so that
it focusses on data that was previously misclassified. This selected set is usually
combined by means of a weighted additive model.

Another important family of ensembles comes from the bagging process. This
process specializes each expert on a different sampling of the data set. Then, by
means of voting procedure these experts are combined. This process results in very
robust classifiers. For example, in the problem of discriminating the fibrotic from
the rest of tissues, N binary classifiers are trained: each classifier is trained with a
set of data randomly selected, with reinsertion, from the original training dataset.
Hence, M classifiers are obtained for each binary problem, and each one of them
shows a certain classification accuracy, depending on how the randomly selected
dataset is representative of the global training dataset: this accuracy is taken into
account by weighting the result of each single prediction with the weight si. Then, in
order to discriminate a tissue, a combination of the predictions of the M classifiers
is considered; this combination can be seen as a monolithic macro-block (array)
for the detection of this particular tissue (Fig. 8). In the multi-class classification
problem, following the bagging architecture, these blocks are repeated N times for
each considered tissue, thus generating the final predicition on an unknown example
by further combining the predictions of each macro-block.

Similar to that exhibited by the ECOC framework, this approach embeds a kind
of error-correction capability, given by the contribution of several “experts” and by
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the combination of their “opinions.” Furthermore, the architecture foresees the use
of a large number of macro-blocks (M×N×K) and though this fact decreases the
probability of error, it increases the computational time.

3.3 Validation of the Methodology

Validated IVUS data are obtained from a set of ex vivo cases. Even though they
consist in post-mortem cases, the intra-patients variability in data properties is
still applicable. For this reason, the procedure of validating the discriminative
power of the plaque characterization method must carefully assign data of different
patients to the training and the test data set. The training set represents in fact
the data used to train the classifier, while the test data set is used to assess the
discriminative power of the trained classifier. It is clear that when the classifier
is used to characterize examples of the training set, the classification error tends
to zero, since the discriminative bounds in the feature space have been actually
modeled on that data. For this reason, it is extremely important that no examples
of the test data set are included into the training data set. Furthermore, in order to
obtain completely reliable numerical values, the testing procedure must be repeated
a certain set of times (rounds) and then statistical results must be extracted.

3.3.1 N-Fold Cross-Validation

The most common cross-validation technique is called N-fold cross-validation.
It consists in considering the whole available data set and partitioning it into N
parts (blocks) containing the same number of data examples. A classifier is then
trained by using N − 1 blocks and its discriminative power is assessed by testing
the remaining block. This process is repeated N times and the final classification
performance is given as mean value and standard deviation of the obtained results.

The performance parameters typically considered in a plaque characterization
problem are:

• Accuracy (A) = TP+TN
TP+TN+FP+FN

• Sensitivity (S) = TP
TP+FN

• Specificity (K) = TN
TN+FP

• Precision (P) = TP
TP+FP

where TP = true positive, TN = true negative, FP = false positive, and FN = false
negative.

Among the N-fold cross-validation techniques, the ten-fold and the five-fold [36]
are largely used.
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3.3.2 Leave One Patient Out

Even though the N-fold technique is largely used, it may produce overconfident
results, due to the fact that a random sampling does not ensure i.i.d. data splits.
In particular, data from the same patient may be erroneously considered in both
training and testing process. This may bias the results of the method because each
example on the dataset is not independent with respect to the rest of the examples
of the same patient.

An effective technique for assessing the reliable quality of a classifier, in the
context of plaque characterization is the Leave-One-Patient-Out (LOPO). It can be
considered as a special case of the N-fold cross-validation, where N now consists in
the number of patients and each block actually consists in the set of all examples of
each individual subjects. In this way, the complete separation between the training
and the validation set is assured, and the intra-patients variability is taken into
account. For these reasons, the results provided by the LOPO technique can be
considered as indicative of the behavior of the designed model in presence of a new
unknown clinical case. During the cross-validation method in fact, the validation
subject is a completely unknown patient.

4 Fusing In Vivo and In Vitro Data for Plaque Characterization

It is known that the presence of blood in vivo may modify the ultrasound echo
with respect to in vitro cases. Furthermore, even when the protocol of in vitro
data acquisition aims to reproduce the in vivo conditions as much as possible (for
example by filling the post-mortem artery with blood [18, 20]), it is impossible to
exactly reproduce the morphological and mechanical properties of an in vivo artery.
Hence, data from these two acquisition modalities cannot be considered as perfectly
comparable.

Nevertheless, the two data types could share areas in the feature space, and the
inclusion of in vivo data, after a proper selection process, could enhance the in vitro
data set generalizing the separation among classes.

In [29] a data fusion process, based on a reformulated version of the Sequential
Floating Forward Selection (SFFS) algorithm [37] is presented. The main idea
consists in keeping the in vitro data set as a seed in the feature space and enhance
its distribution by feeding it with a selected set of in vivo data. The goal is to
create an enhanced data set used to train a classifier that can fulfill the following
requirements: (1) to exhibit the same (compared with the classifier trained with
the initial in vitro data set) or even better discriminative power on the in vitro
validation set and (2) to provide more accurate plaque classification on in vivo
cases as well. The process is regulated by a classification performance function J, in
the context of plaque characterization (named pSFFS), and results are evaluated by
Leave-One-Patient-Out (LOPO) [34] cross-validation technique. The method aims
at discriminating among fibrotic, lipidic and calcified tissues, and the multi-class
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classification problem is solved by adopting the Error-Correcting Output Code
(ECOC) technique [35, 38] using AdaBoost [39] with Decision Stumps as weak
classifier. The main parts of the methodology are now described.

4.1 Sequential Floating Forward Selection

SFFS has been proposed in [37] as a features selection algorithm, based on
inclusion and conditional exclusion of data. In the pSFFS approach, an IVUS
frame is considered as containing different plaques which are considered as a
monolithic block of information, i.e., all the plaques in a frame can be included or
removed from the data set but partial inclusion/exclusion of a specific class example
(e.g., removing the calcified and keeping the fibrotic plaque) is not allowed. This
approach is justified by the idea that the inter-patient differences in appearance
of plaques will be preserved if the information of a single frame is treated as
monolithic; furthermore, the over-fitting phenomenon of the classifier on a specific
set of examples is potentially avoided.

Algorithm 1 Function ĈP = CP(X p,Ȳ , fcv)
Require: X p {The in-vitro training set}
Require: Ȳ {The in-vivo data set}
Require: fcv {The cross-validation function}
Ensure: ĈP {A classification performance parameter}
1: define N {number of folds required by the cross-validation technique}
2: initialize CP [N] = 0 {N-elements empty vector}
3: for i = 1:N do
4: define xi ⊂ X p {test set}
5: define T RAINi = {X p \ xi}∪ Ȳ
6: define T ESTi = xi
7: classi f ier = training(T RAINi)
8: CP[i] = test(classi f ier,TESTi)
9: end for

10: ĈP = mean(CP)± std(CP)

As shown in Fig. 9, the inclusion criterion actually consists in evaluating a clas-
sification performance parameter while including data. For this purpose, a proper
definition of the training/testing process represents a key part of the algorithm. Let
us define as p = 1, . . . ,NP the index of in vitro cases. In order to define the data
sets to use in the data fusion algorithm, the in vitro data set is split into three parts
(Fig. 10): the first part, called X p, is obtained by removing the pth necro case from
the whole data set and it is used in the selection process, thus representing the
training data set, while the second part, called X p

val is not used during the selection
process and represents the validation data set. The third part is related to the data
inclusion process and is defined below.

The parameter that controls the data selection process in the pSFFS is called J
and it is a value that depends on the result of a classification step. In this approach,
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Fig. 9 Schema of the plaque characterization framework. The in vitro and in vivo blocks represent
the IVUS data acquisition and processing task. The pSFFS block represents the data fusion
algorithm, including a task for in vivo data selection and a classifier that evaluates the classification
performance at each step, regulating the inclusion process

Fig. 10 Detailed description of the data fusion core (see Fig. 9). According to the Leave-One-
Patient-Out technique, the in vitro data set is used in both the data fusion process and in validating
the discriminative power of the enhanced classifier, while the in vivo data is solely involved into
the data fusion process
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the classification is performed on in vitro data, being the only reliable data set to
use while looking for an improvement in tissue discrimination. In order to produce
stable and reliable classification results, a cross-validation technique must be used.
The J parameter is then a function of the classification performance, computed
according to the defined cross-validation process.

Once the cross-validation technique is defined, the third part of the data set is
then obtained as a subset of the X p in vitro training data set and represents the test
data: it is used during the in vivo data selection process, to assess the classification
performance at each iteration k of the process.

4.2 Cross-Validation Scheme

Before illustrating the pSFFS algorithm, the cross-validation procedure used to
obtain the classification performance parameters necessary to compute the value of
J is defined. Let us call fcv the chosen cross-validation function (for example Leave
One Patient Out or N-fold cross validation), Ȳ a generic set (or subset) of in vivo
data, and ĈP a generic classification parameter (for example ĈP = overall accuracy).
The classification performance is then obtained as depicted1 in Algorithm 1. Finally,
the J value is computed as J(ĈP). The formulation and properties of J will be
explained in Sect. 4.4. As suggested in [36], the five-fold cross-validation is used
as appropriate during the data selection process.

4.3 Data Selection Process

The data selection process of the pSFFS algorithm for the creation of the enhanced
data set is now formulated.

Let us call X the initial training set composed of frames from in vitro (actually
Xp) and Y the set of frames of in vivo cases. The pSFFS requires the definition
of a function of the classifier performance J, that controls the inclusion–exclusion
process, and also a cross-validation technique to use while computing J. When
both initial data and the required functions are defined, the pSFFS method can be
formulated (see Algorithm 2). The algorithm alternates two phases: an inclusion
loop (lines 12–18) and a conditional exclusion of one frame (lines 23–28). The
condition to include one frame is that the training/test process by cross-validation
on the data set Xk+1 produces a score J that is greater than before (lines 12–13); with
the same rule, the exclusion step can remove one of the frames already included in
the set if this increases J (lines 24–25). If during the conditional exclusion none
of the candidate frames increases J, the algorithm checks the number of times the

1The function is described in pseudo-Matlab code.
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Algorithm 2 pSFFS
Require: X {The set of in-vitro frames}
Require: Y {The set of in-vivo frames}
Require: J() {The J function definition}
Require: fcv {The cross-validation function}
Ensure: XEN {The enhanced (fused) data set}
1: Note: to simplify the formulation, J(CP(X ,YT , fcv)) = J(X)
2: k = 0
3: d = 0
4: set dM

5: X0 = X
6: YT = /0
7: XEN = X
8: STOP = false
9: INCLUDE = true

10: while !STOP do
11: if INCLUDE then
12: y+ = argmaxy∈Y\Xk

J(Xk∪ y)

13: if J(Xk∪ y+)> J(Xk) then
14: YT = YT ∪ y+

15: Xk = X0∪YT

16: XEN = X0∪YT
17: Y = Y \ y+

18: k = k+1
19: else
20: INCLUDE = false
21: end if
22: else
23: y− = argmaxy∈Xk

J(Xk \ y)

24: if J(Xk \ y−)> J(Xk) then
25: YT = YT \ y+

26: Xk = X0∪YT
27: XEN = X0∪YT

28: k = k+1
29: INCLUDE = true
30: else
31: d = d +1 {Increase the number of time J decreased}
32: if d > dM then
33: STOP = true
34: else
35: y+ = argmaxy∈Y\Xk

J(Xk∪ y)

36: YT = YT ∪ y+

37: Xk = X0∪YT

38: Y = Y \ y+

39: k = k+1
40: end if
41: end if
42: end if
43: end while

J value decreased (line 32). In the case J decreased too many time, actually more
than dM times, the algorithm stops, otherwise the algorithm admits an unconditional
inclusion and updates d value. This stop procrastination procedure is necessary to
avoid stopping the algorithm at the first maximum value since it can be suboptimal.
In each case, the optimal set is stored (lines 16,27), in order to obtain the best
achievable classification performance. Hence, at the end of the selection process,
the enhanced data set consists in the combination of in vitro/in vivo data obtained
in correspondence of Jmax = J(XEN).
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4.4 Design of J Function

The whole pSFFS is regulated by the function J, thus its definition is critical for the
algorithm performance. In this section the analytical formulation of the parameter J
as a function of classification performance parameter is defined.

Given a generic classification results, the sensitivity (S) parameter can be
defined as

S =
TP

TP+FN
,

where TP = true positives and FN = false negatives. In the plaque characterization
problem, it is clear that a high sensitivity in classifying the test set assures that
validated plaques are classified as such. Hence, the mean sensitivity, together with
the overall accuracy

A =
TP+TN

TP+TN+FP+FN
,

where TN = true negatives and FP = false positives, are the parameters to maximize.
For this reason, J is defined as a weighted linear combination of the weighted
averaged sensitivity over all the classes and the overall accuracy as

Jk = α
Nc

∑
l=1

wl
kSl

k

︸�����︷︷�����︸
JS

+(1−α)Ak, (2)

where Sl
k and wl

k are the sensitivity and the weighting for the class l at algorithm
iteration k, respectively, Nc is the number of classes, Ak is the overall accuracy and
α ∈ [0,1] is a coefficient that regulates the importance of each term. To avoid the
algorithm to increase the sensitivity of a class at the cost of an excessive reduction
of other classes sensitivity, wl

k is dynamically defined to be inversely proportional to
the class sensitivity itself:

wl
k =

log

(
1
Sl

k

)

∑Nc
l=1 log

(
1
Sl

k

) (3)

During iteration k, if one of the classes has a sensitivity close to one, the
corresponding weight tends to zero. For this reason, this class will poorly influence
the inclusion/exclusion process letting the pSFFS algorithm to search for frames that
improve other classes sensitivity. The sensitivity-based term of J equation is denoted
as JS. Finally, the term proportional to the accuracy guarantees an inclusion process
in which not only the sensitivities are balanced, but also the global classification
performance is improved. The importance of both the sensitivity and accuracy terms
is regulated by the α coefficient, experimentally set to 0.4 by cross validation.
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Table 2 Performance as
MEAN (STD) of IvtD and
pSFFS methods when
classifying in-vitro data. The
overall accuracy (A), the
sensitivity (S), specificity (K)
and precision (P) are
computed when
discriminating fibrotic (fib),
lipidic (lip) and calcified (cal)
plaque

IvtD pSFFS

A 89.93 (0.29) 91.59 (0.47)

Sfib 90.46 (0.60) 92.58 (0.95)
Slip 80.49 (0.80) 85.21 (0.59)
Scal 92.20 (0.46) 92.29 (0.75)

Kfib 92.16 (0.41) 93.85 (0.34)
Klip 95.50 (0.17) 96.47 (0.37)
Kcal 96.15 (0.48) 96.21 (0.38)

Pfib 93.34 (0.33) 94.72 (0.30)
Plip 69.48 (0.86) 74.78 (2.09)
Pcal 92.48 (0.86) 93.23 (0.62)
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Fig. 11 Example of the pSFFS algorithm performance up to 12th iteration. This case is specific for
a generic pth necro case. J is the value achieved at each iteration during the data selection process,
while the overall accuracy and sensitivity (S) for each tissue type are computed by characterizing
the X p

val data at each iteration

4.5 Test In Vitro

Table 2 shows the classification parameters for the pSFFS methods when charac-
terizing in vitro data, compared with the initial plaque characterization performance
using exclusively in vitro data (IvtD) as training set. In pSFFS, the classifier has been
trained by using the enhanced data set obtained by applying the data fusion method.
Note that the algorithm provides a mean improvement in performance parameters
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Fig. 12 Plaque characterization on IVUS data. First column: original IVUS images; second
column: histologically validated ground-truth plaque segmentation; third column: classification
result in the regions defined by histology. Yellow, green and blue (corresponding to light, medium
and dark grey) colors indicate lipidic, fibrotic and calcified tissue, respectively

of 1.9% with respect to the IvtD case. Figure 11 shows an example of the changes of
performance parameters during the pSFFS algorithm for a generic patient. Figure 12
shows some examples of plaque characterization in IVUS images where tissues are
labeled using the enhanced classifier.

4.6 Test In Vivo

The results on Table 2 prove that the enhanced classifier outperforms a classifier
trained and validated only on in vitro cases. Note that the last approach has been
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Table 3 Performance as
MEAN (STD) of Ivt vs
pSFFS methods in classifying
in-vivo data. The overall
accuracy (A), the sensitivity
(S), specificity (K) and
precision (P) are computed
when discriminating fibrotic
(fib), lipidic (lip) and calcified
(cal) plaque

IvtD pSFFS

A 74.05 (1.34) 87.09 (0.33)

Sfib 88.49 (3.36) 90.66 (0.43)
Slip 27.87 (3.50) 58.46 (1.61)
Scal 99.62 (0.11) 99.37 (0.22)

Kfib 67.54 (1.53) 85.86 (0.55)
Klip 97.53 (1.49) 98.56 (0.09)
Kcal 96.67 (0.26) 96.32 (0.24)

Pfib 55.90 (1.27) 73.85 (0.72)
Plip 83.93 (7.95) 92.59 (0.33)
Pcal 94.74 (0.38) 95.82 (0.26)

followed by almost all the plaque characterization methods presented in the last ten
years, on the hypothesis that the differences between in vitro and in vivo data are
negligible.

In the data fusion approach, the training data set is designed by fusing in vivo
and in vitro IVUS data. It is then reasonable to assume that the enhanced classifier
could exhibit better performance in discriminating in vivo data with respect to a
classifier trained only with in vitro data. Note that this assumption does not imply
any hypothesis on the similarity between in vivo and in vitro data; it is in fact
naturally deduced since the enhanced data set includes examples of in vivo data,
thus providing to the classifier a knowledge about the spatial distribution of in vivo
points. In order to prove the last hypothesis, the classification results of both the
IvtD and the pSFFS classifiers when discriminating plaques in in vivo cases are
compared: Table 3 shows the obtained classification performance in both cases.

Given the impossibility of obtaining the absolute knowledge on in vivo tissue
composition by histological analysis, it is clear that the obtained results cannot
be considered as a reliable, though qualitative results. Notwithstanding that, the
increment of about 13% in overall accuracy when the pSFFS classifier is used
indicates the benefits achieved in using an enhanced data set instead of a pure in
vitro training set.
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Three-Dimensional Ultrasound Plaque
Characterization

José Seabra, Jasjit S. Suri, and João Miguel Sanches

Abstract The chapter proposes a framework for extending the analysis of the
atherosclerotic disease to a three-dimensional perspective. Different data acquisition
systems, either based on a robotic arm setup or free-hand are proposed, in order
to collect image sequences that completely describe the plaque anatomy. A 3D
reconstruction method is proposed, comprising a Rayleigh based de-speckling
approach and interpolation. As a consequence, 3D maps accounting for plaque
echogenicity and texture, according to appropriate local Rayleigh estimators are
obtained. Furthermore, the application of a segmentation approach which makes use
of the Graph-cuts method, provides an efficient way to segment and locally identify
unstable regions throughout the plaque. This information, complemented with a
more accurate inspection of plaque morphology, may have an important clinical
impact in disease diagnosis.

1 Introduction

Atherosclerosis is a disease which generally affects large and medium-sized ar-
teries and its most important feature is plaque formation due to progressive
sub-endothelial accumulation of lipid, protein, and cholesterol esters in the blood
vessel wall.

Several studies recognize that the degree of stenosis, obstruction to the blood
flow, is an important physiological landmark of stroke but that other parame-
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ters, such as plaque echo-morphology and texture should also be considered for
designing a plaque risk profile. Additionally, it has been observed that vulnerable
plaques are usually associated with fibrous cap thinning and infiltration of inflam-
matory cells consequently leading to rupture. Other studies reported a positive
correlation between the presence of fatty contents and hemorrhage with neurological
symptoms, thus suggesting that inflammatory activity potentially determines plaque
instability. In Pedro et al. [1, 2], the location and extension of these regions are
identified as sensitive and relevant markers of stroke risk.

Numerous research groups conducted studies aiming at characterizing and
identifying the main features of the symptomatic lesion [1, 3–8]. Among these, the
gray-scale median and P40 can be used to characterize the plaque from an echogenic
viewpoint. However, the interpretation of these parameters values will fail to reveal
possible unstable foci within the plaque, specially when plaques are heterogeneous
or present significant hypoechogenic areas.

The risk assessment of plaque rupture through conventional 2D techniques is
limited to a subjective selection of a representative image of plaque structure and
it is hardly reproducible. An accurate diagnostic procedure based on 3D is known
to be valuable but has not yet been adopted in clinical practice, mainly because
such technology is not usually available in most medical facilities. Recently, less
operator-dependent methods based on 3D US have been proposed from better
assessment of plaque vulnerability [9, 10]. These studies aim at quantifying the
plaque volume, degree of stenosis [11], and the extension of surface ulceration [12].

The focus of this chapter is to assess the atherosclerotic disease on a 3D
perspective providing better visualization of the lesion and characterization of
potential risk. The carotid disease study in 3D is rooted on the reconstruction of 3D
maps starting with 2D information extracted from noisy BUS images. To achieve
the proposed objectives, different 3D image acquisition methods are explored
and powerful methods for identifying vulnerable foci within the plaque volume
are used.

2 Development of DAQ Systems for 3D Ultrasound

Medical US has benefited from major advances in technology and is considered an
indispensable imaging modality due to its flexibility and non-invasive character.

Currently, there are accurate methods to assess the disease severity based on
CT [13] or MRI [14]. However their application is expensive, time consuming,
and requires equipment which is not yet available and accessible in most clinical
facilities. On the other hand, 2D ultrasound is widely available and provides real
time data acquisition and visualization, so it has been so far the preferred technique
in the diagnosis and monitoring of the disease.

Although all anatomy is 3D in form, the vast majority of US imaging is 2D.
Most of the times, this technique provides sufficient information for diagnosis but
there are clearly identifiable limitations, such as, non-ability to perform quantitative
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volume measurements or to obtain optimal 2D scan views of the anatomical
ROI (Region of Interest). Consequently, 3D US is a logical solution to allow better,
more complete and objective diagnostic results. In this imaging modality, the 2D US
images are combined by a computer to form an objective 3D image of the anatomy
and pathology. This data can be manipulated and measured in 3D both in real time
or later off-line. Moreover, unlike CT and MR imaging, in which 2D images are
usually acquired at a slow rate as a stack of parallel slices, in a fixed orientation, US
provides images at a high rate (15–60 s−1) and in arbitrary orientations.

Most 3D US systems make use of a conventional transducer to obtain a
sequence of images by sweeping the probe along the anatomical ROI, and differ
only in acquisition and position sensing [9]. In this way, images can be acquired
mechanically, free-handed with or without an optical or electromagnetic spatial
locator and using 2D arrays. Some of these systems were validated in various
clinical applications, such as obstetrics, cardiology, and vascular imaging in order
to increase the diagnosis confidence [15].

2.1 Robotic Arm Prototype

Depending on the organ or tissue to be scanned, it is necessary to apply different
scanning strategies or protocols which comprise linear, rotatory, and free-hand
scanning, just to name the most common ones. Most imaging systems are not
optimally adapted for such a wide range of applications. Hence, a 3D US prototype
robotic system which can control, standardize, and accurately perform the acquisi-
tion process is presented. This system may assist the operator in defining suitable
scanning paths for each patient according to the ROI to be scanned. Different
acquisition properties can be assigned in each examination, such as the duration
and rate of image acquisition. Moreover, each image is assigned with its spatial
information allowing to further perform follow-up studies or to reconstruct and
segment the tissues or organs scanned with higher degree of confidence.

Robotic systems can be regarded as an important diagnosis tool because they
can simultaneously control and standardize the image acquisition process. Thus,
they can be very suitable for quantifying and accurately monitor the development
of cardiovascular diseases, namely, the progression of atheromatous plaques by
scanning the carotid or coronary arteries [16]. In addition, the ability to remotely
position the US probe with the robotic arm could also be used in telemedicine [17].

Given this, a prototype medical robot is described which can easily be integrated
with common ultrasound scanning equipment and provides clinicians with their
regular scanning operations. The prototype robotic arm is schematically shown
in Fig. 1a and comprises four main components. The first unit is the robotic arm
(Scorbot-ER VII, Intelitek, USA) with six degrees of freedom which is operated
from the robot controller. The second element is an US portable scanner (Echo
Blaster 128, Telemed, LT), equipped with a linear array probe. This probe is attached
to the tip of the robotic arm, together with an electromagnetic position sensing
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Fig. 1 Robotic Arm Prototype. (a) Block diagram of the system components. (b) Experimental
setup. The robotic arm carries the probe and the position sensing receptor from the US scanner and
the spatial locator, respectively. The workstation personal computer controls the movements of the
robotic arm with the aid of a joystick. Images are tagged with their spatial location and showed on
the screen. (c) Acquisition modes: linear (a), fan-like (b), and rotatory (c) scans

device (Fastrak, Polhemus, VT). The last component of the system is the computer
workstation, which holds a joystick and the interface to control the medical robot
and the US scanner.

A user-friendly graphical interface provides access and setting of the robotic arm
controls and movements as well as visualization and tuning of acquisition results.
The robotic arm is manipulated using a joystick which allows to move the US probe
toward the ROI to be scanned. Moreover, the system features a learning mode which
enables to store in memory a suitable scan path, and a replay mode to reproduce the
manually taught path. This attribute of the robotic system is suitable to guarantee
reproducible and personalized results since a scan path can be assigned for each
patient with controlled speed and accurate position information provided by the
spatial locator.
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The robot integrates several acquisition modes (see Fig. 1c), providing free-hand,
linear, fan-like, and rotatory scans. This should be flexible enough to allow image
acquisition from different organs and tissues, where different scanning operations
are needed. The system allows to capture BUS images at uniform spacing and user-
defined sampling rate. These images are synchronized with the spatial locator and
sent with their corresponding probe positions to the workstation for storage and
further 3D reconstruction.

Figure 1b shows the experimental robot setup for US image acquisition. A cross-
section of a cylindrical latex-made phantom, which resembles a human vessel, was
acquired and the result is shown on the computer screen.

This system provides accurate and standardize but at the same time flexible
scanning of several organs and tissues. In particular, this can be a reasonable alter-
native to other 3D US imaging systems for accurately quantifying the progression
of cardiovascular diseases.

2.2 Free-Hand Ultrasound

A free-hand system can be also used to acquire BUS images for 3D Ultrasound.
This strategy is more flexible than the robotic system presented above since it allows
image acquisition with unconstrained movement. In general, a free-hand US image
acquisition system consists of a sensor (attached to a probe) that is tracked by a
device that calculates the sensor’s position and orientation at any point in time. This
information is used to compute the 3D coordinates of each pixel of the BUS images.
In this context, there are four common technologies to track medical instruments,
including mechanical, acoustical, electromagnetic, and optical.

The developed free-hand system is composed of an US duplex scanner (HDI
5000, Philips Medical Systems division, Bothell, WA, USA), depicted in Fig. 2a
with a L12-5 scan probe (5–12 MHz broadband linear-array transducer), where a
sensor from a tracking device was coupled as illustrated in Fig. 2b. The designed
system uses an electromagnetic sensing device (Fastrak, Polhemus, VT, USA)
providing storage of six degrees of freedom. The idea behind the electromagnetic
system is to have a receiver placed on a probe that measures the induced electrical
currents when moved within a magnetic field generated by a transmitter.

Generally, the tracking devices used for free-hand systems have the same
operating mode. The device tracks the position and orientation of the sensor on
the probe, not the BUS image plane itself. Hence, it is necessary to compute the
transformation (rotation, translation, and scaling) between the origin of the sensor
mounted on the probe and the image plane itself. This problem can be tackled with
the application of an adequate calibration method. Here, calibration was attained
with a suitable software (Stradwin, Medical Imaging group at the Department of
Engineering, University of Cambridge, UK) where all the experimental apparatus
required is a flat plane immersed in a water tank. The flat plane could be as simple
as the bottom of the water tank [18, 19].



208 J. Seabra et al.

Fig. 2 Free-hand 3D US. (a) Experimental setup, comprising a scanner, a spatial locator (b) and
a computer interface for image visualization and acquisition

After calibration, every pixel in each 2D image is mapped in the 3D coordinate
system of the tracking device to reconstruct a geometrically correct volume.

3 Methods

This section addresses the methods developed to study the atherosclerotic lesion
from a 3D perspective. Hence, a description of the reconstruction procedure from
sequences of BUS images acquired with the free-hand US system is described next.
Moreover, a methodology for the local characterization (labeling) of hypoechogenic
regions within the plaque volume is presented. The labeling procedure is based
on Graph-cuts and it is expected to improve the characterization of plaques, by
providing a more appropriate identification of unstable foci inside it.

3.1 Reconstruction

Two approaches are generally considered in organ and tissue reconstruction: surface
and volume rendering. Surface rendering [12, 20] can be used to extract the



Three-Dimensional Ultrasound Plaque Characterization 209

bifurcation walls of carotid arteries and quantify the degree of stenosis and plaque
volume. A volume rendering approach [21] is often used to reconstruct a particular
volume of interest from which echo-morphological or textural analysis can be
performed. Here, a combination of the two approaches is used. First, volume
renderings are obtained from sets of 2D BUS images of the carotid artery. The
regions corresponding to atherosclerotic plaques are visually detected in several
cross-sections taken from the obtained volume and then segmented using semi-
automatic segmentation methods, e.g., active contours [22] guided by experienced
physicians. Surface rendering employs the interpolation of these contours providing
a three-dimensional representation of the plaque. This procedure has been exten-
sively described in [23].

It is recognized that BUS images are characterized by a speckle pattern which
makes data visualization and interpretation a challenging task. The method used
here to compute the morphology of the VOI (Volume of Interest) containing the
carotid plaque is composed of two main steps: (1) de-noising and (2) reconstruction.

The method used to accomplish de-noising is based on the approach described
in [24] and can be summarized as follows. Let Y = {yi, j} be the original ultrasound
image and Σ = {σi, j} the de-speckled image to estimate. A Bayesian framework
with the Maximum a Posteriori criterion (MAP) is adopted to deal with the ill
posedness nature of this particular de-speckling problem. Hence, the de-speckled
image is obtained by minimizing an energy function:

Σ̂ = argmin
Σ

E(Y,Σ), (1)

where E(Y,Σ) = Ed(Y,Σ)+Ep(Σ). Ed(Y,Σ), called data fidelity term, pushes the
solution toward the data and Ep(Σ), called prior term, regularizes the solution
by introducing prior knowledge about Σ . The data fidelity term is the log-
likelihood function, Ed(Y,Σ) = − log(p(Y |Σ)) where p(Y |Σ) = ∏N,M

i, j=1 p(yi, j|σi, j)

and p(yi, j|σi, j) is the Rayleigh probability density function [25]. The overall energy
function obtained after considering the variable change x = log(σ2) is:

E(Y,X) =∑
i, j

[
y2

i, j

2
e−xi, j + xi, j

]
+αTV (X) (2)

where the prior term,

TV (X) =∑
i, j

√
(xi, j−xi−1, j)2 +(xi, j−xi, j−1)2, (3)

is the so-called Total Variation (TV) of X = {xi, j}. An example to illustrate the
application of the de-speckling algorithm is displayed in Fig. 3.

In the second step, these de-noised images are interpolated to estimate a 3D VOI
containing the plaque. The 3D reconstruction of a VOI which completely contains
the plaque aims at estimating a 3D field, F = { fp}, from the de-noised images
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Fig. 3 De-speckling example (b) of an original ultrasound image (a). The algorithm clearly shows
its edge-preserving nature (c)

Fig. 4 Voxel representation
associated with the node fp

(gray), located at μp, and
several image pixels, at
locations τr

p in its
neighborhood (red)

computed in the de-speckling step, Σ t = {σ t
i, j}, where t denotes the t th image of the

sequence of BUS images acquired with the presented 3D free-hand US system, and
p = (i, j,k) represents a node index in the 3D matrix, F . Two problems are naturally
raised: (1) the node locations of F , fp, and the locations of the pixels of Σ t , σ t

i, j, do
not match, and (2) some nodes may not be observed (missing data). These problems
are tackled with an interpolation procedure described as follows.

Let us consider each voxel, fp, as a cubic region centered at the location of the
node μp, with dimensions (Θ1,Θ2,Θ3) and the locations of the de-noised pixels σ t

i, j
as τt

i, j. Moreover, let ϒp = {σ t
r,l : τt

r,l ∈ SΘ1,Θ2,Θ3(μp)} be the set of all pixels inside
the neighborhood (voxel), SΘ1,Θ2,Θ3(μp) of the node fp displayed in Fig. 4.

In a first step, a 3D volume, Z = {zp}with the same dimensions of Σ is computed
where each element, zp = 〈ϒp〉, is the weighted mean of the set ϒp where the
weights are the normalized distances of the pixel locations to the center of the voxel,



Three-Dimensional Ultrasound Plaque Characterization 211

0 1 2 3 4 5 6 7 8 9 10
0

0.2

0.4

0.6

0.8

1

np

β(
n p

)

Fig. 5 Regularization parameter function depending on the number of observed pixels

such that zp = (∑r ‖τr − μr)‖σr)/(∑r ‖τr − μp‖) where τr denotes the location of
the rth pixel within the set ϒp. Therefore, each element of Z contains the average
intensity of the pixels within the voxel. However, some elements of Z may be
undefined when there are no observations (pixels) inside the voxel. In this case an
interpolation is needed. This missing data problem may be solved by minimizing
the following energy function:

E(F,Z) =∑
p
[np( fp− zp)

2 + g2
p], (4)

where gp =
√
( fi, j,k− fi−1, j,k)2 +( fi, j,k− f i, j− 1,k)2 +( fi, j,k− fi, j,k−1)2 is the

gradient magnitude of F at the voxel p and np is the number of observations (pixels)
associated with the voxel p. The minimization of (4) can be iteratively solved by
optimizing with respect to one unknown at a time, which leads to the following
recursion:

f t
p = β (np)zp +(1−β (np)) f t−1

p , (5)

where ()t denotes the iteration t, f t−1
p corresponds to the mean value of the

neighbors of fp computed in the iteration t−1, np is the number of pixels inside the
voxel and

β (np)) =
np

np +Nv
(6)

is a regularization parameter function with Nv = 6, whose behavior is illustrated
in Fig. 5. The equation expressed in (5) reveals the underlying interpolation
mechanism performed during the minimization of the energy function (4). Each
new estimate of F , Ft , is dependent of the previous estimate, Ft−1, and of the
field of the mean pixel intensities, Z, computed in the previous step. As large is
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the number of pixels, np, associated with a particular voxel, the closer to the unity
is the parameter β , meaning that, in the limit, f t

p ≈ zp. Conversely, a small number

of observed pixels leads to small values of β , f t−1
p , meaning that new estimates

of f t
p are computed part from zp and part from the neighbors, f t−1

p , estimated in
the previous iteration. In the limit, when no observations are available, β = 0, and

the new estimate is f t
p = f t−1

p , that is, it corresponds to the mean intensity of its
neighbors. To summarize this method is based on the following concept: when a
large number of pixels are available for a given voxel its value is mainly computed
from Z, whereas when the number of observations is small or even zero the estimate
is obtained from the voxel neighborhood values.

The volume field F , originated from the set of de-speckled images, describes the
value of the Rayleigh parameter across the VOI enclosing the carotid plaque and it
may be used to compute local intensity and textural indicators which characterize
the different components and tissues of the plaque. Volume reconstruction of the
plaque interior provides an overall characterization of its composition which is in
most cases mentally built up by the clinician.

Traditionally, plaque characterization is based on statistics computed from the
observed noisy pixels. Here, instead of computing these indicators from the noisy
data, the characterization is based on theoretical statistical estimators depending on
F , and consequently on the plaque acoustical properties encoded in the Rayleigh
distribution.

Given this, with the purpose of assessing the local echo-morphology of the 3D
reconstructed plaque, the median and the P40 are computed, since these indicators
already demonstrated to be useful for tissue characterization. These statistics,
derived from the Rayleigh distribution [26], are given by:

⎧⎨
⎩

fν (p)= fp
√

log(4)

fP40(p) = 1− exp
(
− 402

2 f 2
p

)
.

(7)

Consequently, two different maps, Fν and FP40 are computed containing the
values of the mentioned estimators at each location p = (i, j,k). By averaging the
elements of these 3D matrices, a rough (global) characterization of the plaque echo-
morphology can be performed.

3.2 Local Hypoechogenic Region Labeling with Graph-Cuts

As mentioned before, the global characterization of carotid plaques, despite its
unquestionable usefulness, may not be accurate for an objective assessment of
plaque vulnerability, especially in cases where the plaque is significantly hetero-
geneous or is plagued by artifacts.
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Fig. 6 Labeling procedure performed on a plane by plane basis, providing Lv and Lv

In this section a local-based labeling approach was developed. The goal is to use
statistical estimators (7) to assess the risk of plaque rupture on a localwise basis.
This method is expected to identify regions of the plaque whose hypoechogenicity
information point toward potential foci of vulnerability. Plaque classification at each
location p = (i, j,k) can be made by comparing the statistics derived in (7) with a
threshold, defined by the clinician. Considering the median and P40, conventional
reference values are 32 and 43, respectively [1, 27]. This is done for every voxel,
resulting in 3D maps of labels ascribed for each one of the clinical indicators. This
thresholding algorithm is simple and fast but it does not take into account spatial
correlation between neighboring nodes because the process is performed on a voxel-
by-voxel basis.

Here, a more sophisticated and accurate method is used where the labeling
procedure considers the intensity value of the statistical function at location p
and also the values of its neighboring nodes. The goal is to introduce spatial
correlation to reduce the misclassification rate by assuming that the plaque is
piecewise homogeneous, that is, composed of homogeneous regions separated by
abrupt transitions. This assumption is acceptable from an anatomical perspective
and is usually adopted for de-noising and de-blurring in medical imaging.

Let fp be the estimated value of F at the pth node. The labeled maps, Lτ
with τ = {ν,P40}, are performed on a plane-by-plane basis, i.e., each plane is
labeled independently of the others. The segmentation is binary, which means
L (p) ∈ {0,1} where L (p) is the pth node of the labeled volume. The labeling
procedure of the whole volume is performed in three steps, as depicted in Fig. 6:
(1) all stacked planes along the vertical direction are independently labeled, (2) all
stacked planes along the horizontal direction are independently labeled, and (3) both
volumes obtained in the previous steps, Lv(p) and Lh(p), are fused by making
L (p) = Lv(p)⊗Lh(p) where⊗ denotes the boolean product.

The labeling process of each plane is performed by solving the following
optimization problem:

Lτ = argmin
L

E(Fτ ,L ), (8)
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where the energy function is given by:

Eτ(Fτ ,L ) =∑
p
(λτ − fp)(2L (p)− 1)− 1

+θ∑
p

(
V (L (p),L (pv))+V(L (p),L (ph))

g̃p

)
, (9)

where λτ is the threshold associated with the indicator τ , θ is a parameter to tune
the strength of smoothness, g̃p is the normalized gradient at location p, and pv and
ph are the locations of the causal vertical and horizontal neighbors of the pth node.
In addition, V (l1, l2) is a penalization function defined as follows:

V (l1, l2) =

{
0 l1 = l2

1 l1 � l2.
(10)

The energy function (9) is composed of two terms: the first called data term
and the second designated as regularization term. The first forces the classification
to be L (p) = 1 when fp ≥ λτ because this leads to a decrease in the term (λτ −
fp)(2L (p)− 1) when compared to the alternative classification, L (k) = 0. The
opposite occurs if fp < λτ . The second term forces the uniformity of the solution
because the cost associated with uniform labels is smaller than with non-uniform
ones (10). In order to preserve the transitions the terms are divided by the normalized
gradient magnitude of fp, g̃p. Therefore, when the gradient magnitude increases the
regularization strength is reduced at that particular location.

The minimization of (9) formulated in (8) is a huge optimization task performed
in the ΩNM high-dimensional space where Ω = {0,1} is the set of labels and N
and M are the dimensions of the image. In [28] it is shown that several energy
minimization problems in high-dimensional discrete spaces can be efficiently solved
by use of Graph-cuts [29]. Opportunely, the energy function given in (9) belongs to
this class of problems, for which the authors have designed a very fast and efficient
algorithm to compute the global minimum. For example, a 200×300 pixel image is
processed in 0.2 seconds in an Intel Core2 CPU at 1.83GHz with 2GB RAM, which
shows the efficiency and the short processing time of the method.

4 Experimental Results

The first result aims at investigating the adequacy of the labeling procedure to
detect piecewise smooth regions in synthetic ultrasound data. For this purpose, it
is used a synthetic BUS image (Fig. 7a) created from a plaque phantom presenting
two hypoechogenic regions ( fp = 20), one low echogenic region ( fp = 35) and the
echogenic foreground ( fp = 50). The background is assumed to be hypoechogenic
( fp = 20). The synthetic image is corrupted with Rayleigh noise using MatLab
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Fig. 7 Illustration of labeling based on Graph-cuts using a synthetic plaque corrupted with
Rayleigh noise. Different classes (regions) are correctly labeled

software. Here, the number of classes (regions with homogeneous echogenicity)
to detect is set to 3 and the data term is simply the image intensities. This simple
example provides an illustration of how the Graph-cuts algorithm is able to correctly
label the different portions of the synthetic BUS image (Fig. 7b, c).

Furthermore, the performance of 3D reconstruction and labeling was evaluated
with a set of 100 synthetic images created as in the aforementioned example. This
image set defines a 3D VOI, as illustrated in Fig. 8a. Each image is corrupted
with noise and interpolated, thus creating the noisy VOI shown in Fig. 8b. After
de-speckling each image and performing 3D reconstruction, the obtained result is
shown in Fig. 8c. Clearly, speckle has been significantly suppressed, providing a
clearer VOI where the plaque can be easily identified. Moreover, the application of
de-speckling followed by 3D reconstruction eases the task of 3D labeling, whose
results are shown in Fig. 8d. In fact, the hypoechogenic regions, hypothetically
considered as defining foci of plaque instability, are correctly identified by use of
the labeling procedure based on Graph-cuts, where fλ = 20 in (9).

The effectiveness of the labeling procedure based on Graph-cuts for local
identification of unstable sites inside the plaque is evaluated in real ultrasound
data. Three carotid plaques were reconstructed following the previously proposed
method and then locally characterized using the median and P40 estimators derived
from each reconstructed VOI, fp, that is, fν(p) and fP40(p). As mentioned, the
analysis of plaque echo-morphology, in particular the GSM (median) and P40
determines whether (or not) a plaque is stable by using consensual thresholds given
in the literature [1, 2, 30], which in this context corresponds to fν (p) < 32 and
fP40(p)> 43. This binary classification, based on a thresholding procedure, is very
simple and can lead to nonrealistic clinical results as physicians would expect to
identify clusters (regions) of vulnerability across the carotid plaques, where isolated
or dispersed pixels (outliers) are not expected to occur. Hence, the application of a
strategy such as that based on Graph-cuts can be suitable for this particular labeling
problem since it favors clustering. The labeling procedure based on Graph-cuts is
applied by considering the 3D maps of the median and P40, fν (p) and fP40(p), and
the corresponding reference “cut-offs”, fλ = 32 and fλ = 43, in (9).
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Fig. 8 3D reconstruction and labeling using Graph-cuts from a synthetic image set

Figure 9 displays the labeling of potentially dangerous sites inside the plaque
using two labeling strategies, where the first is based on thresholding and the second
on Graph-cuts. It is observed that the use of Graph-cuts allows to better discriminate
the hypoechogenic sites across the carotid plaques. Volumes labeled with Graph-
cuts appear less noisier than when the threshold method is used. This suggests that
the use of Graph-cuts may improve the characterization of carotid plaques, namely
by providing a more appropriate identification and definition of unstable regions
across the plaque. This result can be clinically meaningful since as reported in [1]
the degree of extension of these unstable regions and their location throughout the
plaque should be considered and used as markers of risk of plaque rupture and thus
of stroke risk.

Figure 10 depicts a potential application of the reconstruction and labeling
algorithms in the scope of 3D plaque analysis with ultrasound. First, regions of
hypoechogenicity are identified by use of the local median estimator, fν (p)), and the
Graph-cuts labeling strategy (Fig. 10a). Figure 10b illustrates a potential application
of the characterization algorithm based on the inspection of a region which was
identified by the algorithm as being more vulnerable. This region can be extracted,
its location inside the plaque can be tracked, and its volume can be computed to
assess the ratio of its occupation related to the whole plaque.
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Fig. 9 Comparison of labeling strategies based on simple threshold and Graph-cuts computed
from the median and P40 3D maps of three reconstructed plaques

Moreover, Fig. 10c shows results of plaque texture, based on the standard
deviation estimator which is computed as fσ (p) = 4−π

2 f 2
p [30], providing a gray-

scaled indicator of plaque heterogeneity. Regions resulting from the combination
of the previous results are thought to be the most important foci of plaque
rupture.
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Fig. 10 Potential application of the algorithm: (a) Identification of hypoechogenic sites, using the
local median parameter; (b) Inspection and quantification of a representative vulnerable region
detected inside the plaque; (c) Gray-scale mapping of plaque texture, using the local standard
deviation parameter; (d) New cross, section of the plaque from the reconstructed volume

The 3D approach provides the visualization of an unlimited number of cross-
sectional cuts of the plaque which naturally eases the analysis of its echo-
morphology contents and surface regularity (Fig. 10d).

5 Conclusions

The assessment of plaque morphology, echogenicity, and texture is considered to be
critical for an accurate diagnosis of atherosclerotic disease. 2D ultrasound has so far
been the preferred imaging technique because it is non-invasive, inexpensive, and
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portable. This chapter proposes an extension to the traditional characterization of
plaques using a 3D approach. This strategy provides a more complete and objective
description of lesion severity because it considers all the information enclosed in
the plaque anatomical volume without depending on a subjective selection of a
particular image for diagnosis.

Two distinct data acquisition systems developed for 3D ultrasound, either robotic
arm and free-hand based, are proposed to obtain a set of cutting planes of the carotid
plaque acquired at a high sampling rate and in virtually any arbitrary orientation.

Moreover, the VOI containing the plaque is obtained in two steps, where the first
uses the proposed de-speckling algorithm applied to each image of the acquired
data sequence and the second considers a reconstruction step. The application of
such procedure provides a description of plaque echogenicity and texture in terms of
3D maps of local estimators obtained from the Rayleigh distribution. Consequently,
plaque analysis can be performed on a global sense, where the average values of
Rayleigh descriptors are computed, or on a local basis.

The latter approach is crucial from a clinical perspective because it potentially
allows the identification of sources of plaque rupture. To tackle this problem, a
labeling method is introduced using an efficient method based on Graph-cuts. Such
labeling procedure improves the segmentation of potential foci of instability across
the plaque because it is robust to the presence of noise and favors clustering. Results
of local labeling using synthetic and real data show that this strategy outperforms
the method based on simple thresholding.

Hence, an entire 3D ultrasound-based framework was introduced, from data
acquisition, reconstruction to its analysis, providing a more complete and objective
characterization of carotid plaques. This study presents encouraging and meaningful
results in terms of plaque inspection, quantification, and local characterization of
plaque echo-morphology.
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Part III
Ultrasound Advanced Applications



Real-Time 4D Cardiac Segmentation by
Active Geometric Functions

Qi Duan, Andrew F. Laine, and Jasjit S. Suri

Abstract Recent advances in 4D imaging and real-time imaging provide image
data with clinically important dynamic information at high spatial or temporal res-
olution. The enormous amount of information contained in these data, on the other
hand, has also raised a challenge for traditional image analysis algorithms in terms
of efficiency. In this chapter, a novel deformable model framework, active geometric
functions (AGFs), is introduced for the real-time segmentation problem. As an
implicit deformable framework in parallel with level-set, AGF has mathematical
advantages in efficiency and computational complexity as well as several flexible
features similar to level-set framework. The performance of AGF is demonstrated
in two cardiac applications: endocardial segmentation in 4D ultrasound and myocar-
dial segmentation in MRI with super high temporal resolution. In both applications,
AGF can perform accurate real-time segmentation in several milliseconds per frame,
which was less than the acquisition time per frame. Segmentation results are com-
pared to manual tracing with comparable performance with inter-observer variabil-
ity. The ability of such real-time segmentation will not only facilitate the traditional
diagnoses and workflow but also open the paths for novel applications such as
interventional guidance and interactive image acquisition with online segmentation.
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1 Introduction

Image segmentation is a critical step for quantitative image analysis. In medical
imaging, image segmentation is the prerequisite for quantitative evaluation of organ
pathologies and morphologies, and for quantitative diagnosis. For example, in
cardiac imaging, delineating borders of chambers of the heart and valves are of great
clinical importance. Segmentation of the left ventricular endocardium is required for
quantitative evaluation of the LV function, such as ejection fraction or 3D fractional
shortening [1]. With recent advances in 3D and 4D imaging techniques towards real-
time imaging, the amount of data is becoming prohibitively overwhelming. Manual
tracing of these large datasets is tedious and impractical in clinical setting.

In this context, automated or semi-automated segmentation methods have been
proposed and applied to medical image analysis to leverage the human efforts
involved in the segmentation task. Based on the mathematical foundation of each
method, segmentation approaches can be roughly divided into several classes:
classification (e.g., thresholding, k-means), region growing (such as fuzzy connect-
edness [2]), deformable models (e.g., snake [3], level-set [4–7]), active shape [8] and
active appearance models [9], and probabilistic methods (Markov random field [10],
graph cut [11]). Hybrid methods [12] combining different existing methods were
also proposed. Among segmentation methods, deformable models are still widely
used in medical image analysis, especially for cardiac imaging.

The first deformable model parametric formulation was proposed by Kass et al.
in 1987 [3]. The idea was to digitize the object boundary into a set of points with
predefined connectivity among the nodes; the contour w deforms under the com-
bination of internal forces (such as elasticity and inertia) and external forces (such
as image gradient force) to align with the desired object’s boundaries. Parametric
deformable models, also called snakes in 2D, have been widely applied in various
segmentation tasks [13]. In 1998, Xu and Prince [14] proposed the gradient vector
flow, or GVF, as a novel driving force for the snakes. This newly designed force
overcame several drawbacks in the original snake framework and increased the
performance of the active contour. However, there were still some limitations related
to the parametric formulation of active contours, such as difficulties to adapt to the
contour to topological changes, especially in 3D.

In the late 1990s, Sethian [15] proposed a new framework called level-set to
overcome these limitations. The basic idea was to embed the contour evolution
into isovalue curves of a function with higher dimensionality. Such functions were
called level-set functions. Topological changes could be naturally handled without
additional efforts. Moreover, highly convoluted surfaces, which were very hard to
handle for parametric deformable models, could also be easily represented under
level-set framework. For this reason, level-set formulations have become a really hot
topic in image segmentation in recent years. In 2001, Chan and Vese [16] proposed
their famous “active contour without edges.” In their framework, no image gradient
information was needed as with traditional deformable models. Instead, driving
forces were derived via energy minimization of the Mumford–Shah segmentation
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functional [17]. Their method could easily deal with noisy images. And as a
result, this framework has been widely used in ultrasound segmentation [18], brain
segmentation [19], and many other applications. However, the introduction of level-
set functions implicitly increased the number of parameters of the surface model,
which increases the demand for computational power. Although many optimization
modifications such as narrowbanding or fast marching schemes were proposed, gen-
erally speaking, level-set framework is still a relatively “slow” approach, especially
for 3D or 4D data, in comparison with other deformable model frameworks.

As imaging technology evolves, demands for real-time feedback also increases,
mostly for interventional imaging and minimally invasive surgery. The latest 3D
and 4D imaging techniques and real-time imaging techniques not only provide
better appreciation of the anatomy and function of the body but also raise a great
challenge for image segmentation in terms of efficiency. In this context, a new
framework called active geometric functions (AGFs) is proposed by the authors to
push the limits of real-time segmentation. AGF extends implicit representation in the
opposite direction as the level-set framework does. Instead of adding one additional
dimension to achieve flexibility in topological changes, AGF is achieving benefit in
computational efficiency by reducing the dimensionality of the segmentation prob-
lem and utilizing efficient function basis. In the following sections, the general AGF
framework is proposed and compared to existing deformable model framework. To
illustrate some basic concepts of AGF framework, some straightforward examples
on synthetic images are presented. Then, the performance of AGF framework is
demonstrated in three cardiac image analysis examples, with an extension to multi-
phase segmentation in the second one and multi-phase multi-channel in the last one.

2 General Active Geometric Functions Framework

In image analysis, segmentation refers to the process of partitioning a digital image
into multiple segments. Image segmentation is typically used to locate objects
and interfaces of these objects (lines, curves, etc.) in images. Thus naturally, a
segmentation framework should accomplish two important tasks: representing the
interfaces (i.e., boundaries) of different objects and driving the surface represen-
tation from its default initialization to the actual locations of object boundaries.
Especially for deformable model frameworks, which are composed of two critical
parts: the “model” or the surface representation, which represents the interface, and
the “deformation scheme” driven by applied forces, which fits the model to the
image for desired segmentation, result.

2.1 Interface Representation

In all deformable model methods, interface representation is fundamental since
the interface or boundary is the target object that needs to be fitted to the image
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information to find the desired boundaries. Mathematically, there are two ways to
represent the interface:

1. Explicit representation: that is representing the surface by explicitly listing the
coordinates of the boundary points (i.e., a parametric representation). This is
the representation that original snakes [20] used. The coordinate system can use
either natural basis or other basis as well, depending on applications.

2. Implicit representation: that is representing the surface by embedding the bound-
ary as the isovalue curves of some function f called the representation function.
Level-set functions [4–7] are a good example by embedding the interface as the
zero level-set of a distance function.

2.2 Geometric Function

Most of the recent efforts in segmentation based on implicit interface representation
have focused on the level-set framework, given its advantages for topological
changes and feasibility to represent convoluted surfaces. As mentioned above, level-
set functions add one extra dimension beyond the dimensionality of the image data.
For example, to represent a surface in 3D space, the level-set function corresponding
to the surface will be a trivariate function. For comparison, original parametric
deformable models only required a list of point coordinates in 3D. For level-set,
this extra dimension brings various benefits as well as additional computation load,
which may degrade computational efficiency.

By looking the opposite way of level-set frameworks, it is very natural to think
of dimensionality reduction in surface representation to reduce the computational
complexity. Using the terminology of interface representation, we are looking for a
representation function which has fewer dimensions than the image data, i.e., using
a 2D function to represent a 3D surface in space. We call such function a geometric
function or surface function.

Mathematically, in N-dimensional space, we can define a geometric function
g : RN−1 → R as a special set of functions representing one of the coordinates
constrained by the others. Without losing generality, we can assume that this special
coordinate is x0 and the other coordinates are x1 to xN−1. That is:

x0 = g(x1, . . .xN−1). (1)

The corresponding representation function f is defined as:

f = x0− g(x1, . . .xN−1). (2)

So that the corresponding boundary is the zero-value curve of the function f , i.e.,
f = 0.
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Fig. 1 2D (line interface) and 3D (spherical interface) examples of interface representation using
explicit representation, level-set representation, and AGF representation for the same interface

To better shows the differences of explicit representation, level-set representa-
tion, and AGF representation, both 2D and 3D examples are shown in Fig. 1.

In 2D, to represent a straight line with slope = 1 and passing through the origin
(0, 0), there can be three different representations:

1. Explicit representation: such as {. . .(−1,−1), (0, 0), (1, 1), . . .}
2. Level-set: such as the zero level-set ofΦ(x, y, t) = (x− y)/

√
2, note φ is a signed

distance function, and it is defined on whole x–y plane instead of just on boundary
3. Surface function: such as y = x

Similarly in 3D, a unit spherical interface can be represented by an explicit mesh,
with corresponding level-set function (Fig. 1b) as a signed distance function is
Φ(x, y, z) = 1√

3
(
√

x2 + y2 + z2− 1), and the corresponding geometric function

representation (Fig. 1c) is f (r, θ , ϕ) = r− 1 = 0.
Note since these three ways of surface representation are representing the

same surface, there are some similarities between the corresponding representation
functions for each scheme. It is obvious that both level-set functions and the
geometric functions have the same roots, with the fact that the coordinates used
in the explicit representation are digitized version of these roots. And geometrically,
these roots form the surface we are trying to represent. In other words, explicit
representations, level-set distance functions, and surface functions are just three
different equivalent forms of the actual interface function f for the targeting
surface. The 3D example also illustrates that non-Cartesian coordinate systems can
be used in geometric function representation to efficiently represent the desired
surfaces.
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In this example, however, besides similarity and equivalence, it is more interest-
ing to notice their differences. For example in 2D, the explicit representation is a
set of coordinates defined on the 2D x–y plain; the level-set function is an R2→R
distance function defined on the whole 2D x–y plane; the surface function is an
R→ R function defined only on a 1D x-axis. As a 1D function, surface function
representation has the advantage in efficiency compared with the other two common
representations. From the example, we can see that interface representation based
on surface function is more accurate than the explicit representation, and has less
dimensionality than both other methods. In this way, a surface can be efficiently and
accurately represented, which simplifies the downstream mathematical computation
such as energy minimizations during image segmentation. A more detailed analysis
of the AGF efficiency will come in a later section.

2.3 Driving Force

In general, as a deformable model framework, AGF can utilize any driving forces
used in other deformable model framework. In our particular example, we adopt a
variational framework in deriving the driving forces given its generic formulization
and flexibility in extension for additional energy term that is not covered in
our example. For example, we can use the Mumford–Shah segmentation energy
functional:

E(F,
−→
C ) = β

∫
Ω\−→C

(F−G)2dV +α
∫
Ω\−→C
|∇F |2dV + γ

∮
−→
C

ds, (3)

in which
−→
C denotes the smoothed and closed segmented interface, G represents

the observed image data, F is a piecewise smoothed approximation of G with
discontinuities only along

−→
C , andΩ denotes the image domain. Given the flexibility

of variational frameworks, other segmentation energy functionals may also be easily
adopted.

For the segmentation of an N-dimensional image dataset, the active geometric
functions framework will solve an (N−1)-dimensional variational problem, explicit
representation will solve an N-dimensional problem, and the level-set framework
will solve an (N + 1)-dimensional variational problem. It is obvious that AGF
framework has advantages in dimensionality reduction when compared with the
other two deformable model formulations, at the cost of some flexibility, given the
assumption of 1 versus (N−1) coordinate mapping. However, such surface mapping
can be further modified via the combination with finite element models. In addition,
for typical medical applications, biological surfaces are relatively smooth and well
represented with relatively simple geometric functions.
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2.4 Efficiency of AGF

The efficiency benefit of AGFs comes from three aspects: a dimension-reduced
surface representation, use of efficient function basis, and dimension reduction
of optimization problem. The first two aspects can greatly reduce the number of
parameters used in the optimization procedure.

When comparing the efficiency of different deformable model frameworks, one
important factor has to be paid attention to: the number of parameters needed to
present the same interface is different for the three methods. Level-set uses every
grid point (within the narrowband); explicit parametric models use point lists on
the interface, assuming linear connectivity, which usually is less dense than grid
points; AGF uses function basis to represent the interface, which extremely reduces
the number of parameters. For example, in AGF, only one parameter is needed to
represent a circle in any size, whereas the number of parameters needed for level-set
and parametric models increases exponentially with the radii of the circle.

For example in 2D, to represent a 100-pixel diameter circle, SFA uses one
parameter by using a Fourier basis, a parametric model could use 63-node points
(π×d/5) assuming five-pixel spacing (with 63×2 = 126 parameter), and level-set
could use 942 (3× π× d) grid points assuming a minimal narrowband used, i.e.,
three-pixel narrowband (with 942× 2 = 1,884 parameters). Here, computational
complexity for level-set with narrowband is linear with the parametric model since
the dimensionality N = 2 and a(N−1) = a.

For 3D, it is totally a different story. To present a 100-voxel diameter sphere,
SFA uses one parameter by using a Fourier basis, a parametric model could use
1,257 nodes (π× d2/(5× 5)) assuming five-pixel spacing (with 1,257× 3 = 3,771
parameters), and level-set could use 282,743 (3× 3×π× d2) grid points assuming
a three-pixel wide narrowband (with 282,743× 3 = 848,229 parameters). Now the
computational cost of a level-set formulation is not linear with parametric model.
It is a quadratic relationship!

In the general case, for N-D segmentation, let us assume that the number of
parameters used in parametric models is L, and AGF can gain some parameter
reduction factor of r in each dimension by using surface functions and spacing
of parametric nodal points of d-pixels in 1D, and narrowband width of level-
sets is b (b ≥ 3) in each dimension, then the total number of parameters used in
each model is: (r)−(N−1)L for AGF, L for parametric model as the reference, and
d(N−1)b(N−1)L for level-sets. In other words, if we use parametric models as the
reference method, and represent the computational complexity in terms of the “Big-
Oh” representation, then for N-D segmentation, AGF is a O(−(N− 1)) method in
comparison with parametric models and level-sets with narrow-banding which is
O(N − 1) method. The three models are only comparable when N = 2, in which
case N−1 = 1 and level-set with narrowband and parametric model are different by
a linear factor. However, AGF is still two orders of magnitude faster.

With this analysis, it is clearer of the advantage of AGF in comparison with
existing methods, especially for images with higher dimensionality. Nowadays, 3D
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and 4D image data are becoming routine in medical image analysis and we think that
the advantages for AGF in computational efficiency are critical and nonsubstitutable
by existing frameworks.

In general, deformable models usually utilize iterative methods to find the
optimal solution for the associated energy minimization framework via curve
evolution, which requires an additional variable as an artificial time step added into
the functions. In this case, curve evolution with explicit representation with K−node
points becomes an N×K variable minimization problem since the evolving curve
is represented by

⎡
⎢⎢⎢⎢⎢⎣

−→
X 0(t)
−→
X 1(t)
...

−→
X K−1(t)

⎤
⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎣

x0
0(t) x0

1(t) · · · x0
N−1(t)

x1
0(t) x1

1(t) · · · x1
N−1(t)

...
...

...
...

xK−1
0 (t) xK−1

1 (t) · · · xK−1
N−1(t)

⎤
⎥⎥⎥⎥⎥⎦
, (4)

with N×K evolving variables.
Curve evolution with level-set becomes an (N + 1)-variate functional minimiza-

tion problem since the evolving curve is represented by

φ(−→X , t) = φ(x0, x1, . . .xN−1, t), (5)

which has to be solved for every point on the entire image domain or within the
narrowband.

Curve evolution with AGF becomes an N-variate functional minimization prob-
lem since the evolving curve can be represented by

x0(t) = f (x1, x2, . . .xN−1, t). (6)

The advantage in dimensionality reduction for surface function actives over level-set
framework is evident.

The advantage of AGF over explicit expression is in two aspects. First, in explicit
representation, for each node point, there are N evolving variables, whereas in
surface function representation, there is only one variable for each corresponding
points. This will become more evident if we digitize (6) and reformulate in a similar
form as in (4) (Note in this case, AGF is operated at degenerated mode with reduced
efficiency compared with using basis functions):

⎡
⎢⎢⎢⎢⎢⎣

−→
X 0(t)
−→
X 1(t)
...

−→
X K−1(t)

⎤
⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎣

x0
0(t) x0

1 · · · x0
N−1

x1
0(t) x1

1 · · · x1
N−1

...
...

...
...

xK−1
0 (t) xK−1

1 · · · xK−1
N−1

⎤
⎥⎥⎥⎥⎥⎦
. (7)
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Although the memory usage of (7) is the same as (4), the curve evolution of (7)
has N − 1 less dimensionality than (4), which usually leads to faster and more
stable convergence. Generally speaking, the more parameters to be optimized, the
larger possibility that local minimums and saddle points exist, especially with
the presence of noise. Of course it is not necessarily true for every case that 1D
optimization is more stable than N-D; they could be equivalent. But even for that,
the searching space for 1D case is much smaller than the N-D one, which leads to
faster convergence.

Another aspect is that (6) can be represented via function basis, such as cubic
Hermite functions, in which case only a few weighting parameters rather than a lot
of digitized node points have to be stored and iterated on. This can further improve
the accuracy, efficiency, and numerical stability.

2.5 Beyond Efficiency Benefit

Beside the advantage brought by dimensionality reduction, AGF framework is also
benefited from its intrinsic function representation. By utilizing the idea of surface
function, rather than an explicit list or an implicit higher order function, AGF
can immediately utilizing some basic ideas in the algebra to further improve the
performance.

Basis representation is a very basic idea in function representation. By utilizing
surface function basis other than the nature Cartesian coordinates, AGF can not only
easily deal with enclosed shape as heart, liver, and various tumors but also easily
incorporate shape prior information. By utilizing function basis other than natural
basis, AGF can not only efficiently represent convoluted surfaces but also naturally
enforce prior knowledge on surface smoothness.

By using the concept of piecewise function, AGF can be extended with a
combination of finite element patches to capture much more complex shape, like
left ventricle. By incorporating repositioning and reorientation, the capture range of
AGF can be largely increased, giving less dependence on initialization.

2.6 Comparison with Other Deformable Models

Although as mentioned above, the interface functions for the three deformable
models are equivalent in terms of surface representation, different ways to approach
interface formulation provide different benefits and limitations.

Parametric active contours with explicit representations provide relative simple
representations through interface point coordinates and do not add additional
dimensionality to the optimization problem. However, it cannot easily handle
topological changes, and usually requires some prior knowledge about the target
topology for proper initialization. It is also not trivial to determine whether an
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arbitrary pixel is inside or outside the segmented objects. Moreover, in order to
compare to other segmentation results such as manual tracing, it is usually not
very easy to directly compute quantitative metrics such as surface distances since
it requires pairing of closest points.

The level-set framework based on implicit representations via distance functions
can automatically deal with topological changes and allows easy determination
of whether a point is inside the object or not by simply looking at the sign of
the level-set function at the point location. However, the level-set formulation
implicitly introduces a new dimension, i.e., the value of the level-set function,
for each voxel in the whole image data space, whereas the other two models
only focus on the interface itself. This type of formulation implicitly increases
the dimensionality of the variational problem and thus increases the computational
cost of the optimization process. Even though a narrowband approach can improve
the efficiency by focusing only around the interface, it still requires more voxel
information than the other two formulations. In terms of segmentation comparison,
if the level-set function is the signed distance function, it is very easy to compute
the distance between surfaces, although in most of implementations, level-set
functions after few iterations do not necessarily remain as signed distance functions,
especially for those using narrowband approaches.

Active geometric function is a kind of marriage of the previously discussed
models: it focuses only on the interface as the explicit representation, while
being formulated as an implicit representation like the level-set framework. It has
advantage on dimensionality reduction in surface representation compared with
level-set. It can utilize function basis to avoid memory-inefficient boundary point
digitizing. Even if a degenerated digitized form has to be used and the surface
representation is similar to explicit expression, AGF still has been compared with
parametric deformable model. This dimensionality reduction gives AGF advantages
in efficiency in both aspects of the deformable model (i.e., surface modeling and
deformation scheme). Furthermore, with an implicit representation, it is straightfor-
ward to determine whether a point is inside the contour by simply comparing the
value of the surface function for that point with the value of the surface function
on the boundary. In addition, surface functions enable immediate quantitative
evaluation of the segmentation results via surface comparisons and differences in
surface function values. However, similar to parametric active contours, it is not
trivial to deal with topological changes, with its flexibility in topological changes
limited by the function basis used in the model.

3 Illustration on Synthetic Image

To illustrate the performance and some advantages of the active geometric functions,
several segmentation examples are presented in this section on a synthetic image.
This section specifically focuses on two implicit representation methods: the
AGF method and the level-set representation. Both segmentation frameworks use
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Fig. 2 (a) Synthetic image composed of two regions with normal distributions with the same mean
values but different standard deviations; (b) corresponding binary images indicating the ground
truth segmentation. The blue region has a standard deviation of 5 and the red one has a value of 10
in the original image. The interface is a sine function

variational formulae and interface functions. A fair head-to-head comparison is
possible by setting identical segmentation energy functional and numerical schemes
for both methods.

3.1 Synthetic Image

To illustrate the flexibility of the proposed AGF framework, instead of using an
example on common piecewise smooth images, in this section, both AGF and level-
set approach were challenged with textured regions segmentation.

The synthetic image, as shown in Fig. 2a, was composed of two parts. Pixel
intensities for each part were randomly sampled from normal distributions with
identical mean values and different standard deviations. The corresponding ground-
true binary image is shown in Fig. 2b. The blue region had a standard deviation of 5
and the red region had a value of 10. The interface between the regions was a sine
function. The dimension of the image was 65 by 65 pixels.

3.2 AGF Using Numerical Solution

Usually in image segmentation, especially for the level-set framework, it is not
easy to find a closed form interface function. Instead, a numerical solution or
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Fig. 3 (a) Initialization of the deformable model as in red and the ground truth interface in green;
(b) corresponding signed distance function for the level-set initialization

approximation of the interface function is computed via iterative numerical energy
minimization. With the level-set functions, this requires computation values of
the level-set function at each pixel (or on a narrowband near the interface). With
AGF, we only need to compute the surface function values at each pixel on the
interface.

Given the texture-based segmentation problem presented in Fig. 2, the following
energy functional was selected:

E =
∫
Ω

(σ(x, y)− δ1)
2H(x, y)dxdy+

∫
Ω

(σ(x, y)− δ2)
2(1−H(x, y))dxdy, (8)

whereΩ the image domain, σ(x, y) is a standard deviation estimator for pixel (x, y)
within a small neighborhood, and H is the Heaviside function, which equals 1 inside
the current interface and 0 outside. The parameters δ1 and δ2 are computed as the
average standard deviations inside and outside the current interface, respectively.
The optimal segmentation will partition the image into two regions, with relative
homogeneous distributions of the standard deviations within each region. This
approach is equivalent to segmenting a representation of local standard deviation
σ(x, y) values of the image, knowing that for normal distributions N(μ , σ), average
standard deviations, converge to the scale parameter σ . The Chan–Vese level-set
numerical schemes described in [6] were used for the level-set implementation. For
simplification, no curvature constraints were used.

Both methods were initialized as a straight line at the center of the image, as
shown in Fig. 3a. The ground truth boundary is shown in green in the same figure.
Corresponding surface functions for AGF was just a 1−D constant function as
y(x) = 0,−32 ≤ x ≤ 32, whereas the corresponding level-set function was a plane
with slope 1 as shown in Fig. 3b.
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Fig. 4 Final segmentation (red line) compared to the ground truth (green line) for (a) active
geometric functions and (b) Chan–Vese level-set with identical segmentation energy functionals
and numerical schemes

Both methods were implemented in Matlab c©. All computations were executed
on a 2.4 GHz 64-bit AMD server, running Red Hat Linux Enterprise AS. For each
pixel, a 7× 7 neighborhood was used to compute the local standard deviations. An
artificial time step was set to five for both methods. The stability of the surface was
considered as the convergence criterion.

In order to quantitatively evaluate the segmentation result for each method, true
positive (TP) fraction ratio and false positive (FP) fraction ratio were computed.
In addition, root-mean squared error in distances from the interfaces to the ground
truth was estimated.

It took eight iterations (0.38 s) for the AGF to converge, each iteration taking
about 47.5 ms. The final segmentation result is shown in Fig. 4a, with red line
indicating the automatic segmentation and green line indicating the ground truth.
The TP fraction ration was 99.7%, whereas the FP ration was 3.8%. RMS error of
the distance to the ground truth was 1.56 pixels.

For comparison, it took 36 iterations (3.43 s) for the level-set approach to
converge, each iteration taking about 95.3 ms. Final segmentation result is shown
in Fig. 4b, with the red line indicating the automatic segmentation and green line
indicating the ground truth. The TP fraction ration was 99.6%, whereas the false
positive fraction ration was 4.0%. The RMS error of the distance to the ground truth
was 2.15 pixels.

From this experiment, the AGF framework clearly demonstrates advantages in
computational efficiency when compared to the level-set framework, with not only
a shorter time per iteration but also fewer iterations. This is mainly due to the fact
that the level-set function has to be updated over theentire image domain whereas the
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Fig. 5 (a) Initialization of the deformable model, in red, at left-most of the image with the
ground true interface in green; corresponding final segmentation (red line) compared to the ground
truth (green line) for (b) active geometric functions, and (c) Chan–Vese level-set under identical
segmentation energy functional and numerical schemes

AGF is only updated at the interface. Quantitative segmentation comparison yielded
comparable segmentation performance for both methods, AGF having slightly better
performance.

To test the ability of the proposed SFA framework under different and more
challenging initialization setups, another initialization on the left-most boundary
was tested as well for both methods. The initialization and final results from both
methods are shown in Fig. 5.

Both methods spent much more time to reach the final results. It took 25 iterations
for the AGF and 75 iterations for the level-set method to converge. Segmentation
by AGF yielded a TP of 99.81% and a FP of 4.03%. Segmentation by the level-
set framework generated a TP of 99.91% and a FP of 6.58%. RMS errors were
1.61 pixels for AGF and 2.80 pixels for the level-set. Both methods had slightly
poorer performance compared with the results using closer initialization. However,
the AGF framework still exhibited advantages in efficiency and slightly better
performance.

It has to be noted that in numerical solution, AGF was operating in a “deenerated”
form which is similar to the parametric deformable model. But it still has the
advantage in efficiency over parametric deformable model since only one variable
per node is evolving, rather than N variables per node for the explicit representation.

3.3 AGF Using Analytical Solution or Function Basis

Another advantage of the AGF framework is to provide closed-form solution or
approximation for the interface, which, as indicated in the method section, can
bring additional gain in efficiency. Since the surface function is a (N − 1)−D
function for N−D image data, we can choose arbitrary bases (natural bases or other
bases) in the function space to express the surface function. Especially when some
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Fig. 6 Final segmentation (red line) compared to the ground truth (green line) for AGF under
(a) close initialization and (b) far-away initialization

prior knowledge about the interface properties is known, proper choice of basis
functions can not only seamlessly incorporate such prior knowledge but also further
increase the efficiency of the AGF framework. Moreover, having an analytical form
of the interface can provide additional benefits like analytical differentiation in a
downstream analysis.

To illustrate this point, assuming that by looking at the original image data, we
decided to use the following sine function to describe the interface.

y(x) = asin(x)+ b, (9)

the problem was then converted to the identification of the optimal parameters (a, b)
that minimize the segmentation functional. Since there were only two parameters to
be optimized, only a few pixels were needed during each iteration. In this example,
we worked with 9 pixels on the boundary to ensure the overcompleteness of the
estimation, compared to all pixels on the boundary as in the numerical solution
scenario. This formulation reduces computational cost by utilizing prior knowledge
on the shape of the interface. Close and far-away initializations were tested. Final
segmentation results are shown in Fig. 6.

It took the AGF 10 iterations to converge under close initialization. Each iteration
took 21 ms. The TP ratio was 100%; the FP ratio was 3.79%. The RMS error was
1.26 pixels. Under far-away initialization, it took the AGF 25 iterations to converge.
Each iteration took 17 ms. The TP ratio was 100%; the FP ratio was 4.50%. The
RMS error was 1.40 pixels.

The presented results showed that by utilizing prior knowledge, both efficiency
and accuracy could be improved under the same initialization setups and numerical
schemes. Besides, the use of a closed form function provides a continuous expres-
sion of the interface which may be of great benefit for downstream analysis.
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Fig. 7 Final segmentation
(red line) compared to the
ground truth (green line) for
the AGF using cubic
polynomials as the surface
approximation

In real applications, it can be difficult to identify an accurate surface function.
In this context, an approximation function or approximation basis functions can be
used. In the same example, when we used cubic polynomials to approximate the
interface, it took longer time, 3.59 s, to converge, with corresponding RMS errors of
1.66 pixels. The final segmentation result is shown in Fig. 7.

4 Endocardial Segmentation in 4D Ultrasound

4.1 Geometric Function Setup

AGF is a generic framework. The actual geometric function is not necessarily
defined on Cartesian bases. Any spatial basis can be chosen for the purpose of
efficiency in surface representation. In cardiac applications, given the ellipsoidal
shape of the left ventricle, usually spherical coordinate system [21] or prolate
spheroidal coordinates system [22] can be used to exploit the shape prior knowledge.
Generally in 3D space, a geometric function can be described through an equation
v0 = g(v1, v2) with coordinates (v0, v1, v2). (v0, v1, v2) can be (r, θ , z) in cylindrical
coordinate systems, (r, θ , φ) in spherical coordinate systems, and (λ , θ , μ) in
prolate spheroidal coordinate systems. In this chapter, although prolate spheroidal
coordinate systems proposed by Hunter [23] are used, all formulations are expressed
in generic form and free of change in coordinate system.

Another benefit of AGF is that it does not require using a single function to
represent the entire surface. Piecewise smooth functions building on conceptual
patches can be adopted for accuracy and flexibility. Specifically, in this chapter,
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geometric functions described by a conceptual finite element model utilizing cubic
Hermite polynomials as geometric function basis were used to efficiently represent
the convoluted endocardial surface. The entire endocardial surface was represented
by geometric functions built on a “mesh” composed by 8× 8 conceptual patches.
Given the dimensionality reduction of the geometric function representation, on
each conceptual patch, a 2D cubic geometric function was defined, using cubic
Hermite polynomials as basis functions. On each node of a four-node patch, there
were four Hermite coefficients Hi, i = 1,2,3, and 4, controlling the weights of each
basis function. Given their efficiency in surface representation, Hermite polyno-
mials are widely used in cardiac biomechanics studies for surface representation
[1, 24, 25]. A simple 8× 8 finite element model (FEM) with intrinsic C1 continuity
can sufficiently represent the geometry of the endocardium [1, 25]. In our imple-
mentation, this 8× 8 convention was followed.

4.2 Energy Minimization

Following the same rationale used in the Chan and Vese level-set [15] framework,
the energy in (3) can be minimized via a Newton downhill method:

Hi,t+dt = Hi,t − dt
∂E
∂Hi , (10)

with dt representing the artificial time-step in numerical iterations. It has been
shown in [22] that for binary segmentation problem, into two partitions {Ω i}i=1,2

of the image domain Ω , ∂E
∂Hi has the surface integral form of

∂E
∂Hi =

∫
v1,v2

(
2 f i
(

u− c1 + c2

2

)
(c2− c1)V +υ

∂A
∂Hi

)
dv1dv2, (11)

with f i representing the surface coefficient with respect to the basis function values
at current surface location, c1 and c2 representing the average intensity values in the
two partitions, V representing the scaling factor due to coordinate transformation
and A representing the surface area. Details on the computation of this term can
be found in [22]. The second part in the integration is a curvature term, which
is composed by two nonlinear terms involving Hi and scaling factors. Due to the
intrinsic continuity in the Hermite representation, contribution from this term was
usually very small. For this reason, and for cost-effectiveness, this terms can be
either suppressed as proposed in [22] or replaced by an equivalent linear term [21]
derived from minimizing the curvature instead of the surface area as in the original
Chan and Vese framework.
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Fig. 8 Illustration of the 4D ultrasound cardiac segmentation of the endocardial surface.
(a) Automatic initialization of the LV surface with an ellipsoid positioned at the center of the
volume overlaid with 4D data at end-diastole. (b) Overlaid final segmentation results from AGF
(red), one expert (green), and the other expert (blue) over 4D data at end-diastole

4.3 Results

The proposed method was tested on 35 RT3D (3D+ time) datasets containing
425 volumetric frames, acquired by a Philips c© iE33 ultrasound machine and
a X3–1 3D transducer (3 MHz, 25 fps) during five separate canine experiments,
with various degrees of induced ischemia as well as controlled stages. Each
dataset contained 10 to 15 volumetric frames, depending on the heart rate. Each
volume was about 200× 200× 200 in matrix size with pixel size of 0.8 mm in
each dimension. For quantitative comparison purpose, endocardial borders for all
datasets were manually traced by an experienced expert with a computer-aided
interface. Eleven datasets were also traced by two other experts to estimate the
inter-observer variability. Average distances between two surfaces served as the
quantitative metrics to describe surface discrepancy. As illustrated in Fig. 8a, all
425 segmentation experiments were initialized with a small ellipsoid (defined as
an isosurface in prolate spheroidal coordinates) at the center of the image volume
and aligned with the vertical direction of the image data, without using any prior
knowledge on the alignment of the ventricular long-axis. The segmentation was
fully automated without any manual modification. A sample frame overlaying RT3D
ultrasound data with segmentation from the AGF formulation (red) and manual
tracings from two experts (green and blue) are shown in Fig. 8b. All three surfaces
were very close to each other. This observation was confirmed by quantitative
validation. Over all the set of 425 frames, the mean surface distance between
the AGF segmentation and the manually traced surfaces was 4.0 mm (about three
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Fig. 9 Segmentation illustration of the endocardial surface on a normal heart over one cardiac
cycle: AGF surface (red) and manually traced surface from one expert (green)

times the pixel diagonal dimension) with a standard deviation of 3.2 mm; the mean
distance between two manual tracings was 4.2 mm with a standard deviation of
3.3 mm. Illustrations of dynamic AGF segmentation over entire cardiac cycles on
normal and ischemic hearts are presented in Figs. 9 and 10, respectively. On both
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Fig. 10 Segmentation illustration of the endocardial surface on an ischemic heart over one cardiac
cycle: AGF surface (red) and manually traced surface from one expert (green)



Real-Time 4D Cardiac Segmentation by Active Geometric Functions 245

types of data, the AGF segmentation yielded endocardial surfaces very close to the
manually traced ones, suggesting that our method is not affected by the presence of
local abnormal motion patterns.

On average, it took the AGF segmentation framework, implemented in C++,
32.9 ms to converge on a single 3D frame, on a regular Pentium 2.0 GHz PC running
Redhat Linux, enabling a potentially 33 frames per second segmentation rate.
Note that this rate is faster than the actual imaging acquisition rate (up to 25 Hz),
suggesting that the AGF segmentation framework could enable online segmentation.

5 Myocardial Segmentation on High Speed MRI

5.1 Coupled Active Geometric Functions

Each AGF model could divide an image into two partitions, i.e., the object (or
the foreground) and the background. In order to simultaneously segment multiple
objects, similar to level-set framework [19, 26, 27], more than one deformable
model could be introduced at the same time. In order to realize simultaneous multi-
object segmentation, these deformable models will be coupled together via some
mechanism, such as distance [27] or multi-phase fashion [19, 26].

One benefit of implicit surface representation is that the function value of the
representation function could be assigned with some physical meanings that may be
convenient during segmentation iterations. In level-set framework, usually signed
distance functions [4, 5] are usually chosen as the level-set function, which not
only offer an immediate measure or approximation of the distance to the current
interface for any given point but also have some nice features, such as unitary slope,
that would simplify the energy minimization equations. As another implicit surface
representation approach, values of geometric functions also have physical meanings,
i.e., the coordinate values along the direction of one spatial basis functions. These
values generally do not correspond to the Euclidean distances for given points to
the current surface. However, recalling the definition of coordinate values, it is
obvious that this value is a distance measure along the corresponding basis direction.
If this basis is linear, the function value is thus a signed distance function, with
some scaling factor, along the basis direction. Moreover, such distance measures
usually are an upper bound to the true point-to-surface distance. And sometime
it also has clinical importance and diagnostic values. For example, in cardiac
diagnosis, radial displacement and radial thickening are important metrics for
cardiac dynamics. By choosing a coordinate system with radial directions, such as
polar coordinates, geometric function values can be immediate measures of radial
distance.

This nice feature can also be used in coupling active geometric functions
models. Specifically for myocardial segmentation in 2D+ time cine series, two
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Fig. 11 Partitioning of the
image into four phases using
two level-set functions.
Average intensity values are
designed as c00, c10, c01,
and c11

geometric functions can be introduced to simultaneous segments, the endocardial
and epicardial surfaces. Running this segmentation protocol, both models were
driven by forces computed via energy minimization. The total energy was defined
by combination of Mumford–Shah energy functionals and a penalty term computed
from the signed radial distance between the two surfaces. Specifically, assuming−→
C1 and

−→
C2 are the two coupled surfaces with corresponding geometric functions

g1 and g2, then in polar coordinates system, we had r = g1(θ ) and r = g2(θ ). We
shall assume

−→
C1 targets the endocardial surface and

−→
C2 targets epicardial surface.

Generally, these two models can divide an image into four different partitions
[19, 26], with the average intensity values within each partition defined as
c00, c10, c01, and c11, as shown in Fig. 11.

Let a function d be a membership penalty function defining a penalty associated
with its function variable. In our implementation, a linear penalty function similar
to wavelet soft-thresholding [28] function was used. However, more sophisticated
membership function such as fuzzy membership function [29] can be used. The
membership function was defined as:

d(x) =

⎧⎨
⎩

x− dmax, x≥ dmax

0, dmin ≤ x≤ dmax

x− dmin, x≤ dmin

, (12)

with dmin and dmax defining acceptable range of membership. The shape of the
membership penalty function is given in Fig. 12. The idea is to penalize large
and small values beyond an admissible range of values for the thickness of the
myocardium being segmented.

Lastly, a smoothness constraint was superimposed to each AGF model to ensure
that the papillary muscles were excluded in the endocardial segmentation. In
our experiments, since the doctors preferred much smoothed segmentation with
papillary muscles excluded, strong smoothness constraints were imposed on both
surface functions, resulting in circle-like segmentations.



Real-Time 4D Cardiac Segmentation by Active Geometric Functions 247

Fig. 12 Shape of
membership penalty function

d_min 0 d_max

d
Thus, the final energy functional was defined as:

E
(

F,
−→
C1,
−→
C2

)
= λ11

∫

inside C1

inside C2

(u− c11)
2 +λ10

∫

inside C1

outside C2

(u− c10)
2

+λ01

∫

outside C1

inside C2

(u− c01)
2 +λ00

∫

outside C1

outside C2

(u− c00)
2

+γ1

�

−→
C1

ds+ γ2

�

−→
C2

ds+υ
�

|d(g2− g1)|2 (13)

with λij, i = 0, 1; j = 0, 1 as the parameters balancing the homogeneity measures,
γ1, γ2 as the weighting factor for the smoothness constraint for each AGF model,
and υ as the parameter controlling the weight for membership penalty.

5.2 Results

The proposed algorithm was applied to 414 frames of clinical phase train imaging
(PTI) [30] cardiac data with average temporal resolution of 2 ms. Each image frame
had a dimension of 160× 192pixels. Manual tracing of the endocardial and the
epicardial surfaces was also performed by an experienced expert serving as a gold
standard to evaluate the performance of the proposed multi-phase AGF method.
The multi-phase version of the AGF algorithm was implemented in Matlab c© (The
Mathworks, Natick, MA).

The coupled AGF surfaces were automatically initialized in 2D as two small
circles with different radii at the center of the image on the first frame of whole
MRI series as shown in Fig. 13, based on the fact that for cardiac MRI cine data,
the center of the images is set at the center of LV. The segmentation process was
run on the first frame and iteratively propagated to the following frames, utilizing
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Fig. 13 Illustration of initialization at the first frame and segmentation of endocardium and
epicardium on 10 frames out of 414 frames. The red curves indicate the automated endocardium
segmentation; the green ones are automated epicardium segmentation

the high temporal resolution that the PTI data offer, followed by curve evolution
until convergence and propagation to the next frame. Figure 13 shows 10 sample
frames of the segmentation results taken at different phases of the cardiac cycle.
Both endocardial and epicardial surfaces were accurately segmented on all frames
with papillary muscle successfully excluded.

The proposed AGF segmentation process took 500 ms to segment all 414 frames.
On average, it took six iterations to reach a stable endocardial and epicardial surface
segmentation, each iteration using 0.194 ms with a Matlab c© implementation. All
computations were executed on a 2.4 GHz 64-bit AMD server, running Red Hat
Linux Enterprise AS. Quantitative evaluations were performed both on endocardial
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and epicardial segmented surfaces, in terms of area difference, true positive volume
fraction, and false positive volume fraction. For the endocardial surface, the average
surface distance (mean ± standard deviation) was 8.7± 5.9%, the true positive
volume fraction was 93.3± 7.0%, and the false positive volume fraction was
7.0±4.6%. For the epicardial surface, the average surface distance was 6.8±5.3%,
the true positive volume fraction was 95.5± 3.6%, and the false positive volume
fraction was 7.8± 5.2%. Average distance between automated segmented surfaces
and manually traced surfaces was 3.0±2.4pixels. Comparison metrics from a recent
systematic study on cardiac MRI segmentation [31] were used as a reference, which
suggested that our results were comparable to level-set based methods as well
as inter-observer variability. Note that the PTI MRI images had slightly coarser
resolution as well as a slightly blurrier appearance than regular cardiac cine MRI
due to undersampling in the phase-encoding direction, which may increase inter-
observer variability as reported in [31].

6 Segmentation of Cardiac MR Perfusion Images

In this section, we illustrate the feasibility of AGF in multi-phase vector image seg-
mentation on an application for dynamic cardiac MR perfusion image segmentation.
In order to segment the myocardial surfaces from cardiac perfusion time series, we
used the extension of AGF segmentation framework to vector-valued image space,
by treating the time course of each pixel intensity as a vector.

A TurboFLASH pulse sequence was employed on a whole-body 3T scanner
(Siemens c© TIM Trio) equipped with a 12-element coil array. The relevant imaging
parameters included: FOV = 320 × 320mm, image matrix = 128× 128, slice
thickness = 8mm, flip angle = 10◦, TE/TR = 1.3/2.5ms, BW = 1,000Hz per
pixel, saturation recovery time delay (TD) = 10ms, and repetition time = 40ms.
The AGF model was initialized in 2D as two small circles inside the endocardium
on the frame corresponding to peak blood enhancement. Manual tracing of the
endocardial and epicardial surfaces was also performed by an experienced expert
serving as a gold standard to evaluate the performance of the proposed multi-phase
multi-channel AGF segmentation framework. The algorithm was implemented in
Matlab c© (Natick, MA).

It took the AGF segmentation framework 16 iterations to reach a stable endo-
cardial and epicardial segmentation under a Matlab c© implementation. The total
processing time was 31 ms. All computations were executed on a 2.3 GHz Intel
Xeon workstation, running Windows XP. Quantitative evaluations were performed
both on endocardial and epicardial segmented surfaces, in terms of area difference,
true positive volume fraction, and false positive volume fraction. For the endocardial
surface, the average surface distance was 6.8%, the true positive volume fraction
was 91.4%, and the false positive volume fraction was 1.9%. For the epicardial
surface, the average surface distance was 1.5%, the true positive volume fraction
was 97.8%, and the false positive volume fraction was 3.7%. These results are
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Fig. 14 Multi-phase and multi-channel AGF segmentation on cardiac perfusion MR images.
Signal intensity (SI) curves from manual and the AGF segmentation inside the LV blood pool
(left) and inside the myocardium (right)

comparable to a recent systematic study on cardiac MRI segmentation. Temporal
curves of the average signal intensity (SI) inside the left ventricular (LV) blood
pool and inside the myocardium were derived for both the AGF segmentation and
the manual tracing, as illustrated in Fig. 14. Average errors in the SI curves (mean
± standard deviation) were 1.8± 0.7% for the LV blood pool and 2.8± 0.7% for
the myocardium. The proposed AGF segmentation framework only required 31 ms
to segment the myocardium on the multi-phase MRI dataset. Besides offline data
analysis, the proposed method could be applied to other cardiac applications where
real-time feedback is preferred, as in MR guided interventions, or online processing
when combined to image acquisition and reconstruction.

7 Conclusion

The active geometric functions (AGFs) framework was presented as a new surface
representation framework for image segmentation with deformable models. Unlike
existing frameworks including level-set and parametric deformable models, the
AGF framework uses an (n−1)−D surface representation for an n-D object, based
on a close representation of the deforming shape with a shape function defined in
a curvilinear coordinate system. The underlying numerical model of the geometric
functions and the reformulation of the energy functional in terms of surface integrals
bring tremendous benefits in terms of computational efficiency and reduction in
complexity for both surface deformation and energy minimization.

Similarly to the level-set framework, the AGF framework can be seamlessly
extended to multi-phase (i.e., multi-objects) and multi-channel (or multi-modal)
image segmentation, as well as incorporate image or shape prior information,
thanks to the straightforward determination of the inside and outside of the curves
being deformed. By using the concept of interpolating shape functions, the AGF
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framework can be used, when combined with finite element patches, to capture
complex shapes with controlled smoothness. By incorporating repositioning and
reorientation, the capture range of the AGF framework can be largely increased, and
made less dependent on the initialization than with level-sets. In addition, similar
to the “signed-distance function” concept in the level-set framework, geometric
function values also have physical meanings, which can be directly used in clinical
measurements or as a coupling feature in multi-phase segmentation. In summary,
the similarities with the level-set formulation provide the AGF framework with the
flexibility to virtually import all the new concepts or energy functionals derived
for level-set formulation into an AGF framework. The only key difference between
these two frameworks is that the level-set formulation, which uses higher order
distance-type of functions as surface representation, can allow topological changes,
which is not the case with the AGF framework.

The performance and feasibility of the AGF segmentation framework were
quantitatively validated and demonstrated on three cardiac applications with large
datasets. In an extensive set of synthetic and clinical experiments, presented in
this chapter, the AGF segmentation framework was able to achieve real-time
segmentation performance, requiring only fractions of a second to reach a stable
position, and therefore exhibiting segmentation capabilities faster than actual image
acquisition rates. The AGF segmentation framework was not only faster than alter-
native deformable models implementations but also opens the door to online and
real-time segmentation is combined with image acquisition, which would greatly
benefit existing and potential clinical applications such as interventional approaches.
Therefore, besides being an extremely fast segmentation method for offline image
processing, the AGF framework also opens the door to online segmentation, which
could fully unleash the power of 4D medical imaging.
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Classification and Staging of Chronic Liver
Disease Based on Ultrasound, Laboratorial,
and Clinical Data

Ricardo Ribeiro, Rui Tato Marinho, Jasjit S. Suri, and João Miguel Sanches

Abstract Chronic liver disease is a progressive disease, most of the time asymp-
tomatic, and potentially fatal. In this chapter, an automatic procedure to stage the
disease is proposed based on ultrasound (US) liver images, clinical and laboratorial
data.

A new hierarchical classification and feature selection (FS) approach, inspired in
the current diagnosis procedure used in the clinical practice, here called Clinical-
Based Classifier (CBC), is described. The classification procedure follows the well-
established strategy of liver disease differential diagnosis. The decisions are taken
with different classifiers by using different features optimized to the particular task
for which they were designed. It is shown that the CBC method outperforms the
traditional one against all (OAA) method because it take into account the natural
evolution of the hepatic disease. Different specific features are used to detect and
classify different stages of the liver disease as it happens in the classical diagnosis
performed by the medical doctors.
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Técnico/Technical University of Lisbon, Portugal
e-mail: jmrs@ist.utl.pt

J.M. Sanches et al. (eds.), Ultrasound Imaging: Advances and Applications,
DOI 10.1007/978-1-4614-1180-2 11, © Springer Science+Business Media, LLC 2012

255

Idaho State University (Affiliated), Pocatello, ID, USA

Biomedical Technologies, Inc., Denver, CO, USA



256 R. Ribeiro et al.

The proposed method uses multi-modal features, extracted from US images,
laboratorial and clinical data, that are known to be more appropriated according to
the disease stage we want to detect. Therefore, a battery of classifiers and features
are optimized and used in a hierarchical approach in order to increase the accuracy
of the classifier.

For the normal class we achieved 100% accuracy, for the chronic hepatitis 69.2%,
for compensated cirrhosis 81.48%, and for decompensated cirrhosis 91.7%.

1 Introduction

Chronic liver disease (CLD) is a significant cause of morbidity and mortality
in developed countries and commonly is caused by viral hepatitis and alcohol
abuse [1].

The initial stages of CLD are usually asymptomatic such as steatosis or hepatitis.
Hepatitis is the inflammation of the liver, resulting in liver cell damage and
destruction [1]. It is caused by hepatitis viruses, which can have several types, or by
other factors, e.g., alcohol. Moreover the natural evolution of the disease may lead
to cirrhosis or even hepatocellular carcinoma, which are more severe pathological
conditions, with high morbidity and mortality. Cirrhosis is a chronic disease that
is characterized anatomically by widespread nodules in the liver combined with
fibrosis [2]. It is possible to distinguish two phases in cirrhosis, a stable form, called
compensated cirrhosis, and a more dangerous from that could lead to widespread
failure of the liver, called decompensated cirrhosis [3].

Liver biopsy has been the preferred tool in the evaluation and staging of the
CLD. However, its invasive nature and the development of other more accurate non-
invasive alternatives have lead to a decrease on its usage for assessing the CLD.
Among these alternatives, CLD staging based on ultrasound (US) data has proven
to be a promising and safer alternative to biopsy.

In the review study presented in [1] it is shown that echogenicity, texture
characterization, and surface morphology of the liver parenchyma are effective
features to diagnose the CLD. However, the evaluation of these features is normally
affected by the subjective assessment of the human operator. This factor may lead
to significant errors in the diagnosis and staging of CLD, since US liver images
can show great variability, as shown in Fig. 1. Therefore, new objective feature
extraction and classification methodologies in a Computer Assisted Diagnosis
framework are needed.

Several studies presented in the literature use objective features, extracted from
US images, and propose classification procedures to assess CLD [4]. Some of the
most common features are based on the first-order statistics, co-occurrence matrix,
wavelet transform, attenuation and backscattering parameters and coefficients.
A brief description of some of these studies is given next.

In [5], an experimental study was performed aiming at to discriminate the liver
fibrosis from US images. They computed fractal features, entropy measures, and
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Fig. 1 Ultrasound images variability in the different stages of chronic liver disease

co-occurrence information from US images to characterize the liver parenchyma
from a textural point of view and the classification results showed an overall
accuracy (OA) of 85.2% using a Fisher linear classifier. Other important work
described in [6] shows the ability of the Wavelet coefficients, also computed from
US images, to characterize the diffuse disease of the liver. Their goal was to
discriminate normal, steatotic, and cirrhotic conditions. An OA of 90% is obtained
and comparison results by using other classes of features, such as co-occurrence
information, Fourier descriptors and fractal measures, showing that the wavelet-
based classifier outperforms the classifiers based on the other features, 87%, 82%,
and 69%, respectively.

Lee et al. [7] categorized patient in normal (72), fatty liver (66), and CLD (64), in
order to evaluate the usefulness of standard deviation to measure the homogeneity
of hepatic parenchyma based on US images. They observe significant differences
(p<0.0001) between the CLD group and the normal and fatty liver groups. They
also concluded that higher average standard deviation values are related to wide
distribution of intensity values within the ROI, as reported for CLD group, which
explains the characteristic appearance of heterogeneous echo texture in CLD groups,
such as chronic hepatitis and liver cirrhosis. Depict the good results obtained, the
authors suggest to be careful in the use of this feature, since it is highly dependent
on the ROI location.
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Two main contributions for the CLD assessment are presented in this work;
(1) multi-modal features, extracted from US images, laboratorial and clinical data
and (2) a new classification procedure inspired in the clinical practice, here called
Clinical-Based Classifier (CBC).

The discriminative power of the automatic classifier can be greatly increased if
the natural evolution and staging of the disease is taken into account.

The remainder of this chapter is organized as follows: Section 2 introduces
the pre-processing algorithm used, explaining the feature extraction and selection
procedures, as well as the classifiers and the dataset used in this work. In Sect. 3 the
results are presented showing the feature selection (FS) results and the classification
results for each of the used classifier. The discussion of the results is presented in
Sect. 4 and conclusions are presented in Sect. 5.

2 Methods

The CBC aims at discriminating normal and three main pathologies in the CLD
scope; (1) Chronic Hepatitis, (2) Compensated Cirrhosis, and (3) Decompensated
Cirrhosis.

The diagnosis of these pathologies is performed in the today clinical practice
based on several sources of medical data such as US liver parenchyma images,
laboratorial exams, and clinical indicators recommended in well established and
accepted medical guidelines [3]. The diagnosis, however, is obtained by integrating
all information based mainly on subjective criteria of the medical doctor.

The CBC is a quantitative and highly automatic procedure that gives the medical
doctor objective and accurate information to help in the liver diagnosis process.

The CBC approach is composed by three main components; (1) Features
computation from multi-modal sources, (2) design and training of a specific suitable
classification strategy that takes into account the CLD specificities, and (3) diagnosis
and validation of the method.

The main novelty of the method proposed in this chapter is a hierarchical
classifier that mimics the structural approach of differential diagnosis followed in
the clinical practice to identify the different stages of the CLD [8]. Instead of trying
to classify a given liver in one stage of the disease from a set of possible stages
by using a multi-class classifier, e.g., k-Nearest Neighbor (kNN) or Support Vector
Machine (SVM), the hierarchical approach, represented in Fig. 2, is used. In this
strategy several partial binary decisions are taken according to the natural evolution
of the disease. In each step, a decision is taken by different binary classifiers trained,
tunned, and optimized specifically for that task.

The first classification step (CS) discriminates normal versus pathology liver.
If the liver is classified as pathologic in this first step, discrimination of chronic
hepatitis without cirrhosis versu cirrhosis is attempted. In the last step compensated
cirrhosis versu decompensated cirrhosis are discriminated. The decompensated cir-
rhosis is assumed as the end-stage of every CLD before hepatocellular carcinoma.
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Fig. 2 Design of the CBC decomposition strategy for CLD classification

The CBC (see Fig. 2) design and optimization is performed at two levels: (1)
features and (2) classifier type and parametrization selection used specifically in
each CS. This means that at each CS of our hierarchical approach the classifier type
and features can be different.

The FS procedure is formulated as an optimization task with the sensitivity
maximization criterion [9, 10]. The set of features at each CS is tunned for the
specificities of the corresponding CLD stage prior to the classifier type selection.
This is done by the sequential forward floating selection (SFFS) [11] method with
the linear discriminant analysis (LDA) criterion. The leave-one-out cross-validation
technique is used for error estimation purposes.

The classifier selection at each CS is done with ROC analysis where the selected
classifier, kNN or SVM [12], is the one that jointly maximizes the true positive rate
(TPR) and the true negative rate (TNR).

The non-parametric kNN classifier is tested in this study. It classifies a test
sample to a class according to the majority of the training neighbors in the feature
space by using the minimum Euclidean distance criterion [13,14]. The algorithm for
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the nearest neighbor rule is summarized as follows [12]; Given an unknown feature
vector x and a distance measure, then:

• Out of the N training vectors, identify the k nearest neighbors, regardless of class
label.

• Out of these k samples, identify the number of vectors, ki, that belong to class ωi,
i = 1, 2, ..., M.

• Assign x to the class ωi with the maximum number ki of samples.

The other classifier tested in is the SVM classifier. Its aim is to find a decision
plane that has a maximum distance (margin) from the nearest training pattern
[14, 15]. Given the training data {(xi,ωi)|ωi = 1 or − 1, i = 1, ...,N} for a two-
class classification (where xi is the input feature; ωi is the class label; and N is the
number of training sample), the SVM maps the features to a higher-dimensional
space [14]. Then, SVM finds a hyperplane to separate the two classes with the
decision boundary set by the support vectors [15].

The general form of the decision function g(x) for the SVM is [15]:

g(x) =
N

∑
i=1

αiyiz
T
i z+ b (1)

where the αi and b are selected during the training process, constrained by ∑αiyi =
0 and 0 ≤ αi ≤ c, where c is a user-defined penalty term, regulating the general
performance of the SVM. Under certain conditions, the computationally intensive
mapping process can be reduced with an appropriate kernel function K such that the
decision function g(x) becomes,

g(x) =
N

∑
i=1

αiyiK(xi,x)+ b (2)

In this paper, the kernels adopted are the polynomial,

K(xi,x) =
(
xT

i x+ 1
)d

(3)

and the Gaussian radial-basis function,

K(xi,x) = e−r|xi−x|2 , (4)

where d is the degree of the polynomial kernel and r is the radius coefficient of the
Gaussian radial-basis function kernel [15].

The performance of the CBC is assessed by comparing the corresponding
classification results with the common multi-class decomposition strategy – OAA.
The OAA strategy consists on building one classification procedure per class, trained
to distinguish the samples in a single class from the samples in all remaining classes.

The features extracted from US data are some of the most important and
discriminative ones to the diagnosis. Therefore, in the next section a detailed
description of them and the way they are computed is described.
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2.1 Ultrasound Image Pre-processing and Features Extraction

The US images are corrupted by a type of multiplicative noise, called speckle, that is
usually considered undesirable to interpret the morphological information about the
anatomy of the organs under analysis. However, the speckle pattern contains useful
information about the tissues that can be used in the medical diagnosis [16].

Here, the method described in [16] is used. The B-mode US images, acquired
by the commonest US scanner available at most of the medical facilities, are pre-
processed and decomposed into two fields: (1) De-speckle and (2) Speckle.

The pre-processing stage is used to estimate the RF US image that is not usually
available in the US scanners but that is needed for the decomposition procedure.
The decomposition is performed in two steps; (1) Denoising, where the estimated
RF US image, yi, j, is filtered to obtain the De-speckle field xi, j and (2) Speckle
extraction, ηi, j, obtained from the RF US noisy image, yi, j, and from the De-speckle
field, xi, j, obtained in the previous step, under the adoption of the Multiplicative
White Rayleigh Model [16],

ηi, j =
yi, j

xi, j
. (5)

The Denoising algorithm is formulated in a Bayesian framework were the pixels
of the noisy RF US estimated image are assumed to be Rayleigh distributed
[16]. Here, the De-speckle field is used to extract morphological features, such as
liver contour regularity and attenuation coefficient with dept, and the Speckle one,
containing the noise pattern, is used to extract textural features from the parenchyma
of the liver. Figure 3 illustrates an example of the decomposition methodology.

Next a small description of each class of features is provided.

2.1.1 Acoustic Attenuation Coefficient

Acoustic attenuation along depth has been extensively used in the literature and in
clinical practice as an indicator of the CLD. However, the true correlation between
this indicator and the hepatic disease is still controversial as referred in [17], namely
with respect to cirrhosis where some authors report strong correlation between
attenuation with depth while others do not find any significant relation. Other studies
suggested that fibrosis can also produce large attenuation values but it was also
reported fibrotic cases with normal attenuation.

In [18] the attenuation/backscatter is computed from the observed B-Mode US
image instead of the more common RF US image. This is for the sake of simplicity
and availability, since in most of the scanners the RF signal is not available. In
their method a ROI corresponding to the biopsy site is selected and a polygonal
line, describing the biopsy needle trajectory along the depth direction, is registered.
The average gray-level values for each point along a polygonal line is computed
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Fig. 3 Decomposition procedure of US liver parenchyma. (a) Observed B-mode US image.
Estimated (b) envelope RF image, (c) de-despeckle and (d) speckle image fields

by averaging seven horizontal pixels and the attenuation coefficient is obtained
by linear regression. They show that the attenuation clearly discriminates pure-
fatty from normal livers where the area under the curve (AUC) is equal to 1.00
[18]. Another interesting result indicates that the presence of inflammation or
fibrosis, even in cases of severe steatosis, leads to a significant decreasing on the
discriminative power of the attenuation slope to distinguish healthy from steatotic
livers.

Therefore, the attenuation coefficient, alone, does not have discriminative power
for CLD diagnosis. However, together with other features in a more general classi-
fication framework, as the one presented here, it can provide valuable information
for the performance of the classifier.

The attenuation coefficient, in dBMHz−1cm−1, can be obtained as follows [17],

α( f ) =
1

2lliver
10 log10

( |Sp( f )|
|Sp| f ( f )|

)
(6)

where f is the frequency in MHz, lliver is the thickness of the sample, |Sp( f )|
is the power spectrum without specimen, and |Sp| f ( f )| is the power spectrum
with specimen. This generates an approximately linear attenuation curve inside the
frequency band whose slope, obtained linear regression, is function of frequency.
The global value is computed by integrating in frequency.
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In this work the attenuation coefficient α is estimated by using the method
proposed in [18] that is basically the following linear regression problem

m̂ = argmin
m

J (X) (7)

where X is the N×M De-speckle field. The objective function is

J =
N

∑
l=0

(αl + b− f (l))2 (8)

where f (l) = 1
M ∑M

c=1 xl,c is the average value intensity of each De-speckle image
line, in the assumption, that depth increases along each column.

2.1.2 First-Order Statistics

First-order statistics, computed from the histogram, h(i), of the estimated gray-scale
RF US image, Y , where pixel spatial correlation is not taken into account, are some
of the most important features for the echo texture analysis of the liver parenchyma
[7, 13]. The first-order characteristics used in this work are the mean and standard
deviation.

μ =
1

NM

256

∑
i

h(i), (9)

σ =

√√√√
(

1
NM− 1

256

∑
i=1

(h(i)− μ)2

)
, (10)

2.1.3 Co-occurrence

The elements of the Co-occurrence tensor, Co = {ci, j(Δl ,Δc)}, describe the gray-
level spatial inter-relationship in the image [13]. More precisely, element ci, j(Δl ,Δc)
represents the joint probability of the pixel intensities i and j in relative spatial
position of (Δl ,Δc) [15] and can be computed as follows

ci, j(Δl ,Δc) =
N

∑
l=1

M

∑
c=1

{
1 i f (ηl,c = i)∧ (ηl+Δ l,c+Δc = j)
0 otherwise

(11)

In [15] it is reported an OA of 90% using features extracted from the Co-
occurrence tensor in the detection of the cirrhosis condition. They show, in
a high-frequency (25 MHz) US study described in [19], that the values of the
features obtained from the Co-occurrence tensor are able to discriminate cirrhotic,
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steatotic, and healthy livers. However, the classification accuracy decreased when
discrimination between different grades of steatosis and fibrosis are attempted.

The following statistical features, computed from the Co-occurrence tensor for
(Δl ,Δc) ∈ {(6,0)}, as suggested by [6], are used in this work:

• Contrast: measure the local variations in the co-occurrence matrix,

∑
i, j

|i− j|2 c(i, j) (12)

• Correlation: measure the joint probability occurrence of the specified pixel pairs,

∑
i, j

(i− μi)( j− μ j)c(i, j)

σiσ j
(13)

• Energy: also known as the angular second moment [13],

∑
i, j

c(i, j)2 (14)

• Homogeneity: measures the closeness of the distribution of elements in the matrix
to the matrix diagonal,

∑
i, j

c(i, j)
(1+ |i− j|) (15)

2.1.4 The Wavelet Transform

The Wavelet Transform is used here to perform a multi-scale analysis of the
Speckle field, containing the noise pattern of the estimated RF US image, for liver
parenchyma textural characterization purpose. The decomposition is performed ac-
cording to the Fig. 4 where a sequence of low-pass, (G), and high-pass, (H), filtering
operations followed by down-sampling the results, ↓ 2, generates a pyramidal rep-
resentation of the original image with decreasing resolution comprising a lower res-
olution low-pass component (approximation component), (LL), and three high-pass
components (detailed components) along the horizontal, (HL), vertical, (LH), and
diagonal directions, (HH), according to Fig. 5. An example of a multi-scale wavelet
transform analysis using the Speckle field of an US liver image is provided in Fig. 6.

The high-pass components, (H) contain the detailed information of the image
at different resolution scales along three directions while the low-pass versions (L)
contain the approximation component.

Tissue characterization based on wavelet multi-resolution analysis has been
performed in several works [6, 15, 19, 21]. This approach is effective in the
morphological characterization of the image from the approximation fields and
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Fig. 4 Discrete image wavelet decomposition scheme (from [20])

Fig. 5 Wavelet pyramidal
decomposition of images

at the same time in a textural characterization at several resolution scales from
the detailed fields. For instance, in [6], the application of non-separable wavelet
transform features for liver tissue characterization is investigated. The estimation
of a texture quality is performed with the four-level quincunx decomposition which
makes it possible to obtain feature vectors with maximal length of five elements [6]
and an overall classification accuracy of 90% and a specificity of 92%. Sensitivity in
the detection of cirrhosis and steatosis is 92% and 97%, respectively. Similar results
are also reported in [15, 19].

2.1.5 Autoregressive Model

The autoregressive (AR) model approach has been used since long time with success
in several applications of engineering where identification and characterization of
systems and processes are needed [22]. In the canonical definition of a 1D p-order
AR model each sample is modeled as a linear combination of the previous p samples
with unknown coefficients, ak [23]

x(n) =
p

∑
i=1

aix(n− i)+ r(n) (16)
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Fig. 6 Wavelet pyramidal decomposition example with the Speckle field of an US liver image

where the residue signal, r(n), is assumed to be white and zero mean normal
distributed. For image applications the following 2D formulation of the (p,q)-order
AR model is used [24]

x(n,m) =
p

∑
i=0

q

∑
j=0

ai jx(m− i,n− j)+ r(n,m) (17)

where x(n,m) is the n,mth pixel of the image and a0,0 = 0.
There are many algorithms to compute AR parameters; Levinson Burg, least-

squares, gradient based, lattice filter, and Kalman filter [25]. In this work, we will
use the most popular, the least-squares algorithm [25]
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The order of the model, (p,q), controls the error associated with the AR
signal approximation [26]. Small orders ignore the main and long-term statistical
properties of the original signal while larger ones may lead to over-fitting effects
[26, 27]. Therefore, choosing the order of the model becomes a key problem and
there are several methods to do it [23–27]. Here the first-order model was adopted
because it was confirmed by [28] that in this scope it leads to the minimum error
probability.

2.1.6 Liver Surface Contour

Beside the textural features used to discriminate the pathologies of the liver, as
referred before, US images may also be used to compute morphological features
correlated with some of these pathologies. The importance of the US image in
the assessment of liver surface nodularity, portal vein mean flow velocity, and
the enlargement of the caudate lobe is stressed in [29]. Particularly, liver surface
nodularity has been documented as a reliable sign in the detection of liver cirrhosis
[3, 30, 31].

An accuracy of more than 70% has been reported by [3] and in [30] the
authors showed that the observed liver contour irregularities directly correlated with
the gross appearance of the cirrhotic liver as seen at laparoscopy. Liver surface
nodularity in US can be well appreciated when ascites (presence of free fluid
within the abdominal cavity) is present or when a high-frequency transducer (7.5–
12 MHz) is used [32]. In [3], where a low-frequency transducer (3.5–5 MHz) was
used, also refer that liver surface is an important parameter associated with the
histopathological diagnosis of liver cirrhosis.

Despite the consensual correlation of the liver surface morphology with cirrhosis,
the effectiveness of the different diagnosis methods used in the clinical practice is
very limited because the analysis is most of the time subjective, non-reproducible,
and operator-dependent [33].

Here, a semi-automatic objective method for the liver surface characterization is
proposed. The liver surface contour is segmented from the De-speckle component
of the US image by using a snake technique proposed by [34], as shown in Fig. 7.

The irregularity of the contour is measured by means of the root mean square
of the different angles, produced by the points that characterize the contour and the
variation of the points of the contour in the y axis. In this approach the contour first
point is assumed as the reference point. The first-order statistics (mean and variance)
of the referred variables are also extracted.

2.2 Biochemical and Clinical Features

Besides image-based features, several other clinical data and biochemical tests are
useful for evaluating and managing patients with hepatic dysfunction.
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Fig. 7 Method used to detect the liver surface contour. First row corresponds to a normal liver;
second row to a compensated cirrhotic liver and the last row to a decompensated cirrhotic liver

These features are selected according to their purported clinical and patho-
physiological role in CLD [8]. The clinical and pathophysiological characteristics
of CLD can be grouped in terms of hepatic insufficiency, portal hypertension,
hyperdynamic circulation, liver inflammation, necrosis and fibrosis, as well as
etiologic factors [8, 29, 31]. Hepatic insufficiency is suggested by the Child-Pugh
score, albumin, total bilirubin, encephalopathy, and prothrombin time [8]. Portal
Hypertension is usually accessed by the presence of ascites, varices, and gastro-
intestinal bleeding, among others. Creatinine and sodium are variables used for the
study of hyperdynamic circulation [8]. Liver inflammation, necrosis, fibrosis, and
histology can be evaluated, according to [8], based on aspartate transaminase (AST),
gamma glutamyl transpeptidase (gGT), lactate dehydrogenase (LDH), and alanine
transaminase (ALT). Also the etiologic factors are taking into account, namely
the alcohol abstinence, alcoholic ethiology, hepatitis B and C and other cause for
the CLD [29].

The features extracted from the US images, the laboratorial and clinical informa-
tion that were considered for the FS procedure are listed in Table 1.
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Table 1 Features extracted from the US images, Laboratorial and Clinical information

Source Feature

Liver echogenicity
(de-speckle field)

Acoustic attenuation coefficient (F1), measured by the slope coefficient of
the linear regression of intensities along the depth/lines [18]

First-order statistics, including to the mean (F2) and standard deviation (F3)
of the pixel intensities.

Liver surface
contour
(de-speckle field)

Root mean square of the angles produced by the points that characterize the
contour (F4), where the first point was assumed as the reference point.

Root mean square of the coordinates of the contour points in the y axis (F5)
Mean (F6) and variance (F7) of the angles
Variance of the y axis coordinates at each point (F8).
Correlation coefficient of the y axis coordinates (F9).

Liver Texture
(speckle field)

Co-occurrence matrix, which enables to derive [35]: the contrast (F10) ,
correlation (F11) that measures the joint probability occurrence of
specific pixel pairs, energy (F12) of the image (obtained by summing of
squared elements of the image) and homogeneity (F13) which quantifies
the closeness of the distribution of matrix elements to its diagonal.

Wavelet energies, measured by the vertical (F14) and horizontal (F15) detail
energies of the first Haar wavelet decomposition.

Autoregressive (AR) coefficients of a first-order 2D model, {a0,0(F16),
a1,0(F17),a0,1(F18)}.

Laboratorial
Information [29]

Total bilirubin (F19) , prothrombin time (F20) , albumin (F21) , creatinine
(F22), AST (F23), ALT (F24), gGT (F25) , glycemia (F26), sodium (F27),
urea (F28), and lactate dehydrogenase(F29 ).

Clinical
Information [29]

Cause of disease (F30), which include none (0), alcohol (1), hepatitis B (2),
hepatitis C (3), alcoholic hepatitis B (4) and C (5) and All (6), and the
following binary indicators: tumor (F31), ascites (F32), encephalopathy
(F33), Gastro-Intestinal bleeding (F34) infection (F35), alcoholic habits
(F36), and Child-Pugh score (F37).

2.3 Data Set

Patients with an established diagnosis of CLD, in the various stages of the disease,
were included for this study. A total of 115 US liver images from 115 patients,
including 26 normal livers (Normal), 26 chronic hepatitis without cirrhosis (Chronic
Hepatitis), 27 compensated cirrhosis (Compensated Cirrhosis), and 36 decompen-
sated cirrhosis (Decompensated Cirrhosis), were involved in the experiments.

The patients were selected from the Gastroenterology Department of the Santa
Maria Hospital, in Lisbon, with known diagnosis based on liver biopsy results. Their
clinical histories, laboratory tests, and US images were obtained in the same day.
The study protocol was approved by the Ethics Committee of the referred Hospital,
it was explained to the patients and informed consent was obtained in each case,
according to the principles of the Declaration of Helsinki.

All patients underwent hepatic US exam, performed by an expertize using a
Philips c©CX50 scanner with a broadband curved array transducer with a frequency
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Fig. 8 Generic design for the selection of a ROI from the Ultrasound images and posterior pre-
processing result

range of 2.0–5.0 MHz. All US images were stored in DICOM format. A ROI of
128× 128 pixels along the medial axis was extracted from each image and pre-
processed by using the algorithm described in Sect. 2.1, as shown in Fig. 8.

3 Results

In this section the results with data from real patients, obtained with the Matlab
toolbox for Pattern Recognition, PRTools 4.1 [36], are presented to validate the
proposed CBC method.

3.1 Feature Extraction and Selection

The features extracted from the different medical modalities computed in this work
are all used along the classification pathway of the CBC. However, at each step,
only a fraction of the entire set is used, so a FS procedure is needed. Consequently,
an optimum sub-set of features from the whole set is selected by maximizing the
accuracy result of the LDA classifier. This optimization procedure is used for both
classification strategies, OAA and CBC. Notice that at this stage we are interested in
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Table 2 Sensitivity and overall performance, in parenthesis, percentage results for the OAA
strategy with the US-based feature set (US), with laboratorial and clinical feature set (LabClin)
and All features (All) without the feature selection procedure (No FS); and the results using the
feature selection (FS) procedure for the OAA strategy with laboratorial and clinical feature set
(OAALabClin), with the complete feature set (OAA) and Clinical-Based Classifier (CBC)

Feature set Normal
Chronic
hepatitis

Compensated
cirrhosis

Decompensated
cirrhosis

No FS US 3.9 (67.8) 23.1 (75.7) 25.9 (75.7) 44.4 (67.8)
LabClin 92.3 (91.3) 11.5 (72.1) 40.7 (74.8) 75.0 (86.0)
All 88.5 (90.4) 30.8 (70.4) 37.0 (69.6) 72.2 (86.2)

FS OAALabClin 100.0 ( 98.0) 62.0 (78.3) 48.0 (77.0) 81 (89.6)
OAA 100.0 (100.0) 68.0 (80.4) 56.0 (78.0) 86 (92.0)
CBC 100.0 (100.0) 65.4 (75.3) 80.5 (82.5) 90.7 (82.5)

choosing the best features and not the best classifiers, that is the reason why only the
LDA classifiers is used [9]. For comparison and performance analysis, classification
results at each CS without FS are also computed and the results are shown in Table 2.

Table 2 shows the results obtained with only US image, only clinical-based
features and with the complete feature set without and with FS procedure. It is
observed that by using only US-based features without FS, unacceptable results for
clinical practice are obtained with sensitivities of 3.9%, 23.1%, 25.9%, and 44.4%
for the Normal, Chronic Hepatitis, Compensated Cirrhosis, and Decompensated
Cirrhosis class, respectively. Classification only with clinical-based features, and
again without FS, which is the usual approach in the daily clinical practice
(LabClin), leads also to unsatisfactory results, in particular, for Chronic Hepatitis
and Compensated Cirrhosis with sensitivities of 11.5% and 40.7%, respectively.
The combination of both sets of features leads to marginal improvement for the
Chronic Hepatitis class but a decreasing for all other classes.

Feature selection seems to be a key operation to a good performance of the
classification process as it can be observed from Table 2. In the second part of the
table the classification results are presented with FS for three different classification
strategies; (1) One-Against-All (OAA) only with laboratorial and clinical-based
features (OAALabClin), (2) OAA, and (3) CBC.

The classifier inspired on differential diagnosis (CBC) with both US and
LabClin features, selected with the proposed FS scheme, outperforms the other
configurations with exception of the Chronic Hepatitis where the OAA strategy with
FS is the better (68.0(80.4)%), as observed in Table 2.

The specific features for each CS on the CBC and OAA are listed in Table 3.
The optimum features for the Normal detector in both strategies are the same,

belonging entirely to the LabClin set; clinical [F30,F37,F36] and laboratorial [F24],
which means that the traditional approach in clinical practice to detect illness based
on clinical and laboratorial indicators seems to be appropriated.

For the Chronic Hepatitis, the OAA strategy selects eight features, mainly from
the laboratorial, [F19,F24,F25,F26,F28] and clinical, [F33], sets. However, it also
selects features from the US images; liver texture [F16] and liver echogenicity [F2]. In
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Table 3 Set of features selected for the OAA strategy (OAA) and clinical-based classifier (CBC).
N Normal, CHC chronic hepatitis, CC compensated cirrhosis, DC decompensated cirrhosis

OAA CBC

US Lab Clinical US Lab Clinical

N – – 24, 30, 36, 37 – – 24, 30, 36, 37
CH 2, 16 19, 24, 25, 26, 28 33 16, 17 19, 24, 26, 28 37
CC 5, 10, 11,

15, 17
19, 20, 29 – 10, 11, 14,

16, 17
– –

DC 15 21 30, 32, 34 10, 11, 14,
16, 17

– –

the case of the CBC strategy for the Chronic Hepatitis detector, different optimum
features are selected; four from the laboratorial set, [F19,F24,F26,F28], two from the
US set, texture [F17,F16], and one from the clinical set, [F37].

The optimum set of features in the case of Compensated Cirrhosis, with the
OAA strategy, are based on US images; texture, [F15,F10,F17,F11], and surface
contour, [F5], and on laboratorial information, [F29,F20,F19]. For the Decompensated
Cirrhosis this same strategy makes use of five features preponderantly from clinical
data.

The discrimination of Compensated and Decompensated Cirrhosis is obtained
in the CBC strategy by using only five US-based textural features, [F16,F17,
F14,F10,F11].

These are the optimum features used in each CS. Next, the results of a similar
procedure by using both strategies, OAA and CBC, for classifier selection are
presented.

3.2 Classifier Selection

For each CS one out of two classifiers, kNN or SVM, is selected according to the
classification accuracy optimality criterion for that step. Different parameterizations
of each classifier are tested and the optimum configuration and classifier are selected
for each CS.

3.2.1 kNN Classifier

Nine different neighborhood configurations, corresponding to k = 1..9, were tested
in each CS with both optimal sets of features obtained in the previous section.

Table 4 illustrates the results obtained for the OAA strategy with the kNN
classifier. These results show a sensitivity to discriminate the Normal class of 100%
for all configurations. The best sensitivities for Chronic Hepatitis, Compensated
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Table 5 TPR, TNR, and OA percentage results of the kNN classifier for the evaluation set of the
CBC strategy. N Normal, CHC chronic hepatitis, CC compensated cirrhosis, DC decompensated
cirrhosis

CS1 (Normal detector) CS2 (CHC detector) CS3 (Cirrhosis detector)

TPR (N) TNR OA TPR (CHC) TNR OA TPR (CC) TNR (DC) OA

k = 1 100 100 100 42.30 87.30 74.16 0 100 77.78
k = 2 100 100 100 73.08 68.25 69.66 22.22 100 74.60
k = 3 100 100 100 61.54 82.54 76.40 70.37 94.44 84.13
k = 4 100 100 100 69.23 71.43 70.78 81.48 88.89 84.13
k = 5 100 100 100 57.69 80.95 74.16 80.78 91.67 85.71
k = 6 100 100 100 69.23 74.60 73.03 77.78 91.67 84.13
k = 7 100 97.75 98.26 65.38 77.78 74.16 74.07 94.44 84.13
k = 8 100 97.75 98.26 73.08 74.60 74.16 74.07 94.44 84.13
k = 9 100 97.75 98.26 53.85 77.78 70.79 74.07 94.44 82.54

Cirrhosis, and Decompensated Cirrhosis are 50.0% (k = 7), 44.44% (k = 2), and
86.11% (k = 2,5), respectively.

The equivalent results obtained by the CBC strategy are shown in Table 5. As
in the previous strategy, the performance of the normal detector is optimum, which
means, maxima TPR, TNR, and OA, for k = 1,2,3,4,5,6.

In the case of the chronic hepatitis detector the best OA (74.16%) is for k = 8,
corresponding to a TPR of 73.08% and FPR of 74.6% (cirrhosis detection). In the
last CS, the cirrhosis detector, the results reveal an OA of 85.71% for k = 5. The
TPR is 80.78% (Compensated Cirrhosis) and the TNR is 91.67% (Decompensated
Cirrhosis).

3.2.2 SVM Classifier with Polynomial Kernel

The same analysis performed previously for the kNN classifier will be now
presented for the SVM one.

Several parameterizations of the polynomial kernel were tested. The parameters
are the cost, c = 1,10,100,500, and the degree, d = 1,2,3,4,5. Here, only the best
results obtained for c = 1 are presented.

The results obtained with the polynomial kernel by using the OAA strategy are
listed in Table 6. An ideal classification result is obtained in the normal detector for
d = 4. For chronic hepatitis and cirrhosis detectors the best result, for d = 2, are:
sensitivity 73.08% and 59.26% for Chronic Hepatitis and Compensated Cirrhosis,
respectively. The optimum configuration in the Decompensated Cirrhosis case is
with d = 4, corresponding to a sensitivity of 91.67%.

Table 7 shows the results obtained by using the proposed CBC approach. The
normal detector for d = 4 is ideal under all figures of merit (OA, TPR, TNR =
100%). For the remaining CS the optimal kernel degrees are d = 1. In the chronic
hepatitis detector the best OA is 79.76%, with a sensitivity of 69.23%. For the
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Table 6 TNR, TPR, and OA percentage results of the SVM classifier with polynomial kernel
for the evaluation set of the OAA strategy. N Normal, CHC chronic hepatitis, CC compensated
cirrhosis, DC decompensated cirrhosis

N detector CHC detector CC detector DC detector

Degree TNR
TPR
(N) OA TNR

TPR
(CHC) OA TNR

TPR
(CC) OA TNR

TPR
(DC) OA

1 96.63 100 97.39 89.89 23.08 74.78 81.82 59.26 76.52 91.14 72.22 85.22
2 98.88 100 99.13 87.64 73.08 84.35 85.23 59.26 79.13 93.67 91.67 93.04
3 98.88 100 99.13 85.39 61.54 80 79.55 55.56 73.91 92.41 88.89 91.3
4 100 100 100 89.89 50 80.87 80.68 55.56 74.78 94.94 91.67 93.91
5 98.88 100 99.13 88.76 46.15 79.13 80.68 51.85 73.91 89.87 91.67 90.43

Table 7 TPR, TNR, and OA percentage results of the SVM classifier with polynomial kernel for
the evaluation of the CBC strategy. N Normal, CHC chronic hepatitis, CC compensated cirrhosis,
DC decompensated cirrhosis

CS1 (Normal detector) CS2 (CHC detector) CS3 (Cirrhosis detector)

Degree TPR (N) TNR OA TPR (CHC) TNR OA TPR (CC) TNR (DC) OA

1 96.63 100 97.39 69.23 84.13 79.76 77.78 91.67 85.71
2 98.87 100 99.13 65.38 79.37 75.28 70.37 86.11 79.36
3 98.87 100 99.13 69.23 82.54 78.65 66.67 80.56 74.60
4 100 100 100 61.54 84.13 77.53 62.96 83.33 74.60
5 98.87 100 99.13 65.38 82.54 77.53 66.67 83.33 76.19

Compensated Cirrhosis the sensitivity is 77.78% while for the Decompensated
Cirrhosis is 91.67%.

3.2.3 SVM Classifier with Gaussian Radial-Basis Kernel

To optimize the SVM with Gaussian radial-basis kernel, for the different classifica-
tion tasks, the radius parameter (r) was ranged from 0.1 to 5 with steps of 0.5. The
c parameter was also tested in different values, c = 1,10,100,500, for each radius
value. The best results are obtained for c = 10.

The SVM classification results with Gaussian radial-basis kernels for the OAA
strategy are summarized in Table 8. For this strategy, this classifier exhibits the
worst results for all detectors when compared with the other tested classifiers . The
sensitivity is 100% for Normal class, with the first three radius values, a sensitivity
of 26.92% for Chronic Hepatitis class, with r = 1.6, 44.44% for Compensated
Cirrhosis, with a r = 2.1, and 86.11% for Decompensated Cirrhosis class, with
r = 2.6.

With the CBC strategy the results are better than using the OAA one as shown
in Table 9.As in the previous case, the normal detector presents OA, TPR, and
TNR of 100% with r = 0.1,0.6,1.1. The wort result is for the Chronic Hepatitis
where the sensitivity is 38.46% and the OA is 78.65% (r = 1.1). For the last
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Table 9 TPR, TNR, and OA percentage results of the SVM classifier with radial-basis kernel
for the evaluation set of the CBC strategy. N Normal, CHC chronic hepatitis, CC compensated
cirrhosis, DC decompensated cirrhosis

CS1 (Normal detector) CS2 (CHC detector) CS3 (Cirrhosis detector)
Radius TPR (N) TNR OA TPR (CHC) TNR OA TPR (CC) TNR (DC) OA

0.1 100 100 100 0 100 70.79 0 100 57.14
0.6 100 100 100 23.08 96.83 75.28 22.22 100 66.67
1.1 100 100 100 38.46 95.24 78.65 70.37 94.44 84.12
1.6 96.63 100 97.39 34.62 95.24 77.53 81.48 88.89 85.71
2.1 95.50 100 96.52 34.62 93.65 76.40 81.48 91.67 87.30
2.6 96.63 100 97.39 23.08 93.65 73.03 77.78 91.67 85.71
3.1 95.50 100 96.52 19.23 95.24 73.03 74.07 94.44 85.71
3.6 95.50 100 96.52 11.54 96.83 71.91 74.07 94.44 85.71
4.1 95.50 100 96.52 11.54 100 74.16 74.07 94.44 85.71
4.6 95.50 100 96.52 11.54 100 74.16 74.07 91.67 84.13

CS of the CBC approach, the optimal radius is r = 2.1 resulting in an OA of
87.3%. The individual performances showed a sensitivity of 81.48% and 91.67%
for Compensated Cirrhosis and Decompensated Cirrhosis, respectively.

4 Discussion

The proposed CBC algorithm for diagnosis and staging of the CLD has been
applied to an experimental database of 115 patients, with well-established diagnosis,
according to the guidelines accepted in the gastroenterology medical community.

The multi-modal feature set proved to be an appropriate approach for this
classification problem. An algorithm was designed and implemented to select the
optimal set of features for each CS. The performance of the FS algorithm was
evaluated and the results compared with the ones obtained without FS procedure.
This procedure, based on the SFFS with LDA criterion, leads to a clear improvement
of the classification accuracy and sensitivity in all classes/detectors.

The results reveal an important issue: each modality feature set has, at each CS,
different discriminative power. In the first CS, laboratorial and clinical features are
more discriminative than the US-based features. As already stated before, this fact
confirms the appropriateness of the traditional diagnosis method used in clinical
practice. For more severe stages of CLD, the FS procedure automatically attributes
more and more importance to the US image-based features. US textural features,
obtained from the first-order AR model coefficients and the wavelet coefficients
obtained from the first Haar wavelet decomposition, are particularly relevant.

This fact corroborates the difficulty reported in the literature [3] in discriminating
advanced stages of the CLD only from laboratorial and clinical information. This is
particularly visible in the last CS, where only US-based features are automatically
selected.
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The US textural features selected here are in accordance with the results of
several other studies [6, 15, 21, 27]. In these studies, wavelet transform [6, 15, 21]
and AR coefficients [27] based features, from US images, are presented as having
high discriminative power in the assessment of CLD stages.

Liver contour US-based features were extracted from a semi-automatic post-
processing algorithm. Apparently, this set of features is not very important because
they are only selected in one of the strategies, the OAA one. In the proposed CBC
they are not selected at all. This class of features was included in this study because
several works in the literature [3, 30, 31] refer its potential usefulness for CLD
diagnosis. However, our results also reinforce the conclusions on [33], where it is
stated that the liver surface morphology analysis performed based on US data is
subjective and non-reliable.

Another important conclusion is that US echogenicity is not suitable for discrim-
ination in CLD. This confirms previous results in the literature [17,18] where it was
shown the low discriminative power of the features [F1,F2,F3].

The main novelty of this work is the proposal of a new classification and
staging strategy for CLD where the natural evolution of the disease is taken into
account. The well-established protocol of differential diagnosis, used in the medical
community, also inspired the design of the CBC. This approach outperforms the
OAA strategy.

For the Normal class the results showed a perfect accuracy in discriminating the
normal from the diseased patients, for all classifiers in both decompositions. It is
possible to refer that we improved the reported results described in the literature
[6, 13, 15]. This is due to the proposed multi-modal feature and FS approach,
since the system only selected clinical and laboratorial data. The disease clinical
knowledge proved to be crucial for this CS.

Liver fibrosis is related, in part, with Chronic Hepatitis patients without cirrhosis.
In the study preformed by [15] it is referred the difficulty in the classification of liver
fibrosis based on US images. Their study revealed an OA of 72%, with a sensitivity
of 60% for patients with fibrosis grade of 3 (Chronic Hepatitis class) and 88.6%
for patients with fibrosis grade of 4 (Cirrhosis class). In the present study, we were
able to improve the detection of the Chronic hepatitis class by using the SVM with
a polynomial kernel of degree d = 1, when compared with the results presented in
[15]. Our results are an OA of 79.8% with a sensitivity of 69.2% and 84.1% for
Chronic Hepatitis and Cirrhosis class, respectively.

Concerning the cirrhosis detector, with the CBC strategy, [3] reported that the
accuracy in detecting signs of compensated cirrhosis has not been well investigated.

Concerning the cirrhosis detection, our results show how important the US-based
features are in CBC. The best results were obtained with the Gaussian radial-basis
SVM classifier (r = 2.1), where an OA of 87.3% with a sensitivity of 81.48% for
the Compensated cirrhosis class and 91.7% for the Decompensated cirrhosis class
were achieved. In [3] a sensitivity of 82.2% for the Compensated cirrhosis class was
reported.
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Fig. 9 Proposed algorithm for the classification of Chronic Liver Disease based on US images,
clinical and laboratorial features

The final optimized configuration adopted for the CBC classifier, according to the
all tests of features and classifiers selection performed in this work, is the following
(see Fig. 9): CS1, Normal detector, is a kNN with (k = 1); CS2, Chronic hepatitis
detector, is a polynomial kernel SVM with (d = 1); and CS3, Cirrhosis detector, is
a Gaussian radial-basis kernel SVM with (r = 2.1).
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5 Conclusions and Future Work

Many scientific and medical problems require different concepts or classes to be
distinguished. The goal is to extract sufficient discriminatory information to assign
an object reliably, which in the medical field is of major importance. In this sense,
this study was developed with the premise that the multi-class classification problem
should address the normal behavior of CLD. To solve this investigation question, we
develop the CBC strategy. The proposed multi-feature and multi-classifier system,
based on a pre-processing US image decomposition proved to be a useful approach
to the CLD classification problem.

The results presented in this study showed that it is possible to identify the
different stages of CLD based on US liver images, particularly textural features,
as well as laboratorial and clinical features. This is achievable by decomposing the
data based on the different stages of the disease: The group with the most severe
stage, Decompensated cirrhosis, is well discriminate, while patients in lower stages,
Chronic Hepatitis and Compensated cirrhosis, need further analysis, in order to
improve even more the classification results.

In future work, the proposed multi-feature approach will be expanded to
incorporate more textural and morphological features. Moreover future work will
also investigate classifier combination techniques as well as other features selection
algorithms.
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Assessment of Bone Healing Using Ultrasound

Hasan Al-Nashash and Nasser N. Qaddoumi

1 Introduction

Human bone has the remarkable capacity of remodeling and self repair through
a complex regenerative healing process resulting in the gradual restoration of
its mechanical properties and load bearing capacity [1]. Fracture healing goes
through three distinct stages: reactive phase which includes inflammatory phase and
granulation tissue formation, reparation phase which includes callus formation and
lamellar bone deposition, and remodeling phase in which woven bone is replaced by
mature bone. Although surgical intervention and fracture immobilization facilitate
healing, fracture healing is known to be a physiological process. The connective
tissue membrane covering the bone determines the healing process of a fractured
bone. This connective tissue is the primary source of bone cells responsible for
generating new bone during growth and repair. The length of the healing process
depends on the extent of the fracture. It takes up to three weeks for the majority of
upper bodily fractures and it takes up to four weeks for lower body fractures.

In clinical settings, monitoring of the fracture healing process is routinely
done using manual assessment of the fracture site and evaluation of radiographic
images in an attempt to determine the form and intensity of callus calcification.
Both methods are subjective and largely dependent on the physician’s expertise
and clinical judgment which may lead to discrepancy in clinical assessment,
premature or late fixation removal, and/or untimely surgical and physical therapy
intervention [2, 3]. Manual manipulation is a subjective test of stiffness which is
often inconclusive and is clearly limited by the amount of stress safely applied
[2]. X-ray radiation exposure is hazardous and considered unsafe especially for
repetitive tests. It cannot be used for pregnant women or patients who have had any
barium contrast media, or medication containing bismuth. Moreover, while fractures
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are typically visible on primary radiographs, the first stages of bone healing and soft
tissue deposition are difficult to visualize prior to calcification resulting in a phase
lag between radiological X-ray assessment and the physiological healing process
[3, 4].

The above-mentioned shortcomings of the subjective fracture healing assessment
techniques currently used in clinical practice clearly pose many challenges to the
treating physicians. These range from the potential inaccurate assessment of delayed
unions and nonunions to the incorrect timing of the removal of an internal/external
fixation device, and sometimes to the delayed or premature surgical and/or physical
therapy intervention. These are serious problems in light of the high rate of
remodeling that bone undergoes, since it is a highly active tissue well known to
alter its properties and configuration in response to changes in mechanical demand.
This implies that any time delays may lead to bone atrophy (or hypertrophy at
attachment sites) and diminished mechanical properties affecting the overall healing
process [1].

The inherent limitations of the current assessment of fracture healing in clinical
practice have prompted researchers to find alternative solutions. Several methods
have been proposed for the noninvasive monitoring of fracture healing over the
last decade. These include quantitative computed tomography (QCT), dual energy
X-ray absorptiometry (DEXA), and single photon absorbiometry (SPA). The main
idea behind these techniques is to measure the bone mineral density (BMD) of the
regenerated callus during the bone healing process and relate it to the strength and
stiffness of the healing bone [5, 6]. While those techniques shed some light on the
structural integrity of the healing bone, they were found to be influenced by extrinsic
bone properties and type of fracture and could not provide accurate measurements
of the callus [7]. Furthermore, these techniques also suffer from X-ray exposure and
high cost.

Vibratory devices were also used to study the mechanical behavior of fracture
healing of bone [8–12]. These devices consist of mechanical sine wave vibrators
that are applied to the fracture site such that a miniature accelerometer captures
the response of bone. If the bone is free of fracture, it behaves linearly and an
excitation frequency is detected. Fractures result in a nonlinear system behavior and
harmonics will be detected by the accelerometer. Unfortunately, vibratory devices
suffer from limitations related to increased signal damping and inaccuracies locating
the resonance frequency especially with obese [4, 8]

Low-intensity ultrasound is a form of mechanical energy that is transmitted
through and into biological tissues as an acoustic pressure wave. It has been
widely used in medicine as a diagnostic and therapeutic tool. Literature shows
that LIUS has been used for the last 60 years as a biophysical therapeutic form
of intervention in the bone healing process, which through several mechanisms
accelerates healing of fresh fractures and enhances callus formation in delayed
unions and nonunions [13].

Despite the vast body of literature that investigates the therapeutic fracture-
enhancement capabilities of ultrasound [14–16], fewer studies examined the poten-
tial use of ultrasound as a diagnostic quantitative monitoring tool in bone fracture
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healing [4,17–19]. Malizos et al. summarizes the work done by the various research
groups where the majority has used axial-transmission technique. The major short-
comings of the ultrasound systems reviewed are the limited application to peripheral
skeletal sites, such as the tibia and radius, and the measurement inaccuracies due to
soft tissues interference.

Hijazi et al. [4] proposed a mathematical simulation model to simulate the
interaction of continuous ultrasound waves with the human body. Their results show
that ultrasound techniques could be used to quantitatively monitor the various stages
of the healing process. Bin Sediq et al. [19] also used a mathematical simulation
model to investigate the effect of frequency on callus thickness and hardness.

An extensive review of literature shows that while ultrasound provides a promis-
ing noninvasive means of monitoring and quantifying the bone healing process,
there are no practical ultrasound systems in the market available for clinical
applications. Clinicians continue to use conventional subjective means of fracture
healing assessment, namely, manual manipulation and radiographic assessment,
thereby relying heavily on clinical expertise and judgment and risking errors in
detecting complications, assessing end point of healing, or removal of fixation.
The main challenges cited as reasons for ultrasound error measurements that hinder
its practical use stem from three different sources: (1) surrounding soft tissue, (2)
variations in bone shape and size, and (3) inaccurate measurement due to probe
separation.

This chapter is organized in four main sections. In Sect. 2, we describe an
experimental method for the measurement of acoustic impedance of healing bone
using pulsed ultrasound. Results from standard materials and biological materials
are presented. In Sect. 3, a mathematical model which describes the interactions of
continuous ultrasound waves with a multilayered biological structure is described.
The model is developed to compute the reflection coefficient at the transducer
side. This coefficient is then used to quantify the bone healing process. Finally,
in Sect. 4, another mathematical model which describes the interaction of pulsed
mode ultrasound waves with a multilayered biological structure is described. The
model is applied to estimate the bone callus thickness and degree of hardness.
Different frequencies are utilized to obtain highest measurement sensitivity and
accuracy of callus thickness and degree of hardness.

2 Measurement of Acoustic Impedance of Healing Bone

Knowledge of acoustic impedance of healing bone and other tissues is of paramount
importance for the quantification of bone healing stage. In this section, we describe
an experimental method for the measurement of acoustic impedance using pulsed
ultrasound. The acoustic impedance (Z) is the product of the acoustic velocity of the
wave and the density of the material. It describes the ability of a material to allow
sound waves to propagate through it.
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When an ultrasound wave propagates from a medium to another, part of it is
transmitted to the second medium and the rest is reflected back. The ratio of the
reflected to the incident waves is called the reflection coefficient (Γ ). It depends on
the physical properties of the two mediums, mainly on their acoustic impedances.
The reflection coefficient at the boundary is, therefore, defined as:

Γ =
Z2−Z1

Z2 +Z1
. (1)

In bone healing assessment, it is hypothesized that the reflection coefficient
associated with the callus layer of the healing bone is associated with the degree
or level of healing process. The rationale behind this hypothesis is based on the fact
that the callus layer changes the density and dimensions during the healing process,
thus altering the acoustic impedance and reflection coefficient. An accurate measure
of the reflection coefficient of pulsed ultrasound will, therefore, make assessment of
the level of healing process tractable.

To describe the interaction of pulsed mode ultrasound with the multilayer
biological system which includes skin, fat, and callus, a mathematical model is
developed. In this model, a single element transducer is used to send an ultrasound
pulse to a multilayer structure. Next, we will describe a mathematical model to
estimate the acoustic impedance of a flat sheet of a material.

Figure 1 shows a structure composed of three layers including two layers of water
and a sheet of material with unknown acoustic impedance. Let Z1 and Z2 be the
acoustic impedances of water and material, respectively. The incident ultrasound
pulse amplitude impinging upon the material is Vi and the reflected portion is Vr1

and therefore:

Vr1 = ΓVi

Vt1 = Vi(1+Γ ). (2)

The transmitted signal Vt1 will be attenuated through layer 2 and reach the front
surface of layer 3 as Vi2. At the interface between layers 2 and 3, part of the wave
will be reflected and travel through medium 2 to be attenuated to Vi3. Part of Vi3 will
be transmitted to layer 1 as Vt3 [20]:

Vt3 =−Γ
(
1−Γ 2)e−2αdVi, (3)

where

α: attenuation factor (dBcm−1 MHz−1)
d: layer 2 thickness (cm)

The transducer will detect the first reflected signal Vr1 followed by the second
reflection Vt3 as described by (3). Similarly, the third reflected signal Vt5 can be
obtained as:

Vt5 =−Γ 3 (1−Γ 2)e−4αdVi. (4)
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Fig. 1 Multi-reflections of a three-layer system

To obtain the reflection coefficientΓ at the interface between water and the material
under investigation, Vr1, Vt3, and Vt5 are used [20]:

Γ =

√
1

1− K2
K1

, (5)

where

K1 =
Vr1

Vt3
=

1
−(1−Γ 2)e−2αd (6)

and

K2 =
Vt3

Vt5
=

1
Γ 2e−2αd (7)
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Table 1 Acoustic impedance results of different materials

Material Aluminum Tendon Cartilage Bone

Published acoustic impedance (MRayl) 17.0 1.4 1.85 6.43
Obtained value (MRayl) 16.74 1.37 1.88 6.38
%Error 1.52% 2.00% 1.62% 0.80%

As indicated by (5), the reflection coefficient is independent of the thickness and
attenuation factor of all layers. It only depends on the ratio of the reflected signals
which are easily obtained through measurement. Consequently, if Z1 is assumed to
be known (water in this case), then the unknown Z2 can be determined using (1)
and (5).

This technique was tested on samples of aluminum and some biological materials
such as bone, tendon, and cartilage. Since aluminum has a standard and well docu-
mented acoustic impedance, it can be used for calibration purposes. A pulsed mode
A-scan ultrasound system was used to measure Γ and consequently determine Z.

Table 1 shows the obtained results of the acoustic impedance for the different
materials. The results are compared with the published acoustic impedance values
of the materials under investigation [21].

3 Continuous Mode Testing of Healing Bone

Ultrasound testing of healing bone can be performed using continuous or pulsed
mode techniques. In continuous mode, the ultrasound frequency is a very crucial
factor in the image display or resolution. In addition, the propagation speed of the
wave is also an important factor. The speed varies depending on the frequency of
operation and the acoustic impedance of the medium. Ultrasound imagers transmit
sound waves in the megahertz range to the system under investigation using a
piezoelectric transducer. Ultrasound waves interact with different materials such
as skin, tissue, and bone. Each material has its own distinct acoustic impedance;
therefore, some of the sound waves energy will be reflected back to the transducer
while the rest propagates through the medium. The reflected waves will be picked
up by the same or a second transducer depending on the experimental setup. Thus,
ultrasound testing techniques are applied in a monostatic or a bistatic fashion.
A general block diagram of a single transducer based continuous mode ultrasound
system for the assessment of bone healing process is depicted in Fig. 2. The
oscillator, power amplifier, and transducer form the transmitter. The transducer,
buffer amplifier, and mixer make the receiver part of the system.

In addition, ultrasound measurements may be conducted from only one side
(echo/reflection measurements) or from both sides of the system under inspection
(transmission). Generally, the resolution of the measurement is dictated by the
footprint of the ultrasound sensor which is usually small in the order of millimeters.
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Fig. 2 General block diagram of a single transducer based continuous mode ultrasound system

Fig. 3 Human tibia model
at ultrasound frequencies
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To model the interaction of continuous ultrasound waves and a multi-layered
system, a mathematical model is presented next. The model is based on transmission
line theory. In an ultrasound regime, the biological structure is modeled as a three
layer medium: skin, fasciae, and bone. Each of these layers is characterized by
its acoustic impedance. These impedances influence the incident, transmitted, and
reflected ultrasound pressure waves. The presence of a fracture or a crack can be
modeled as an additional callus layer on top of the bone. When an acoustic wave
is incident on a structure, similar to the human body, part of it will be reflected at
the boundary between any two layers and the rest will travel through. Waves reflect
whenever they travel from one medium (layer) to another medium.

Transmission line technique is used to model the interaction of a pressure wave
with a multilayered structure backed by an infinite half-space of bone as shown
in Fig. 3.
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The position reference (x = 0) is assumed to be at the boundary of the first layer and
water. The pressure P and velocity u in any layer, n, can be written as [22]:

Pn = Pnie
− jγnx +Pnre

jγnx (8)

un = unie
− jγnx− unre jγnx =

1
Zn

(
Pnie

− jγnx−Pnre jγnx) (9)

where subscript i denotes incident and r denotes reflected. Also, γn is the transmis-
sion coefficient and Zn is the acoustic impedance of layer n. To find the effective
reflection coefficient, we should find P1r in terms of P1i. The effective reflection
coefficient for a structure made of any number of layers may be obtained by starting
at the last layer (an infinite half-space of a material). In this last layer, no reflection
is present and the waves may be expressed as traveling waves only. By applying
the boundary conditions at the interface between the last two layers, an expression
of the reflection coefficient at that last interface may be obtained. The process is
propagated back till an expression of the reflection coefficient at the first interface is
obtained. For example, the reflection coefficient for a three layer structure may be
written as:

Γ =

Z1
Z0

D− 1
Z1
Z0

D+ 1
, (10)

where

D =
1+Ce−2 jγ1d1

1−Ce−2 jγ1d1
,

C =

Z2
Z1

B− 1
Z2
Z1

B+ 1
,

B =
1+Ae−2 jγ2d2

1−Ae−2 jγ2d2
,

A =

Z3
Z2
− 1

Z3
Z2

+ 1
.

The equations show an obvious pattern that can be seen in the resultant reflection
coefficient. There is a reflection at the boundary of each layer followed by a
transmission through the layer. The above formulation can be expanded for any
number of layers by cascading these reflection, Xk and transmission, Yk formulae
shown below.

Xk =

Zk
Zk−1

Yk− 1
Zk

Zk−1
Yk + 1

and Yk−1 =
1+Xke−2 jγk−1dk−1

1−Xke−2 jγk−1dk−1
, (11)
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Fig. 4 Reflection coefficient vs. scanning relative position over a structure containing callus [22]

where, k is the layer number. Calculation starts from the last layer, where Yn = 1 for
the first iteration if the last layer is an infinite half-space (n = number of layers).
By solving for all Xk and Yk,X1 will be the effective reflection coefficient.

The developed model was applied to a stratified structure consisting of three
planner layers backed by an infinite half-space (layer four) as described below.

Layer 1: skin, Z = 1.69× 106 kgm−2 s−1, thickness: 2.5 mm.
Layer 2: fasciae and fat, Z = 1.38× 106 kgm−2 s−1, thickness: 1.0 mm.
Layer 3: this layer is a fat layer with a thickness of 0.2 mm except for a small

circular area (1cm2), where the fat is replaced by callus (with properties like bone).
The callus thickness is estimated to be 0.2 mm at the beginning and decays to
0.0 mm when the healing is complete. The thickness of the callus depends on the
healing stage. Consequently, monitoring this callus layer reveals information about
the healing stage.

Layer 4: bone, Z = 7.8× 106 kgm−2 s−1, thickness: infinite half-space.
A frequency of 10 MHz was used throughout the simulation. The reflection

coefficient was calculated at the sensor due to the interaction of the ultrasound signal
with the layers described above. Figure 4 shows the reflection coefficient calculated
as a function of scanning position over a structure containing callus of thickness
0.01 mm. The callus center is located at a scanning distance of 8 mm. The change
in the reflection coefficient begins to occur as the transducer (footprint = 1cm2)
partially begins to overlap with the callus region. The variation ends as the callus
is totally out of the footprint of the sensor. The intensity of the ultrasound wave is
assumed to be uniform within the footprint.
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Fig. 5 Reflection coefficient vs. scanning position over a structure with varying callus thickness

To consider the effect of foot print of the sensor, a mixing model based on
the portion of the area seen from fat and callus is used to calculate the effective
acoustic impedance of the mixture. Consequently, the acoustic impedance of the
layer containing callus varies between that of fat to that of callus depending on
what is seen by the sensor. Figure 5 shows similar scans to the one shown in
Fig. 4 for varying thicknesses of the callus layer. In the situation when callus is
decaying from a certain height to zero, simulation results show that the value of the
reflection coefficient varies. This is most apparent at the center of the callus region.
Additionally, variation of the reflection coefficient for a certain callus thickness
indicates that callus dynamics and healing stages may be captured.

4 Pulsed Mode Testing of Healing Bone

In pulsed mode testing, it is assumed that a pulsed ultrasound transducer is radiating
into an N-layer structure, terminated by an infinite half-space. The main difference
between continuous and pulsed modes of testing is that in continuous mode one
reflection at the transducer side may be obtained. This reflection is influenced by all
the parameters of the system, i.e., one cannot see the boundaries. On the other hand,
in pulsed mode testing, all boundaries are seen and clear reflections at all interfaces
may be observed.
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Fig. 6 A three-layer structure terminated by an infinite half-space of a material. Each layer i has
thickness di, acoustic impedance Zi, propagation velocity Vi , and attenuation factor αi

To explain the use of pulsed mode ultrasound in bone healing testing, a similar
structure to that used in the previous section is considered. Figure 6 depicts a three-
layer structure terminated by an infinite half-space of any material with acoustic
impedance Z4. Each layer is characterized by four parameters:

– Thickness of the ith layer in (m), di

– Acoustic impedance of the ith layer in (kgm−2 s−1), Zi

– Velocity of the wave in the ith layer in (ms−1), Vi

– Attenuation factor of the ith layer in (dBm−1), αi

The ratio of the reflected pressure wave to that of the incident wave is the reflection
coefficient (Γi) and it is expressed as in (1):

Γi =
Zi+1−Zi

Zi+1 +Zi
, (12)

where Γi is the reflection coefficient from the interface between the ith layer and the
(i+ 1)th layer.

For pulsed mode ultrasound, it is assumed that the incident wave is a unit
amplitude delta function at a time t = 0. In addition to the main first reflections
at each interface, there exist additional multiple reflections within each layer. The
magnitudes and times of arrival for each reflection can be determined. Although
multiple reflections will continue to take place, usually the first two sets of multiple
reflections are of significant amplitude relative to the first reflection. Therefore, in
this chapter, the first two sets of multiple reflections will be considered. In practice,
a dying oscillatory input pulse with finite duration should be considered. Hence,
the output is obtained by convolving the impulse response with the oscillatory input
pulse f (t).
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It can be shown that the main and multiple reflections resulting from the structure
described earlier show a recursive pattern [23]. For an N-layer structure, the main
reflection in each layer P1(i, t) and the multiple reflections P2(i, t) are:

P1 (i, t) =

[
Γi

k=i−1

∏
k=1

(
1−Γ 2

k

)
C1i

][
δ

(
t−

i

∑
j=1

2d j

Vj

)
⊗ f (t)

]
, i = 1 . . .N (13)

P2 (i, t) =
∞

∑
m=2

[
Γ m

i (−Γi−1)
m−1 C2im

k=i−1

∏
k=1

(
1−Γ 2

k

)]

×
[
δ

(
t−

i

∑
j=1

2d j

Vj
− 2mdi

Vi

)
⊗ f (t)

]
, i = 2 . . .N (14)

where the attenuation coefficients are:

C1i = 10
−

j=i
∑

j=1
2d jα j/20

and C2im = 10
−
(

j=i
∑

j=1
2d jα j+2mdiαi

)
/20

.

The model described above was used to simulate the ultrasound interaction with
biological structure composed of skin, fat, callus, and infinite half-space of bone as
shown in Fig. 6. The structure parameters are as follows:

• Layer 1: delay line of water, Z = 1.5× 106 kgm−2 s−1, thickness (d1) = 6mm,
velocity (V1) = 1483ms−1, and attenuation factor (α1) = 0.002dBcm−1 MHz−1.

• Layer 2: skin, Z = 1.69× 106 kgm−2 s−1, d2 = 2.5mm, V2 = 1537ms−1, and
α2 = 3.5dBcm−1 MHz−1.

• Layer 3: this layer is a fat layer with a thickness (d3) of 10 mm except for
a small circular area (1cm2) where the fat is replaced by callus. The fat
layer has Z = 1.38× 106 kgm−2 s−1, velocity = 1450ms−1, and attenuation
= 1.8dBcm−1 MHz−1. The callus layer has a thickness of 10 mm with properties
similar to fat at the early stages of callus formation. The callus acoustic properties
change from those of soft callus (similar to fat) to hard callus (similar to bone).
In other words, its acoustic impedance, velocity of the wave, and attenuation
will increase with time (healing). After the callus hardens, it will begin to decay
from 10 mm to 0 mm indicating complete healing. Both the callus thickness
and its properties depend on the healing stage. Consequently, monitoring these
quantities will reveal information about the healing stage.

• Layer 4: bone, Z = 7.8× 106 kgm−2 s−1, d4 is an infinite half-space (usually
3 mm thick), V4 = 3500ms−1, and α4 = 13dBcm−1 MHz−1.

Figure 7 shows the reflection coefficient as a function of callus acoustic impedance
variation for different callus thicknesses at 3 MHz [23]. The simulation results show
the variations in the magnitude of the reflection coefficient as a function of acoustic
impedance for different healing stages. The curves show a complete picture of the
healing process of the bone starting with soft callus ending with hard callus and the
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Fig. 7 Magnitude of the reflection coefficient as a function of the acoustic impedance of the callus
layer at 3 MHz [23]

decay of callus thickness. The criterion to compare the performance of the different
transducers is the difference in the magnitude of the reflection coefficient, which
reflects the sensitivity of the transducer to different stages of bone healing.

5 Conclusion

The use of ultrasound inspection of healing bone provides a noninvasive means
of quantifying the level of bone healing after fracture. This can be achieved by
the assessment or measurement of acoustic impedance of the multilayer biological
system composed primarily of skin, fasciae, callus, and bone during the various
stages of bone healing.

In this chapter, an experimental method for the measurement of acoustic
impedance of healing bone using pulsed ultrasound was described. The method
enables the user to obtain the acoustic impedance of an unknown material from
the first three reflections without the need for a priori information of attenuation
coefficients or thickness.

Two mathematical models which describe the interactions of ultrasound waves
with a multilayered biological structure were presented. The first model describes
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the utilization of continuous mode ultrasound waves in the measurement of the
reflection coefficient which leads to quantification of bone healing stage. In the
second model, pulsed mode ultrasound waves are utilized to estimate the acoustic
impedance and thickness of the callus layer. Consequently, pulsed mode ultrasound
may also be used for the assessment of bone healing level.
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Image-Guided Cryoablation of the Prostate

Sutchin R. Patel, Gyan Pareek, and Jasjit S. Suri

Abstract Minimally invasive treatments continue to evolve as an alternative means
for the treatment of prostatic tumors. Of the mainstream ablative procedures
reported in the literature, the cryotherapy data appear to be the most durable. The
technological innovations in the use of urethral warming devices and real-time tran-
srectal ultrasound sonography have lead to effective tumor ablation with a reduction
in the morbidity of the procedure. Although limited long-term survival data utilizing
cryotherapy are available, recent series have provided compelling results, promoting
interest in prostatic cryoablation. This chapter assesses the importance of imaging
technology in the current status of cryotherapy for prostate tumors.

1 Introduction

During the last decade, there has been a resurgence of cryotherapy in the field
of urology as a treatment modality for prostate cancer. Much of the interest
has been promoted by the advancement of radiographic technology and surgical
instrumentation, along with the movement toward providing minimally invasive
therapeutic options for patients.

Cryotherapy destroys cells by consecutive rapid freeze and thaw cycles, leading
to progressive cell death at nadir temperatures of −19.4◦C or less [1]. A sharp
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decrease in viability is clear as the majority of cells die as temperatures approach
−30◦C. Though cell death occurs between −20◦C and −30◦C, complete cell
destruction is incomplete [2, 3]. A double freeze–thaw cycle to −40◦C has been
shown to be fully lethal [2, 4]. Standard cryosurgical technique used today requires
that the tissue be frozen rapidly, thawed slowly and then exposed to a second
freeze–thaw cycle. Each phase of the freeze–thaw cycle, including the cooling rate,
nadir temperature, and duration of freezing and thawing rate, leads to cell injury
and contributes to cellular destruction. The rapid freezing leads to intracellular ice
crystal formation which leads to cell membrane disruption via mechanical damage
as well as metabolic disturbances related to cellular solutes. The vascular stasis soon
after thawing also contributes to cellular injury as the loss of blood supply to the
tissue decreases the probability of cell survival. The histologic characteristics of
the central portion of the ablated tissue are consistent with coagulative necrosis
surrounded by a thin margin at the periphery of the lesion where temperatures
were 0◦C to −20◦C where cell destruction may be incomplete. A well-demarcated
transition between frozen and unfrozen tissue has been noted, which correlates well
with the ultrasonography findings at the time of ablation [2].

The therapeutic use of cryoablation dates back to mid-nineteenth century
England and James Arnott, who used crushed ice and salt solutions to attain
temperatures of−20◦C [5]. The practical ability to clinically apply deeply cryogenic
temperatures was realized when liquefied air gases became available just before
1900. Early approaches were limited to superficial application of the cryogen,
usually liquid nitrogen, by either spraying or pouring it over the lesion. These
techniques limited the clinical applications of cryotherapy [6]. In 1961, Cooper
and Lee successfully built the first apparatus for cryotherapy. Their liquid nitrogen
cryogenic probe would pave the way for modern cryoablation [7]. Cryoablation
of the prostate was initially introduced in the 1960s by Gonder and associates
as a definitive treatment of prostate cancer [8]. They used a single, blunt end,
transurethral cryoprobe and monitored the freezing process by digital palpation
from the rectum. Flocks et al. in a small series of 11 patients with prostatic
extracapsular extension used an open perineal surgical approach and directly applied
a flat cryoprobe onto the visible prostate gland in order to preserve the sphincter and
reduce the morbidity [9]. Megalli et al. in 1974 were the first to report a transperineal
percutaneous approach using a single 18Fr sharp-tipped liquid nitrogen cryoprobe
[10]. Their cryoprobe was introduced through skin incisions on either side of the
midline in the perineum and was guided by digital palpation. Various modifications
of both the open and the percutaneous transperineal techniques were used during
this time with guidance either under direct visual or tactile control. Reuter also
described the use of the rigid cystoscope as an adjunct to the digital palpation of the
prostate gland to directly monitor the bladder and ureteral orifices [11]. However,
despite advances in the development of cryoprobes and the ability to effectively
ablate tumor tissue, the technical difficulty in precisely placing the cryoprobes and
in monitoring the freezing process leads to the abandonment of the procedure until
the 1980s.
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2 Imaging: Ultrasonography

The resurgence of prostatic cryotherapy in the 1980s was mainly due to the use of
real-time transrectal ultrasonography (TRUS) for monitoring and the innovation of
urethral warming devices. Initial cryotherapy results prior to this time period were
discouraging, with complications including ureteral obstruction and rectourethral
fistulas [12–15]. Currently, third-generation machines are being evaluated with
the hope of avoiding the devastating complications of first and second-generation
machines. Strategies employed by third-generation machines include the use of
argon gas for cooling and helium for thawing temperature probes both inside
and outside of the prostate and a standardized urethral warming catheter, thereby
improving on the limitations of first and second-generation machines [16, 17].

The use of real-time ultrasound for placement of the cryoprobes and continuous
monitoring of the freezing process was a significant advance in cryotherapy. The
prostate could now be aggressively frozen to encompass the entire gland while
protecting the rectum from injury. Since the 1980s, ultrasonography has advanced
but despite significant improvements in imaging quality and the introduction of
duplex Doppler color it still has limitations.

Ice has an acoustic impedance much different from any tissue, reflecting up to
99% of the incident acoustic signal and thereby creating a very well seen surface.
Unfortunately, the strong reflective surface serves as an impenetrable acoustic wall
so that everything behind the leading edge of the ice ball is acoustically invisible
[18]. This is significant in that it can become particularly difficult to visually monitor
the long segment of the rectal wall at risk near the end of the procedure.

Although curvilinear TRUS probes have become popular for TRUS-guided
prostate biopsy, they do not permit adequate visualization during the freezing
process. The use of a biplane ultrasound probe is valuable with the two crystals
providing a cross-sectional and longitudinal image of the prostate interchangeably
during the procedure. This further allows adequate monitoring of both cryoprobe
placement and the approach of the ice toward the rectum [19]. Color Doppler
may also be helpful to monitor tissue vascularity and thus viability as freezing
approaches the rectum. It is important to realize that despite advances in ultrasonog-
raphy, the imaging we use provides us with no information about the temperature
distribution of the ice nor does it illustrate the extent of freezing along the borders of
the prostate. Because reliable destruction of cancer cells by freezing is dependent on
the tissue reaching critical temperatures, the development and use of thermocouples
were critical for adequate cryoablation and also to avoid damage to the rectum,
external sphincter, and neurovascular bundles. Thermocouple probes should be
placed equidistant between cryoprobes at the warmest location so as to not give
misleading results. Another maneuver that can also be employed to limit damage to
the rectum is the injection of saline into Denonvillier’s fascia to increase the space
between the rectum and the prostate. Onik et al. have used the saline injection
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technique in more than 400 patients and have shown a decrease in the risk of
rectal freezing and the complication of urethrorectal fistula without any increase
in morbidity [20].

3 Imaging: Advances

Given the limitations of ultrasonography and the continuing advances in technology,
a number of different imaging modalities and adjunctive tools are being tested
to improve the monitoring and accuracy of cryoablative procedures. Building
on the success of two-dimensional real-time ultrasonography, three-dimensional
ultrasonography has been used to allow the surgeon to better track the passage of
needles as well as monitor the freezing process. Chalasani et al. described a three-
dimensional ultrasonography software (Robarts Research Institute) loaded onto a
computer that can be connected to a biplanar transrectal probe to aid in placement
of cryoprobes [21]. The three-dimensional view may be especially helpful in
the tracking of oblique trajectories for cryoprobes. Currently, the Artemis system
(Eigen LLC, Grass Valley, CA) has been used to provide a full three-dimensional
image of the prostate during real-time ultrasonography with an end-firing probe
to aid in the planning, calculation of accurate prostatic volumes, and ultimately
increase the precision of prostate biopsies [22]. Transperineal three-dimensional
mapping prostate biopsies have been shown to provide better staging information
compared to standard two-dimensional TRUS biopsy [23]. Thus, further develop-
ment of such technologies to allow three-dimensional visualization of the prostate
may improve the precision by which we can perform cryoablation of prostate
cancer.

Measurement of variations in the modulus of elasticity may provide important
information during cryoablation. Because TRUS cannot give us information with
regard to tissue temperature, we use thermocouples to help monitor the freez-
ing process. Recent breakthroughs in imaging have lead to the development of
novel techniques in “elasticity imaging” known as vibro-acoutsography. Vibro-
acoustography produces a map of the mechanical response of an object to a dynamic
force applied to the object. The technique uses a radiation force of ultrasound onto
the object and the vibration of the object produces a sound field in the medium
which is received by an audio hydrophone placed near the object. Mitri et al. were
able to show that vibro-acoutsography could be used to produce clear images of a
frozen prostate at different temperature stages [24]. Though this imaging modality
has been used to delineate breast cancer lesions, evaluation of vibro-acoustography
for prostate cryotherapy in vivo still needs to be examined.

Magnetic resonance imaging has been shown to be a valuable imaging modality
in the visualization of prostate anatomy and in focal lesions [25]. Though the
feasibility of MRI-guided percutaneous renal cryoablation has been evaluated
in the canine model, MRI is generally not a real-time modality and currently
the magnetic environment increases the complexity of interventional procedures
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[26]. However, the development of fusion imaging modalities, where previous
magnetic resonance imaging or MR spectroscopy (which can provide the spatial
distribution of metabolites specific for prostate cancer) can be fused to real-time
ultrasonography, may exploit the advantages of each imaging modality [27].

4 Indications

Primary cryoablation of the prostate is a minimally invasive option for men who
either do not want or are not good candidates for radical prostatectomy due to
comorbidities. Patients who may not be good candidates for external beam radiation
therapy due to previous pelvic radiation, rectal surgery, or inflammatory bowel
disease may be considered for prostate cryoablation [28]. Salvage cryotherapy
can be a viable treatment option for patients in whom radiation therapy (external
beam or interstitial seed implantation) has failed [29, 30]. Patients with biopsy
proven persistent organ confined prostate cancer, a PSA less than 10 mg/ml,
and a negative metastatic evaluation may be the most appropriate candidates for
salvage cryotherapy [28, 31]. Contraindications include advanced local disease,
incontinence, and inflammatory bowel disease. The latter is believed to contribute
to a higher incidence of anorectal fistula formation [12–15]. Patients with a prior
history of transurethral resection of the prostate may not be good candidates for
cryotherapy given that they are at increased risk for urethral necrosis due to failure
of the urethral warming device to coapt to the mucosa [28]. Cryoablation of the
prostate is best performed in glands less than 40 g. Investigators have reported
protocols assigning patients to neoadjuvant androgen deprivation to achieve smaller
gland sizes prior to instituting treatment [17,32]. Prostate specific antigen (PSA) has
also been utilized as a parameter to determine cryotherapy eligibility [17]. Zisman et
al. recommended that PSA values greater than 15 ng/ml undergo pelvic lymph node
dissection before undergoing cryotherapy [17]. It should also be noted that there
is no “dose threshold” for cryoablation of the prostate, so additional freeze–thaw
cycles within a single procedure or a repeat treatment at a later session in the event
of local recurrence are possible.

5 Technique

Technological advances have led to the development of cryoprobes of various diam-
eters and lengths in order to produce the desired cryolesion based on pre-treatment
planning. The cryoprobes used today use an argon gas-based system predicated on
the Joule–Thompson effect (accuprobe, Endocare, Irvine, CA, USA) (Fig. 1). The
Joule–Thompson effect characterizes gas at high pressures and predicts that gas
changes temperature as it expands through a narrow port into a lower pressure zone.
These systems allow faster freezing rates which improve the reliability of cancer
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Fig. 1 Set-up of cryoprobes for cryoablation of the prostate

destruction. Argon gas as it expands results in rapid cooling via the Joule–Thompson
effect. Some gases such as helium warm up rather than cool when expanded. Thus,
argon gas is used for the rapid freezing in cryoprobes and helium gas can be used
to help thaw the cryoprobes. The argon gas-based systems have replaced the first
and second-generation liquid nitrogen systems because: they reach temperatures
equivalent to liquid nitrogen, argon is easily stored without evaporation and is
ready for immediate use, the cooling rate for argon gas is much quicker than liquid
nitrogen, and the freezing process can be rapidly started and stopped [19, 33].
Cryoprobes are available in various diameters (2.4, 3.0, and 5.0 mm). The number
and size of probes used in a case vary depending on the size and site of the tumor.
An increase in the total number of cryoprobes to eight has resulted in more uniform
freezing temperatures throughout the gland.

Spinal or general anesthesia may be used and the patient is positioned in the
dorsal lithotomy position. TRUS is used to delineate prostatic anatomy and the
margins of treatment (Fig. 2a). The TRUS transducer is held in place within the



Image-Guided Cryoablation of the Prostate 305

Fig. 2 (a) Transverse US image of prostate to aid in cryoprobe placement. (Six cryoprobes
placed plus temperature probes placed for left and right seminal vesicles, Denonvillier’s fascia.)
(b) Mapping for probe placement

rectum by a probe holder similar to the gantries used for brachytherapy. Cyroprobes
are placed percutaneously using an interstitial radiation therapy template aligned
with the perineum. The number of probes placed depends on the prostatic anatomy
and treatment zone defined by TRUS (Fig. 2b). The biplane TRUS probe allows the
surgeon to switch back and forth between the longitudinal and axial views in order to
guide placement of the cryoprobes (Fig. 3). After confirmation of urethral integrity
as well as the bladder wall by cystoscopy, a urethral warming catheter is placed for
continuous flow of warm fluid. Treatment is carried out by dual freeze–thaw cycle
method described above with temperatures reaching−40◦C. Treatment is monitored
via real-time ultrasonography by viewing the generated ice ball (Fig. 4). Multiple
temperature probes both inside and outside the prostate monitor temperature.
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Fig. 3 Sagittal US image to assess depth of cryoprobe placement

Fig. 4 Visualization of progression of ice ball formation with prominent hypoechoic crescents
during cryoablation

6 Follow-Up

The initial post-operative follow-up is performed within the first 2 weeks for
foley catheter removal, which is dependent on how much of the gland was
treated. Biochemical-free survival as monitored by the measurement of serial PSAs
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represents an effective means of following patients following prostatic cryotherapy.
However, it should be noted that no universally accepted definition of biochem-
ical failure exists for cryosurgery [33]. Because the urethra is preserved during
cryoablation of the prostate, there is potential that PSA-producing tissue may still
be present. Thus a completely undetectable PSA level is usually not seen in the
long-term. Appropriate salvage therapies, including repeat cryotherapy, radiation,
or hormonal therapy and salvage prostatectomy may be offered to patients with
biochemical failure.

7 Results

A small number of series have reported 5–10-year follow-up data following primary
cryotherapy of the prostate. Many of the original series used second-generation
machines (Table 1). Aus et al. treated 54 patients with localized prostate cancer and
reported a failure rate of 61% with a median follow-up of 58.5 months [34]. They
defined failure as a positive biopsy or a PSA rise >1ng/ml. Another series reported
by Donnelly et al. reported on 76 patients with a median follow-up of 50 months
[35]. The patient population in their study was selective as they excluded patients
with PSA > 30ng/ml and those who had received prior radiation therapy. The PSA
recurrence free survival was 59% and 79% at 5 years with PSA recurrence cutoffs
of <0.3ng/ml and <1.0ng/ml, respectively. As observed in an elegant review by
Gillett et al., no definition of incontinence was given in the series [36]. A large series
by Bahn et al. reported data on 590 patients with a median follow-up of 5.4 years
[37]. Unlike the studies mentioned above, this study utilized second-generation (n=
350) and third-generation (n = 240) machines. Their definition of PSA recurrence
was a PSA rise above 0.5 ng/ml and 1.0 ng/ml. The PSA-recurrences based on these
definitions were 62% and 76%, respectively.

Third-generation systems are currently being utilized and have shown decreased
complication rates [38]. A report by De La Taille et al. with a follow-up of 9 months
reported a PSA-recurrence rate of 30% [32]. Their patient population included

Table 1 Primary prostate cryoablation series (n > 20)

Year Author N
Mean follow-up
(months)

Biochemical
recurrence-free
survival (%)

2002 Donnelly et al. [35], 2nd generation 76 50 59
2002 Aus et al. [34], 2nd generation 54 58.5 39
2002 Bahn et al. [37], 2nd generation 350 64 62
2002 Bahn et al. [37], 3rd generation 240 64 76
2000 De La Taille et al. [32], 3rd generation 35 9 70
2003 Han et al. [39], 3rd generation 122 12 75
2008 Cohen et al. [40], 3rd generation 370 145.8 56
2008 Jones et al. [41], 3rd generation 1,198 24.4 77
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35 patients, 19 radiation failures, and 16 patients with newly diagnosed localized
prostate cancer. Han et al. revealed results of a multi-institutional trial with a median
1 year follow-up of patients treated for localized disease utilizing a third-generation
argon-based system [39]. The PSA-recurrence free survival was reported to be 75%
at 1 year.

Recent long-term data by Cohen et al. reported biochemical disease-free survival
rates of 80.6%, 74.2%, and 45.5% for low, moderate, and high-risk groups,
respectively, at 10 years following primary cryoablation of the prostate (median
follow-up 12.6 years) [40]. They defined biochemical recurrence using the Phoenix
definition (nadir PSA + 2 ng/dl). The 10-year biopsy negative rate was 77.0%.
Jones et al. reported the largest data set to date using the COLD (cryo on-line
data) registry on patients undergoing whole gland prostate cryoablation. A total
of 1,198 patients were found to have 5-year biochemical free survival rates of
77.1% and 72.9% based on the American Society for Therapeutic Radiology and
Oncology (defined as three consecutive increases in PSA) definition and the Phoenix
definition respectively [41]. A nadir PSA of 0.6 ng/ml or greater following prostate
cryoablation has been shown to correlate with a 29.5% biochemical failure rate at
24 months, thus these patients require close follow-up [42]. Currently, short-term
PSA results for cryotherapy appear promising but careful evaluation of long-term
results will be needed as it becomes available. Studies designed to prospectively
evaluate cryotherapy in comparison to standard treatment modalities for localized
prostate cancer will also need to be explored in the future.

8 Complications

Short-term complications following cryoablation of the prostate include urinary
retention and penile/scrotal swelling. Urinary retention usually persists for one to
two weeks following the procedure and may be dependent on the amount of gland
ablated. It is generally managed with a foley catheter or a suprapubic tube and
anti-inflammatory agents. Penile and scrotal swelling is generally self-limiting and
resolves after the first two weeks of the procedure [28].

Long-term complications include rectourethral fistula, urinary incontinence,
erectile dysfunction and urethral sloughing. Fistula formation was the most signifi-
cant complication that was seen in the early cryosurgery series due to inadequate
monitoring during cryoablation and the absence of a urethral warming device.
Though the incidence of fistula formation has decreased with advances in technol-
ogy, patients treated with salvage cryotherapy after radiation therapy are at a higher
risk for this complication (0–0.5% in patients undergoing primary cryotherapy
versus 0–3.0% in patients undergoing salvage cryotherapy) [28].

During complete gland ablation, there is still a possibility of damage to the
external sphincter despite some protection from the urethral warming device. The
incidence of urinary incontinence (defined as wearing a pad) ranges from less than
1% to 8%. The use of thermocouple probes placed near the neurovascular bundles
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allows monitoring of the temperature as the ice ball extends outside the prostate
capsule. The incidence of erectile dysfunction reported in the literature ranges from
49% to 93% at 1 year [28,34,36]. The use of a urethral warming catheter has shown
to decrease the risk of urethral sloughing. However, when there is not adequate
coaptation of the urethral mucosa with the warming catheter, which can occur near
in the sulcus near the verumontanum, urethral sloughing may occur. The reported
rates of urethral sloughing in the literature with the use of a urethral warming device
range from 0% to 15% [28]. The higher complications noted in older cryoablation
series have been attributed to the use of the second-generation (liquid nitrogen
based) systems, older ultrasound techniques, and the lack of usage of a urethral
warming catheter. Cohen compared the complications between second-generation
(liquid nitrogen based) and third-generation (argon based) cryoablation systems and
showed a decrease in urinary incontinence and rectourethral fistulas with the newer
systems [38].

9 Summary

The role of primary and salvage cryoablation for prostate cancer is becoming
better defined. The technological advances with the third-generation systems, the
use of a urethral warming devices, and real-time ultrasonographic and thermal
monitoring have all contributed to improving our ability to perform cryoablation
while minimizing morbidity. We expect further advances in technology and imaging
to allow us to refine our surgical technique. The evaluation of long-term clinical
results with regard to biochemical recurrence, post-treatment biopsy results, and
comparison to conventional treatment modalities will further impact the role that
cryoablation plays in the treatment of prostate cancer.
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The importance of atherosclerotic disease in coronary artery has been a subject of
study for many researchers in the past decade. In brief, the aim is to understand
progression of such a disease, detect plaques at risks (vulnerable plaques), and
treat them selectively to prevent mortality and immobility. Consequently, several
imaging modalities have been developed and among them intravascular ultrasound
(IVUS) has been of particular interest since it provides useful information about
tissues microstructures and images with sufficient penetration as well as resolution.
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In general, the ultimate goal is to provide interventional cardiologists with reliable
clinical tools so they can identify vulnerable plaques, make decisions confidently,
choose the most appropriate drugs or implant devices (i.e., stent), and stabilize them
during catheterization procedures with minimal risk.

We describe applications of multiscale analysis in IVUS imaging and present
two techniques based on two- (2D) and three-dimensional (3D) orthonormal wavelet
basis functions that translate ultrasonic information of tissue microstructures as well
as blood speckle into visual textures that can be used as features for classification.
In this chapter, the main focus is to (1) differentiate between blood and non-
blood signals/textures, which can ultimately lead to detection of the lumen border
automatically and (2) characterize coronary artery atherosclerotic plaques using
IVUS backscattered radiofrequency (RF) signals and/or grayscale images. The
ultimate goal of such an effort is to provide interventional cardiologists with reliable
clinical tools so they can detect vulnerable plaques, make decisions confidently, and
choose the most appropriate drugs or implant devices (i.e., stent) during catheter-
ization procedures with minimal risk. Next, we briefly review IVUS acquisition
specifications as well as in vitro and in vivo data collection methodologies. In vivo
data are used for detection of luminal borders and in vitro data are employed for
automatic characterization of atherosclerotic plaques.

1 IVUS Data Acquisition, Image Formation, and Display

The IVUS RF signals or grayscale images are acquired in vivo during human or
animal catheterization procedures by advancing an IVUS catheter on top of the
guide wire from the femoral artery toward the site of coronary arterial occlusion
(i.e., right coronary artery (RCA), left anterior descending (LAD), left circumflex
(LCX)) via aorta. During image acquisition, the catheter is pulled back from the
distal to proximal locations. In vitro IVUS data collection and histology preparation
methodologies have been comprehensively studied and reported in [1].

Figure 1 displays schematic of an artery, its anatomical structures, catheter,
and four distinct IVUS frames acquired with transducers with different center
frequencies. During acquisition, IVUS backscattered RF signals that are continuous-
time real-valued and band-limited signals, x(t), are digitized x(nTs) = x[n] = xn at
periodic time intervals of Ts = 1/ fs and stored in hard disk of a computer. The fs is
the sampling rate of digitizing board that may vary from one system to another.
For example, in Boston Scientific (Fremont, CA) GalaxyTM or iLab R© imaging
systems, the acquisition boards sample IVUS signals at the rate of fs = 400MHz
whereas the sampling rate for Volcano s5TM imaging system is fs = 200MHz.
Once the IVUS backscattered signals are digitized, a number of steps need to
be taken in order to convert digitized signals into typical eyeball IVUS grayscale
images. First, the envelope of signal in each acquisition line is computed by the
corresponding analytical signal followed by decimation and interpolation in axial
and lateral directions, respectively. The log compression is also used to enhance the
image quality followed by quantization (e.g., eight-bit).
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Fig. 1 Schematic of an artery, catheter, atherosclerotic plaque, and IVUS image cross-section
(a) (reference: http://www.bmj.com), cross-sectional anatomy of arterial wall (b). Four distinct
IVUS frames acquired with 20 MHz (c), 30 MHz (d), 40 MHz (e), and 45 MHz (f) transducers.
Red and green borders represent vessel wall and lumen borders, respectively. The yellow dashed
line depicts trajectory of transducer scan lines

Fig. 2 Grayscale IVUS image in polar (a) and Cartesian (b) representations along with depicted
catheter marker, plaque, vessel wall, and lumen borders (c)

As it is depicted in Fig. 1a, the transducer has a spiral trajectory (yellow dashed
line) while taking cross-sectional grayscale images with rate of 30 frames per
second. This is due to the fact that the transducer rotates and at the same time
is pulled back with a speed of 0.5 mm/s that provides IVUS frames of 16.7μm
thickness. Therefore, the original domain of acquisition is polar (r, θ ) and the
resulting grayscale image should be transformed to (x, y) Cartesian coordinates to
construct a typical IVUS frame. Figure 2 illustrates an IVUS grayscale image in
polar and Cartesian representations along with depicted catheter marker, plaque,
vessel wall, and lumen borders.

http://www.bmj.com
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2 Automatic Detection of Lumen Borders

IVUS image segmentation has been a subject of interest for researchers due to
the rapidly growing use of this imaging modality in catheterization procedures for
the following two main reasons. First, one important parameter during angioplasty
or stent implantation procedure is the ratio of lumen to artery cross-sectional
area in stenotic regions. For instance, the interventional cardiologist uses these
measurements to select the most appropriate type, length, and diameter of a stent.
Secondly, vessel walls and lumen contours are required to be traced prior to tissue
characterization and plaque RF signals extraction. Pullback IVUS data files contain
thousands of cross-sectional images, hence, automatic extraction of vessel wall
and lumen borders has been the topic of research efforts [2–14] and remains a
challenging image processing problem.

Clinical application of automated segmentation methods has seen limited success
due to the presence of guide wire, the presence of arc of calcified plaques, the
motion of the catheter as well as heart, and appearance of sub-branches. Comparing
IVUS ultrasound probes, Fig. 1, the lumen border is better depicted in images
acquired with a 64-element phased-array 20 MHz transducer in comparison with
those acquired with a single element mechanically rotating 45 MHz transducer. At
higher center frequency, spatial resolution is improved, at the cost of more scattering
from red blood cells inside the lumen that makes lumen border detection more chal-
lenging. In the rest of this section, we present an algorithm for automatic detection
of lumen borders through expansion of IVUS sub-volumes onto directional sensitive
wavelet like basis functions, called brushlet.

2.1 Motivations

The IVUS provides rich temporal as well as spatial resolution of plaque and
arterial wall structures. Due to sufficient temporal resolution (16.7μm), plaque
structures appear to be relatively persistent within limited number of frames (e.g.,
eight frames) that is defined as sub-volume. The strong spatial coherence in the
appearance of plaque, arterial wall, and surrounding fats within an IVUS sub-
volume is better expressed and visualized in polar representations (the original
domain of acquisition) of the image data. Hence, we design our framework upon
multiscale analysis of textural features, which is the most compatible analysis to
human and mammalian vision processing systems due to its conservation of energy
in both spatial and frequency domains [15,16]. We will take advantage of the spatial-
frequency-localized expansions such as brushlet analysis and their generalization
to 3D to discern the textural patterns on constructed images from backscattered
IVUS signals. One of the major advantages of expansion of IVUS sub-volumes
onto orthogonal brushlet basis functions is that it is invariant to intensity so that
the extracted brushlet coefficients do not depend on intensity but spatial frequency
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content of IVUS signals. In addition, the brushlet is a well-localized complex-valued
function in time and frequency domains that is suitable for analyzing the local
frequency content of IVUS signals and offers an orthogonal transform of the Fourier
coefficients, which are Hermitian-symmetric so the phase information might also be
used in IVUS image filtering [17] and eventually detection of lumen border.

2.2 Methodology

We design our framework based on what typically interventional cardiologists do
to visually delineate the lumen border. They usually go back and forth among
consecutive frames to be able to visually locate the lumen contour on a single frame.
By doing so, blood speckle and plaque embody visually incoherent and coherent
spatial patterns, respectively, suggesting a 3D processing approach. A 3D brushlet
analysis has been successfully employed to segregate static and dynamic textured
structures within volumes of images in different applications [17–19].

2.2.1 Brushlet Analysis

We are particularly interested in orthogonal localized exponential basis functions
since they enable us to characterize valuable information about the direction of
textures at different scales, frequencies, and locations. Brushlet basis was first
introduced in [20], as a family of steerable functions, that provide projected coef-
ficients associated with particular brushstrokes (of specific sizes and orientations),
analogous to a wavelet scaling function, yielding the characterization of textural
features with distinct directions corresponding to specific brushlet functions. The
functions divide the real axis into subintervals [an, an+1] of length ln, and define a
brushlet analysis function, as follows:

u j,n(x) = bn(x− ln/2)e j,n(x)+ v(x−an)e j,n(2an− x)−v(x− an+1)e j,n(2an+1−x).

(1)

The bn(x) and v(x) are two localized window functions, providing the orthogonality
property. The complex orthonormal basis function, u j,n(x), can be constructed using
these two functions along with the complex exponential function e j,n(x) that is
defined as:

e j,n(x) = 1/
√

lne−2iπ j (x−an)
ln . (2)

Figure 3 illustrates the windowing functions as well as the imaginary and real parts
of u j,n(x). Given any one-dimensional signal f in L2(R), its Fourier transform f̂ can
be projected onto the brushlet basis as:

f̂ =∑∑λ j,nu j,n, (3)
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Fig. 3 Windowing functions b(x) and v(x) (a). The ε parameter controls the localization degree of
brushlet function in time and frequency domains. Real part (b) and imaginary part (c) of analysis
u j,n brushlet function with ln = 32, ε = 16, and j = 8

Fig. 4 Schematic expansion of IVUS sub-volumes onto brushlet basis, tiling of frequency domain
(4×4×2), and selective feature extraction along eight directions corresponding to low-frequency
components

where λ j,n are the brushlet coefficients. It has been shown that the projection
of f̂ onto the brushlet basis can be implemented in an efficient fashion using a
folding technique and fast Fourier transform (FFT) [22]. The major advantage
of brushlet basis over wavelet packets is the unique well-localized frequency
response of each extracted coefficient and also arbitrary tiling of the time–frequency
plane. The analysis can also be extended to n-D via separable tensor products.
Although the primary application of brushlet analysis, presented in [20], was for
image compression authors in [23] introduced an overcomplete representation of
brushlet analysis and successfully developed a denoising/enhancing scheme to
automatically extract left ventricular (LV) endocardial borders in real-time 3D
(RT3D) (4D) echocardiograms. Figure 4 demonstrates the schematic of feature
extraction procedure (computing brushlet coefficients) and selection of features
along arbitrary numbers of directions.
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By applying the inverse Fourier transform, we can then compute the decomposi-
tion of signal f onto the orthonormal synthesis function wj,n(x) defined as:

wj,n(x) =
√

lne(2iπan−ln/2)× [(−1) j b̂σ (lnx− j)− 2isin(πlnx)v̂σ (lnx+ j)
]

(4)

with a scaling factor ln, translation factor j, and steepness factor σ = ε/ln The
parameter ε controls the degree of localization of brushlet analysis and synthesis
functions in time and frequency domains, respectively.

As we can observe, the more cubes for tiling of frequency domain is used, the
more orientations (angular resolution) are obtained. Perhaps, there is a tradeoff
between spatial and frequency resolutions and the smaller cubes are employed,
the better frequency resolution is achieved at the cost of less resolution in spatial
domain. As we pointed previously, authors in [21] introduced the brushlet analysis
for compression of richly textured images. They further presented an adaptive tiling
approach to obtain the most concise and precise representation of an image in
terms of oriented textures with all possible directions, frequencies, and locations.
Contrary to image compression where the least numbers of coefficients are desirable
to be transmitted, we try to preserve as much textural information (coefficients)
as possible due to stringent behavior of blood and plaque signals. Thus, over-
completeness of the decomposition is advantageous in IVUS lumen border detection
and segmentation. Such redundant representation of the original data in multiscale
analysis makes the brushlet analysis shift invariant, which is a suitable for segmen-
tation task.

2.2.2 Frequency Tiling and Overcomplete Representation

We partitioned the IVUS pullback data into temporal sub-volume of analysis
without overlap and project them onto 3D brushlet basis. The decomposition
of IVUS sub-volumes onto the brushlet orthonormal basis provides selectable
textural features with different orientations in the Fourier (brushlet) domain, Fig. 4.
Since, we deal with volumetric datasets, this can be reliably performed by tilling
the Fourier domain into quadrants (cubes), each representing a specific size and
orientation of a brushstroke, which is analogous to a wavelet scaling function. We
used an overcomplete multiscale representation of the brushlet coefficients for two
reasons. First, we avoided aliasing effect, and secondly, we intended to preserve as
much textural information as possible in the transform domain due to the stringent
behavior of blood and plaque signals that makes the lumen border detection
very challenging. Next, we project 3D IVUS sub-volumes in polar coordinates
with brushlet overcomplete expansion. Our hypothesis is that complex brushlet
coefficients in transformed domain provide information regarding plaque and blood
regions at different orientations.
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2.2.3 IVUS Signal Modeling In Fourier Domain and Assumptions

Consider the measurements of an IVUS transducer during pullback. In this case,
each acquisition line, f , contains information regarding tissues and flowing blood.
We can distinguish the differences in the temporal patterns associated with each
tissue and blood by differentiation between their distinct responses to IVUS
signal. Hence, we take in the relative magnitudes and phases into the definition
of the sources (i.e., blood and non-blood) and represent them in the transformed
domain as:

f̂ j,n =∑
j
∑
n
α j,ne−iωφ j,n Ŝ, (5)

where ϕ j,n and α j,n are the resulting phase and amplitude of tissue response s to
ultrasound signal. Using (5), we rewrite (3) and obtain:

∑
j
∑
n
α j,ne−iωφ j,n Ŝ =∑

j
∑
n
λ j,nu j,n. (6)

We call two functions s1 and s2 disjoint orthogonal if the frequency supports of
their Fourier transforms, ŝ1 and ŝ2, are disjoint. In other words, the pointwise
product: ŝp · ŝq = 0,∀p � q,and∀N. This is a legitimate assumption in our IVUS
application because each frequency bin is a function of only and only one tissue’s
response, which in our case would be blood or non-blood. Since brushlet basis are
orthonormal, we can reorganize (6) in the following form:

λ j,n =∑
j
∑
n

〈
α j,ne−iωφ j,n Ŝ j,n,u j,n

〉
. (7)

Looking at (7), we realize that the phase of brushlet functions results in orientation
selectivity in transformed space when separable tensor product is used while image
phases and amplitudes associated with tissue responses are proportionally preserved
in brushlet coefficients. We further hypothesize that the magnitude and phase of
brushlet coefficients provide informative features for coherent (non-blood) and inco-
herent (blood) patterns so we can estimate the lumen border in transformed domain
via selection of specific clusters of phases–magnitudes combinations avoiding any
thresholding and reconstruction. In the rest of this section, we present a classification
framework to associate frequency-based clusters of brushlet coefficients with each
tissue type (blood or non-blood).

2.2.4 Construction of 2.5-D Magnitude–Phase Histogram in Complex
Brushlet Space

Once the IVUS sub-volumes of size (X , Y , and Z) are projected onto brushlet
basis, we end up with sub-volumes of brushlet coefficients in the transformed
domain. Corresponding to lower frequencies, we showed that the coefficients in
the innermost cubes contain the most informative features regarding blood and
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non-blood textures. They can be summed up to span 360◦ of spatially oriented
information and construct the complete arterial wall and plaque in transformed
domain [4, 17]. We follow the same procedure and each IVUS frame in brushlet
space,F̂ , contains all spatial coefficients. Taking the union of summed coefficients
F̂ =

⋃X×Y
k=1 αke−iφk , we can write:

F̂(r, θ ) = α(r, θ )e−iφ(r,θ), r = 1, . . . ,X , θ = 1, . . . ,Y. (8)

The magnitude and phase associated with each coefficient can be written as:

(α(r,θ ),φ(r,θ )) =
(∣∣F̂(r,θ )

∣∣ ,RF̂(r,θ )
)
. (9)

A 2.5-D histogram can be constructed for every pair of (α(r, θ ), ϕ(r, θ )) in (α, ϕ)
domain as follows. First, we define a mask for (α, ϕ):

Mα ,φ ,Dα ,Dφ =

⎧⎪⎨
⎪⎩

1 :

{
|lnα(r, θ )− nα|< Δα

2

|φ(r, θ )−φ |< Δφ
2

0 : o.w.

. (10)

We are taking the difference between computed magnitude and phase of brushlet
coefficients, α(r, θ ) and ϕ(r, θ ) within Δα/2 of α and Δφ/2 of ϕ in the histogram,
respectively, where Δα and Δϕ are the magnitude and phase resolution widths of the
histogram. Then, the histogram can be defined as follows [21]:

h(α, φ) =∑
r,θ

∣∣∣Mα ,φ ,Δα ,Δφ (r, θ)F̂(r, θ )
∣∣∣. (11)

Our main interest is the locations of the histogram peaks and the surrounding region,
as these shall be used to generate binary masks to label blood and non-blood regions.

2.2.5 Construction of 2.5-D Magnitude–Phase Histogram in Complex
Brushlet Space

In order to localize the histogram peaks, we used a K-mean classifier to cluster
the data in (11) (αpeak, ϕpeak). The partitioning algorithm minimizes the sum of
point-to-centroid distances, summed over all clusters. We assigned each point to the
nearest cluster centroid and updated all centroids iteratively. Once the magnitudes
and phases corresponding to the Q principal peaks were found, we computed, Q∗,
masks based on the following L2 norm in the histogram space,

∀
{
(α l

peak, φ
l
peak), l = 1, . . . ,K

}

Qα l∗
peak,φ

l∗
peak

(r,θ ) =

⎧⎨
⎩

1 : min
l

(
α(r, θ )−α l

peak

)2
+
(
φ(r, θ )−φ l

peak

)2

0 : o.w
, (12)
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Fig. 5 IVUS grayscale image acquired from phantom cylinder of shrink-wrap material with
circulating blood mimicking fluid in polar domain (a), constructed 2.5D magnitude–phase
histogram (b), generated binary masks corresponding to each peak (c–e), detected cylinder border
(red) imposed on the IVUS grayscale image corresponding to (a) in Cartesian domain (f)

where (12) is minimum over all l and K is the number of tissues (classes). Note that
the number of classes defined for the K-means classifier may not be necessarily the
same as the number of peaks that we observe in the histogram. We expected that
the magnitudes and phases of brushlet coefficients would provide some information
about tissue types. Hence, (apeak, ϕpeak) corresponds to an approximate magnitude–
phase for a tissue (class). In (12), we tried to identify specific (αpeak, ϕpeak) among
all magnitudes and phases derived from the brushlet coefficients, (α, ϕ), and
estimated the corresponding regions by masking the coefficients that exhibited the
closest magnitude and phase to the approximated one. Once the desirable binary
mask corresponding to blood regions was found (i.e., the one that contains zeros
around the surface of the transducer, as illustrated in Fig. 5c). In the next section, we
describe how to estimate the lumen border in constructed binary masks.

2.2.6 Detection of Lumen Border via Surface Function Actives

Although researchers have introduced novel border detection algorithms in IVUS
images, challenges associated with this particular problem have not been considered
cautiously. The performance of any method, regardless of its implementation
technique, could be degraded due to the presence of guide wire, appearance of side
branch, reflection from surface of the transducer because of impedance mismatch,
and the presence of arc of calcified plaques. Therefore, regularization plays a crucial
role in getting the most accurate and reliable borders. One of the main advantages
of our proposed technique is that we end up with binary images, which are easier to
manipulate for spatial regularization. For example, we can get rid of the guide wire
by removing small objects and look for objects with 180◦ or 0◦ orientation close to
the transducer’s surface in order to eliminate any possible reflection.
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Fig. 6 Constructed magnitude–phase histogram (a), generated binary masks (b and c), automated
(red) and manual (green) traced borders imposed on original IVUS grayscale image (d)

In fact, the major challenges are appearance of side branch, shadows behind
guide wire, and the presence of eccentric arc of calcified plaques. These are
particularly problematic when a deformable model is deployed, leading to leakage
or underestimation of the lumen border. Hence, we employ 1D evolving curve
through surface function actives (SFAs) with analytical solution or function basis
[24]. SFA not only has great advantages in terms of efficiency and dimensionality
reduction but also provides closed form solution, which is a requirement for lumen
border, and deals with abovementioned problems. We may choose a 1D surface
function with arbitrary bases functions to represent the luminal border in 2D polar
domain. The proper choice of bases can be incorporated with some prior knowledge
such as smoothness of lumen border and its periodicity along lateral direction.
Hence, we opt sine and cosine bases and represent the lumen border as follows:

g(ak, bk, θ ) = a0/2+
M−1

∑
k=1

(
ak cos

(
2kπθ
Nθ

)
+ bk sin

(
2kπθ
Nθ

))
, (13)

where Nθ is the number of angles that span 360◦ in Cartesian space or the width of
the image in polar domain. We find the optimal coefficients in an iterative process.
Similar approach was also taken by authors in [25].

2.2.7 Experimental Results

In the first experiment, we studied the feasibility of our proposed technique by
acquiring IVUS frames from a phantom cylinder using circulating flowing human
blood. Figure 5 shows a selected constructed magnitude–phase histogram, binary
masks for the two classes, and finally the automated detected phantom wall border.
Secondly, we evaluated the algorithm performance on 1,158 IVUS frames acquired
from five patients using 45 MHz transducers during catheterization procedure.
Figure 6 illustrates a constructed magnitude–phase histogram for a single IVUS
frame and automated detected luminal border along with manual traced contour
by an expert. Although the peaks are not as well separated as in the case of the
phantom data, they still provide good estimate of the relative magnitudes and phases
for blood and non-blood regions and hence the detection of the lumen border in



324 A. Katouzian et al.

Fig. 7 Resulting automated lumen detected border (red) along with manual traced contour (green)
imposed on six distinct IVUS frames

Table 1 Quantification of
automated detected lumen
borders compared with
corresponding expert manual
tracings

Case # TP FP RMSE (mm)

1 96.7 ± 0.05 3.9 ± 0.01 0.01 ± 0.025
2 95.4 ± 0.03 7.8 ± 0.04 0.005 ± 0.004
3 96.5 ± 0.02 7.4 ± 0.06 0.03 ± 0.080
4 91.1 ± 1.00 5.0 ± 0.20 0.03 ± 0.129
5 89.5 ± 0.03 4.7 ± 0.10 0.04 ± 0.195
6 96.5 ± 0.01 5.0 ± 0.01 0.01 ± 0.021

vivo. We quantified the results comparing the automated detected borders with
manually traced contours by an expert. Figure 7 also shows resulting automated
lumen border detected contours (red) along with manual traced ones (green) for
six frames collected from arteries with distinctive pathological and morphological
structures. The statistics, true positive (TP), false positive (FP), and root mean
square error (RMSE) rates are reported in Table 1.

2.2.8 Summary and Conclusion

We presented a 3D segmentation framework for automatic detection of luminal
borders through classification of incoherent (blood) and coherent (non-blood)
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patterns in IVUS grayscale images by constructing the joint magnitude–phase
histogram of complex brushlet coefficients. This was possible since brushlet offered
orthogonal transformation of Fourier domain so we could sum up the brushlet
coefficients derived from Hermitian Fourier coefficients. We studied the feasibility
of our proposed framework using both phantom and in vivo IVUS data. The main
contribution of this work is classification of brushlet coefficients corresponding to
blood and non-blood regions through estimation of peaks of relative magnitudes and
phases in constructed 2.5-D magnitude–phase histograms. Once the magnitudes and
phases were approximated, we generated binary masks corresponding to blood and
non-blood regions in transformed domain and employed the same masks to estimate
the lumen borders.

Our results showed that the proposed framework performed reliably, detecting
the lumen border in images acquired with both 40 and 45 MHz transducers. One
of the main advantages of our technique was that the generated binary masks made
regularization simpler and therefore detection of lumen border in the presence of
guide wire and its shadow, side branch, and arc of calcified plaque became easier
and more accurate. We obtained encouraging results by performing our algorithm on
1,158 IVUS frames acquired with single-element 45 MHz transducers, containing
distinctive arteries with variety of pathological and morphological structures,
collected from five patients.

3 Automatic Characterization of Atherosclerotic Plaques

For chronic disease such as atherosclerosis, which may reoccur after balloon
angioplasty, atherectomy, stent deployment, and even bypass surgery, the accurate
diagnosis of vulnerable plaques is significantly imperative. In brief, what make
atherosclerosis one of the deadliest diseases is not stenosis alone but failure
in detection and proper treatment of vulnerable plaques. The problem becomes
more complicated when we observe that there is no consensus on interpretation
of vulnerable plaques from imaging perspectives as well as pathological point of
view and it is rather performed in a subjective manner. Today, more than ever,
there is a need for reliable, reproducible, clinically approved atherosclerotic plaque
characterization algorithms so interventional cardiologists can make confident
decisions and choose appropriate devices/drugs during catheterization procedures.
Furthermore, they can be used to study the efficacy of different agents coated
on drug-eluting stents (DESs) and regression of plaques. Undoubtedly, current
developments in intravascular coronary imaging systems and atherosclerotic tissue
characterization techniques will be a basis for future consistent management and
dependable treatment of atherosclerosis. Consequently, more lives will be saved and
overwhelming medical expenses burdened on the government and individuals can
be considerably reduced.

IVUS findings have shown that sonographic differences yielded visual discrimi-
nation among plaque constituents [26, 27]. In other words, variations of intensities
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are attributed to repetitive tissue microstructure patterns. These have motivated
researchers to develop texture-based algorithms on IVUS images to differentiate
tissue types [28–31]. However, none of these studies validated their results with
histology images in vitro, an indispensable validation step that is required before
deploying any algorithm for in vivo classification. In this section, we present
an effective texture-derived atherosclerotic tissue characterization algorithm using
discrete wavelet packet frame (DWPF) and a 2D envelope detection technique
introduced by Laine and Fan [32] that relies on the Hilbert transform of multiscale
overcomplete representations. The extracted textural features of such expansions
are perfectly suited for classification and capture characteristics of the plaque with
the highest correlation to histology. This resolves one of the main limitations of the
IVUS, which is discrimination between fibrous and fatty tissues [33,34]. A primary
work of the proposed technique was reported in [35].

3.1 IVUS-Histology Matching Procedure

In [1], we described a method for systematic marking of regions of interest (ROIs)
for histology preparation. The main advantage of presented methodology was that
the orientation of the artery was not changed throughout the entire procedure.
Therefore, more reliable IVUS-histology pairs could be obtained and the number of
cross-section of interest (CSI) per vessel was significantly increased (average of 25
regions) compared to the traditional methods (3–5 regions) [36,37]. This also made
the matching procedure more reliable and the CSIs were obtained more confidently.
Generally, experts use histology images, as gold standard, to validate constructed
tissue color maps.

3.2 Multi-Channel Wavelet Analysis

We will take advantage of spatial-frequency-localized expansions and their general-
ization to 2D to discern textural patterns on constructed images from backscattered
IVUS signals while geometrically oriented decompositions are provided at this
dimension. Unlike the classical discrete wavelet (DWT) [38–40] and discrete
wavelet packet transforms (DWPTs) [41], we compute decompositions that are
translation invariant in a discrete wavelet frame (DWF) [42] or discrete wavelet
packet frame (DWPF), where no decimation (down sampling) occurs between
expansion levels (Fig. 8). Although the DWPF seems redundant and insufficient,
it has two advantages that benefit texture analysis and multiscale representations:
(1) less restriction on filter selection and (2) the variations of the modulus in the
transform domain are not corrupted by aliasing.
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Fig. 8 Tree structure for a discrete wavelet packet frame expansion (DWPF) and its associated
multiscale indexes

Wavelet packets are orthonormal in the space of summable-integrable function
L2(R) [43] and described by a collection of functions {ξ j(x)| j ∈ Z+, 〈ξp, ξq〉= 0,
p � q} obtained from:

2l/2ξ2k

(
2lx− n

)
= ∑

m∈Z
hl

m−2n2l+1/2ξk

(
2l+1x−m

)
, (14)

2l/2ξ2k+1

(
2lx− n

)
= ∑

m∈Z
gl

m−2n2l+1/2ξk

(
2l+1x−m

)
, (15)

where l, n, k, ξ0(x) = φ(x), and ξ1(x) = ψ(x) are the scale index, translation
index, channel index, scaling function, and basic wavelet, respectively [39]. We will
describe our method and rationale for selection of discrete filters hn and gn in more
details in the next section. The wavelet packets at different scales can also be found
by the inverse relationship as follows:

2l+1/2ξk

(
2l+1x−m

)
=∑

n
hl

m−2n2l/2ξ2k

(
2lx− n

)
+∑

n
gl

m−2n2l/2ξ2k+1

(
2lx− n

)
.

(16)

Any function f (x) ∈ L2(R) can be decomposed onto a wavelet packet basis by
computing the inner product 〈 f (x), ξk(2lx− n)〉. Using (16), we can write:
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Defining the decomposition coefficients as:

ρ l
k,n = 2l/2

∞∫
−∞

f (x)ξk

(
2lx− n

)
dx. (18)

Equation (17) can be rewritten as:

ρ l+1
k, m =∑

n
hl

m−2nρ
l
2k, n +∑

n
gl

m−2nρ
l
2k+1, n. (19)

Using (14) and (15), the coefficients are calculated by:

ρ l
2k,n =∑

m
hl

m−2nρ
l+1
k,m , (20)

ρ l
2k+1,n =∑

m
gl

m−2nρ
l+1
k,m . (21)

In the standard wavelet transform, the index k is restricted to k = 0 and only two
wavelet packets ξ0 and ξ1 are used. Consequently, only the leftmost nodes (ρ l

o) are
decomposed into high and low frequency sub-bands. However, in wavelet packets,
the decompositions are performed on both low and high frequency components.
Therefore, a tree-structure multiband extension of the standard wavelet transform is
constructed (Fig. 8). This can be seen as sub-band filtering and implemented using
iterated constructed highpass and lowpass filters in frequency domain. Taking the
Fourier transform of both sides of (20) and (21) yields:

ϒ l+1
2k (ω) = Gl (ω)ϒ l

k (ω) , (22)

ϒ l+1
2k+1 (ω) = Hl (ω)ϒ l

k (ω) , (23)

where ϒ l
k (ω) is the Fourier transform of the frame coefficients at channel k and

level l. Since the IVUS signals are sampled at the rate of fs, the original discrete
signal is considered as the set of frame coefficients at the first scale (l = 0) for the
rest of this chapter.

3.3 Filter Selection and Specification

The highpass Gl(ω) and the lowpass Hl(ω) filters at each level l can be realized as
presented in [40] by: Gl(ω) = G0(2lω) and Hl(ω) = H0(2lω). Consequently, the
multi-channel wavelet schematic in Fig. 8 behaves like a filter bank with channel
filters {Fl

k (ω)|0≤ k ≤ 2l− 1}, where Fl
k (ω) can be derived recursively as follows:

Fl
k (ω) = G0 (ω) , F0

1 (ω) = H0 (ω) , (24)

Fl+1
2k (ω) = Gl+1 (ω)Fl

k (ω) = G0
(

2l+1ω
)

Fl
k (ω) , (25)

Fl+1
2k+1 (ω) = Hl+1 (ω)Fl

k (ω) = H0
(

2l+1ω
)

Fl
k (ω) . (26)
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Fig. 9 Lemarie-Battle filter of order 18 (a), constructed filter bank at level 4 (b)

It has been shown that the selection of the filters G0(ω) and H0(ω) can have sig-
nificant impact on texture classification performance [32, 41]. The filter candidates
must satisfy necessary criteria such as symmetry as well as boundary accuracy and
have optimal frequency response. Hence, we selected Lemarie-Battle [39] wavelets
that are symmetric (have linear phase response) and satisfy quadrature mirror filter
(QMF) criteria. The former property alleviates boundary effects through simple
methods of mirror extension. The discrete HIGHPASS filter g0

n is obtained by
g0

n = (−1)nh0
n or G0(ω) = H0(ω+π) in the frequency domain. Figure 9 illustrates

the constructed filter bank at level 4 generated by Lemarie-Battle wavelet of order
18. The wavelets using QMF as well as constructed filter bank {Fl

k (ω)} cover
exactly the frequency domain and satisfy the property:∣∣G0 (ω)

∣∣2 + ∣∣H0 (ω)
∣∣2 = ∣∣G0 (ω)

∣∣+ ∣∣H0(ω)
∣∣= 1, (27)

2l−1

∑
k=0

∣∣∣Fl
k (ω)

∣∣∣2 = 2l−1

∑
k=0

∣∣∣Fl
k (ω)

∣∣∣= 1. (28)

Thus this expansion is pointwise/pixelwise 1:1 (a bi-jection across levels of analysis)
and allows for perfect representation (and reconstruction).

3.4 Feature Extraction

We processed the IVUS signals from each raw data frame, represented in the (r, θ )
domain, which is the original domain of acquisition, containing 256 lines that span
over 360◦ with 2,048 samples per line. In order to have an optimal frame size with
respect to its computational complexity and textural resolution, we decimated and
interpolated (via a spline) the signals in axial and lateral directions, respectively, to
generate square M = 512 pixels frame. Figure 10 demonstrates B-mode images of
an IVUS frame in both (r, θ ) and (x, y) Cartesian domains.
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Fig. 10 Sample IVUS image shown in the (r, θ ) (a) and (x, y) Cartesian (b) domains

For each frame, a separable tensor product was used, in which channel filters
were denoted by Fl

i× j(ωr,ωθ ) = Fl
i (ωr)Fl

j (ωθ ). Consequently, such an extension
will lead to orientation selectivity in the decomposition tree. Four possible orienta-
tions can be considered excluding the root node, which is omnidirectional.

1. The node last filtered by Gl(ωr)Hl(ωθ ) corresponds to coefficients having a
vertical orientation. The highpass filter Gl and the lowpass filter Hl are applied
in the axial and lateral directions, respectively.

2. The node last filtered by Hl(ωr)Gl(ωθ ) corresponds to horizontal orientation.
The lowpass filter Hl and the highpass filter Gl are applied in the axial and lateral
directions, respectively.

3. The node last filtered by Gl(ωr)Gl(ωθ ) is responsive to coefficients in the
diagonal orientation. The highpass filter Gl and the highpass filter Hl are applied
in the axial and lateral directions, respectively.

4. The node last filtered by Hl(ωr)Hl(ωθ ) has the same orientation as its parent.
The lowpass filter Hl and the lowpass filter Hl are applied in the axial and lateral
directions, respectively.

Due to narrowband characteristic of IVUS signals, the envelope of output signals
from channel filters was computed using the corresponding 2D analytical signals.
Finally, the feature matrices were constructed as follows:

�V l, k
i, j =

{
el, k

i, j

∣∣∣0≤ k ≤ (2l− 1), i, j = 1, . . . ,M
}
, (29)

where el, k
i, j represents the envelope value of pixel (i, j)f or the kth channel at level l.
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3.5 Classification

The overall justification of in vivo real-time plaque characterization is performed
by the interventional cardiologists through the use of classified tissues. For this
reason, we chose ISODATA clustering algorithm in order to classify the tissues and
generate the tissue color maps, called prognosis histology (PH) images. We utilized
the unsupervised classifier to quantify the reliability of the extracted signatures.
Our hypothesis is that if the classification results (PH images) driven by the
unsupervised signatures preserve their high correlation with ground truth histology
images, then the features could be used reliably in the training data set for supervised
classification. We have categorized plaque components into four Nc = 4 classes
including lipidic, fibrotic, calcified, and background (no tissue).

For every representation matrix, XM×M , a label was assigned to each pixel by
modulo Nc. We computed the center of clusters {�Cκ |0≤ κ ≤ Nc− 1} by calculating
the mean vector for each class. The pixel {xi, j|i, j = 1, . . . ,M} was assigned to
the class κ if the Euclidean distance between the corresponding pixel and the class
center �Cκ was the closest. The centers of the clusters were updated in an iterative
fashion by recomputing the relative mean vectors. The procedure was terminated
once no change in labeling occurred.

3.6 Experimental Results

About 83 cross-section of CSIs collected from 32 cadaver hearts, including 19 left
anterior descending (LAD), 16 right coronary artery (RCA), and 16 left circumflex
(LCX) segments that had more than 30% stenosis, were examined. As we mentioned
in the preceding section, we decimated the signals and used spline interpolation to
generate 512-by-512 scan converted (Cartesian domain) B-mode images. For each
frame, an expert manually segmented the plaque by tracing the vessel wall and
lumen borders. The corresponding plaque signals were read and saved in a matrix
with the same size of the IVUS image in the (r, θ ) domain. We performed our
algorithm on 512-by-512 matrices and selected Lemarie-Battle filters of order 18,
decomposition level L = 2, and number of classes Nc = 4. Finally, the resulting
classified images were mapped onto Cartesian plane. Figure 11 demonstrates an
IVUS grayscale CSI, corresponding Movat Pentachrome histology image, and
constructed PH image. The blue, yellow, and pink colors exhibit calcified, fibrotic,
and lipidic plaque components, respectively.

3.7 Quantification

For quantification, histology is the best available version of ground truth for in vitro
tissue characterization. However, the interpretation of histology images can often



332 A. Katouzian et al.

Fig. 11 Manually traced vessel wall (green) and lumen border (red) on IVUS B-mode image
(a), resulting PH image generated by the algorithm (blue, yellow, and pink colors represent
calcified, fibrotic, and fibro-lipidic components) (b), corresponding H&E histology image of cross-
section of interest (c). The white star points to lipid rich pool region that could be the sign of
vulnerable plaque if thin fibrotic layer existed on top of it

vary among experts yielding a subjective process. As a result, plaque constitutes
can be separated into fibrotic, lipidic, necrotic core, and calcified while another
may differentiate between the levels of the presence of fatty materials and add
fibro-lipidic to compromise between fibrotic and lipidic. Generally, in supervised
classification techniques, the most homogeneous regions, for each tissue type,
are selected on histology images and mapped to the corresponding IVUS images
manually (Fig. 12c). Subsequently, the features are extracted in order to build the
training and testing dataset. Figure 12 demonstrates a CSI, corresponding histology
image with manually segmented ROIs by a histopathologist, image containing
manually traced labels for each tissue type and constructed PH image. Traditionally,
in order to build the training dataset, experts trace the most homogeneous regions
for each tissue type and extracted corresponding features, although the homogeneity
assumption may not be completely valid.

As we can observe in histology image and corresponding IVUS as well as PH
image, the atherosclerotic plaque consists of heterogeneous tissues that makes man-
ual labeling tedious and possibly infeasible. Figure 12a, b, d clearly demonstrates
that the manually segmented ROI (Fig. 12c), which presumably should only contain
fibrotic tissue, is heterogeneous and contains mixture of fibrotic and lipidic tissues.
This may lead to incorrect classification results if used for training of any supervised
classifier. For this reason, we designed our tissue characterization framework based
on unsupervised classification to substantiate extracted features. In this way, we
confidently used the classification results (PH images) as labeled images for building
a training set in any supervised classification algorithm.

Due to the nature of the unsupervised classification approach taken, we evaluated
the algorithm performance employing an independent histopathologist, by contrast-
ing the histology images corresponding to PH images. We deployed a scoring
approach to quantify the results and asked the histopathologist to score each PH
image by eye-balling. For higher accuracy, each histology image was divided into
distinguishable regions (Fig. 12a). The corresponding PH images were oriented
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Fig. 12 H&E histology image of CSI with manually segmented ROIs (a), corresponding IVUS
grayscale image (b), manually selected regions corresponding to presumably homogenous regions
for each tissue type (c), and corresponding PH image (d). The bottom row illustrates the magnified
version of selected ROI (red square) for fibrotic tissue. The inhomogeneity of atherosclerotic
tissues are well reflected in (a, b, and d). The white star points to lipid rich pool region that
could be a sign of vulnerable plaque if a thin fibrotic layer existed on top of it

Table 2 Percentage of correct classification as well as misclassifi-
cation for each tissue type

Calcified Fibrotic Fibro-lipidic No tissue

Calcified 99.70 0.32 0.07 0.00
Fibrotic 7.17 87.75 5.05 0.00
Fibro-lipidic 1.89 6.50 90.87 0.74

and scaled as the histology image and same divisions were mapped visually. The
accuracy of characterization was evaluated for each region separately and averaged
for composite rating for each tissue type. Table 2 demonstrates the average values
for correct and misclassified tissues in 83 CSIs. For example, the first row shows
that 99.70% of calcified tissues in histology images were correctly classified as
calcified while 0.32% and 0.07% of them were misclassified as lipidic and fibro-
lipidic, respectively. The overall classification performance has been evaluated to
be 90.87%, 87.75%, and 99.70% for calcified, fibrotic, and fibro-lipidic tissues,
respectively.

3.8 Summary and Conclusion

W presented a reliable texture-derived atherosclerotic plaque characterization algo-
rithm as an alternative to spectrum-based approaches like IVUS-virtual histology
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(IVUS-VH) [44] and IVUS-integrated backscatter (IVUS-IB) [45]. We deployed a
2D multi-channel technique and extracted textural features that relied upon over-
complete wavelet packet frame representations along with unsupervised ISODATA
classifier to generate PH images. The accuracy of the algorithm was evaluated by an
independent histopathologist and reported to be 99.70%, 87.75%, and 90.87% for
calcified, fibrotic, and fibro-lipidic tissues, respectively, in 83 CSIs collected from
32 hearts ex vivo.

The most important and practical advantage of this algorithm is that it can be per-
formed on both IVUS RF signals as well as grayscale images and reliably classify
tissues independently of the transducer center frequency while inconsistency among
the spectral-derived features within the functional range of bandwidth still remains
a major challenge. Our results showed a fine differentiation between fibrotic and
fibro-lipidic components, which had been a major challenge in the field. Above
all, we showed that constructed PH images through our unsupervised approach
could be reliably used for building training sets in any supervised classification
approach without any manual labeling in the typically highly heterogeneous media
of atherosclerotic plaques.
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Ferré, J.M., 49–67, 177–198
Ferrell, L.D., 172
Ferri, F.J., 191
Fervid, A.R., 326
Feuchtner, G.M., 164
Figueiredo, M., 54
Filho, A.P., 215, 217
Filho, E., 82
Fillard, P., 77
Fitzgerald, P.J., 316, 326
Flanagan, A., 213
Flocks, R.H., 300
Fotiadis, D., 284
Fotidadis, D., 316, 321
Fox, A.J., 164
Frankel, V.N., 283, 284
Fred, A., 91
Fredrikson, G.N., 172
Frey, J.J., 284
Friberg, P., 102, 117, 120, 121, 124
Friedrich, G.J., 164
Frietman, P.A., 27, 100, 102, 103, 120
Froio, A., 164, 165
Frutkin, A.D., 182, 184

Fujii, T., 179, 184
Fujita, H., 179
Fujiwara, H., 179, 183
Fujiwara, T., 179, 183
Fukuda, D., 177
Fukumoto, Y., 179, 184
Furuie, S., 101, 120, 122
Fuster, V., 177
Futterer, J.J., 302

G
Gad, K., 325
Gage, A.A., 300
Gaiani, S., 256, 258, 267, 277, 278
Gaitini, D., 164, 261–263, 269, 278
Galimberti, S., 164, 165
Gallaudet, T., 28
Gan, L.M., 102, 117, 120, 121, 124
Garca-Pagan, J.C., 267, 268, 278
Garcia, G., 267, 278
Garcia-Tsao, G., 258, 268
Garden, G.A., 204
Gardi, L., 302
Gardner, T., 283
Gariery, J., 121
Garra, B., 267
Gary, N., 5
Gatta, C., 28, 33–35, 40, 49–67, 183, 184, 186,

192
Gebel, M., 50, 267
Gee, A.H., 4–6, 23, 28, 74, 84, 207
Ge, J., 178
Geman, D., 77
Geman, S., 77
Genant, H., 284
Georgiou, N.,
Gertz, S.D., 172
Gessert, J., 325
Gessler, C.J., 182, 183, 186, 190
Gettman, M.T., 307, 309
Ghafar, M.A., 301
Ghersin, E., 261–263, 269, 278
Gibson, R., 164, 172
Gilabert, R., 267, 268, 278
Gilboa, G., 74
Gil, D., 316
Gillett, M.D., 307, 309
Gill, H., 303
Girault, J., 266, 267
Giustetto, P., 101, 117, 120, 121
Gleich, D., 55
Glidden, D.V., 204
Glossop, N., 303



Author Index 341

Golemati, S., 3, 50, 204
Gonalves, I., 204, 213, 215, 216
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